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Abstract (English version) 
 

Kinases are enzymes that catalyse phosphorylation reactions which are 

considered greatly important due to its participation in processes taking place 

in the cells of living beings. Kinases are related with a variety of illnesses 

including cancer, therefore, a significant part of the research in these systems 

are focused in the discovery of kinase inhibitors drugs. Moreover, these 

enzymes have a relevant feature; the sharing of a conserved active site which 

means that the same drug can affect different kinases. This characteristic also 

implies that the catalytic mechanism must be similar in all the family. 

The present PhD Thesis is focused in the study of the reaction mechanisms of 

the dihydroxyacetone kinases (DHAKs) based on hybrid quantum 

mechanics/molecular mechanics (QM/MM) methodology. DHAKs catalyse 

the phosphoryl transfer from adenosine triphosphate (ATP) to 

dihydroxyacetone (Dha) generating adenosine diphosphate (ADP) and Dha 

phosphate (Dha-P). The first study reported in the present PhD Thesis is the 

molecular mechanism of this reaction in aqueous solution employing different 

semiempirical Hamiltonians to describe the QM sub-set of atoms. Spline 

corrections on the resulting free energy surfaces (FES) and DFT/MM potential 

energy surfaces (PES) were additionally conducted. Thus, a comparative 

structural, mechanistic and energetic study of different mechanisms (concerted 

and stepwise mechanisms) were performed employing different levels of 

theory. The calculations showed a strong dependency with the employed level 

of theory, which is a key result to take into account for the next studies. Then, 

the reaction was studied in the DHAK of the Escherichia coli (E. coli) 

organism using a computational strategy based in the previous results in 

aqueous solution. Two mechanisms were explored in detail: a substrate-

assisted mechanism (being ATP the substrate) and an asp-assisted mechanism. 

Results determined as a more energetically favorable mechanism the process 

assisted by the substrate.  

In the last part of the present PhD Thesis, and in collaboration with the 

experimental group of Prof. Eduardo García-Junceda (Institute of General 

Organic Chemistry of CSIC, Madrid), the efforts were focused on tuning the 

phosphoryl donor specificity of DHAK of the Citrobacter Freundii (C. 

freundii) organism from ATP to an inorganic polyphosphate (poly-P) based on 

protein engineering techniques in combination with computational methods. 

The directed evolution program conducted by the group of E. García-Junceda 

produced a mutant with remarkable poly-P activity. Therefore, in an attempt 
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to elucidate the origin of this activity in the modified enzyme, the poly-P 

binding step in the wild type protein and in this Glu526Lys active mutant was 

analyzed by means of computational techniques. Results suggested that this 

mutation favored a more adequate position of the poly-P in the active site for 

the reaction to take place. Finally, in order to analyse whether the activity of 

the Glu526Lys mutant can be also attributed to an effect in the chemical step, 

the phosphoryl transfer reaction from poly-P to Dha in the wild type and in this 

active mutant form of DHAK were explored. Results suggested negligible 

effects of the mutation on the chemical step, thus confirming our previous 

results.  
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Abstract (Spanish version) 
 

Las quinasas son enzimas que catalizan las reacciones de fosforilación, 

consideradas de gran importancia debido a que participan en procesos que 

tienen lugar en las células de los seres vivos. Las quinasas están relacionadas 

con varios tipos de enfermedades, incluyendo el cáncer, por lo que una parte 

importante de la investigación en estos sistemas se está centrando en el 

descubrimiento de fármacos que actúen como inhibidores de estas enzimas. 

Además, poseen la característica de que comparten un centro activo 

prácticamente similar en todas ellas, por lo que un mismo fármaco puede actuar 

en diferentes quinasas. Esta cualidad también conlleva que el mecanismo 

catalítico sea similar en toda la familia.  

La presente Tesis Doctoral se ha centrado en el estudio de los mecanismos de 

reacción de las dihidroxiacetona quinasas (DHAK) empleando la metodología 

híbrida de mecánica cuántica/mecánica molecular (QM/MM). Las DHAKs 

catalizan la transferencia del grupo fosfato desde el adenosín trifosfato (ATP) 

a la dihidroxiacetona (Dha) generando adenosín difosfato (ADP) y Dha fosfato 

(Dha-P). El primer estudio presentado en esta Tesis Doctoral es el mecanismo 

molecular de esta reacción en disolución acuosa empleando diferentes 

Hamiltonianos semiempíricos para describir el subconjunto de átomos QM. Se 

han realizado correcciones spline sobre las superficies de energía libre (FES) 

resultantes y también se han elaborado superficies de energía potencial (PES) 

al nivel DFT/MM. Así pues, se llevó a cabo un estudio comparativo estructural, 

mecanístico y energético de los diferentes mecanismos (concertado y por 

pasos) empleando los diferentes niveles de teoría. Los cálculos mostraron una 

fuerte dependencia con el nivel de teoría empleado, resultado clave a tener en 

cuenta en estudios posteriores. A continuación, se estudió la reacción en  la 

DHAK del organismo Escherichia coli (E. coli) empleando una estrategia 

computacional basada en los resultados obtenidos en disolución acuosa. Se 

exploraron dos mecanismos: el mecanismo asistido por el sustrato (donde el 

ATP es el sustrato) y el mecanismo asistido por el residuo Asp. Los resultados 

obtenidos determinaron como el mecanismo de reacción energéticamente más 

favorable el proceso asistido por el sustrato. 

En la última parte de la presente Tesis Doctoral y en colaboración con el grupo 

experimental del Prof. Eduardo García-Junceda (Instituto de Química 

Orgánica General del CSIC, en Madrid), el trabajo se centró en modificar la 

especificidad de la DHAK del organismo Citrobacter Freundii (C. freundii) 

desde el ATP al polifosfato inorgánico (poly-P) como dador de grupos fosfato, 



xiv   Abstract (Spanish version) 

 
 

 
 

por medio de técnicas de ingeniería de proteínas en combinación con métodos 

computacionales. El programa de evolución dirigido llevado a cabo por el 

grupo de E. García-Junceda produjo una mutante que presentaba actividad 

notable con el poly-P. En un intento de esclarecer el origen de esta actividad 

en la enzima modificada, se analizó la etapa de unión del poly-P en la proteina 

nativa y en la enzima con la mutación Glu526Lys, por medio de técnicas 

computacionales. Los resultados sugirieron que esta mutación favorecía una 

posición más adecuada del poly-P en el centro activo, facilitando así que la 

reacción tuviera lugar. Finalmente, para analizar si la actividad observada en 

la enzima mutada podía atribuirse también a un efecto en la etapa química, se 

exploró la reacción de transferencia de fosfato desde el poly-P hasta la Dha en 

las dos enzimas. Los resultados sugirieron efectos menores de la mutación en 

el paso químico, confirmando así los resultados obtenidos en nuestro estudio 

previo.  
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roteins are the most abundant organic molecules in cells. They exist 

in every part of each living being since they are fundamental in the 

structure and cellular function. Enzymes are proteins specialized in 

the catalysis of biological reactions and are among the most remarkable of 

the known biomolecules due to their extraordinary specificity and catalytic 

power.1 In addition, enzymes are capable of functioning in very mild 

conditions of temperature and pH. One of the fundamental requirements 

for live is that the organism must be able to catalyse chemical reactions in 

an efficient and selective way. Thus, enzymes are responsible of catalysing 

reactions corresponding to the break down of nutrient molecules, synthesis 

of biological macromolecules from simple precursors and conservation 

and transformation of chemical energy.2,3 Research concerning enzymes 

has a huge relevance considering that their anomalous degree of presence 

and activity in living beings may be related with diseases. Depending on 

the conditions of a particular disease, a deficiency or total absence of one 

or more enzymes could be the cause (e.g. inheritable genetic disorders), 

however, an excessive activity of an enzyme may be the reason as well. 

The diagnosis can be obtained through measurements of the activities of 

enzymes in blood plasma, erythrocytes or tissues specimens.3  

Numerous research works have been done to understand the origin of the 

catalytic power of the enzymes.4-9 A deep comprehension of the enzymatic 

mechanisms,  that is, understanding the way in which enzymes catalyse 

chemical reactions is essential to analyse biochemical processes and can 

contribute to produce new medicines and catalysts.10 To achieve this 

comprehension, one elementary point to consider is the comparison of the 

enzyme catalysed reaction with the uncatalysed equivalent one (the 

reaction in aqueous solution).10 It should be pointed out that the chemical 

reactivity of molecules is mainly determined by relative energies of 

reactants, transition state/s, possible intermediate/s and products. These 

critical structures are along a reaction path that connects reactants to 

products through the minimum energy.  

Computational chemistry has become a very useful tool to study the 

enzymatic reactivity.11 It is capable of providing energetic and structural 

information about transition state and intermediate structures and it can 

make perceivable essential biochemical processes such as protein folding, 

membrane transport, drug binding and conformational changes crucial to 

the purpose of proteins. All of these are processes that cannot directly 

observed through experimental techniques.10,12 Thus, enzymatic 

P 



4                                                             1. Introduction (English version) 

 
 

 
 

simulations contribute in the comprehension of the extraordinary rate 

enhancement in enzymes and are able to elucidate different reaction 

mechanisms.6 The reaction free energy barriers obtained in the simulations 

can be compared with experimental measurements assisting in establishing 

the mechanism behind the experimental kinetics. In addition, 

improvements in methods to computationally study the reactions together 

with the development of new highly parallel computer architectures allow 

increasingly better to reproduce the chemical reactivity.13 Different 

methods can be used for modelling enzymatic reactions and the selection 

of the proper one is an important task.  

In this PhD Thesis a study of the catalytic process of kinases, concretely 

in the dihydroxyacetone kinases (DHAKs), is presented. These proteins 

catalyse the phosphoryl transfer reaction from adenosine triphosphate 

(ATP) to dihydroxyacetone (Dha) generating dihydroxyacetone phosphate 

(Dha-P) and adenosine diphosphate (ADP). Kinases have many relevant 

properties and applications which make their study interesting. A 

representative DHAK from each of the two main existent classes has been 

chosen: DHAK from the organism Escherichia coli (E. coli) and DHAK 

from the organism Citrobacter Freundii (C. freundii). The methodology 

employed in the studies presented in this PhD Thesis is based on the use 

of hybrid Quantum Mechanical/Molecular Mechanical (QM/MM) 

potentials.  

The first contribution of this PhD Thesis is the study of the phosphoryl 

transfer reaction from ATP to Dha in aqueous solution (Contribution I in 

Chapter 7). It was carried out employing different semiempirical 

Hamiltonians (AM1d, PM3 and PM6) for describing the QM region while 

the MM subsystem was treated within the OPLS (to treat part of the ATP) 

and TIP3P (for the solvent water molecules) classical force fields. Free 

energy surfaces (FES) from their previous potential energy surfaces (PES) 

were explored for the concerted and the stepwise mechanisms, as well as 

considering a mechanism assisted by the solvent water molecule. 

Therefore, a comparative structural, mechanistic and energetic study of the 

proposed mechanisms was performed using the different semiempirical 

Hamiltonians. Bearing in mind the limitations of semiempirical methods 

for describing this kind of reactions, spline corrections on the FESs were 

conducted at B3LYP density functional theoretical level with the 6-

31G(d,p) basis set. Moreover, potential energy surfaces (PES) were also 
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performed at B3LYP/MM level to check the reliability of the employed 

computational technique. 

The second contribution of this PhD Thesis, (Contribution II in Chapter 7) 

corresponds to the study of the same reaction but in the active site of 

DHAK of E. coli, exploring each catalytic step by means of free energy 

calculations from their corresponding previous PES. Spline corrections on 

the FESs and PES were also conducted at higher level of calculation 

(DFT). A current debate exist about the most favourable mechanism 

catalysed by kinases, therefore, in this work the two principal 

phosphorylation mechanisms discussed in the literature were explored: a 

substrate-assisted mechanism, where no other residue than the ATP 

substrate participate in the reaction, and the asp-assisted mechanism, 

where the conserved residue Asp109A acts as a catalytic base. A detailed 

structural and energetic analysis have been done of the located stationary 

points where the results obtained at low and high level of theory have been 

compared. 

In collaboration with the group of  Prof. Eduardo García-Junceda of the 

Institute of General Organic Chemistry of CSIC (Madrid, Spain), an 

attempt of tuning DHAK protein to use an inorganic polyphosphate (poly-

P) as the phosphoryl donor has been carried out by means of protein 

engineering techniques in combination with computational methods 

(Contribution III in Chapter 7). The group of E. García-Junceda 

synthetized a multi-enzyme with kinase and aldolase activity which 

requires an ATP regeneration system, sometimes problematic. A very 

advantageous compound as a phosphoryl donor is the poly-P. Since the 

DHAK of C. freundii does not have activity with poly-P, a directed 

evolution program was conducted by the group of E. García-Junceda in 

order to modify the specificity of the DHAK from the ATP to the poly-P. 

They found mutant forms of the enzyme which presented activity with 

poly-P, being the DHAK with the single mutation Glu526Lys the one that 

showed the largest activity. Theoretical calculations based on molecular 

dynamics simulations (MD) within QM/MM potentials allowed to study 

the interaction energies in the wild type and the mutant form to analyse the 

effects caused by the mutation on the binding of the poly-P. Results could 

be used to explain the activity of the mutant designed by the group of Prof. 

E. García-Junceda.  

Finally, the last contribution of the present PhD Thesis is the exploring of 

the molecular mechanism of the phosphoryl transfer reaction from poly-P 
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to Dha in wild type and in the Glu526Lys DHAK mutant from C. freundii 

(Contribution IV in Chapter 7). The final goal of this study was to elucidate 

whether the Glu526Lys substitution has catalytic effects not only in the 

binding step but also in the chemical step. PES at PM3/MM level were 

explored and the location of key stationary points at B3LYP/6-31G(d,p) 

was carried out considering the substrate-assisted mechanism and the asp-

assisted mechanism. The similar energy barriers obtained in both proteins 

supported the conclusions derived from our previous study. 
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as proteinas son las moléculas orgánicas más abundantes en las 

células. Existen en cada una de las partes de los seres vivos puesto 

que son fundamentales en su estructura y su función celular. Las 

enzimas son proteínas especializadas en la catálisis de las reacciones 

biológicas y están entre las biomoléculas conocidas más destacadas debido 

a su extraordinaria especificidad y poder catalítico.1 Además, las enzimas 

son capaces de funcionar en condiciones muy suaves de temperatura y pH. 

Uno de los requisitos fundamentales que necesitan los organismos para 

vivir es la capacidad de catalizar reacciones químicas de una manera 

eficiente y selectiva. Así pues, las enzimas son las responsables de 

catalizar las reacciones químicas correspondientes a la descomposición de 

moléculas de nutrientes, la síntesis de macromoléculas biológicas desde 

simples precursores y la conservación y transformación de la energía 

química.2,3 Todo trabajo de investigación sobre las enzimas es de gran 

relevancia considerando que su presencia y el diferente grado de actividad 

en los seres vivos puede estar relacionado con enfermedades. La causa, de 

una enfermedad determinada, dependiendo de las condiciones, puede ser 

la deficiencia o total ausencia de una o más enzimas (por ejemplo, 

trastornos genéticos hereditarios). Sin embargo, también podría ser 

generada por una excesiva actividad enzimática. El diagnóstico puede ser 

obtenido por medio de medidas de la actividad de las enzimas en el plasma 

sanguíneo, eritrocitos o muestras de tejidos.3 

Numerosos trabajos de investigación se han realizado para entender el 

origen del poder catalítico de las enzimas.4-9 Una profunda comprensión 

de los mecanismos enzimáticos, es decir entender la manera en que las 

enzimas catalizan reacciones químicas, es esencial para analizar los 

procesos bioquímicos y puede contribuir a producir nuevas medicinas o 

nuevos catalizadores.10 Para alcanzar esta comprensión, un aspecto básico 

a considerar es la comparación de la reacción catalizada con su equivalente 

no catalizada, es decir, la reacción en disolución acuosa.10 Cabe señalar 

que la reactividad química de las moléculas está determinada 

principalmente por las energías relativas de reactivos, estado/s de 

transición, posible/s intermedio/s y productos. Estas estructuras críticas se 

encuentran a lo largo del camino de reacción que conecta reactivos y 

productos a través de la mínima energía. 

La química computacional se ha convertido en una herramienta muy útil 

para estudiar la reactividad enzimática.11 Es capaz de proporcionar 

información estructural y energética sobre compuestos correspondientes a 

L 
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estados de transición e intermedios y puede hacer perceptible procesos 

bioquímicos esenciales como el plegamiento de proteínas, el transporte de 

membrana, la interacción con fármacos y los cambios conformacionales 

cruciales para el propósito de las proteínas. Estos procesos no pueden 

observarse directamente a través de las técnicas experimentales.10,12,14  

Así pues, las simulaciones computacionales de los sistemas enzimáticos 

pueden contribuir a la comprensión del aumento extraordinario de la 

constante de velocidad que caracteriza las enzimas así como esclarecer los 

posibles mecanismos de reacción.6 Las barreras de energía libre de la 

reacción obtenidas en las simulaciones pueden compararse con medidas 

experimentales ayudando a establecer el mecanismo que hay detrás de la 

cinética experimental. Además, las mejoras en los métodos y arquitecturas 

computacionales permiten reproducir la reactividad química cada vez 

mejor.13 Dado que se pueden emplear diferentes métodos para modelizar 

las reacciones enzimáticas, la selección del más adecuado es una tarea 

importante. 

En esta Tesis Doctoral se presenta un estudio del proceso catalítico en 

quinasas, concretamente, en las dihidroxiacetona quinasas (DHAKs). 

Estas proteínas catalizan la reacción de transferencia de fosfato desde el 

adenosín trifosfato (ATP) a la dihidroxiacetona (Dha) generando 

dihidroxiacetona fosfato (Dha-P) y adenosín difosfato (ADP). Las 

quinasas tienen muchas propiedades y aplicaciones relevantes que hacen 

interesante su estudio. Se ha elegido una DHAK representativa de cada 

una de las dos principales clases existentes: la DHAK del organismo 

Escherichia coli (E. coli) y la DHAK del organismo Citrobacter Freundii 

(C. freundii). La metodología empleada en los estudios presentados en este 

trabajo está basada en el uso de potenciales híbridos de mecánica 

cuántica/mecánica molecular (QM/MM). 

La primera contribución de la presente Tesis Doctoral es el estudio de la 

reacción de transferencia de fosfato desde el ATP a la Dha en disolución 

acuosa (Contribución I en el Capítulo 7). Dicho estudio se llevó a cabo 

empleando diferentes Hamiltonianos semiempíricos (AM1d, PM3 y PM6) 

para describir la región QM y el subsistema MM fue tratado por medio de 

los campos de fuerza clásicos OPLS (para describir una parte del ATP) y 

TIP3P (para describir las moléculas de agua). Se exploraron superficies de 

energía libre (FES) a partir de las superficies de energía potencial (PES) 

previas, para los mecanismos concertado y por pasos, considerando 

también, el mecanismo asistido por una molécula de agua. Así pues, se 
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llevó a cabo un estudio estructural, mecanístico y energético de los 

mecanismos propuestos. Teniendo en cuenta las limitaciones de los 

métodos semiempíricos para describir este tipo de reacciones, se llevaron 

a cabo correcciones spline sobre las FES con el funcional de la densidad 

B3LYP y la función de base 6-31G(d,p). Además, se calcularon PES al 

nivel B3LYP/MM para comprobar la validez de la técnica computacional 

empleada. 

La segunda contribución de esta Tesis Doctoral (Contribución II en el 

Capítulo 7) corresponde al estudio de la misma reacción pero en el centro 

activo de la DHAK de E. coli, explorando cada paso catalítico por medio 

de FESs a partir de sus correspondientes PESs. Igualmente, se realizaron 

correcciones spline sobre las FES y PES a nivel (DFT). Dado que existe 

un debate actual sobre el mecanismo de reacción de las quinasas, en este 

trabajo se han explorado los dos mecanismos principales discutidos en la 

literatura: el mecanismo asistido por el sustrato, donde solo el sustrato 

ATP participa en la reacción y el mecanismo asistido por el Asp, donde el 

residuo Asp109A actúa como base catalítica. Se ha elaborado un análisis 

detallado estructural y energético de los puntos estacionarios localizados 

comparando los resultados obtenidos a los diferentes niveles de cálculo 

teórico. 

En colaboración con el grupo del Prof. Eduardo García-Junceda del 

Instituto de Química Orgánica General del CSIC (Madrid, España), se ha 

intentado generar actividad en la proteína DHAK con un polifosfato 

inorgánico (poly-P) como dador de grupos fosfato por medio de técnicas 

de ingeniería de proteínas en combinación con métodos computacionales 

(Contribución III en el Capítulo 7). El grupo del Prof. E. García-Junceda 

sintetizó una multi-enzima con actividad quinasa y aldolasa que requiere 

un sistema de regeneración de ATP, a veces problemático. Un compuesto 

muy ventajoso como dador de grupos fosfato es el poly-P. Como la DHAK 

de C. freundii no presenta actividad con el poly-P, el grupo de E. García-

Junceda llevó a cabo un programa de evolución dirigido para modificar la 

especificidad de la DHAK desde el ATP al poly-P. El grupo encontró 

varias formas mutantes de la enzima que presentaban actividad con el 

poly-P siendo la DHAK con la única mutación Glu526Lys, la que 

presentaba la mayor actividad. Cálculos teóricos basados en simulaciones 

de dinámica molecular (MD) con potenciales QM/MM permitieron el 

estudio de las energías de interacción en la enzima nativa y la mutada para 

analizar los efectos causados por la mutación en la unión del poly-P. Los 
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resultados pudieron ser empleados para explicar la actividad observada en 

la enzima mutante diseñada por el grupo del Prof. E. García-Junceda. 

Finalmente, la última contribución de la presente Tesis Doctoral es la 

exploración del mecanismo molecular de la transferencia de fosfato desde 

el poly-P a la Dha en la DHAK de C. freundii nativa y con la mutación 

Glu526Lys (Contribución IV en el capítulo 7). El objetivo final de este 

estudio es esclarecer si la sustitución Glu526Lys tiene un efecto catalítico 

no solo en la etapa de unión del poly-P sino también en la etapa catalítica. 

Se exploraron PES al nivel PM3/MM y se localizaron los puntos 

estacionarios al nivel B3LYP/6-31G(d,p) considerando los dos 

mecanismos, el asistido por el sustrato y el asistido por el aspartato. Los 

valores similares de energías de activación obtenidos en ambas proteínas 

confirmaron las conclusiones de nuestro estudio anterior. 
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inase enzymes catalyse phosphorylation reactions which are 

implicated in fundamental processes occurring in cells of living 

organisms. In this PhD Thesis, the phosphoryl transfer mechanisms 

of DHAKs have been tried to elucidate employing hybrid QM/MM potentials. 

Possible reaction pathways between Dha and the common phosphoryl donor 

employed by kinases, ATP, and the cheaper inorganic poly-P have been 

presented. In order to use the poly-P as a phosphoryl donor, the specificity of 

DHAK has been modified and the effects caused by a single mutation over the 

poly-P have been analysed. Since kinases have a conserved active site, the 

mechanisms here proposed may be suitable for the whole protein family and it 

can help to understand the catalytic behaviour of these enzymes.  

The specific objectives that were proposed and addressed in this PhD Thesis 

are the following: 

 To study different phosphoryl transfer mechanisms from ATP to Dha 

in aqueous solution with different semiempirical Hamiltonians. 

 

 To determine the most favourable phosphoryl transfer mechanism from 

ATP to Dha catalysed by DHAK from E. coli through the analysis of 

PESs and their corresponding PMFs employing a computational 

methodology derived from the study of the reaction in solution.  

 

 In collaboration with protein engineering techniques, to modify the 

wild-type DHAK from C. freundii and to evaluate the catalytic effects 

of the most active mutant on the binding step of a Poly-P to the protein 

based on analysis from QM/MM MD simulations. 

 

 To explore the chemical step of the phosphoryl transfer mechanism 

from poly-P to Dha catalysed by the wild type and the most active 

mutant of DHAK from C. freundii through the evaluation of PESs. 
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3.1. Early discoveries in enzymatic world  
 

ince nineteenth century, scientists have tried to understand the 

enzymatic behaviour and they have been capable of deepening into the 

enzymatic world, carrying out the isolation of the enzymes, determining 

its structure, explaining the role fulfilled and achieving successfully its 

synthesis. 

In 1835, Berzelius published the first general theory about chemical catalysis, 

where he pointed out that a malt extract known as diastase (nowadays, it is 

proved that it contains α-amylase) catalysed the hydrolysis of the starch more 

efficiently than sulphuric acid.15  

The impossibility of reproducing most of the biochemical reactions in the 

laboratory led to some authors to suppose that living systems had a “vital 

power” that allow them to elude the nature laws which govern the inanimate 

substances. Among these authors was Luis Pasteur who suggested in 1850 that 

the fermentation process was only possible in alive cells.3,16 The name 

“enzyme” (en: in, zyme: yeast) was first used by Frederik W. Kühne in 1878 

with the attempt of emphasizing that there is something in yeast, which is not 

the yeast itself, capable of catalysing fermentation reactions. In 1897, Buchner 

demonstrated that molecules promoting fermentation can function even when 

they are removed from cells; they proved it in the synthesis of ethanol from 

glucose carried out by a yeast extract free from cells.3,16 From this point, a huge 

advance in the biochemistry field was produced; in fact, in 1926, the Nobel 

Prize J.B. Sumner isolated and crystallize for the first time an enzyme, the 

urease, showing that the crystals were entirely protein.17 In the subsequent 

years, other enzymes were crystallized and founded also to be proteins. During 

this period J.B.S. Haldane exposed his hypothesis about the enzymatic 

catalysis, mentioned in section 3.3. In 1960 the first amino acid sequence of an 

enzyme, the ribonuclease A, was fully described by Stein18 and in 1967, 

Phillips D.C. determined the first tridimensional structure of the lysozyme 

enzyme by X-ray diffraction19 providing new knowledge to the structural 

biology. 

 

3.2. General properties of enzymes 
 

An enzyme is usually a protein molecule built up of 20 different species of 

amino acids linked together to form one or more long chains. Its molecular 

S 
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weight ranges from ten thousand to hundreds of thousands of Daltons.20 The 

long chain(s) must be folded in such a way that a three-dimensional pocket or 

cleft is created into which the compounds attached, known as substrates, fit in 

a very precise way.20 This part of the enzyme where takes place the binding of 

the substrate and the catalysis is the active site.21  

Enzymes can be classified into the following six classes, depending on the type 

of catalysed reaction:3,16  

1. Oxidoreductases; transfer of electrons (hydride ions or transfer atoms). 

2. Transferases; transfer of specific functional groups. 

3. Hydrolases; hydrolysis reactions (transfer of functional groups to 

water). 

4. Lyases; groups addition to double bonds or formation of double bonds 

by removal of groups. 

5. Isomerases; transfer of groups within molecules to generate isomeric 

forms. 

6. Ligases; formation of C-C, C-S, C-O or C-N bonds by condensation 

reactions coupled to adenosine triphosphate (ATP) cleavage. 

Each enzyme has a systematic name and a four-part classification number. 3,16 

The official systematic name is formed adding the suffix –ase to the name of 

its substrate(s) or to a word or phrase, preceded by the name of the substrate, 

specifying the type of reaction catalysed. An example would be the enzyme 

Dihydroxyacetone Kinase. The classification number from the Enzyme 

Commission for Dihydroxyacetone Kinase is EC 2.7.1.29, where:  

 

the first number, 2, indicates the class name: transferase;  

the second number, 7, means the subclass phosphotransferase which involves 

the transferring phosphorous-containing groups;  

the third number, 1, denotes that it is a phosphotransferase with an alcohol 

group as acceptor; 

the fourth number, 29, indicates that it has a glycerone as the phosphoryl group 

acceptor; 

 

There are enzymes that require cofactors to be active, which are non-proteic 

components either one or more inorganic ions, such as Mg2+, Zn2+, Mn2+, Cu2+, 

etc., or organic or metallo-organic molecules called coenzymes. Some 

enzymes require both.3,16 A coenzyme can also act as a co-substrate when it is 

only transiently associated with the enzyme (e.g., NAD+, NADP+). A 
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coenzyme or metal ion can act as a prosthetic group when it is permanently 

bounded to the enzyme, often by covalent bonds (e.g., an heme group). A 

complete catalytically active enzyme, bounded with its cofactor, is called a 

holoenzyme whereas, the inactive protein without its cofactor, is denominated 

apoenzyme. Enzymes undergo chemical changes due to its participation in 

reactions and they must return to its original state in order to complete the 

catalytic cycle.  

The most remarkable properties of enzymes as catalysts are:16 

 

 - Catalytic power: The rate of enzymatic reactions is normally from 106 to 

1012 higher than the corresponding non-enzymatic reactions. 

 

- Specificity: Enzymes usually have a much higher degree of specificity with 

respect to their substrates (reactants) and products than their chemical 

catalysts, which also means that enzymatic reactions rarely have side products.  

 

- Milder reaction conditions: Enzymes commonly work under neutral pH, mild 

temperature and atmospheric pressure whereas efficient chemical catalysis in 

the laboratory often requires extreme conditions.  

 

- Capacity for regulation: The activity of some enzymes can vary in response 

to concentration of substances different to their substrates. These regulatory 

mechanisms include variation of the quantity of synthetized enzymes, 

allosteric control and covalent modification of the enzymes.   

 

Enzymes catalyse reactions at rates that are often incomprehensibly faster than 

non-enzymatic counterparts. It is important to highlight that the purpose in 

mechanistic enzymology is to determine the exact reaction mechanisms and 

the physicochemical phenomena contributing to this enormous rates reached 

by enzymes.22 

It is also interesting to stand out that both pH and temperature have an effect 

on enzymatic catalysis; most of the enzymes have a characteristic pH, which 

is usually neutral, where they have their maximum activity. The relationship 

between pH and activity depends on the acid-base behaviour of the enzyme 

and substrate.3,23 Due to the fact that at high temperatures enzyme may become 

denatured, it exists an “optimal” temperature which is an equilibrium between 

both factors. 
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Nevertheless, there are a sort of enzymes which are able to evolve at higher 

temperatures. They are classified as thermophiles, characterized for growing 

up at a range of temperatures between 50 to 70ºC and hyperthermophiles, 

present at temperatures higher than 80ºC. These proteins usually are in places 

such as thermal waters and they exist even at temperatures up to 130ºC.16,24 

Curiously, these enzymes have many common metabolic pathways with the 

called mesophilic enzymes, which are those with an optimal growth between 

temperatures from 24 to 40 ºC. One of the differentiating key, responsible of 

the stabilized protein structure of thermophilic proteins is the presence of an 

overabundance of saline bridges settled forming nets. Other structural features 

causing of this thermostability are; van der Waals interactions, hydrogen 

bonds, disulphide bonding, the incremented size of the hydrophobic nucleus of 

the protein or in the interface between its subunits or domains and the 

improvement of the quality of packing.24,25 Study of these properties is 

important to understand correctly the evolutionary process of enzymes and the 

energetics that control the protein folding, recognition and stability.24  

 

3.3. Enzymatic catalysis 
 

The fundamental role of enzymes is the enhancement of reaction rates. To 

understand the way in which this enhancement is produced is necessary a 

kinetic description of their activity; that is, the determination of the rate and its 

evolution in response to alterations of experimental parameters. 

In 1913, Leonor Michaelis and Maud Menten26 expanded the idea that the 

formation of the enzyme-substrate (ES) complex as a necessary step in 

enzymatic catalysis, into a general theory of enzyme action that follows the 

catalytic scheme (for a single-substrate enzyme catalysed reaction):3,21  

 

 
(3.1) 

 

In this mechanism the enzyme (E) is combined reversibly with the substrate 

(S) resulting in the ES complex in a relatively fast step. This complex reacts in 

order to form a product (P) and the releasing of the enzyme in a slower step. 

𝑘1 and 𝑘−1 are the rate constants for the direct and reverse processes of the 

formation of the ES complex. 𝑘𝑐𝑎𝑡 is the rate constant for the step of products 
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formation that is supposed to be irreversible. The reaction rate for a one 

substrate reaction catalysed enzymatically is:  

 

𝑣0 =
𝑣𝑚𝑎𝑥[𝑆]

𝐾𝑀 + [𝑆]
 (3.2) 

 

Equation (3.2) is known as the Michaelis-Menten equation.  

 

Initially, it was thought that exclusively the formation of the ES complex was 

the reason of this lowering. In fact, in 1894 Emil Fischer,27 basing on this idea, 

proposed that enzymes were structurally complementary to their substrates, 

both rigid, and fitted like a lock and a key (see Figure 3.1a). A more recent 

hypothesis was proposed by Michael Polanyi28 (1921) and Haldane (1930) and 

is based on the view that an enzyme is flexible, capable of changing. They 

pointed out that the active site of the enzyme adopts an optimal conformation 

to interact with the substrate, but only when the substrate is bounded (see 

Figure 3.1b). The modern concept of enzymatic catalysis follows this 

hypothesis and was elaborated by Linus Pauling in 194629 who stated that an 

enzyme should be complementary to the transition stated for the catalysis of 

reactions, that is, optimal interactions between enzyme and substrate take place 

exclusively in the transition state. An enzyme with a pocket complementary to 

the reaction transition state helps to make unstable the substrate, promoting the 

catalysis reaction. The increase in the free energy required to modify the 

substrate is compensated by the binding energy released from the weak 

interactions between the enzyme and substrate in the transition state.3 

 

 

Figure 3.1. Schematic representation of lock-and-key model (a) and induced-

fit model (b). 
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In Figure 3.2 is displayed a free energy profile of a catalysed reaction and a 

non-catalysed one.30 The former corresponds to the kinetic scheme proposed 

by Michaelis and Menten presented in equation (3.1). 

 

 

Figure 3.2. Free energy diagram of two-step reaction catalysed by an enzyme 

(orange line) compared to the non-catalysed reaction (blue line). Figure 

adapted from reference30.  

 

The non-catalysed reaction occurs in just one step, with an activation free 

energy of ∆𝐺𝑢𝑛𝑐𝑎𝑡
‡

. In contrast, the reaction catalysed by the enzyme consists 

in two steps: first, the enzyme substrate, known in this example as the 

Michaelis-Menten complex (MC), is formed losing binding energy, ∆𝐺𝑏𝑖𝑛𝑑
𝑀𝐶 . 

Secondly, the chemical reaction takes place with an energetic cost of ∆𝐺𝑐𝑎𝑡
‡

. 

This value is smaller than ∆𝐺𝑢𝑛𝑐𝑎𝑡
‡

 and it can be related to the reaction rate,    

𝑘𝑐𝑎𝑡 by the Transition State Theory (this theory is detailed in section 5.5.): 

 

𝑘𝑐𝑎𝑡(𝑇) =
𝑘𝐵𝑇

ℎ
𝑒𝑥𝑝 {

∆𝐺𝑐𝑎𝑡
‡ (𝑇)

𝑅𝑇
} (3.3) 

 

The catalytic power of an enzyme is usually expressed by the ratio 𝑘𝑐𝑎𝑡/

𝑘𝑢𝑛𝑐𝑎𝑡, that is, it is proportional to the difference between the activation free 

energy of the uncatalysed reaction and the catalysed one. According to the 
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Figure 3.2 the reduction of the activation free energy can be expressed in terms 

of the binding energy of reactants and TS: 

 

∆𝐺𝑢𝑛𝑐𝑎𝑡
‡ − ∆𝐺𝑐𝑎𝑡

‡ = ∆𝐺𝑏𝑖𝑛𝑑
𝑀𝐶 − ∆𝐺𝑏𝑖𝑛𝑑

𝑇𝑆  (3.4) 

 

If the enzyme speeds up the reaction, the left term of equation (3.4) should be 

positive, so ∆𝐺𝑏𝑖𝑛𝑑
𝑇𝑆  should be greater in its absolute value than ∆𝐺𝑏𝑖𝑛𝑑

𝑀𝐶  (it must 

be bear in mind that binding energies are always negative in value). This means 

that the enzyme presents a larger affinity for the transition state than for the 

reactant state, supporting the theories that assume that the catalytic role of the 

enzymes is based on the stabilization of the TS versus the MC, firstly stated by 

Pauling29 as indicated above. Warshel and co-workers31-33 pointed out that this 

stabilization is due to an electric field arranged by the active site to adjust the 

charge distribution in the TS. 

However, it exists a thinking that gives priority to the formation of the 

Michaelis complex in the catalysis. This is better understood if it is defined an 

imaginary and similar structure to the MC but in solution, MCS.  The free 

energy needed to arrive from reactants in solution to the MCS structure, 

∆𝐺𝑅
𝑀𝐶𝑆, and the binding free energy of the MCS complex, ∆𝐺𝑏𝑖𝑛𝑑

𝑀𝐶𝑆 , would 

follow this equation: 

 

∆𝐺𝑏𝑖𝑛𝑑
𝑀𝐶 = ∆𝐺𝑅

𝑀𝐶𝑆 + ∆𝐺𝑏𝑖𝑛𝑑
𝑀𝐶𝑆  (3.5) 

 

If we replace equation (3.5) in equation (3.4): 

 

∆𝐺𝑢𝑛𝑐𝑎𝑡
‡ − ∆𝐺𝑐𝑎𝑡

‡ = ∆𝐺𝑅
𝑀𝐶𝑆 + ∆𝐺𝑏𝑖𝑛𝑑

𝑀𝐶𝑆 − ∆𝐺𝑏𝑖𝑛𝑑
𝑇𝑆  (3.6) 

 

Since ∆𝐺𝑅
𝑀𝐶𝑆 is always positive, a high catalytic power (∆𝐺𝑢𝑛𝑐𝑎𝑡

‡ − ∆𝐺𝑐𝑎𝑡
‡ >

0) can be obtained even when the enzyme shows greater affinity to the MCS 

structure than to TS. Then, in this case it is supposed that the enzyme speeds 

up the reaction by means of preorganization of the substrate. Theories that 

follow this idea are based on the fact that it is produced an important change 

in the substrate geometry since there is a transition from separated and solvated 

species towards a spatial reorganization where they are much closer. This 

means that ∆𝐺𝑏𝑖𝑛𝑑
𝑀𝐶  may contribute essentially in the catalysis. 

Apart from these theories, it should be considered other effects which, 

especially during the last years, has mentioned in the literature to contribute in 
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a relevant way in enzymatic catalysis such as, dynamical effects or tunnelling.6 

These effects are discussed in detail in section 5.5.1.
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 kinase is an enzyme that catalyses the transfer of the terminal 

phosphoryl group from ATP (or guanosine triphosphate, GTP) to a 

substrate containing an alcohol, amino, carboxyl, or phosphate group 

as the phosphoryl acceptor, in a process called phosphorylation (see Scheme 

4.1).34,35 These enzymes normally hold two Mg2+ ions placed into the active 

site which assist the phosphorylation catalysis (the role of Mg2+ ions will be 

discussed in the section 4.2).36,37 

 

 

Scheme 4.1. Schematic representation of the phosphorylation process by a 

protein kinase, concomitant with the release of adenosine diphosphate (ADP).  

 

The first protein kinase to be purified was phosphorylase kinase in 1959 by 

Krebs et al38 followed in 1968 by a protein-serine kinase, the cAMP-dependent 

protein kinase39. In 1979 the modification of proteins by phosphorylation on 

tyrosine residues was discovered through the study of tumour viruses.40 The 

following year, Hunter and Sefton found that the transforming protein of Rous 

sarcoma tumour virus, pp60vsrc, has tyrosine phosphorylation activity and 

thus, was classified as a kinase. This was an important discovery since it 

implied that deregulated protein tyrosine phosphorylation may be important in 

tumorigenesis.41 In 1980 the number of identified protein kinases starting to 

increase drastically being an important factor the recognition that all the 

protein kinases have a similar sequence in their catalytic domains.42 The first 

evidence of this similarity came when the catalytic subunit of cAMP-protein 

kinase was related with pp60vsrc over a region of approximately 300 amino 

acids which was an unexpected revelation.2,43 The first kinase enzyme structure 

crystallographically solved and analysed was the cAMP-dependent protein 

kinase (PKA), in 1991,44,45,39 which provided a framework for the entire family 

and sometimes has been used as a model for the rest of the family members.46-

48 

Phosphorylation reactions are involved in many processes taking place in the 

cells of living organisms, contributing in an essential way in propagation and 

signal transduction.49-52 These reactions usually result in a functional 

A 
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modification of the target protein or substrate by changing their activity, 

cellular location, or association with other proteins. Phosphorylation processes 

are capable of producing contrary effects such as the increasing or decreasing 

of enzyme activity and stabilization or destabilization of a protein. In addition, 

some phosphorylation sites of a protein can be stimulatory while others are 

inhibitory.37 An evidence of the relevance of kinases is the fact that there are 

more than 500 protein kinases encoded in the human genome. In addition, it 

has been found of about 540 kinases in mice and 122 in yeast, representing one 

of the largest protein family.53,54  

Numerous kinases have been detected to be closely involved in cancer 

progression, inflammation and autoimmune disorders55-57 and the target 

distribution within the human “druggable genome” shows that these enzymes 

represent an attractive field of activity for medicinal chemistry (see Figure 

4.1).54,58-61 In fact, it has been demonstrated that about 75% of the kinome are 

in principle druggable so they could be ideally used with a therapeutic benefit 

to patients.57 The proof is that some small-molecule kinase inhibitor drugs have 

been approved already for the treatment of cancers.57,62,63 

 

 

Figure 4.1. Schematic presentation of the target family distribution within the 

human “druggable genome”. Figure adapted from reference 49. 

 

Members of protein kinase family has a significant common feature which is 

the sharing of a highly conserved catalytic center, as indicated above.49,52,64-66 

This characteristic makes possible that one inhibitor molecule can bind to 

several kinases, preventing from the usual signaling needed for normal cellular 

behavior. However, it may be also feasible that the capability of interfering in 
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a multitude of kinases is beneficial in cancer treatments, provided that the 

inhibitor is specific to cancerous cells.49,54 The sharing of this conserved 

catalytic domain is also responsible of a common catalytic mechanism.54 

Mainly, eukaryotic protein kinases can be divided generally into ten groups 

basing on the sequence identity:57,67 

1- protein kinase A, G, and C family altogether called as AGC kinases. 

2- CMGC group of kinases formed by: Cyclin-dependent kinases (CDKs), 

mitogen-activated protein kinases (MAP kinases), glycogen synthase kinases 

(GSK) and CDK-like kinases.  

3- Calmodulin/ Calcium regulated kinases (CAMK). 

 

4- Casein Kinase 1 (CK1) group. 

5- STE group of kinases including Mitogen-activated protein kinases (MAPK) 

cascade families, which are specific to serine, threonine and tyrosine 

aminoacids.68 

6- Tyrosine kinases (TK). 

7- Tyrosine kinase like (TKL) generally phosphorylating serine/threonine 

residue. 

8- Receptor Guanylate Cyclases (RGC) group of kinases. 

9- Protein kinase like (PKL) proteins having fold similar to kinases. 

10- Atypical protein kinases (aPK); consist of proteins which do not share clear 

sequence similarity with other kinases but are functioning kinase like. 

Cheek and co-workers provided a more extensive classification where kinases 

are classified in 12 groups, by family and fold group.34 

1- Protein S/T-Y kinase/atypical protein kinase/ lipid kinase/ ATP-grasp. 

2- Rossmann-like. 

3- Ferredoxin-like fold kinases. 

4- Ribonuclease H-like. 

5- Triose phosphate isomerase (TIM) β/α-barrel kinase. 

6- Galactokinase, Homoserine kinase, Mevalonate kinase and 

Phosphomevalonate kinase which are the GHMP kinases. 

7-  Aminoimidizole ribonucleotide (AIR)-synthetase like. 

https://en.wikipedia.org/wiki/5-aminoimidizole_ribonucleotide
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8- Riboflavin kinase. 

9- Dihydroxyacetone kinase (DHAK). 

10- Putative glycerate kinase. 

11- Polyphosphate kinase. 

12- Integral membrane kinases. 

In this classification is included the DHAK. This enzyme represents a new 

unique kinase fold recently characterized and the exploration of its reaction 

mechanism has been the main subject of this PhD Thesis.   

DHAKs phosphorylate dihydroxyacetone (Dha) converting it in Dha 

phosphate (Dha-P), as shown in Scheme 4.2:69,70 

 

Scheme 4.2. Schematic representation of the phosphoryl transfer from ATP to 

Dha, generating ADP and Dha-P. 

 

Dha-P is an intermediate for the synthesis of pyruvate70,71 and it is a very 

important specie for C-C bond formation since it is used as substrate donor in 

several enzyme-catalysed aldol reactions.72,73 DHAKs are divided into two 

classes, those using the phosphoenol pyruvate carbohydrate (PEP): 

phosphotransferase system (PTS) to provide the phosphoryl group, in most 

bacteria, or those using ATP as the phosphoryl donor in animals, plants and 

some bacteria.69,70,74-78.  In this PhD Thesis it has worked with the main 

DHAKs of each class. Nevertheless, before deepening into them, the general 

possible phosphorylation mechanisms and the role of Mg2+ ions in kinase 

enzymes will be presented and discussed. 

 

4.1. Mechanisms of phosphate transfer in protein kinases 
 

The accessibility of low-lying d-orbitals in the phosphorus atoms makes 

possible their use in bonding interactions. In consequence, the phosphorus 

atom is easily capable of expanding its coordination number in order to give 

pentavalent compounds.79-83 Bearing in mind this, phosphorylation reactions 
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can consider to occur through two likely mechanisms:81,84-86 associative, where 

nucleophilic attack is produced before the departure of the living group, and 

dissociative, where the living group departure occurs previously to the 

nucleophilic attack. These reactions may take place within several steps in a 

process called stepwise pathway or by means of only one step that is the case 

of a concerted pathway. A stepwise pathway implies the presence of more than 

one transition state structure and then, the existence of intermediates which are 

pentavalent structures in associative processes (see Scheme 4.3a)) or trivalent 

compounds in dissociative procedures (see Scheme 4.3b)). A concerted 

pathway has one transition state, which indicates the absence of intermediate 

species (see Scheme 4.3c)). Nevertheless, the description of a concerted 

pathway is more complex. A concerted transition state can be synchronous; 

with similar amount of bounding for the nucleophile and the living group (see 

Scheme 4.4b)) or asynchronous. Simultaneously, an asynchronous transition 

state can be associative-like mechanism (see Scheme 4.4a)), with a larger 

degree of bond formation to the nucleophile than cleavage of the bond to the 

leaving group or dissociative-like mechanism with more bond cleavage than 

bond formation (see Scheme 4.4c)). 

 

 

Scheme 4.3. Schematic representation of the general mechanisms in phosphate 

transfer reactions. a) Stepwise associative mechanism with the formation of a 

pentavalent intermediate. b) Stepwise dissociative mechanism with the 

formation of a trivalent intermediate. c) Concerted mechanism. Figure adapted 

from reference84. 
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Scheme 4.4. Schematic representation of the different possibilities in a 

concerted phosphate transfer mechanism. a) Concerted asynchronous 

transition state proceeding in an associative-like manner. In green has been 

highlighted the bond formation with a larger degree of union than the cleavage 

bond. b) Concerted synchronous transition state. c) Concerted asynchronous 

transition state proceeding in a dissociative-like manner. In green has been 

highlighted the cleavage bond with a larger degree of union than the formation 

bond. 

 

It is very common to find research works relatives to the phosphoryl transfer 

from ATP, the phosphoryl donor molecule in protein kinases, to a serine or 

tyrosine residues. Authors usually distinguish between phosphorylation 

reactions where the conserved Asp residue acts as a base activating the serine, 

or tyrosine residues for the nucleophilic attack or where this activation is 

caused by the ATP substrate. The former process is categorized as an asp-

assisted mechanism and the latter is called a substrate-assisted mechanism. 

Both processes are displayed in Scheme 4.5. 
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Scheme 4.5. Schematic representation of the two phosphoryl transfer 

mechanisms proposed in protein kinases. In the scheme, the γ-phosphate of the 

ATP substrate is transferred to a Ser residue. a) Asp-assisted mechanism where 

the activation of the Ser residue for the nucleophilic attack is produced by a 

conserved Asp. b) Substrate-assisted mechanism where the activation of the 

Ser residue for the nucleophilic attack is produced by the ATP substrate. Both 

mechanisms are displayed in a concerted process for clarity. Figure adapted 

from reference52. 

 

There is an extensive debate which still remains open about the most favorable 

phosphoryl transfer mechanism in kinase enzymes. Some authors consider the 

asp-assisted mechanism as the most favorable one48,52,87-90 while others support 

the substrate-assisted mechanism as the most likely.65,91,92 

 

Asp-assisted mechanism 

 

Regarding to the studies in favor of the asp-assisted mechanism, it will be 

presented research works in the cAMP-dependent protein kinase (or PKA), the 

cyclin-dependent kinase (CDK2) and the insulin receptor kinase (IRK). 

There are several computational studies in cAMP-dependent protein kinase (or 

PKA), an enzyme that catalyse the γ-phosphoryl transfer from ATP to a Ser or 

Thr residue of a substrate peptide.48,87-89 For example, Diaz and Field87 

conducted classical MD simulations of the catalytic subunit of PKA, Mg2ATP 

and a 20-residue peptide substrate, using the CHARMM force field. They 

showed that the interaction between the carboxylate group of Asp residue and 
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the nucleophilic Ser was dynamically stable. Quantum mechanical (QM) 

calculations were also carried out. In order to calibrate the methodology used 

in the QM study, proton affinities for acetate and methyl phosphate dianion 

interacting with the Mg2+ ions were measured at semiempirical, ab initio and 

Density Functional Theory (DFT)93 levels (properties of these QM methods 

will be described in section 5.1.1). Subsequently, they performed QM 

B3LYP94,95/6-31G(d)96 calculations on a cluster model of a system formed by 

92 atoms containing a methyltriphosphate, two Mg2+ ions, three water 

molecules coordinated to the ions and the side chain of Asp166, Lys168, 

Asn171 and Asp184 residues. Authors located minima and transition state 

structures (TSs) from a B3LYP/6-31G(d) potential energy surface (PES) which 

were refined by means of single point calculations at B3LYP/6-31G(d,p) level. 

They also evaluated the effect of the environment polarity (protein-solvent) 

performing single-point self-consistent reaction field (SCRF) on the gas-phase 

QM structures of the stationary points and made electrostatic calculations. 

Their results revealed as an energetically more favorable the TS where the Asp 

is ready to accept the proton resulting thus, in an asp-assisted mechanism.  

A similar catalytic mechanism was suggested later, by Cheng and co-

workers.88 They performed MD and Quantum Mechanical/Molecular 

Mechanical (QM/MM) calculations. These QM/MM calculations were done in 

two PKA-ligand complexes. In particular, they employed the pseudobond ab 

initio QM/MM approach, applying two partition schemes where the difference 

was whether the ATP was fully included. Therefore, 75 atoms were involved 

in the QM region for the bigger system while the smaller one enclosed 49 

atoms, including the triphosphate part of the ATP. The rest of the residues of 

the QM region were the same in both systems; side chains of Ser substrate, 

Asp166, Lys168 and the two Mg2+ ions. For searching the stationary points, 

authors employed the reaction coordinate driving method. Single point 

calculations at Moller-Plesset (MP2)97 and B3LYP levels of theory with the 6-

31+G(d)98 basis set were done of these stationary points, from the previous 

optimized structures at B3LYP/6-31G(d). They also performed the same 

calculations excluding the Lys168 from the QM part.  Their theoretical results 

suggest the role of Asp166 as a catalytic base, describing the asp-assisted 

mechanism as principally dissociative and the required contribution of Lys168 

to stabilize the TS. In addition, they conducted MD using the AMBER force 

field, of the wild type and mutated forms where the conserved Asp and Lys 

residues were changed. They founded by means of the analysis of some 

distances that effectively, the role of Asp was acting as a catalytic base instead 
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of as a structural anchor to maintain the configuration of the active site. In fact, 

the latter was suggested to be the role for the Lys residue, keeping the ATP and 

the substrate peptide in a proper conformation for the nucleophilic attack.  

Another examples where the asp-assisted mechanism has been analyzed in 

PKA are the more recently theoretical works of Pérez-Gallegos et al.48,89 They 

explored potential energy profiles of the phosphoryl transfer mechanism using 

QM/MM hybrid methods with DFT (B3LYP/6-31+G(d)) and MP2 

functionals. Authors studied the phosphoryl transfer in two different 

substrates; the heptapeptide synthetic substrate, Kemptide48 and the 20-

residue, SP2089 substrate. This comparative analysis allowed them to show that 

the mechanism is not substrate dependent, finding the dissociative mechanism 

more favorable than the associative one. It should be pointed out that the 

authors classified the associative mechanism as a one-step reaction where the 

transition state corresponds to the γ-phosphoryl transfer from ATP to the Ser 

residue of the peptide substrate where the nucleophilicity of this Ser is 

increased by the previously proton transfer from its –OH group to one of the 

oxygen atoms of the phosphate group of the ATP. The dissociative mechanism 

were defined as a two steps reaction; firstly, the phosphoryl transfer to Ser 

residue of the peptide substrate takes place where, in this case, the 

nucleophilicity of the residue is enhanced by the conserved Asp. Consecutively 

to the phosphoryl transfer, occurs the proton migration to Asp but without 

potential energy barrier, although an intermediate was located. Secondly, the 

Asp residue give back the proton to phosphorylated product. In the two 

research works presented, the definition of the QM region as well as the 

computational methods employed by the authors were the same. The QM 

region contained 65 atoms which involved the two Mg2+ ions, the phosphate 

groups of the ATP molecule, three crystallographic water molecules and the 

side chain of residues Asn171, Asp184, Lys168, Asp166 and Ser17Kemptide 

substrate in the case of the first study or Ser21SP20 substrate in the second work. 

The MM region was treated by means of the CHARMM force field. Moreover, 

single point energy calculations were also performed at the MP2/cc-pVTZ99 

level to describe the QM region while the MM subsystem was treated within 

the CHARMM force field.  

There are also different works in other kinase enzymes where the asp-assisted 

mechanism was also supported.52,90 For example, in the cyclin-dependent 

kinase (CDK2), a protein that catalyses, as well, the phosphoryl transfer from 

ATP to a Ser or Thr residue. Smith et al.52 analysed the reaction by means of 

free energy calculations employing the QM/MM methodology. Specifically, 
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they used the pseudobond ab initio QM/MM approach and they performed 

Potentials of Mean Force (PMFs) for obtaining the free energies and 

perturbation calculations in order to estimate the influence of surrounding 

residues on the reactant and TS structures. In their computational model, the 

QM region contained 48 atoms including the Mg2+ ion (the active site of CDK2 

hold one single ion), the triphosphate part of ATP, the side chain of residues 

Asp127, Lys129 and the substrate Ser.  This QM subsystem was treated at the 

B3LYP/6-31G(d) level of theory while the MM region was modeled using the 

AMBER simulation package. According to their theoretical results, the 

conserved Asp residue acts as an acid-base in a concerted dissociative-like 

process within a single metaphosphate-like transition state. 

Another kinase where the asp-assisted mechanism was observed is the IRK. 

To understand the role of the autophosphorylations of this enzyme resulting in 

its activated form, Ojeda-May et al90 evaluated free energies with QM/MM 

methods and performed MD simulations. Their simulations displayed a 

catalytic asp-assisted mechanism taking place in a stepwise manner where the 

conserved Asp abstracts the proton from the Tyr residue followed by the 

phosphate transfer. The calculations were done in systems of the active 

conformation and the inactive one of the kinase enzyme. MD simulations were 

carried out using the TIP3P potential for water molecules and the CHARMM 

force field for describing the rest of the system. Free energy calculations using 

the umbrella sampling method and the string method and 2-D PMFs were done. 

Authors employed two types of QM/MM potential energy functions for these 

calculations. The first one was the multiscale ab initio QM/MM method where 

the B3LYP functional was used as a high-level QM theory and the 

semiempirical AM1 as a low-level Hamiltonian. For the B3LYP calculations 

the basis set used were the following; 6-31G(d) for P atoms, 6-31G for H and 

O atoms and 3-21G for C, N and Mg atoms. The second type was the 

semiempirical AM1/d-PhoT (AM1d)100 QM/MM potential. The QM 

subsystem established included the triphosphate part of ATP, the side chains 

of the substrate Tyr and the residues Asp1132, Asn1137 and Asp1150, the two 

Mg2+ ions and six water molecules, comprising a total of 76 atoms. In the case 

of DFT calculations, some atoms were removed from the QM part, thus, in this 

case, the QM region contained 56 atoms. Authors found that the increase of 

the catalytic rate in this enzyme is due to the lowering of the free energy barrier 

of the proton transfer step. MD simulations supported this theory showing that 

IRK phosphorylations affected the protein dynamics of the enzyme before the 

proton transfer to Asp with a smaller effect after the proton is transferred.  
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Substrate-assisted mechanism 

 

As mentioned previously, there are likewise research works distinguishing the 

substrate-assisted mechanism as the most favorable catalytic 

pathway.65,91,92,101 Here it will be presented theoretical studies in PKA, CDK2 

and galactokinase (GALK) related with the finding of this mechanism. 

Some studies in the kinase PKA supported this mechanism in contrast to those 

mentioned above.65,91 An example is the theoretical work carried out by Hart 

et al.65 They affirmed that there are experimental data where is questioned 

whether Asp is basic enough to take the proton from the Ser residue. By means 

of performing PESs using the QM/MM methodology, they obtained higher 

potential energy barriers when the proton was transferred from Ser to Asp. The 

QM part of the computational model was formed by 46 atoms involving the 

side chains of the Ser substrate and the residues Asp152 and Lys154, the 

triphosphate part of the ATP and the two Mg2+ ions. This subsystem was 

described using the PM3 level of theory while the MM part was treated by 

means of the AMBER force field. Authors obtained a concerted transition state 

where the transfer of the proton to the oxygen atom of ATP and the phosphoryl 

transfer to the Ser residue occurred in a concomitant way. The Asp residue was 

suggested to have an alternative role consisting in stabilize the product of the 

reaction.  

Hutter et al.91 supported as well the substrate-assisted mechanism in the same 

enzyme by means of semiempirical AM1 molecular orbital computations. The 

quantum mechanical model of the active site was formed by the entire 

molecule of ATP, the Ser substrate, the two Mg2+ ions with their coordination 

shells and six residues considered to be crucial for the phosphoryl transfer; 

Gly55, Lys72, Asp184, Asn171, Lys168 and Asp 166 resulting in a total of 

123 atoms. Authors performed PESs of the wild-type and a mutant model 

where the conserved Asp166 was replaced by an Ala finding similar energy 

profiles. Therefore, their results showed that Asp has not an important role in 

the phosphoryl transfer itself, however it is important for keeping the 

configuration of the active site. Moreover, the charge group of Lys168 was 

changed by a neutral one detecting that this residue was needed to 

electrostatically stabilize the reaction.  

The substrate-assisted mechanism was also founded in theoretical studies 

related with the kinase CDK292. De Vivo and co-workers92 reported analysis 

at DFT level in gas phase, classical MD and Car-Parrinello QM/MM 

simulations concluding that the Asp residue located at the active site plays a 
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structural role while the abstraction of the proton from the Ser residue is due 

to the ATP molecule. In the study authors considered four QM models and 

each model contained the triphosphate moiety, the Mg2+ ion, nine 

crystallographic water molecules and the side chains of the following residues 

where each one is completed with a CH3 group: Asp127, Asp145, Asn132, 

Lys33, Lys129 and Thr165. The models differed in four different protonation 

states which are; Asp127 deprotonated, Asp127 protonated, triphosphate 

moiety protonated at one oxygen atom of β-phosphate and triphosphate moiety 

protonated at one oxygen atom of γ-phosphate. Geometry optimizations of 

these models were made with the B3LYP functional. For the Car-Parrinelo 

QM/MM calculations the QM region defined included the triphosphate moiety 

of ATP, the Mg2+ ion and the side chain of Lys129 and Ser substrate involving 

a total of 32 atoms. The QM subsystem was treated with the BLYP functional 

while the MM part was described through the AMBER force field. To follow 

the phosphoryl transfer reaction profile, the so-called blue-moon ensemble 

simulations were performed in the first model proposed (Asp deprotonated) 

constraining at different values of the distinguished reaction coordinate 

chosen. Authors calculated the activation free energies using thermodynamic 

integration. Results allowed them to support a substrate-assisted mechanism 

through a concerted associative-like TS. It should be remarked that Smith et 

al. related this conclusion to the exclusion of the Asp from the QM region in 

the QM/MM simulations.  

Huang et al.101 located the substrate-assisted mechanism in GALK where the 

phosphoryl group is transferred from the ATP to the oxygen of one OH group 

of the substrate galactose. QM/MM simulations within a two-layer ONIOM 

method were carried out. The QM region involved ATP molecule, galactose 

substrate, the Mg2+ ion, two water molecules and the truncated residues 

Asp186, Arg37, Ser142, Glu174 and Arg228 resulting in a total of 49 atoms. 

This QM region was treated with B3LYP-D/6-31G(d) while the MM region 

was described by means of the AMBER force field. A PES was explored by 

the adiabatic mapping method to study the reaction pathway, obtaining a 

dissociative phosphoryl transfer mechanism by a trigonal-bypiramidal TS. MD 

simulations of the system inside a box of water molecules were also conducted. 

The TIP3P potential was used to describe the water molecules while the 

AMBER force field was employed for treating the rest of the system. In 

addition, MD simulations of five mutants of GALK were likewise performed 

in order to analyse the effects of these mutations in the conformation of the 

active site. Results showed that there were some residues responsible of 
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restricting the mobility of ATP molecule while others residues were found to 

be important to stabilize the negative charges during the phosphoryl transfer 

process . 

 

4.2. Role of Mg2+ ions in phosphoryl transfer reactions 
 

The indispensability in many enzymatic systems of the Mg2+ ions has 

encouraged several authors to determine its specific roles in catalysis. 

Normally, kinases require two magnesium ions to catalyse the phosphoryl 

transfer, however it has been discovered that the presence of the second metal 

ion may provoke different effects. Thus, some kinases are activated with a 

unique Mg2+ and the additional one might be required for complete activation, 

can produce inhibition or may participate in structural stabilization.36,102,103 In 

the literature, it has been discussed about the different functions that these ions 

can accomplish in the active site of kinases and, in phosphoryl transfer 

reactions in general. They usually contribute in the ATP binding and in the 

acceleration of the chemical reaction.36,102 In particular, experimental studies 

of Bastidas and co-workers in PKA102 allow them to characterize the role of 

Mg2+ ions. In the experimental procedure followed by the authors, the catalytic 

subunit of the enzyme was crystallized with the 20 amino acid substrate SP20 

and with the nonhydrolyzable analog of ATP, adenosine-5’-(β,γ-imido) 

triphosphate (AMP-PNP). Two crystal structures were obtained corresponding 

to two products proving that the presence of both metal ions in the active site 

prevent from the release of ADP after the phosphate transfer reaction, due to 

the affinity with the molecule. Then, only one Mg2+ cation would remain in the 

active site while the other one is expelled after phosphate transfer is produced. 

Even so, the authors have suggested that the presence of both metal ions was 

essential for an efficient phosphate transfer catalysis. The same conclusions 

were suggested through the experimental and theoretical studies of Jacobsen 

et al. in CDK236 by means of enzyme kinetics, crystallography and MD 

simulations. The steady state kinetics of CDK2 was analysed varying 

concentrations of ATP·Mg2+ with fixed concentrations of Mg2+. The kinetic 

data proved that the kinase required two catalytic ions being the second ion 

greatly cooperative with the binding of ATP and with the other ion. In addition, 

the interaction between ADP and the phosphorylated kinase were analysed 

from two crystal structures; one with two Mg2+ ions coordinating the ADP 

phosphates and the other with a single Mg2+ ion. Differences in coordination 

of phosphates and Mg2+ ions were noticed between both structures by means 
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of electron density maps. These two systems were employed as the starting 

models for the MD simulations. These models were solvated in a water 

molecules box described by the TIP3P potential while the rest of the system 

was treated within the AMBER force field. The flexibility of the phosphates in 

both systems was measured by means of root mean square fluctuations 

(RMSF) showing less flexibility when the system was coordinated with both 

Mg2+ ions consistent with and increased electrostatic stabilization 

 

Mg2+ ions affect reaction mechanisms 

 

Mg2+ ions have been also reported to be greatly important to stabilize the 

negative charges present during the phosphate transfer and before.52,70 As a 

matter of fact, the connection between the ions function with the classification 

of a phosphoryl transfer reaction as an associative or dissociative has been 

investigated. In particular, Kamerlin and Wilkie explored PESs for the 

phosphate ester hydrolysis reaction with a phosphate monoanion as a model, 

analyzing the influence of the metal ions in the obtained mechanisms.84 Water 

exchange involving phosphate monoanion (H2PO4
-) was selected as the model 

system. Calculations were done at Hartree-Fock (HF),104 MP2 and DFT 

MPW1PW91 levels of theory using the 6-31++G(d,p) basis set. Solvation 

effects were simulated applying a PCM correction to DFT stationary points. 

The study was performed with two Mg2+ ions, with a single one and with the 

absence of metal ions.  The obtained results allowed authors to conclude that 

a stepwise associative process was more energetically favorable than a 

stepwise dissociative mechanism, in presence of Mg2+ ions and the contrary 

occurred in the absence of the ions. In the case of a single Mg2+ ion, a concerted 

associative mechanism was observed displaying the largest energetic barrier. 

Previously, Cleland and Hengge had exposed the same conclusion in their 

review where the available information about nonenzymatic phosphate and 

sulfate transfers and the kinetic and chemical mechanisms of enzymes that 

catalyse similar transfers was presented.79 They referred to phosphatases, 

enzymes that catalyse the hydrolysis of phosphomonoesters, explaining that an 

associative mechanism is favored when Mg2+ ions remove electronic density 

from phosphorus atoms, promoting the nucleophilic attack. The authors also 

mention that the TSs become more associative following the trend from 

monoesters to triesters. Nevertheless, not all the authors explain in like manner 

the effects caused by the ions on the phosphoryl transfer reaction mechanisms. 

For example, Harrison and Schulten studied the hydrolysis of ATP in aqueous 
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solution by means of QM/MM simulations.105 Concretely, the computational 

model included the ATP molecule coordinated with an Mg2+ ion, inside a cubic 

box of water molecules. MD simulations were conducted describing the system 

with the CHARMM force field. The QM/MM simulations were performed 

using a dual grid, dual length scale method for plane-wave-based QM/MM 

simulations. The QM subsystem involved the ATP, the Mg2+ ion and 124 

surrounding water molecules and it was treated using plane-wave Car-

Parrinello MD method based on DFT at BLYP level.  They explored the 

associative and dissociative alternatives and founded within the evaluation of 

free energies, that the dissociative process has a lower activation barrier. 

Moreover, authors proved that the charge transfer produced due to the presence 

of Mg2+ cation leads to lengthening of the phosphorous-oxygen bond 

becoming more fluctuant but compensated by an electronic stabilization with 

the ions. They supported that these stretching of the bond drives the reaction 

to a dissociative process. 

In a related reaction, López-Canut et al. analyzed in their theoretical research 

works the different mechanisms observed in the phosphoryl transfer reactions 

taking place in phosphatases enzymes.106-109 In the X-ray crystal structures 

employed in these works, phosphatases have two Zn2+ ions and one Mg2+ or 

only two Zn2+ ions in the active site. One of their theoretical works showed a 

relation between the inclusion of the two Zn2+ ions in the QM part and the 

mechanism observed.106 Specifically, in this work the hydrolysis of the 

phosphate monoester, m-nitrobenzylphosphate (m-NBP2-), catalysed by 

Escherichia coli alkaline phosphatase (EcAP) was studied.106 Authors 

employed QM/MM hybrid potentials for evaluating free energies through the 

obtaining of PMFs to study the phosphoryl transfer from m-NBP2- to the 

unprotonated residue, Ser102. Three different QM subsystems were defined; 

in the first one, only the substrate and the nucleophile were included. In the 

second QM model, the two Zn2+ metal ions were added. In the third QM 

subsystem the coordination shells of the ions were also incorporated. When the 

QM region used was the first presented, authors observed a concerted 

mechanism due to the overestimation of the interactions produced between the 

m-NBP2- and the nucleophile. When the second model was employed the 

charge transfer between the reacting fragments was excessive resulting in a 

lower repulsion proceeding, as well, in a concerted associative pathway. 

However, when the calculations were done with the largest QM model, the 

mechanism observed was dissociative with a metaphosphate reaction 

intermediate since this charge transfer was reduced due to the reception of 
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electron density of the ions from their coordination shells, being the repulsion 

larger. 

Different reaction mechanisms were also observed in another theoretical work 

of López-Canut et al. but in this case, depending on the environment of the 

reaction.107 They studied the hydrolysis of the methyl p-nitrophenyl phosphate 

(MpNPP-) in aqueous solution and in the active site of nucleotide 

pyrophosphatase/phosphodiesterase (NPP). QM/MM hybrid potentials were 

employed to obtain free energy profiles. In this case the phosphoryl group is 

transferred from the MpNPP- to the considered unprotonated Thr90 residue. In 

aqueous solution, the reaction was found to occur through a concerted 

mechanism with an associative-like TS structure. In this process, the repulsion 

between the negatively charged nucleophile and substrate is reduced favoring 

their closeness. Nevertheless, in the active site of the enzyme a concerted 

mechanism with a dissociative-like TS structure was observed due to the 

charge distribution causing by electrostatic properties of the enzymes which 

were able to favor this mechanism. 

López-Canut et al. also observed different types of mechanisms comparing the 

hydrolysis of the phosphotriester paraoxon in aqueous solution and in the 

active site of the promiscuous Pseudomonas diminuta phosphotriesterase 

(PTE) enzyme with the hydrolysis of the phosphotriester compound O,O-

diethyl p-chlorophenyl phosphate (DEpCPP) in the active site of the same 

enzyme.109 They employed the hybrid QM/MM methodology to estimate free 

energies within PMFs and Kinetic Isotope Effects (KIEs). The reaction 

consisted in the phosphoryl transfer from the substrate (paraoxon and 

DEpCPP) to a hydroxide anion. Authors obtained a concerted associative 

mechanism of paraoxon in solution and in the active site of PTE. In contrast, 

the hydrolysis of DEpCPP in the enzyme proceeded by a stepwise mechanism 

with a pentacoordinate intermediate. The different coordination of the leaving 

groups corresponding to the two different substrates caused a shift of the 

ligands from the coordination shell of one Zn2+ ion to the other. The fact of 

having differences in the coordination shells of the metal ions justified the 

ability of the enzyme for catalysing hydrolysis of different substrates with 

different mechanisms. 

 

Octahedral coordination sphere in Mg2+ ions 

 

Another point commented by some authors about Mg2+ ions in kinase enzymes 

is the octahedral coordination sphere observed in one or both of them. This 
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feature was mentioned in the work of Smith and co-workers in CDK2, 

previously explained where the Mg2+ ion was observed to be coordinate with 

three oxygens of ATP, the side chains of Asp145, Asn132 and a water 

molecule.52 These interactions assisted the reaction to take place in an in-line 

near attack configuration.  

An octahedral coordination sphere in the metal ion was also observed in the 

work of Lopata et al. They studied the reaction catalysed by the wild type and 

two mutant forms of deoxyuridine triphosphate nucleotidohydrolase 

(dUTPase) performing QM/MM theoretical calculations and site-directed 

mutagenesis experiments.110 This enzyme catalyse the hydrolysis of 

deoxyuridine triphosphate (dUTP) consisting in the transfer of a phosphate 

group to a catalytic water molecule where a proton is transferred from this 

water molecule to the Asp83 residue. QM/MM minimizations of the three 

systems were performed in the forward and backward directions where the 

system was inside a TIP3P water molecules box. In these minimizations, the 

quantum region contained the dUTP molecule, nearby crystallographic water 

molecules, the Mg2+ ion with its full coordination shell, the Thr81 and Ile82 

backbones, the amide group of Gln113, and the side chains of different 

residues depending of the system (the wild type or the two mutant forms). 

Therefore, the wild type had 132 atoms while the two mutants 137 and 108 

atoms. This QM region was described at B3LYP/6-31+G(d) level of theory 

while the rest of the system was treated using the CHARMM force field. In 

addition, short downhill QM/MM dynamics were conducted starting from the 

minimized wild type system and from one mutated form, near the TS. In this 

case, the residues side chains included in QM region of the two systems were 

a bit different as well, resulting in 121 atoms for the wild type system and 95 

atoms for the mutated enzyme. A one-step mechanism within a dissociative TS 

was observed in the three enzymatic systems. The metal ion coordination was 

analysed during the reaction proving that an octahedral coordination was 

essential to drive the reaction towards products since it stabilized the transition 

state structures. Authors also mentioned the fact that the Mg2+ to Ca2+ 

substitution effects are normally inhibitory in kinases although there are some 

exceptions. The work of Bastidas et al.102 pointed out previously showed 

through their MD simulations and their experimental results an octahedral 

coordination for both Mg2+ ions, emphasizing in the strong binding character 

of specially one since it recruits a water molecule after the phosphate transfer 

in order to keep on with its coordination geometry. In this way, the metal ions 
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help to catalyse the reaction and to stabilize the transition state. An example of 

this coordination sphere characteristic in Mg2+ ions is presented in Figure 4.2. 

 

 

Figure 4.2. Octahedral coordination observed in both Mg2+ cations where the 

phosphoryl group has been transferred from AMP-PNP to a Ser side chain 

substrate in PKA. Figure adapted from reference.102   

 

4.3. Molecular mechanism of PTS-dependent DHAK from 

Escherichia coli  
 

As it has been pointed out in the beginning of this section, DHAKs are divided 

into two classes, those using the PEP carbohydrate: PTS, to provide the 

phosphoryl group, in most bacteria or those using ATP as the phosphoryl donor 

in animals, plants and some bacteria.69,70,74-78 This section is devoted to DHAK 

from Escherichia coli (E. coli) which is considered a prototype enzyme of the 

PTS-dependent family. 

The PTS is a multicomponent system in bacteria implicated in the consumption 

and concomitant phosphorylation of numerous carbohydrates.111,112 It was 

discovered in E. coli by Kunding, Ghosh and Roseman as a system that uses 

PEP for the phosphorylation of hexoses.113 The two general phosphoryl 

transfer proteins of the PTS are Enzyme I (EI) and the heat-stable, histidine-

phosphorylatable protein (Hpr).75,111,112  
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DHAK from E. coli is a heterotetramer complex containing a central DhaK 

dimer and two molecules of DhaL. Each DhaL subunit interacts with only one 

DhaK subunit of the dimer. An ADP molecule and two magnesium ions are 

bounded to DhaL, whereas DhaK contains a glycerol molecule covalently 

bound to His218.70 In Figure 4.3 is shown the complex DhaK-DhaL. This 

enzyme also contains an additional subunit, DhaM. This subunit has three 

domains, two of them homologous to the PTS proteins which are EI and HPr, 

as pointed out before. Concretely, the N-terminal domain of DhaM has the 

same fold as the IIA domain of the PTS transporter for mannose of E. coli. The 

middle domain is similar to HPr and the C-terminal is similar to the N-terminal 

domain of EI of the PTS. 

 

Figure 4.3. Cartoon representation of the DhaK-DhaL subunits from the PDB 

code crystal structure 3PNL. DhaL molecule is shown in mauve and DhaK 

subunit is colored in blue. The glycerol molecule placed in DhaK and the ADP 

molecule and magnesium ions bound to DhaL are shown as balls and sticks 

model. 

 

PEP phosphorylates three times DhaM through an EI- and HPr- dependent 

reaction while DhaK and DhaL are not phosphorylated.74,75,78,114 Thus, in the 

first place, EI catalyses the phosphoryl transfer from PEP to HPr. 

Subsequently, this small phospho-carrier protein serves as phosphoryl donor 

to DhaM. Phosphorylated DhaM forms a complex with the ADP-bound DhaL 

subunit and transfer the phosphate to ADP turning it into ATP. Finally, 

phosphate is transferred from ATP to Dha yielding the product of the reaction, 
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Dha-P and ADP.69,70,78,114 All this procedure of the phosphate transfer from 

PEP to Dha is schematically shown in Scheme 4.6. 

 

 

Scheme 4.6. Schematic procedure of the PTS system. Phosphoryl group is 

transferred in a sequential way from PEP through EI to HPr, then to DhaM, 

subsequently to ADP bounded to DhaL, and finally to Dha placed in the DhaK 

subunit. Arrows indicate the phosphate transfer reactions. DhaM is 

phosphorylated three times in three histidine phosphorylation sites.115 Figure 

adapted from reference75.  

 

The molecular mechanism of the phosphoryl transfer from ATP to Dha has 

been proposed based in the crystal structure of the E. coli DhaK-DhaL complex 

bound to ADP and Dha (3PNL) determined by Shi and co-workers.70 Analysis 

of experimental results allowed them to present a general catalytic mechanism 

for DHAK in which residues His56, His218 and Asp109 would be significantly 

involved in the reaction progress. In particular, the authors divided the whole 

reaction in three stages, which are presented in Scheme 4.7: 1) binding of Dha 

to enzyme through an hemiaminal bond with His218. In this stage, His 56 acts 

as an acid donating its proton to Dha substrate. 2) Phosphate transfer from ATP 

to Dha where Asp109 acts as a base in order to prepare the Dha for the 

nucleophilic attack. 3) Release of the reaction product, Dha-P, from the 

enzyme.70 
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Scheme 4.7. Catalytic mechanism of the phosphoryl transfer from ATP to Dha 

in DHAK from E. coli proposed by Shi and co-workers. 1) Dha binding to the 

enzyme and proton transfer from His56 to the Dha substrate. 2) Abstraction of 

the Dha proton by Asp109 followed by the phosphoryl transfer to Dha. 3) 

Proton transfer from Dha to His56 and cleavage of the His218 bond with the 

consequent release of the Dha-P product. Figure adapted from reference.70 

As noted in Scheme 4.7 this mechanism would classify as an asp-assisted 

mechanism (see Section 4.1) therefore, the possibility of a substrate-assisted 

mechanism has also considered in this PhD Thesis. In fact, both mechanisms 

have been explored by means of theoretical methods in DHAK from E. coli 

(see chapter 7.2) carrying out a comparative energetic and structural analysis 

of the two mechanisms. Through this research work it has been justify whether 

the mechanism proposed by Shi et al. is the most favorable one in this enzyme.  
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4.4. ATP-dependent DHAK from Citrobacter freundii. 

Inorganic polyphosphate as phosphoryl donor 
 

This section in dedicated to a representative DHAK of the ATP-dependent 

family which is the DHAK from Citrobacter Freundii (C. freundii). This 

enzyme is a homodimer and each subunit is formed by two domains.74,77,116 

The DhaK-domain is where the Dha binding site is located and in the DhaL-

domain is founded the ATP binding site coordinated with the two Mg2+ ions. 

In the dimer, the subunits are arranged in an anti-parallel way, therefore, the 

DhaK-domain of one subunit is faced with the DhaL-domain of the other 

subunit. The DhaK-domain has the same structure as the DhaK subunit of E. 

coli DHAK. The ATP binding domain exhibits a novel alpha-fold. It is formed 

by eight amphipathic and antiparallel alpha-helix organised following an up-

and-down geometry. They are forming a circle resulting in a barrel confining 

a cavity where is located a lipid.73,116 

 

 

Figure 4.4. Cartoon representation of the kinase homodimer obtained by 

superposition of PDB code crystal structures 1UN8 and 1UN9. The DhaK-

domains are colored in pink and red, and the DhaL-domains are colored in 

purple and grey. Shown as ball and sticks model are: Dha, 

phosphoaminophosphonic acid-adelynate ester (ANP), magnesium ions and 

phospholipid in orange.  

 

In the ATP-dependent kinase, ATP/ADP exchange is fast as is schematically 

shown in Scheme 4.8.74 
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Scheme 4.8. Phosphoryl transfer reaction from ATP to Dha in DHAK from C. 

freundii. Figure adapted from reference75. 

 

- Aldolase activity 

 

Aldol addition reaction has long been recognized as one of the most useful 

tools that has the synthetic chemist for the creation of new C–C bonds.73,117-119 

An example of an aldol reaction is displayed in Scheme 4.9:  

 

 

Scheme 4.9. Example of an aldol addition reaction; a ketone enolate (1), acting 

as a nucleophile, is added to the electrophilic carbon of an aldehyde (2), 

forming a new carbon-carbon bond to give the aldol product. 

 

There are enzymes in nature that catalyse these reactions; the aldolases. The 

main group of aldolases is the one that uses Dha-P as substrate donor; Dha-P 

dependent aldolases. They are among the most important biocatalysts for C-C 

bond formation.73,120-124  

Aldol reactions catalysed by Dha-P dependent aldolases consist in the 

formation of two new stereocenters with a stereochemistry controlled by the 

enzymes. Therefore, from two given substrates it is possible to obtain the four 

diastereoisomers using four different aldolases which is a powerful synthetic 

advantage, as shown in Scheme 4.10.73,124-126  
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Scheme 4.10. Aldol reactions catalysed by the four aldolases; fuculose-1-

phosphate aldolase (Fuc-1PA), rhamnulose-1-phosphate aldolase (Rha-1PA), 

fructose-1,6-biphosphate aldolase (FBA) and tagatose-1,6-biphosphate 

aldolase (TBA). Figure adapted from reference121,125.  

 

However, their major disadvantage is precisely their strict specificity for the 

expensive and unstable Dha-P.73,124,126,127 This molecule is overpriced to be 

used in large-scale synthesis and is labile at neutral and basic pH values 

causing the decrease of its effective concentration with time in the enzymatic 

reaction media.123 Therefore, an efficient method of Dha-P preparation is still 

essential.73,128 Following this requirement, the group of Prof. Eduardo García-

Junceda of the Institute of the General Organic Chemistry in Madrid have 

elaborated a straightforward multi-enzyme system for one-pot C–C bond 

formation catalysed by DHAP-dependent aldolases, based in the use of the 

ATP-dependent DHAK from C. freundii for in situ Dha-P 

formation.73,120,122,123 In this system the ATP is regenerated by catalysis of 

acetate kinase (AK). The fusion protein preserve both kinase and aldolase 

activity with a very high catalytic efficiency.73,120,122,123 This system is 

presented in the Scheme 4.11. 
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Scheme 4.11. Operating scheme of the multi-enzyme system for C-C bond 

generation catalysed by DHAP-dependent aldolases. Dha substrate is 

phosphorylated in situ by DHAK from C. freundii while the ATP is 

regenerated by AK. In this scheme; RAMA: rabbit muscle aldolase. Figure 

adapted from reference73. 

 

Inorganic polyphosphate as a phosphoryl donor. Mutation in DHAK from 

C. freundii 

 

Despite of the benefits of the multi-enzyme described above there is one 

disadvantage; the requirement of an ATP regeneration system since the direct 

addition of ATP is often problematic due to the formation of inhibitory 

products such as ADP or AMP.129,130 Furthermore, high concentrations of ATP 

inhibit some enzymes such as phosphofructokinase.129 

Several ATP regeneration systems have been created through the employment 

of biological agents including whole cells, organelles and enzymatic 

systems.130 Some of these enzymatic systems have been produced using 

several combinations of phosphate donors and enzymes,131,132 such as acetyl 

phosphate (AcP) and acetate kinase, PEP with pyruvate kinase, and creatine 

phosphate (PC) combined with creatine kinase. 

ATP regeneration was applied to enzymatic synthesis of guanosine 

monophosphate (GMP), cytidine diphosphate-choline (CDP-choline) and 

other materials in the industry. These systems are suitable for particular 

applications but there are problems regarding to the expensive prices of 

chemicals and the lack of accessibility to a method for regenerating ATP from 

AMP.131 Therefore, it is necessary to find a phosphoryl donor cheaper than 

ATP and, more important, that the final product does not inhibit the kinase. A 
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very good candidate is the poly-P.3,73,130 Inorganic poly-P is a linear polymer 

of up tens to hundreds of phosphates linked by high-energy phosphoanhydride 

bonds.73,133,134   

 

  

Figure 4.5. Scheme of inorganic polyphosphate (a) and 3D picture of inorganic 

polyphosphate formed by sixteen phosphate residues (b). 

 

Regarding to the price of this compound, a commercial form of poly-P which 

costs $9/lb is able to provide ATP equivalents that would cost over $2,000/lb 

separately, while there are other phosphagens capable of regenerating ATP that 

cost more than ATP, such as PEP and phosphocreatine.129 In addition, a huge 

quantity of poly-P is regularly produced as sodium hexametaphosphate (about 

13 to 18 residues) for industrial uses such as food additives which also makes 

poly-P inexpensive compared to other phosphoryl donors.73 

Nevertheless, the wild type DHAK from C. freundii does not show catalytic 

activity with the polymer. Therefore, García-Junceda and co-workers initiated 

an experimental directed evolution program with the aim of transforming the 

specificity of the phosphoryl donor in this enzyme from the ATP to the poly-

P. They found that sixteen mutant clones exhibited an activity with poly-P as 

phosphoryl donor statistically relevant and the most active mutant presented a 

single mutation, Glu526Lys, located in a flexible loop. Our group have 

collaborated with the experimental group of García-Junceda by means of 

computational calculations (see Chapter 7.3) in order to analyse the properties 
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of the mutant form of the enzyme and thus, provide information about the 

origin of its catalytic activity observed in the experimental results. Therefore, 

theoretical calculations have focused on the wild type and on the most active 

mutant allowing to perform a comparative study of the evolution of the 

interactions between the protein and the poly-P in both systems.  
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5.1. QM/MM hybrid potentials 
 

o accurately model the electronic-structure problem involving bond-

making and bond-breaking processes in chemical reactions, charge 

transfer or electronic excitation, the employment of Quantum 

Mechanical (QM) methods are required. However, the description of all the 

particles of an entire biomolecular system through the QM methodology is 

unworkable since these theoretical methods require complex mathematical 

models and thus need a large number of computational resources.135 This 

problem can be overcome by using Molecular Mechanical (MM) methods also 

known as force fields, which are based on parameters derived from 

experimental data. In these methods the electronic motions are ignored and the 

calculation of the energy of a system is a function of the nuclear positions 

which allows to apply this methodology in a region containing a high number 

of atoms, with a low computational cost. Nevertheless, the MM methods are 

not adequate to describe chemical reactions.136,137 Therefore, the combination 

of both methodologies that results in the Quantum Mechanical/Molecular 

Mechanical (QM/MM) hybrid methods, first proposed by Arieh Warshel, 

Michael Levitt and Martin Karplus in the 1970s,138-141 is the most suitable 

computational strategy for the study of enzymatic reactions. It allows the 

inclusion of environment effects over the reaction mechanism in the 

computational simulations, which is fundamental when enzymatic reactions 

are the purpose of the study. Different types of QM/MM methods are available 

and their use is applied to developments in drug metabolism and in drug and 

biocatalyst design, having an impact not only in enzymology but also in other 

subjects of biochemistry and medicinal chemistry.142 The importance of 

QM/MM potentials in comprehension of biological systems was confirmed in 

2013, with the award of the Nobel Prize for Chemistry to Warshel, Levitt and 

Karplus.  

First of all, in order to use this hybrid methodology, the QM and the MM 

regions of the system should be selected as shown in Figure 5.1. 

 

T 
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Figure 5.1. Schematic representation of the different regions of a QM/MM 

model. In pink is highlighted the QM region, where the chemical reaction takes 

place, in orange is displayed the rest of the system and the colour blue 

represents the boundary conditions. 

 

The QM region should contain, at least, the atoms which participate directly in 

the formation or breaking of the covalent bonds. Usually, it includes the 

substrate, the cofactor (if the system need it), may also include solvent 

fragments and the amino acids of the active site of the enzyme which are 

involved directly in the reaction or by means of covalent bond interactions or 

electron density transfer with the substrate or cofactor.  

The MM region contains the rest of the atoms in the system, that is, the rest of 

the amino acids of the enzyme, the solvent molecules and counterions.  

Finally, the boundary conditions are a collection of restrictions applied to the 

system due to the impossibility of simulating an infinite system, as it will be 

explained later on.  

To be able to compute the energy and the forces of each atom in the system, 

an effective Hamiltonian, Ĥeff, is constructed and the time independent 

Schrödinger equation is solved for the energy of the system, E, together with 

the wavefunction, Ѱ , for the electrons of the atoms in the QM part:140  

 

𝐻̂𝑒𝑓𝑓Ѱ(𝑟, 𝑅𝛼, 𝑅𝑀) = 𝐸(𝑅𝛼, 𝑅𝑀)Ѱ(𝑟, 𝑅𝛼 , 𝑅𝑀) (5.1) 

 

Ѱ depends on the electrons’ coordinates (r), and on the position of both the 

quantum and classical nuclei (𝑅𝛼 and 𝑅𝑀 respectively). In this equation the 

Born-Oppenheimer approximation143 has been applied where a differentiation 

in the treatment of the nuclear and electronic motion is assumed since the 

nuclei has a greater mass than the electrons. Thus, their movements can be 

considered independently.   

This wavefunction describes the electronic density of the quantum region 

under the influence of the environment. The energy is calculated for each 
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position for the QM nuclei and MM atoms, using the following equation which 

is solved by means of a self-consistent process: 

 

𝐸 =
⟨Ѱ|𝐻̂𝑒𝑓𝑓|Ѱ⟩

⟨Ѱ|Ѱ⟩
 (5.2) 

 

In order to construct the effective Hamiltonian of the system, it should be 

considered that QM/MM schemes can be classified, regarding to the nature of 

the definition of the total energy, into two extreme schemes;144,145 the 

subtractive and the additive which is the one applied in this PhD Thesis. 

The total Hamiltonian for a subtractive scheme would be: 

 

𝐻̂𝑒𝑓𝑓 = 𝐻̂𝑄𝑀(𝑄𝑀,𝐿𝑖𝑛𝑘) + 𝐻̂𝑀𝑀(𝑄𝑀,𝑀𝑀) 

− 𝐻̂𝑀𝑀(𝑄𝑀,𝐿𝑖𝑛𝑘) + 𝐻̂𝐵𝐶 
(5.3) 

 

Equation (5.3) describes a scheme with link atoms (see later on in this section) 

where the QM region is separated and threated at a QM level (𝐻̂𝑄𝑀(𝑄𝑀,𝐿𝑖𝑛𝑘)).  

The MM methodology is applied to both, the QM and the MM region 

(𝐻̂𝑀𝑀(𝑄𝑀,𝑀𝑀)) and subsequently is subtracted the classical energy 

corresponding to the QM region ( 𝐻̂𝑀𝑀(𝑄𝑀,𝐿𝑖𝑛𝑘)). The main advantage is that 

no explicit QM/MM coupling terms are required. The 𝐻̂𝐵𝐶 term will be 

developed then, in this section. Examples of a subtractive schemes are the 

integrated molecular orbital/molecular mechanics (IMOMM) method146 or the 

n-layered integrated molecular orbital and molecular mechanics (ONIOM) 

approach.147-149  

Regarding to the additive QM/MM scheme, the effective Hamiltonian, 𝐻̂𝑒𝑓𝑓, 

consists of: 

 

𝐻̂𝑒𝑓𝑓 = 𝐻̂𝑄𝑀 + 𝐻̂𝑀𝑀 + 𝐻̂𝑄𝑀/𝑀𝑀 + 𝐻̂𝐵𝐶 (5.4) 

 

Each of its components are developed below:  

 

𝐻̂𝑄𝑀 describes the electrons, nuclei and interactions among the atoms of the 

QM part. It depends on the quantum method used and corresponds to an 

electronic Hamiltonian of the subsystem in vacuum: 

 

𝐻̂𝑄𝑀 = 𝐾̂𝑖 + 𝑉̂𝑖𝑗 + 𝑉̂𝑖𝛼 + 𝑉̂𝛼𝛽 (5.5) 
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 (5.6) 

 

Equations (5.5) and (5.6) represent the sum of the kinetic energy of the 

electrons and the potential energy for the electron-electron repulsion, nucleus-

electron attraction and nucleus-nucleus repulsion. In this equation i, j are 

electronic coordinates, α, β are nuclear coordinates, r is the electron-electron 

or nucleus-electron distance, R is the nucleus-nucleus distance, Z is the nuclear 

charge and ∇ is the kinetic energy or Laplacian operator. 

 

𝐻̂𝑀𝑀 describes the interactions between the atoms defined by means of 

molecular mechanics. As stated in the beginning of the section, the MM energy 

is calculated by means of a force field. This term can take out of the integral 

(equation 5.2), since it only depends on the MM atoms and not on the electronic 

coordinates of the QM atoms. It is depicted as: 

 

𝐻̂𝑀𝑀 = 𝐸𝑀𝑀 (5.7) 

  

𝐸𝑀𝑀 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 + 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 (5.8) 

  

Where 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 is: 

 

𝐸𝑏𝑜𝑛𝑑𝑒𝑑 = 𝐸𝑏𝑜𝑛𝑑𝑠 + 𝐸𝑎𝑛𝑔𝑙𝑒𝑠 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 

(5.9) 

 

 

 

 

𝐸𝑏𝑜𝑛𝑑𝑒𝑑 = ∑
1

2
𝑘𝑏(𝑏 − 𝑏0)

2

𝑏𝑜𝑛𝑑𝑠

+ ∑
1

2
𝑘𝜃(𝜃 − 𝜃0)

2 +

𝑎𝑛𝑔𝑙𝑒𝑠

 

+ ∑
1

2
𝑉𝑛[1 + 𝑐𝑜𝑠(𝑛∅ − 𝛿)]

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

 

 

In the first term of the equation (5.9), 𝑘𝑏 is the force constant for the bond, 𝑏 

is the actual bond length and 𝑏0 is its equilibrium distance. In the second term 

𝑘𝜃 corresponds to the force constant for the angle, 𝜃 is the actual angle and 𝜃0 

is the equilibrium value for the angle. Lastly, in the third term 𝑉𝑛 means the 

force constant of the dihedral angle, 𝑛 is its periodicity, ∅ corresponds to the 

dihedral angle and 𝛿 to its phase.  

The 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 term of the equation (5.8) is represented as: 
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𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠 
 

(5.10) 
𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 =

1

4𝜋𝜖0𝜖
∑

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑖𝑗 𝑝𝑎𝑖𝑟𝑠

+ ∑
𝐴𝑖𝑗

𝑟𝑖𝑗
12 −

𝐵𝑖𝑗

𝑟𝑖𝑗
6

𝑖𝑗 𝑝𝑎𝑖𝑟𝑠

 

 

In the first term of this equation, 𝑞𝑖 and 𝑞𝑗 are the fractional charges of atoms 

𝑖 and 𝑗, 𝑟𝑖𝑗 is the distance between the two particles, 1/4𝜋𝜖0 is the standard 

term when electrostatic interactions are calculated and 𝜖 is the dielectric 

constant. In the second term 𝐴𝑖𝑗 and 𝐵𝑖𝑗 are positive constants whose values 

depend on the types of atoms 𝑖 and 𝑗. 
As can be seen, the atoms are represented by punctual charges with their 

corresponding van der Waals parameters, in order to calculate the interactions 

between those that are not connected by a bond. The short distance interactions 

are evaluated using terms related to bond distances, angles and dihedrals that 

describe the connectivity of the molecule. Therefore, the set of energetic terms 

and parameters describing the system constitute a force field. The generic form 

of the bond and angle terms is usually quadratic (harmonic potential), while 

for the torsion term, developments of Fourier series are employed and for 

electrostatic and van der Waals terms, Coulomb and Lennard-Jones 

expressions are normally employed respectively.150 Non-bonded terms should 

calculate for all atom pairs but those which are separated by 3 or 4 bonds 

depending on the force field thus, eliminating from the non-bonded calculation 

the contribution of the directly bonded atoms (1-2 interactions) and those 

which are separated by two bonds (1-3 interactions). Contributions of atoms 

separated by three bonds (1-4 interactions) are calculated or not depending on 

the force-field employed, although this interaction is usually scaled 

multiplying by a factor (see Figure 5.2).150 The force field and the 

parametrization employed for the calculations in this PhD Thesis are based in 

CHARMM22151-153 and OPLS-AA154 force fields to describe the proteins, and 

the TIP3P155 force field for the water molecules.  
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Figure 5.2. Representation of the 1-2, 1-3 and 1-4 interactions in the methanol 

molecule (CH3OH). 

𝐻̂𝑄𝑀/𝑀𝑀 describes the interactions between the QM and MM atoms and it can 

be defined as the contribution of three terms: electrostatic, van der Waals and 

polarization. 

 

𝐻̂𝑄𝑀/𝑀𝑀 = 𝐻̂𝑄𝑀/𝑀𝑀
𝑒𝑙𝑒𝑐 + 𝐻̂𝑄𝑀/𝑀𝑀

𝑣𝑑𝑊 + 𝐻̂𝑄𝑀/𝑀𝑀
𝑝𝑜𝑙

 (5.11) 

 

𝐻̂𝑄𝑀/𝑀𝑀
𝑝𝑜𝑙

 term is usually removed from the equation in most implementations 

since the polarization of the MM subsystem would result in solving the total 

Hamiltonian in a self-consistent manner due to the change of the quantum 

wavefunction because of the charges variation.  

Removing this polarization term and due to the fact that the MM atoms are 

represented by punctual charges and van der Waals parameters as pointed out 

above, this Hamiltonian is expressed as:150 

 

𝐻̂𝑄𝑀/𝑀𝑀 = −∑
𝑞𝑀
𝑟𝑖𝑀

+∑
𝑍𝛼𝑞𝑀
𝑅𝛼𝑀

+∑{
𝐴𝛼𝑀

𝑅𝛼𝑀
12 −

𝐵𝛼𝑀

𝑅𝛼𝑀
6 }

𝛼𝑀𝑖𝑀

 (5.12) 

 

Where 𝑞𝑀  is the charge of the classical atoms, 𝑍𝛼 is the nuclear charge of the 

quantum atoms, the subscript i refers to the electrons of the QM atoms, the 

subscript α is the nuclei of the QM atoms and the subscript M refers to the MM 

atoms.  

The first term of the equation (5.12) represents the electrostatic interactions 

between the MM atoms and the electrons of the QM part. The second term is 

the electrostatic interactions between the MM atoms and the nuclei of the QM 

atoms. The last term describes the van der Waals interactions between the MM 

and QM atoms, being A and B the parameters of a 6-12 Lennard-Jones 

potential that models these interactions, presented also in the equation (5.10). 

These parameters are transferable among systems since they are exclusively 
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dependent on the type of atoms involved.156 In this equation, just the first term 

contains the electrons’ coordinates, so, it must be incorporated in the self 

consistent field (SCF) procedure with que quantum Hamiltonian. The 

remaining terms are constant for a given set of atomic coordinates, like the 

MM Hamiltonian (𝐻̂𝑀𝑀). 

 

𝐻̂𝐵𝐶 refers to the attempt of simulating a condensed phase (in this case, a 

solvent) which is infinite at an atomic level, with a finite number of molecules 

and thus, the environment of the system is well imitated. There are different 

approximations to model the environment of a system but the most widely 

used, which is the employed in this PhD Thesis, is the method of periodic 

boundary conditions (PBC). Following this approach, the system is introduced 

in a solvent box which is replicated in an infinite way in the three dimensions 

of the space, as indicated in Figure 5.3. Therefore, system molecules situated 

in the unit cell interacts with replicated images being able to simulate the 

environment formed by solution through long-distance interactions. 

Obviously, the finite system should have a regular shape in order to fill the 

space when it is replicated, what is achieved using very regular boxes such as 

cubic or orthorhombic ones. 

The employment of PBC implies the use of the minimum image convention 

which assumes that each particle only interact with its nearest copy in the 

system when the non-bonding energy is calculated.150 This fact makes the 

method cheaper and easier to implement, but it means that the cutoff distance 

for truncation of the non-bonding interactions must be less than or equal to half 

the length of the side of the periodic box. 

 

 

Figure 5.3. Schematic representation of the employment of PBC where the 

central square cell highlighted is replicated in the three dimensions of space. 
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Cutoff methods evaluate the non-bonding energy over all the atom pairs of the 

system with a reasonable computational cost and without losing precision in 

results. The strategy consists in set up truncation distances from which the non-

bonded interactions are ignored. Then, only pair interactions inside the cutoff 

radio defined will be considered. There are different truncation functions that 

can be applied.150 The one used in this PhD Thesis is a Switch function; it 

computes all the interactions inside a radius (𝑟𝑜𝑛), from which it is smoothed 

to zero at the outer cutoff (𝑟𝑜𝑓𝑓). Thus, all pairs with distances greater than 𝑟𝑜𝑓𝑓  

will not include in the interaction calculations:  

 

𝑆(𝑟) =

{
 
 

 
 

1

(𝑟𝑜𝑓𝑓
2 − 𝑟2)

2
(𝑟𝑜𝑓𝑓

2 + 2𝑟2 − 3𝑟𝑜𝑛)

(𝑟𝑜𝑓𝑓
2 − 𝑟𝑜𝑛2 )

3

0

 

𝑟 ≤ 𝑟𝑜𝑛

 𝑟𝑜𝑛 < 𝑟 ≤ 𝑟𝑜𝑓𝑓

𝑟 > 𝑟𝑜𝑓𝑓

 (5.13) 

 

Moreover, in most of the molecular systems under study, a covalent bond has 

to be cut when the MM and QM regions are separated which implies that a 

particular molecule must be divided between the QM and the MM region. As 

pointed out in the beginning of this section, in the study of the reactions in 

biological systems there are frequently some aminoacids in the active site 

which are involved actively in the reaction, thus, they participate in the 

breaking and forming of covalent bonds. Therefore, part of these residues 

should be in the QM region as well as residues implicated in charge transfer 

with the reactant system. Besides deciding where cutting will occur, it is 

required to do approximations in order to satisfy the valences of the QM atoms. 

Among the methods for performing the partition of a molecule, the one applied 

in this PhD Thesis in the link atom methodology140,157 in which the MM part 

of the bond is replaced by an atom, usually a hydrogen atom since the C and H 

electronegativities are similar (see Figure 5.4). This link atom is used to 

saturate the valences of the truncated bond and is invisible to the MM region 

because the interactions between the link atom and the MM atoms are not 

considered.  
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Figure 5.4. Representation of the link atom methodology for the frontier atoms 

treatment in the ATP molecule. The H atom coloured in blue is the link atom. 

 

Usually, the selected boundary atom is non-polar to allow a correct separation 

of the two electrons of the bond: one will stay in the QM region and the other 

will be removed in the MM region.  

 

Finally, the total energy of the system can be expressed as the sum of the values 

of each term of the Hamiltonian: 

 

𝐸 = 𝐸𝑄𝑀 + 𝐸𝑀𝑀 + 𝐸𝑄𝑀/𝑀𝑀 + 𝐸𝐵𝐶  (5.14) 

 

Applying the integral of the equation (5.2) and considering that 𝐸𝐵𝐶 can be 

divided in QM and MM, the energy expression results in: 

 

𝐸 =
〈Ѱ|𝐻̂𝑄𝑀 + 𝐻̂𝑄𝑀/𝑀𝑀 + 𝐻̂𝐵𝐶𝑄𝑀|Ѱ〉

〈Ѱ|Ѱ〉
+ 𝐸𝑀𝑀 + 𝐸𝐵𝐶𝑀𝑀 (5.15) 

 

The forces on the QM nuclei, 𝐹𝛼, and MM atoms, 𝐹𝑀, are obtained 

differentiating the energy equation (5.15) with respect to the coordinates of the 

QM nuclei and MM atoms respectively.140 

 

𝐹𝛼 = −
𝜕𝐸

𝜕𝑅𝛼
 (5.16) 

  

𝐹𝑀 = −
𝜕𝐸

𝜕𝑅𝑀
 (5.17) 
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5.1.1. QM methods 

 

As pointed out previously, QM methods are employed to describe the 

electronic rearrangement that occurs in chemical reactions, when breaking and 

forming bonds takes place. The Born-Oppenheimer approximation allows to 

ignore the electron-nuclear correlation, however, the correlation between 

electrons is a challenge when poly-electronic systems are the object of study. 

Therefore, the aim of QM methods is to solve the Schrödinger equation getting 

an approximate wavefunction and energy for the electronic problem. The 

complex mathematical models required by these methods restricts their use to 

a reduced number of atoms that corresponds to the QM region selected in 

Figure 5.1. Depending on the QM method employed the methodological 

approximations to achieve this goal will be different and thus, the accuracy and 

the expense of the calculations. Therefore, depending on these approximations, 

QM methods can be generally divided into three types: ab initio, density 

functional theory (DFT) and semiempirical approaches.10 

- Ab initio methods; Hartree-Fock theory 

The ab initio QM methods make use of the Hartree-Fock (HF) theory,158 which 

was the first approach to solve the electronic problem. The HF approach is also 

called Self Consistent Theory since it follows an iterative process to solve the 

Schrödinger equation until reaching the autoconsistency or convergency. The 

group of ab initio methods concern quantum mechanical calculations obtained 

exclusively from theoretical principles, without including experimental data. 

HF methodology basically assumes that the electrons are distinguishable and 

independent from each other which is clearly an approximation since the 

electrons are indistinguishable. In addition, it considers that the electrons move 

in the field of the average potential originated by the rest of the electrons which 

is also an approximation because the movement of the electrons depends on 

the instantaneous position of the other electrons, that is, their movements are 

correlated. However, there are different methods which introduce the 

correlation energy: the conventional methods, originated from the HF function, 

called post-Hartree-Fock methods, and the non-conventional methods that 

include the electronic correlation in an alternative way, which are based in the 

Density Functional Theory (DFT).159 
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- Methods based in Density Functional Theory 

DFT was developed by Pierre Hohenberg and Walter Kohn in 1964.93 They 

affirmed through the Hohenberg-Kohn theorem that the energy of the ground 

electronic state of a system can be determined if its electronic density is known. 

This theorem was improved by Kohn and Sham who postulated that a system 

with 2N electrons without interacting and described by molecular orbitals 

would present the same electronic density than the real system, with 

interactions, if the correlation and exchange functional were exactly known. 

Since these methods include correlation effects they are more accurate than HF 

with a computational cost relatively cheaper. In addition, DFT methods have 

been employed in many computational studies of phosphoryl transfer reactions 

in gas phase, with implicit solvent models or in the active site of enzymatic 

systems.87,89,160-163 Among the methods that follows this theory, the functional 

Becke three-parameter Lee-Yang-Parr (B3LYP)94,95 has been the one selected 

to use in this PhD Thesis. This functional has been employed in a variety of 

systems,164-167 including works of phosphate hydrolysis81,107,168 and in 

phosphoryl transfer reactions in kinases48,89,169 giving activation energies in 

agreement with results of experimental measurements.  It has shown to render 

phosphate compounds with good geometries and energies in a feasible 

computational time. 

- Semiempirical methods 

Semiempirical methods have been developed with the main objective of 

studying systems of chemical interest with a much lower computational cost. 

Therefore, they are employed frequently to study big systems such as 

biomolecules. These methods only consider the valence electrons since these 

electrons indicate the chemical properties of the elements. The intern electrons 

of the atoms are integrated inside a core with the nucleus. Another 

approximation included in semiempirical methods is the Zero Differential 

Overlap which implies that a lot of the monoelectronic and most of the 

bielectronic integrals are annulated. The rest of the integrals are made equal to 

parameters which result from least square adjustments with the aim of 

reproducing values of particular magnitudes for a set of molecules.159 These 

parameters are introduced to compensate the fact that some terms of the 

Hamiltonian are not computed explicitly and can be derived from experimental 

properties or from ab initio calculations on model systems. The semiempirical 

methods used in this PhD Thesis are: the Austin Model 1 (AM1),170 the 

modified semiempirical Hamiltonian AM1/d-Prot (AM1d),100 the parametric 
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method number 3 (PM3)171 and the parametric method number 6 (PM6).172 

Semiempirical Hamiltonian AM1d has been developed to model phosphoryl 

transfer reactions since it includes d-extension for the phosphorus atom. It has 

modified parameters for oxygen and hydrogen atoms and the rest of the atoms 

are described at the AM1 level. AM1d has been employed in the study of 

phosphoryl transfer reactions providing results in very good accordance with 

DFT calculations and with experimental results.108,109,173,174 The PM3 

Hamiltonian is normally 3-4 orders of magnitude faster than DFT methods and 

it has proved to produce a huge energy stabilization in phosphorane 

compounds resulting from the employment of a minimal valence basis.100 

Therefore, it has been employed to properly model phosphorous and phosphate 

groups.65,175-177 In spite of its inaccuracy to model phosphoryl transfer reactions 

due to the lack of d orbitals, its low computational cost allows to perform 

statistical simulations to rapidly explore free energy surfaces and to set up in a 

practicable manner an optimal computational protocol.177 PM6 is a more 

complete optimization parameter resulting from several changes to the core-

core approximations into the Neglect of Diatomic Differential Overlap 

(NDDO) methodology. The addition of d orbitals to the main-group elements 

and the introduction of diatomic parameters were the most important 

modifications.178 

In this PhD Thesis, it has been made a comparative study among the 

semiempirical methods AM1d, PM3 and PM6 to analyse the phosphoryl 

transfer reaction from ATP to Dha in aqueous solution. It has been proved that 

the employment of different Hamiltonians results in different reaction 

mechanisms and different values of activation and reaction energies. The study 

of the reaction in aqueous solution presented low free energy barriers at PM3 

semiempirical level as well as good reaction product energies and suitable 

geometries for all the stationary points. When this phosphoryl transfer reaction 

was explored in the active site of the DHAK enzyme it was founded an effect 

of the enzymatic environment and specially, of the two Mg2+ ions resulting in 

better geometries likewise when the PM3 Hamiltonian was used.  Therefore, 

this semiempirical method was thought to be the best to study the phosphoryl 

transfer reaction on the active site of the DHAK enzyme. 

Most of results in this PhD Thesis have been obtained through the evaluation 

of free energy surfaces (see section 5.4) which requires the analysis of a large 

number of structures using QM/MM MD simulations. Therefore, calculations 

are normally limited to the employment of semiempirical methods being 

needed to reduce the errors related with their use. The way of doing it in this 
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work is based on the studies of Truhlar et al.,179-181 and consist in applying an 

interpolated correction term to any value of the reaction coordinate, ξ, selected 

to produce the free energy surface (FES). Thus, a continuous new energy 

function is generated which corrects the potential on mean force (PMF) (see 

section 5.4):182,183 

 

𝐸 = 𝐸𝐿𝐿/𝑀𝑀 + 𝑆[∆𝐸𝐿𝐿
𝐻𝐿(𝜉)] (5.18) 

 

In equation (5.18), 𝐸𝐿𝐿/𝑀𝑀 is the calculated energy where the QM subsystem 

is described with a low-level (LL) methodology, that is, with semiempirical 

methods, 𝑆 means a spline under tension function184,185 and ∆𝐸𝐿𝐿
𝐻𝐿 is a 

correction term evaluated from the single-point energy difference between a 

high-level (HL) and a LL calculation of the QM subsystem. As pointed out 

above, the B3LYP method is selected for the HL energy calculation employing 

the 6-31G(d,p) basis set. 

𝑆 is adjusted to a defined grid depending on the reaction step studied. Single-

point energy calculations at HL are computed on optimized structures in the 

corresponding PESs performed at LL.  

In the case of reaction steps analysed within 2D-PMFs, the correction term is 

expressed as a function of two coordinates, ξ1 and ξ2, resulting in this energy 

function:186 

 

𝐸 = 𝐸𝐿𝐿/𝑀𝑀 + 𝑆[∆𝐸𝐿𝐿
𝐻𝐿(𝜉1, 𝜉2)] (5.19) 

 

Where 𝑆 is adjusted to an ensemble of points corresponding to the HL single-

point energy calculations on geometries optimized with semiempirical 

methods, as previously explained. 

 

5.2. Potential Energy Surfaces  
 

The potential energy of a particular structure gives information about its 

stability. Differences between potential energies of different structures 

determine which one is more stable and thus, more likely to be detected 

experimentally. 

A reactant system is described by the following Hamiltonian:187 
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𝐻̂ =  𝐾̂𝑒 + 𝐾̂𝑛 + 𝑉̂𝑒𝑛 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑛 (5.20) 

 

Where: 

𝐾̂𝑒 is the kinetic energy of the electrons, 

𝐾̂𝑛 is the kinetic energy of the nuclei, 

𝑉̂𝑒𝑛 is the potential energy of electrostatic interaction between electrons and 

nuclei, 

𝑉̂𝑒𝑒 is the energy of electrostatic repulsion between electrons, 

𝑉̂𝑛𝑛 is the energy of electrostatic repulsion between nuclei. 

 

The potential energy surface (PES) arise in the context of the Born-

Oppenheimer approximation143 which allows the separation between the 

nucleus and the electron motion owing to the huge difference between their 

masses, as explained at the beginning of the section 5.1. Therefore, the 

electrons move much faster than the nuclei and thus, the latter is supposed to 

be static, while the electrons are moving at a specific positions around them. 

If this approximation is applied to the time independent Schrödinger equation, 

the equation 5.1 was obtained where a solution for each nuclear configuration 

for the electronic system is achieved depending on the coordinates of the 

quantum and classical nuclei (𝑅𝛼 and 𝑅𝑀). Therefore, if the location of the 

nuclei is considered fix, 𝐾̂𝑛 would be 0 and 𝑉̂𝑛𝑛 constant. Adding this 

internuclear repulsion energy (𝑉̂𝑛𝑛) to the electronic energy 𝐸(𝑅𝛼, 𝑅𝑀), the 

potential energy is obtained which is the total energy of the molecule or set of  

molecules corresponding to a fix configuration of the nuclei:187 

 

𝑉(𝑅𝛼, 𝑅𝑀) = 𝐸(𝑅𝛼, 𝑅𝑀) + 𝑉𝑛𝑛(𝑅𝛼, 𝑅𝑀) (5.21) 

 

Then, a PES is a representation of the potential energy for different relative 

positions of the nuclei and each point represents a structure of the molecular 

system being possible going from reactants to products and thus, describing 

the reaction.188 

For describing a given system using Cartesian coordinates, 3N variables 

(degrees of freedom) are required being N the total number of atoms of the 

system. The employment of Cartesian coordinates removes implicitly the 

rotational and translational normal modes, even so, when the energy is 

represented versus the intern coordinates, a PES of 3N-5 dimensions would be 

obtained which is impossible to visualize (3N-6 vibration modes or 

independent coordinates plus the energy). In a chemistry process exists an 



5. Computational methods   73 

 
 

 
 

intern coordinate or combination of these which govern the transition between 

the different species, that is, parameters that change in a substantial way during 

the reaction. It is possible to represent the potential energy according to this 

coordinate obtaining a very satisfactory approximation of the chemical 

reaction. This coordinate is called reaction coordinate which obviously depend 

on the nature of the chemical process that is being studied. In any case, it 

should be pointed out that some experience is needed to choose the best 

distinguished reaction coordinate in each case.  

Once the distinguished reaction coordinate or coordinates are chosen, each 

point of the PES will be computed varying (but keeping frozen in each 

calculation) this or these coordinates and minimizing the rest of the 

coordinates. An example of a PES is shown in Figure 5.5. 

 

 

Figure 5.5. Potential energy surface (PES) in a 2-D and 3-D representation. 

The stationary points of interest have been pointed out as a dots and the 

minimum energy path from reactants towards products has been displayed as 

a dashed line. 

 

As can be seen in Figure 5.5, the obtained PES allows to localize the different 

stationary points in the reaction process corresponding to reactants, products, 

intermediates and transition states. 

In order to accomplish with the condition of stationary point, the gradient must 

be 0 and to characterize it in a PES, the Hessian should be known.  

The eigenvalues of the Hessian can be determined by diagonalizing the matrix, 

that is; 

 

|𝐻 − 𝜆𝐼|=0 (5.22) 
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Where 𝐻 is the Hessian, 𝐼 is the identity matrix, 𝜆 are the eigenvalues and the 

straight lines denotes the determinant. There is an eigenvector associated with 

each eigenvalue satisfying the following equation:  

 

𝐹𝑢⃗ 𝑖 = 𝜆𝑢⃗ 𝑖 (5.23) 

 

Where F is the diagonalized Hessian matrix and 𝑢⃗ 𝑖 is the eigenvector which 

represents the principal curvature direction and the normal modes. There will 

be 3N eigenvalues and eigenvectors, being N the number of atoms in the 

system. 

Depending on the results obtained after the diagonalization of the Hessian 

matrix, the most relevant stationary points obtained in a PES can be classified 

as minima or first-order saddle point (see Figure 5.5):  

- Minima: All the eigenvalues obtained are positive. This means that an 

infinitesimal displacement of the geometry of the system along the direction 

defined by any of its eigenvectors, will lead to an increase in energy. The 

minima are the reactants, products and possible intermediates.  

-  First-order saddle points: All the eigenvectors obtained are positive minus 

one. If the displacement is along the eigenvectors associated to the positive 

eigenvalues, the energy will increase. However, an infinitesimal displacement 

along the eigenvector corresponding to the negative eigenvalue causes a 

decrease of the energy. This eigenvector associated to the negative eigenvalue 

is known as the transition vector and indicates the direction from the transition 

structure towards reactants and products. 

Locating transition structures is more difficult than locating minima since it 

should be found a point which is a maximum in one direction but a minimum 

in all the others. Then the algorithm has to perform a discerning balance 

process between both types of search. The J. Baker algorithm, the one applied 

in the calculations of this PhD Thesis, which uses the first- and second-

derivative information, is the most widely used and seems to be one of the most 

adequate methods available. 
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5.2.1. Intrinsic reaction coordinate (IRC) 

 

A reaction path that connects reactants to products through the minimum 

energy can be followed in a given coordinate system as displayed in Figure 

5.5. This reaction path is defined as the steepest descent path or minimum 

energy path (MEP) from the transition state down to the reactants and down to 

the products. If mass-weighted Cartesian coordinates are used, this path is 

called the intrinsic reaction coordinate (IRC).189 

The IRC was proposed by Fukui in 1970190,191 and represents the path that, 

departing from the transition structure, leads to the reactants and products, 

following the direction of the gradient.159 In the initial point the transition 

structure has a zero gradient, thus the initial direction of the IRC should be 

previously specified by the transition vector (the unique negative eigenvalue 

of the hessian).   

Mathematically the IRC can be obtained as the solution of the following 

differential equation system:   

 

𝑑𝑥 

𝑑𝑠
=
−𝑔⃑(𝑥 )

|𝑔 (𝑥⃑)|
 (5.24) 

 

Where s is the path length from the transition structure or simply, the reaction 

coordinate and it is computed by: 

 

(𝑑𝑠)2 =∑[(𝑑𝑥𝑖)
2 + (𝑑𝑦𝑖)

2 + (𝑑𝑧𝑖)
2]

𝑖

 (5.25) 

 

Where the subscript i refers to each atom and s adopts positive or negative 

values depending on whether the displacement is towards products or 

reactants, respectively. Fukui192,193 demonstrated that if mass-weighted 

Cartesian coordinates are used the requirement of following the gradient 

coincides with the path that would follow the system if, starting from the 

transition structure, it would go to reactants and products following a zero 

kinetic energy trajectory, that is, an infinitely slow trajectory: 

 

𝑞𝑖 = 𝑥𝑖√𝑚𝑖 (5.26) 

 

Where 𝑥𝑖 refers to an atom i Cartesian coordinate (x, y, z) and 𝑚𝑖 to its mass. 

Therefore, the IRC is the reaction path which results from the solution of the 
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differential equation system (5.24) expressed in mass-weighted Cartesian 

coordinates. This is a useful tool which provides a certain way of knowing 

which reactants and products connect a transition state of a given reaction. 

 

5.3. Molecular dynamics 
 

The energy profile of a reaction in condensed media can be schematically 

represented as: 

 

 

Figure 5.6. Schematic potential energy diagram of a reaction in a condensed 

media. Figure adapted from reference10. 

 

As it can be observed in Figure 5.6, in a reaction taking place in condensed 

media, there are many reactant structures, transition structures and product 

structures. This is due to the effect of the environment: there is a wide range of 

accessible structures which are minima or saddle points in the PES, with 

similar geometries and energies. Therefore, the properties of the transition state 

will be the average properties of all the transition structures, and the same 

occurs with the reactant and product states.   

As shown in Figure 5.6, an energetic barrier (∆𝐸1
‡) is obtained when one 

reactant structure and one transition state structure is picked up. This energy 

can be different if other structures for reactants and transition state are selected, 

(∆𝐸2
‡), although they provide almost the same chemical information. 

Moreover, the same argument can be used for the reaction energies. 

Consequently, the isolated study of the PESs is not enough, and the evaluation 

of as much configurations as possible is required to obtain average properties, 
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which will be comparable to experimental data. Thus, it is necessary statistical 

simulations by means of MD or Monte Carlo simulations (MC) which allow 

the exploration of many different conformations existing in the system. MD 

simulations has been selected for the calculations in this PhD Thesis. 

In order to carry out MD, the Newton’s equation of motion for a particle should 

be known: 

 

𝐹 𝑖(𝑡) = 𝑚𝑖𝑎 𝑖 = 𝑚𝑖

𝜕2𝑟𝑖⃗⃗⃑

𝜕𝑡2
 (5.27) 

 

Once is known the force acting over a particular nucleus 𝐹 𝑖(𝑡), the position 

(𝑟 𝑖(𝑡)) and the velocity (𝑣 𝑖(𝑡)) in the previous instant, it is possible to calculate 

the new position after a time ∆𝑡. Among the different methodologies the Verlet 

method194 has been selected. The standard Verlet method considers that if the 

positions of the atoms in the system at a time 𝑡 are 𝑟 𝑖(𝑡) then the position of 

the atoms at time 𝑡 + ∆𝑡 can be calculated from a Taylor expansion, leading to 

the following equations: 

 

𝑟 𝑖(𝑡 + ∆𝑡) = 2𝑟 𝑖(𝑡) − 𝑟 𝑖(𝑡 − ∆𝑡) + ∆𝑡
2
𝐹 𝑖(𝑡)

𝑚𝑖
 (5.28) 

 

𝑣 𝑖(𝑡) ≅
1

2∆𝑡
(𝑟 𝑖(𝑡 + ∆𝑡) − 𝑟 𝑖(𝑡 − ∆𝑡))    (5.29) 

 

Equation 5.28 describes the positions of the particles at a time 𝑡 + ∆𝑡 while 

equation 5.29 describes the velocities of the particles, 𝑣 𝑖(𝑡) at a time 𝑡. 

Nevertheless, the velocities at a time 𝑡 can only be computed once the positions 

at a time 𝑡 + ∆𝑡 have been obtained. Thus, at the beginning of the simulation, 

when 𝑡=0, a different formula is needed. To overcome this problem, the 

Langevin Verlet algorithm is employed,194 which arises from a slight 

modification of the previous equations: 

 

𝑟 𝑖(𝑡 + ∆𝑡) = 𝑟 𝑖(𝑡) + ∆𝑡𝑣 𝑖(𝑡) +
∆𝑡2

2𝑚𝑖
𝐹 𝑖(𝑡) (5.30) 

 

𝑣 𝑖(𝑡 + ∆𝑡) = 𝑣 𝑖(𝑡) +
∆𝑡

2𝑚𝑖
(𝐹 𝑖(𝑡) + 𝐹 𝑖(𝑡 + ∆𝑡)) (5.31) 
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Within this algorithm, random forces depending on the velocities are 

introduced. In addition of having the necessary equations for knowing the 

position and the velocity of a particle at a particular time, it is necessary to fix 

some conditions and parameters required for conducting molecular dynamics 

simulations:  

Conservation conditions 

The accuracy of a simulation can be checked by the conservation conditions of 

certain properties, concretely the total momentum, 𝑀⃑⃗⃗, the angular momentum, 

𝐿⃑⃗ and the total energy;  

 

𝑀⃗⃗ =∑𝑝𝑖⃗⃗⃗  

𝑁

𝑖=1

= 𝑐𝑛𝑠𝑡. (5.32) 

 

𝐿⃗ = ∑𝑟𝑖˄𝑝𝑖 = 𝑐𝑛𝑠𝑡.

𝑁

𝑖=1

 (5.33) 

 

Timestep 

It should be considered which value is going to choose as the timestep. The 

factor which normally limits the upper size of the timestep is the nature of the 

highest frequency motions in the system which means that the timestep should 

be less than this, therefore, it will be possible to describe accurately the fastest 

vibration. In the practice, values of about 1 fs (1fs = 10-15s) are found to be the 

largest reasonable when Verlet algorithms are employed.  

 

Velocities initial values 

Another point to consider is how to choose the initial values of the velocities 

for the atoms. A highly convenient procedure is to choose the velocities in such 

a manner that the system will have a particular temperature at the beginning of 

the simulation. From statistical thermodynamics it is known that the velocities 

of the atoms in a classical system are distributed according to the Maxwell-

Boltzmann distribution. According to this, the probability of each component 

of the 𝑖𝑡ℎ atom velocity having a value between 𝑣 and 𝑣 + 𝑑𝑣, if the 

temperature of the system is  T is: 
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𝑓(𝑣)𝑑𝑣 = √
𝑚𝑖

2𝜋𝑘𝐵𝑇
𝑒𝑥𝑝 (−

𝑚𝑖

2𝑘𝐵𝑇
𝑣2) 𝑑𝑣 (5.34) 

 

Where 𝑘𝐵 is the Boltzmann constant. The values of the velocities on the atoms 

can be selected by treating them as independent Gaussian random variables 

for the distribution defined in the equation 5.34 which has a mean value of zero 

and a standard deviation of √𝑘𝐵𝑇/𝑚𝑖.  Since the values are assigned randomly, 

the temperature of the system will not be exactly T, however, there is a popular 

expression which fix the temperature of the system by relating it with the 

average of the kinetic energy: 

 

𝑇 =
2〈𝐾〉

𝑁𝑑𝑓𝑘𝐵
 (5.35) 

 

Where 〈𝐾〉  is the averaged kinetic energy and 𝑁𝑑𝑓 is the number of degrees of 

freedom of the system. 

An instantaneous temperature, 𝑇𝑡, can be defined once the initial velocity 

values have been selected. The expression is the same that the previous one but 

removing the average: 

 

𝑇𝑡 =
2𝐾

𝑁𝑑𝑓𝑘𝐵
 (5.36) 

 

Thermodynamic ensemble 

Working at constant volume (V), temperature (T) and total number of particles 

(N), is known as canonical or NVT ensemble. In order to keep constant the 

temperature an extern thermostatic bath is employed coupled with the system, 

as the originally proposed by Nosé and Hoover.195,196 A coupling to an external 

system means that energy can be transferred into and out of the system. This 

transfer properly formulated allows the algorithm to control the temperature. 

Berendsen et al.23 modify the equation of motion to accomplish the coupling, 

in the following way: 

 

𝑎 𝑖(𝑡) = 𝑚𝑖𝐹 𝑖(𝑡) +
1

2𝜏𝑖
𝑣 𝑖(𝑡) (

𝑇𝑏𝑎𝑡ℎ
𝑇𝑡

− 1) (5.37) 



80   5. Computational methods 

 
 

 
 

 

Where  𝑇𝑏𝑎𝑡ℎ is the temperature of the external bath, 𝑇𝑡 is the instantaneous 

temperature defined in equation (5.36) and 𝜏𝑖 is the coupling constant which 

determines the strength of the coupling to the external bath.  

This added term works as a frictional force, which makes that, when 𝑇𝑡 is 

higher than the desired value, the force is negative, so the particles are slowed 

down and, therefore, the kinetic energy and temperature are reduced. Whereas, 

if  𝑇𝑡 is lower than the required value, the invers process happens since the 

frictional force is positive and energy is supplied to the system.  

 

5.4. Evaluation of Free Energies. Potential of Mean Force 
 

Prediction of free energy barriers and reaction free energies has a huge 

importance for understanding enzymatic activity. In relation to the 

thermodynamics or the concepts of statistical mechanics, it can be affirmed 

that the free energy is the indispensable main driving force of enzymes in the 

thermodynamic limit. If the reaction free energy is negative, the forward 

reaction is more favourable while a positive value promotes the backward 

reaction.11   

Working under the canonical ensemble conditions, the observable obtained for 

the free energy is the Helmholtz potential, A, which measures the “useful” 

work obtained from a system isolated from its surrounding environment at a 

constant temperature, and it is defined as:  

 

𝐴 = −𝑘𝐵𝑇𝑙𝑛𝑄𝑁𝑉𝑇 (5.38) 

 

Where 𝑄𝑁𝑉𝑇 is the partition function for a system formed by N 

indistinguishable particles for the working conditions mentioned. It gives the 

probability to find the system in a certain state: 

 

𝑄𝑁𝑉𝑇 =
1

ℎ3𝑁𝑁!
∫𝑒−(𝐻̂(𝑝⃑,𝑟 )/𝑘𝐵𝑇)𝑑𝑟𝑑𝑝 (5.39) 

 

It is possible to calculate the free energy of a system from a simulation, 

rewriting the previous partition function as an average where 𝑄𝑁𝑉𝑇  is a 

property that depends on the energy of each configuration: 
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𝑄𝑁𝑉𝑇  ∝  
1

〈𝑒𝑉/𝑘𝐵𝑇〉
 (5.40) 

 

It might be thought that a feasible way to calculate the free energy is to evaluate 

the average (〈𝑒𝑉/𝑘𝐵𝑇〉) along the trajectory from a molecular dynamics 

simulation, calculate the partition function and hence the free energy. 

However, this approach is impractical since the impossibility of exploring all 

the configurations allowing the system evolving freely. In this case it would be 

easier for the system to access to low-energy zones since simulations will 

preferentially explore the configurations with a lower potential energy because 

they have higher probabilities. To avoid this problem, the Umbrella Sampling 

technique,197 proposed by J.P. Valleau and G.M. Torrie, is employed. This 

method allows to explore high-energy zones that would not be explored if the 

system was left to evolve freely, making sure that all regions along the reaction 

coordinate are sampled with similar probability. 

Hence, on each MD simulation or window, an umbrella potential function is 

applied which restricts sampling to a limited range of values of the chosen 

coordinate, 𝜉0,𝑖, as shown in Figure 5.7a. This restriction is reached by placing 

a bias, an additional artificial energy term along the reaction coordinate.11 A 

common choice is an harmonic potential form characterized by a force constant 

𝑘𝑢𝑚𝑏 and a reference value of the coordinate whose value is changed at each 

window, 𝜉0,𝑖
𝑟𝑒𝑓

. 

 

𝑉𝑢𝑚𝑏,𝑖(𝜉0,𝑖) =
1

2
𝑘(𝜉0,𝑖 − 𝜉0,𝑖

𝑟𝑒𝑓
)2 (5.41) 

 

At this point, an observable associated to the free energy which depends on the 

reaction coordinate is needed. The Potential of Mean Force (PMF) is the 

thermodynamic concept associated to the evolution of a system along a 

coordinate and the free energy changes associated with this.  The PMF, 𝑈(𝜉0), 
has the same equation as the Helmholtz potential but the averages are made on 

all the degrees of freedom of the system except along the one that corresponds 

to the distinguished coordinate, ξ. It is defined as: 

 

𝑈(𝜉0) = 𝑐 − 𝑘𝐵𝑇𝑙𝑛(∫𝑑𝑟 𝛿(𝜉(𝑟 ) − 𝜉0)𝑒
𝑣(𝑟 )/𝑘𝐵𝑇) (5.42) 
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Where 𝜉0 is the value of the degree of freedom ξ for which the PMF is 

computed, 𝜉(𝑟 ) is the function that relates ξ to the atomic coordinates 𝑟 , c is 

an arbitrary constant which includes all that is independent of ξ and Dirac delta 

function selects only those combinations of the atomic coordinates which give 

the reference coordinate value, ξ0. 

However, it is more common to write the PMF in terms of the ensemble 

average of the probability distribution function of the coordinate which is 

expressed as: 

 

〈𝜌(𝜉𝑜)〉 =
∫ 𝑑𝑟 𝛿(𝜉(𝑟 ) − 𝜉0)𝑒

𝑣(𝑟 )/𝑘𝐵𝑇

∫𝑑𝑟 𝑒−𝑣(𝑟 )/𝑘𝐵𝑇
 (5.43) 

 

then, the PMF is: 

 

𝑈(𝜉0) = 𝑐′−𝑘𝐵𝑇𝑙𝑛〈𝜌(𝜉0)〉 (5.44) 

 

Where  𝑐′ is another arbitrary constant. 

 

To perform a correct computation of the whole density along 𝜉0 (to obtain each 

value of 〈𝜌(𝜉0)〉 ), a series of calculations should carry on for sampling in 

different regions of the space (or windows), but this regions should overlap in 

order to cover the whole configurational space and make the integration 

possible.  

 

 

Figure 5.7. Representation of the Umbrella Sampling technique, where the 

energy profile is divided into several windows or MD simulations (a).  

Representation of the WHAM method where the complete distribution 

function is obtained from the distribution functions of each window (b). 
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Finally, the reconstruction of the full distribution function is performed from 

the separate distributions of each window, which is a fundamental step in the 

PMF calculation, obtaining the averaged free energy of the system, which, 

eventually, can be compared to the experimental data. The Weighted 

Histogram Analysis (WHAM),198 elaborated by S. Kumar and co-workers, is 

an efficient procedure for doing this (see Figure 5.7b). It allows to construct an 

optimal estimate for the average distribution function from the biased 

distribution function for each window.  

If it is supposed that there are N windows and each of one has an umbrella 

potential, 𝑉𝑢𝑚𝑏,𝑗, and an associated biased distribution function, 

〈𝜌(𝜉0,𝑖)〉𝑏𝑖𝑎𝑠𝑒𝑑, the following equations will allow to calculate the average 

distribution function, 〈𝜌(𝜉0)〉, and the PMF from a set of window distribution 

functions:150 

 

〈𝜌(𝜉0)〉 =
∑ 𝑛𝑖〈𝜌(𝜉0,𝑖)〉
𝑁
𝑖=1 𝑏𝑖𝑎𝑠𝑒𝑑

∑ 𝑛𝑗𝑒
−

1
𝐾𝐵𝑇

(𝑉𝑢𝑚𝑏,𝑗(𝜉0)−𝑃𝑀𝐹(𝜉0,𝑗))𝑁
𝑗=1

 (5.45) 

 

𝑒
−

1
𝐾𝐵𝑇

𝑃𝑀𝐹(𝜉0,𝑖) = ∫〈𝜌(𝜉0〉 𝑒
−

1
𝐾𝐵𝑇

𝑉𝑢𝑚𝑏,𝑖(𝜉0)𝑑𝜉0 (5.46) 

 

Where 𝑛𝑖/𝑗 represents the number of employed data for calculating the 

probability distribution function of the corresponding window (frequency 

histograms in Figure 5.7b) and 𝑃𝑀𝐹(𝜉0,𝑖/𝑗) is a window free energy. The 

coupling between the different windows is achieved by iterating in a self-

consistent way.  The procedure is to start by guessing a set of values for the 

free energies of each windows, 𝑃𝑀𝐹(𝜉0,𝑗) and with these, calculate 〈𝜌(𝜉0)〉 

for the complete range of 𝜉0 from equation (5.45)150. This estimation of the 

distribution function is then used to determine the window free energies from 

equation (5.46) and the process is repeated until there are not changes either in 

the free energies or in the total density function.  

 

5.5. Transition State Theory 
 

The most important theoretical basis related with the enzymatic rate constant 

and therefore, capable of providing an estimation of the kinetic rate, is the 

Transition state theory (TST).11 The TST was developed by Eyring, Evans and 
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Polany in 1935.199,200 It is a semi-classical theory where the dynamics along 

the reaction coordinate are treated classically, while the perpendicular 

directions take into account the quantization of, for example, the vibrational 

energy.137  

Since the generation of PES and the collection of a sufficiently great number 

of trajectories to realize a statistical average for the obtaining of the reaction 

rate is extremely difficult, a more straightforward theory is required. The TST 

theory allows the Born-Oppenheimer approximation and is based on the 

definition of a region in the space that contains all the nuclear configurations 

corresponding to the saddle point, dividing the PES of the reaction in two 

zones, reactants and products. Any structure placed in a very small distance 

from the saddle point region defined is called activated complex. The set of all 

the activated complex is denominated transition structure. 

TST theory is based on the following postulates:187,201  

- The reactant region of phase space is populated according to a Maxwell 

Boltzmann distribution corresponding to the temperature of the system. There 

is thermal equilibrium between reactants and TS during the entire reaction;  

- The Born–Oppenheimer separation of electronic and nuclear motion is valid, 

thus, only one potential energy surface is involved. Processes in which 

electronic motion follows nuclear motion without an electronic state change 

are called electronically adiabatic, which strictly means that the electronic 

quantum numbers are conserved; 

- The nuclear motion is classical;   

- All trajectories crossing the transition state toward products must have 

originated on the reactant side and must cross the hypersurface only once. This 

condition is now usually called the ‘‘no recrossing’’ assumption. If the reaction 

coordinate were indeed globally separable, there would be no recrossing. Thus 

this condition is sometimes replaced by the assumption that the reaction 

coordinate is separable.  

In this chemical reaction:  

 

A
K‡

A‡
k

Products
 

(5.47) 
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Where A‡ is the transition state of the first postulate, K‡ is the equilibrium 

constant between A and A‡, and k is the first-order rate constant. The reaction 

rate is: 

 

𝑣𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑣[𝐴
‡] =

𝑘𝐵𝑇

ℎ
[𝐴‡] (5.48) 

 

Bearing in mind the definition of the equilibrium constant, K‡, and its 

relationship with the Gibbs’ free energy: 

  

𝐾‡ =
[𝐴‡]

[𝐴]
 (5.49) 

 

∆𝐺‡ = −𝑅𝑇𝑙𝑛𝐾‡ (5.50) 

 

the concentration of the species in the transition state is obtained:  

 

[𝐴‡] = [𝐴]𝑒(
−∆𝐺‡

𝑅𝑇
)
 (5.51) 

 

and, comparing equation (5.48) to equation (5.51): 

 

𝑣𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 =
𝑘𝐵𝑇

ℎ
[𝐴]𝑒(−

∆𝐺‡

𝑅𝑇
) = 𝑘𝑇𝑆𝑇[𝐴] (5.52) 

 

The rate constant for the reaction will be:  

 

𝑘𝑇𝑆𝑇(𝑇) =
𝑘𝐵𝑇

ℎ
𝑒(−

∆𝐺‡

𝑅𝑇
)
 (5.53) 

 

𝑘𝑇𝑆𝑇 from equation (5.53) provides the crossover velocity in only one sense 

through the division surface of the TS. According to this expression, the 

reaction rate can be estimated if it is known the free energy between reactants 

and the transition state, ∆G‡. It should be emphasised that different choices of 

the reaction coordinate will result in different realisations of TST and different 

activation free energies. TST is designed to provide the reaction rate constant, 

and it does not describe the way from reactants to products.11 
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5.5.1. Variational Transition State Theory (VTST)  

 

The approximations pointed out in the previous postulates imply that TST is 

not able to explain different phenomena which are mainly two: tunnelling and 

recrossing:187,201,202  

 

Tunnelling: As stated above, the treatment of the system motion along the 

reaction coordinate is classical. It would be more accurate to describe this 

motion quantumly which consider the possibility of tunnelling.203 This 

phenomenon allows the reaction to occur even when there is not energy enough 

to overcome the energetic barrier (see Figure 5.8a). This is the case of reactions 

where very light atoms are involved, such as hydrogen atoms. Therefore, there 

are trajectories that according to TST have no possibility of reaching products 

from reactants while from the quantum point of view, they have non-zero 

probability of evolving into products.  

Recrossing: This limitation arises from the fact of having assume that all the 

trajectories that overcome the dividing surface from reactants towards products 

are reactive. Nevertheless, reaction dynamic studies prove that once the 

dividing surface is reached, the trajectory could go back again to reactants 

producing a recrossing phenomenon, as shown in Figure 5.8b. Depending on 

the reaction system, recrossing can be more or less relevant.  

 

Figure 5.8. a; Tunnel effects consider a certain probability for some particles 

to react even when their energy is less than the barrier. b; The system, after 

crossing the dividing surface towards products, could get back to reactants.  

 

Nevertheless, there is a way of quantifying these effects though the variational 

transition state theory (VTST) which relates the actual rate for the reaction to 

that obtained from TST:202,204-207  

 

𝑘(𝑇) = 𝛤(𝑇, 𝜉)𝑘𝑇𝑆𝑇(𝑇) (5.54) 
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Being 𝑘(𝑇) the rate constant of a reaction and 𝛤(𝑇, 𝜉) the generalized 

transmission coefficient which contains the product of the two contributions at 

a temperature T: 

 

𝛤(𝑇, 𝜉) = 𝜅(𝑇)𝛾(𝑇, 𝜉) (5.55) 

 

Where 𝜅(𝑇) emerges from the contribution of quantum mechanical tunnelling 

and 𝛾(𝑇, 𝜉) is the coefficient responsible of the rate correction from recrossing 

of reactive trajectories.  

 

Since some years from nowadays, there is a debate about whether the 

dynamical effects have a relevant role in catalysis.11,208-212 It is easy to think 

that some dynamical effects can affect for example, the motion of reactant 

fragments to be closer and properly oriented in order to react and can also 

origin conformational changes resulting in an adequate electrostatic 

distribution to the reaction take place. Nevertheless, in 2010, Warshel and 

Kamerlin208 and six years later, in 2016, Warshel and Bora213 have emphasized 

in the need of a clear and specific definition of dynamical effects since some 

authors, supporters of the importance of dynamical effects in catalysis, have 

not been clear about the meaning of this term, leading to confusion. In these 

reviews authors proposed some definitions, starting from the point that as 

atoms are always moving in any chemical process, it does not have sense to 

classify the movement of the atoms as “dynamical effects”. For example, they 

affirm that a dynamical effect is produced when the probability of reaching the 

TS does not follow the Boltzmann distribution, therefore, there will be non-

Boltzmann motions that can be assorted as real dynamical effects. Thus, these 

effects require deviations from the original TST being the transmission factor 

significantly smaller than one. Regarding to the existent debate previously 

mentioned, in some works dynamical effects are mentioned to contribute in 

enzymatic catalysis in a significant way.134,214,215 Among the reasons given by 

the authors are that the long MD simulations provide the suitable conformation 

to produce the catalytic reaction or that the trajectories are capable of guiding 

the reaction toward a concerted or a stepwise mechanism. On the other hand, 

other authors point out that dynamics doesn’t affect in a relevant way, the rate 

constant of the enzymatic reaction.208-211,216 These authors explain that using a 

clear and physically-based definition of the dynamical proposal, the facts 

observed by the supporters of dynamical effects can properly explain without 

appealing to this term. Therefore, in these cases authors support the 
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employment of the TST theory as sufficiently adequate to describe rate 

constants. It should be also mentioned that, normally, the transmission factor 

has a value of 0.8 in enzyme and 0.6 in solution11, which means that they are 

too similar for considering that these effects can have a relevant impact in 

catalysis.  

Specially in the last years, the contribution of quantum tunnelling has been 

accepted to occur in almost all enzymes that involve hydrogen transfer, making 

the reaction dependent on the width of the barrier as well as on the height, 

according to some authors.217,218 Reactions involving quantum tunnelling has 

been also related with dynamical effects, specifically as regards to 

environmental motions, causing and impact in the rate constant.211 There are 

authors who suggest that the presence of tunnelling prevent from the use of 

TST in enzymatic reactions.219,220 Nevertheless, the phenomena is not new and 

is common in chemical reactions in solution.221 In addition, there are studies 

that affirm that the quantum mechanical contributions, are similar for the 

reaction in solution and in the enzyme and therefore, they are not decisive in 

enzymatic catalysis.5,33,216 

All in all, either the tunnelling or the recrossing trajectories can have a minor 

effect on reactions involving the transfer of heavy particles as the phosphoryl 

group studied in the present PhD Thesis. Consequently, these effects have not 

been estimated in the reported studies
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n the present PhD Thesis, the molecular mechanism of DHAKs has been 

tried to be elucidated. First of all, in order to determine the catalytic power 

of these enzymes, a study of the analogous uncatalysed reaction in solution 

was considered. This first study was also used to test different methods in order 

to optimize the computational protocol to be applied in the following studies. 

Therefore, the phosphoryl transfer from ATP to Dha in aqueous solution 

employing QM/MM methods has been analysed using different Hamiltonians 

for describing the QM region. A concerted, stepwise and assisted by the 

solvent mechanisms were studied, although the latter presented higher 

potential energies than the others. Therefore, it was not considered for further 

calculations. FESs for the two most favorable mechanisms revealed a 

significant dependency on the results with the QM method employed with 

relevant consequences. The first conclusion was that AM1d/MM and 

PM6/MM levels were able to describe the concerted mechanism but any effort 

to describe it at PM3/MM level was in vain. In the case of the stepwise 

mechanism, AM1d/MM and PM3/MM described the two stages while the 

second step was not possible to be located with PM6/MM in terms of free 

energies being the intermediate (where the Dha-P is protonated) more stable 

than the final products. Regarding the comparison of the FESs topology, in the 

case of the concerted mechanism, the TS was approximately located in the 

same quadratic region at AM1d/MM and PM6/MM levels resulting in similar 

degrees of phosphoryl and proton transfer. However, in the first step of the 

stepwise mechanism, the protonation in one of the phosphate group oxygen of 

ATP took place firstly, followed by the phosphoryl transfer in the case of 

AM1d/MM while at PM6/MM level the opposite process occurred, in both 

cases within a TS. Using PM3/MM, this first stage of the stepwise mechanism 

was described following a similar reaction path than in the AM1d/MM 

calculations but within two steps clearly differentiated, with the presence of an 

intermediate. In this intermediate the ATP was protonated in its terminal 

phosphate group. The TS structures obtained in the second stage of the 

stepwise mechanism using these latter Hamiltonians were also similar although 

there were divergences in the energetics. When spline B3LYP/MM corrections 

were carried out on the FESs, significant changes were produced in the 

topology of the surfaces for the PM3/MM and PM6/MM calculations. When 

the high level corrections were applied to the concerted PM6/MM mechanism 

the transfer of the proton took place before de phosphoryl transfer, unlike in 

the original surface. AM1d/MM free energy surfaces corrected at high level of 

theory resulted in a similar topologies than the original ones. The 

I 
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representation of the entire free energy profiles corresponding to the explored 

mechanisms using the different Hamiltonians at semiempirical/MM and 

semiempirical:B3LYP/MM levels showed lower energy barriers for the 

PM3/MM stepwise mechanism.  

Since the spline corrections seems to provide different results depending on 

the original semiempirical/MM free energy surface, PES at B3LYP/MM level 

were conducted in order to look for the most reliable path. The obtained PES 

resembled more to the AM1d/MM results justifying also the small changes 

observed when these original free energy surfaces were corrected. Moreover, 

these B3LYP/MM PESs showed not very stable products in both concerted 

and stepwise mechanisms. These results could explain the fact that the 

concerted mechanism and the second step of the stepwise mechanism were not 

found through PM3/MM and PM6/MM levels respectively. 

As the next step of this PhD Thesis, the reaction was investigated in the active 

site of the enzyme. Thus, a detailed theoretical study of the phosphoryl transfer 

mechanism was carried out in the DHAK from E. coli. Mainly, two 

phosphorylation paths have been explored: a substrate-assisted mechanism, 

where the activation of the Dha for the nucleophilic attack is due to the ATP 

substrate, and an asp-assisted mechanism where this activation is produced by 

the conserved Asp109A residue. Obtained results suggested that the former is 

kinetically more favorable than the later where the Asp109A was proved to 

play a structural role placing the Dha and other residues in the proper 

orientation for the reaction to take place. This conclusion was reinforced by 

the energetics of the intermediates obtained after the phosphate transfer where 

the one corresponding to the substrate-assisted mechanism was more stable 

than the equivalent one located in the asp-assisted mechanism. Interesting 

conclusions were derived from the evaluation of FESs. The key step of the 

molecular reaction corresponding to the proton and the phosphoryl transfer 

was shown to be stepwise at PM3/MM level, within a presence of an 

intermediate, and concerted at B3LYP/MM level in both explored 

mechanisms. Nevertheless, the analysis of the representative snapshots of 

located TS structures obtained at PM3/MM and B3LYP/MM were structurally 

similar in each one of the mechanisms regarding to the phosphoryl transfer 

process; while in the substrate-assisted path the TS was characterized by being 

in an earlier stage of the procedure, in the asp-assisted path was in an advance 

stage of the reaction. The analysis of the role of the surrounding residues 

showed that there were some of them responsible of stabilizing the TS within 

both methods, in particular, Gly79,B Thr79A, Ser80A, Arg179B, one of the 
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Mg2+ cations. Asp109A also played a structural role in the case of the 

substrate-assisted mechanism properly orientating the Dha and some residues 

of the active site.    

It should be pointed out some effects regarding the differences in the energetics 

depending on the employed method. In the case of the first step of the reaction 

mechanism, corresponding to Dha binding to the enzyme and the proton 

transfer from His56A to Dha, spline corrections at B3LYP:PM3/MM rendered 

different reaction paths than the original PM3/MM surface. While in the 

original surface a stepwise mechanism was displayed, two competitive 

asynchronous processes were observed in the corrected surface. Corrections in 

the phosphoryl transfer step of the substrate-assisted mechanism likewise 

revealed some changes.  According to the B3LYP:PM3/MM surface, the 

phosphoryl transfer takes place firstly, followed by the proton transfer to the 

oxygen of ATP. This is just the opposite timing obtained in the original 

PM3/MM surface. Evaluation of the PM3/MM free energy barriers in the 

substrate-assisted mechanism determined the stage corresponding to the 

release of the phosphorylated substrate as the rate limiting step, with a barrier 

of 21.6 kcal·mol-1. In contrast, the rate limiting step in the substrate-assisted 

mechanism derived from B3LYP/MM calculations was the phosphoryl transfer 

being the barrier 30.0 kcal·mol-1. However, it must be kept in mind that a 

change in the value of the barrier could be expected if statistical simulations 

were carried out to generate FESs. 

In collaboration with the group of Prof. Eduardo García-Junceda of the 

Institute of General Organic Chemistry of CSIC (Madrid, Spain), an attempt 

of tuning DHAK enzyme to use poly-P as the phosphoryl donor has been 

carried out through protein engineering techniques in combination with 

computational methods. Theoretical calculations based on MD simulations and 

QM/MM calculations allowed to study the interaction energies in the wild type 

and the mutant form of the kinase, to analyse the effects caused by the 

mutation, Glu526Lys, on the binding on the poly-P. The average values of the 

computed interaction energies showed a higher binding energy between the 

poly-P and the enzyme in the mutated system. Analysis of the contribution of 

each single residue and the Mg2+ ions in the interaction energy (electrostatic 

plus van der Waals) with the poly-P proved that this energy increased in the 

case of the residues Lys382A and Arg475A and in a remarkable way, with the 

Mg2+ ions. Therefore, it was concluded that the mutation did not provoke an 

interaction attractive effect between the poly-P and the new mutated residue 

Lys, but rather an indirect consequence, pushing the poly-P towards de active 
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site and favoring the reaction to take place. This approaching to the active site 

also implied an enhancement of the repulsive energy of the Asp residues 

coordinating with the Mg2+ ions. Results from the Root Mean Square 

Fluctuation (RMSF) evaluated from the MD simulations showed that the 

mutated system presented a higher mobility, in particular, in the flexible loop, 

where the mutation was located. Specifically, the mobility of Arg519, Ala520 

and Ser521 was detected to be higher after the mutation. This fact could be 

related with a better accommodation of the poly-P in the active site and it 

suggested that attempts to modify the specificity to poly-P should be focused 

in these residues. 

The final study of the present PhD Thesis was the chemical step of the 

phosphoryl transfer reaction from the poly-P to the Dha in DHAK from C. 

freundii in the wild type and in the most active mutant. The substrate-assisted 

mechanism and the asp-assisted mechanism were analysed. The exploration of 

the PM3/MM potential energy surfaces showed the substrate-assisted 

mechanism as the most favorable reaction path in both, the wild type and the 

mutated protein. Location of the key stationary points at B3LYP/6-31G(d,p) 

level of theory in the most favorable mechanism displayed similar potential 

energy barriers for the two systems showing that the mutation has tiny effects 

on the chemical step, thus confirming our preliminary conclusions deduced 

from our previous study. 

The results presented in this PhD Thesis provide valuable information on one 

of the most important reactions in Nature. The conclusions can be used not 

only to have a better understanding of the reaction, but also for further studies 

in other related kinases. The specific details of every system may be taken 

advantage to develop more potent drugs with less side-effects. On the other 

side, continuation of the tuning of DHAK can be based on the proposal and 

exploration of additional mutations that favor the binding step of the poly-P 

and reduce the activation free energy barrier of the chemical step. Successful 

results could open the door to the use of cheaper and more environmental 

friendly catalysts in industry, or the optimization of protocols to design new 

high value chemicals. 
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