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Abstract

This doctoral thesis is focused on the microgrid control framework. Specif-
ically, it is concentrated on alternative current microgrids. As a result of
the author involvement in di�erent industrial projects concerning micro-
grids during the last years, the goal of the thesis is to apply and to expose
the acquired experiences for exploring new control possibilities. The thesis is
divided into six main chapters in order to successfully achieve the challenges
that have been considered for the alternative current microgrid operation.
In this sense, the followed methodology is detailed in the next lines.
Primarily, the thesis presents two chapters whose purpose is to introduce

the concept of operation and to analyse the context and challenges posed by
microgrids from a top to bottom approach. The �rst chapter is oriented in
general terms while the second one devotes more e�orts in the alternative
current microgrids particular case. After identifying the di�erent actors that
play an important role in the alternative current microgrids it is disclosed
that the inverter becomes a key element. In this sense, the �rst two chapters
allows to pave the way introducing and addressing how an inverter installed
in an alternative current microgrid can be considered and operated. In this
direction, the named grid-tied operation mode reects the most complex
con�guration. Considering that the scope of the thesis is focused on volt-
age source inverters, the grid-tied con�guration may not only consider the
grid-connected or grid-disconnected operation mode but also the transients
between them. Thus, important challenges such as the inverter operation
itself, the anti-islanding detection capability according to the behaviour of
the inverter and the galvanic isolation restriction in a microgrid framework
are dealt.
The control of voltage source inverters operated in an alternative mi-

crogrid results crucial. For this reason, a full chapter carries out a study
proposing and delving into various type of controllers according to di�erent
possibilities exposed in the literature. It is conducted a stability analysis
for stationary reference frame resonant current and voltage controllers. The
chapter concludes with a new hybrid formulation based on fractional calcu-
lus and conventional resonant control. This novel formulation allows to en-
hance the controllable frequency bandwidth range decreasing inter-harmonic
excitations and reducing the controller order in respect with other classical
formulations.



The fourth and �fth chapters are involved into discussing and presenting
di�erent operation options when the inverter is considered as a current or
a voltage source. The fourth chapter poses over how to tackle the prob-
lem of transients when a current source grid-tied inverter is assumed while
grid-connected operated. Two situations are studied; the ying transference
from current to voltage source and how to extend the maximum power point
extraction when a back-up system supports the inverter operation. A set of
di�erent scenarios conducted in simulation and in a real experimental plat-
form complements the two considered situations. The �fth chapter analyses
the operation of the inverter from an opposite perspective. The considered
inverter is operated by using a hybrid combination between alternative cur-
rent droop control strategy when grid-connected and voltage-frequency con-
trol when grid-disconnected. In this way it is possible to preserve dynamics
capabilities in both operation modes meanwhile the inverter is treated as a
voltage source in any case. A predominant resistive model applying virtual
resistance is considered for the concrete case of alternative current droop
control. For both operation modes an LCL-type coupling �lter is assumed,
complementing the control strategy with an active damping mechanism to
mitigate possible resonances. Then, a three-phase four-wire four-leg inverter
is proposed to match better with a proper approximation to an alternative
current microgrid that should be close to the end-users. In this sense, any
kind of load -single or three-phase- can be connected or any power set-point
-active or reactive, positive or negative- can be exchanged with the utility.
A simpli�ed space vector modulation is presented to operate this inverter
optimizing the program memory required by the modulation implementa-
tion. The design, simulation, construction and validation of the inverter
under real conditions is also performed considering special operation fea-
tures; over-load supervisor when grid-connected and sinusoidal short-circuit
proof when grid-disconnected operated.
Finally, the last chapter sums up the realized tasks, exposes the most rele-

vant conclusions considering possible future works, and lists the publications
derived from the scope of this thesis or related to it.
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Resum

Aquesta tesi s'emmarca en el control de microxarxes. Espec���cament, es
focalitza en microxarxes de corrent altern. Com a resultat de la participaci�o
de l'autor en diferents projectes industrials vinculats a microxarxes durant
els darrers anys, l'objectiu de la tesi �es aplicar i exposar les experi�encies
adquirides per explorar noves possibilitats de control. La tesi es divideix
en sis cap��tols principals que permeten afrontar amb �exit els reptes conside-
rats per l'operaci�o d'una microxarxa de corrent altern. En aquest sentit, la
metodologia seguida es detalla en les seg�uents l��nies.
En primer lloc, la tesi presenta dos cap��tols el prop�osit dels quals �es in-

troduir el concepte d'operaci�o i analitzar el context i els reptes que planteja
una microxarxa des d'una aproximaci�o de dalt a baix. El primer cap��tol
est�a orientat als conceptes generals, mentre que en el segon es dediquen m�es
esfor�cos als detalls del cas particular de les microxarxes de corrent altern.
Despr�es d'identi�car els diferents actors que juguen un paper important en
les microxarxes de corrent altern, se'n despren que l'inversor n'esdev�e un
element clau. En aquest sentit, els dos primers cap��tols permeten obrir el
cam�� introduint i afrontant de quina forma un inversor instal�lat en una mi-
croxarxa de corrent altern pot ser considerat i operat. En aquest sentit, el
mode de funcionament anomenat grid-tied (lligat a la xarxa) reexa la con-
�guraci�o m�es complexa a tenir en compte. Tenint present que l'abast de la
tesi es centra en els convertidors de font de tensi�o, en la con�guraci�o lligada
a la xarxa s'ha de considerar, no sols, el mode de funcionament connectat
a la xarxa o desconnectat, sin�o, tamb�e, el transitori entre ells. Per tant, es
tracten importants reptes com ara poden ser la seva operaci�o, la capacitat
de detecci�o d'illa d'acord amb el comportament de l'inversor i la restricci�o
d'�us d'a��llament galv�anic en el marc de les microxarxes.
El control dels inversors de font de tensi�o utilitzats per operar una micro-

xarxa de corrent altern resulta crucial. Per aquesta ra�o, un cap��tol complet
porta a terme un estudi proposant i aprofundint en diversos tipus de contro-
ladors d'acord amb l'exposat en la literatura. En aquest cap��tol es porta a
terme una an�alisi d'estabilitat pel cas de controladors ressonants de corrent
i voltatge en el marc de la refer�encia estacionaria. El cap��tol conclou amb
una nova formulaci�o h��brida basada en el c�alcul fraccional i en el control
ressonant convencional. Aquesta nova formulaci�o permet millorar el rang



d'ample de banda en freq�u�encia controlable disminuint les excitacions inter-
harm�oniques i reduint, al seu torn, l'ordre del controlador respecte d'altres
formulacions cl�assiques.
Els cap��tols quart i cinqu�e estan involucrats en la discussi�o i la presen-

taci�o de diferents opcions d'operaci�o quan l'inversor es considera com una
font de corrent o de tensi�o. El quart cap��tol planteja com abordar el pro-
blema dels transitoris quan es suposa que un inversor lligat a la xarxa opera
com a font de corrent mentre es troba connectat a la xarxa. S'estudien
dos situacions; la transfer�encia al vol de font de corrent a voltatge i la for-
ma d'extendre l'operaci�o des del punt de m�axima pot�encia quan s'admet
un sistema d'emmagatzematge com a suport en l'operaci�o de l'inversor. El
cinqu�e cap��tol analitza el funcionament de l'inversor des d'una perspectiva
oposada. L'inversor considerat funciona mitjan�cant l'�us d'una combinaci�o
h��brida entre l'estrat�egia de control droop per microxarxes de corrent al-
tern quan es troba connectat a la xarxa i el control de voltatge-freq�u�encia
quan es troba desconnectat. D'aquesta manera, �es possible preservar capa-
citats din�amiques en els dos modes de funcionament mentre que l'inversor
�es tractat com una font de tensi�o en ambd�os casos. Pel cas concret del droop
aplicat a xarxes de corrent altern s'ha fet �us d'un model predominantment
resistiu aplicant el concepte de resist�encia virtual. Els dos modes de funcio-
nament consideren l'�us d'un �ltre d'acoblament del tipus LCL el control del
qual es complementa mitjan�cant esmorte��ment actiu per mitigar possibles
resson�ancies. Aix��, es proposa un inversor trif�asic de quatre �ls i quatre
branques perque coincideixi millor l'operaci�o d'aquest amb una aproximaci�o
adequada a una microxarxa de corrent altern on la generaci�o de tensi�o alter-
na ha d'estar a prop dels usuaris �nals. D'aquesta forma, qualsevol c�arrega
pot ser connectada -monof�asica o trif�asica- o es pot intercanviar amb la xar-
xa qualsevol pot�encia -activa o reactiva, positiva o negativa-. �Es presentada
una modulaci�o de vector espacial simpli�cada per poder operar aquest in-
versor optimitzant els requiriments de memoria de programa requerits per la
implementaci�o digital de la modulaci�o. Es porta a terme el disseny, simula-
ci�o, construcci�o i validaci�o de l'inversor en condicions reals tenint en compte
certes caracter��stiques especials d'operaci�o; supervisor de sobrec�arrega quan
l'inversor es troba connectat a la xarxa i capacitat de suportar curt-circuits
sinusoidals en mode desconnectat.
Finalment, l'�ultim cap��tol resumeix les tasques realitzades, exposa les con-

clusions m�es rellevants tenint en compte possibles treballs futurs, i enumera
les publicacions derivades de l'�ambit d'aplicaci�o d'aquesta tesi o relacionades
amb ella.
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Chapter 1

Introduction

1.1 Overview

During last decades the renewable energy industry has been experiencing a
high penetration and implantation with a trend to rise into the society at
global level. Initiatives like the Horizon 20/20/20 (20% of energy produced
by renewable, reducing a 20% the greenhouse emissions by 2020), impulsed
by the European Union, pushes the introduction of Renewable Sources (RS)
at a large scale. In Figure 1.1 can be seen the tendency from 1990 to 2010
in the particular case of Spain, described in the Renewable Energy Plan
2011-2020 [1].

The RS provide, in general, clean energy with almost zero cost in raw
materials, except for some cases such as biomass or biogas. Some of these
RS, as photovoltaics or wind, present a main drawback; production and
demand are not overlapped in time or in quantity, i.e. they are intermittent
RS. The concept of Distributed Energy Resources (DER) steams from the
increasing awareness of an e�cient use of more sustainable energies.

Microgrids [7{9] and other concepts as smartgrids, energy hubs, power
routers or virtual power plants are supported by DER looking to a world
with an increasing electrical energy demand. As a consequence, the electrical
energy distribution scenario has to change, and big generators, utilities and
regulators must adapt to a new and smart energy scheme. In this new
paradigm, power electronics and communications are playing a major role.
Traditional big �xed frequency rotating generators will no longer exist in
medium and small disconnected microgrids.

The major interface for any DER, storage and even some loads, is power
electronics based on static switches. Of course, power converters are not big
rotating generators and for sure they will not behave the same, for instance,
in terms of overload capability.

The transition from conventional grid to smartgrids or microgrids will
go through an intermediate scenario where both grid types will coexist.
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Figure 1.1: Evolution of the consumption of primary energy in Spain since
1990. Source: Renewable Energy Plan 2011-2020 [1]

All items concerning microgrids become a challenge implying technical and
political (regulation) e�ects that will involve from DER, power converters,
protections to standards, legislation or operation codes.

1.1.1 Distributed Energy Resources

DER can be de�ned as energy producing resources with relative low power,
less than 1 MW, which are located close to the consumption points. DER
are small, modular and decentralized sources. In this sense, they provide a
great exibility due to their merge capability. DER also allow to consider
new actors in the electric market such as prosumers [10]. A prosumer is
an entity that not only consumes but also generates energy. An active role
is assumed between the consumers and the Distribution Service Operators
(DSO). These new producers turn into a new challenging scenario for the
conventional distribution framework.

DERs can be classi�ed into two di�erent groups [11]: grid feeding DER
and grid forming DER. In both cases a back-to-back topology is applied,
usually constituted by two Voltage Source Converters (VSC) interconnected
by a common DC-link, as can be seen in Figure 1.2.

- Grid feeding DER. Usually linked with photovoltaic or wind resources,
the DER is controlled by a power converter that operates it at the
Maximum Power Point (MPP) thanks to the use of MPP Tracking
algortihms [12]. All the available power is delivered to an intermediate
DC-link. The AC-side power converter operates as an active recti�er

2
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DER VSC VSC GRID

DC-link 
controllerMPPT

(a) Grid feeding DER

DER VSC VSC GRID

AC-side 
controller

DC-link 
controller

(b) Grid forming DER

Figure 1.2: Examples of grid feeding and grid forming DER integrated by a
back-to-back structure

maintaining the DC-link at the proper DC voltage level. In this sense,
all the power delivered by the DER is transmitted to the AC side.
This mean that a grid feeding DER injects power regardless of the
DSO setpoints. Other alternatives, as biomass are operated according
to DSO targets becasue the energy can be stored.

- Grid forming DER. The DERs is controlled by a power converter that
operates the system managing the DC voltage of the intermediate DC-
link. According to the DSO setpoints, the AC-side converter delivers
the requested apparent power. In case of operating without an elec-
trical network, a grid forming DER can also be used to form the grid
for isolated situations.

Then, DER can be classi�ed, apart from into feeding DER or forming
DER, into those in which energy can be stored by using storage system or
assuming an energy vector in the system, and those in which energy cannot
be stored. In the storable ones, the energy resource is available at any time
for use. It is consumed at the time that the microgrid requests more energy
in order to be self-su�cient. Thus, a third actor appears into the DER
integration and allows to have a hybrid feeding-forming DER, as depicted
in Figure 1.3. In that way, each converter has a stipulated role and the
available DER power can be distributed into the storage system or/and the
grid.
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DER VSC VSC GRID

AC-side 
controller

DC-link 
controller

STORAGE

MPPT

VSC

Figure 1.3: Examples of grid feeding-forming DER

1.1.2 Microgrid general operation aspects

A microgrid, as the one shown in Figure 1.4, can be seen as a natural evo-
lution of the current distribution grid. The classical concept is based on
the unidirectional distribution model. It is used to assume unidirectional
high voltage transmission lines over long distances from the source to the
end-users. The direct e�ect of this consideration derives into important as-
sociated losses. Otherwise, microgrids are dynamic active controlled and
coordinated bidirectional grids, where production and consumption must be
equal. Usually, a microgrid allows to manage up to few hundreds of kVA.
They have to operate as part of a distribution grid (grid-connected) but
also being able to be operated electrically disconnected from the grid (grid-
disconnected). A main switch element allows operating the system under
both modes. Then, a microgrid has also to include not only micro-energy
generation with su�cient DER \credits", but also monitoring systems and
hierarchical control layers.

In general terms, the literature usually talks about three hierarchical levels
that will be in any type of microgrid [13]:

- Distribution Network Operator (DNO) and Market Operator (MO)

- MicroGrid Central Controller (MGCC)

- Local Controllers (LC)
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Figure 1.4: Scheme of a hybrid microgrid (including AC and DC microgrid)

These three levels have more or less intelligence and relevance depending
on the used strategy. Figure 1.5 depicts the di�erent agent interactions.

The DNO and the MO are the managers of the grid. Although they are
not an explicit part of the microgrid they have to be considered as an im-
plicit part of it. Between the DNO-MO pair and the microgrid appears the
MGCC. This element is important in order to have an optimized system
for a \super"-microgrid or aggregated microgrid consideration. In these ag-
gregated microgrids an interaction with much single-elements will suppose
a more complicated system to manage; each microgrid can have its own
communication protocol with its own operation objects. The LC controls
the DER and its power electronics converters in a lower level. Each LC can
take decisions locally in order to ensure the integrity of itself, its sources
and any local loads. The LC does not require commands for the proper
operation of voltage, frequency or current, but requires active/reactive dis-
patching set-points from the MGCC. These set-points will come from the
DNO. The MGCC will share the set-points in function of the availability of
the resources, the storage system, the operation mode of the connected mi-
crogrids (grid-connected/grid-disconnected), weather forecast and produc-
tion/consumption predictions.

The LC will have a certain level of intelligence depending on the type of the
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Network 
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Figure 1.5: Microgrid system interaction

chosen managing approach: centralized or distributed. However, there are
some decisions, for instance over-current protection, that are done locally
independently of the manager centralized manage level [13]. Then, this
situation is informed to the high level devices; protections, LC or the MGCC.

The high-level managing agents o�er a degree of intelligence to the whole
system but requires di�erent strategies for coordination. This is achieved by
the participation of industrial communication buses such as CAN, Modbus,
Ethernet and communication services such as Internet or GPRS.

On the other hand, one of the most common ways to classify microgrids
is according the voltage link; DC microgrids, AC microgrids or the combi-
nation of both, the hybrid microgrids. In this sense, the applications where
the energy of a microgrid can be used are many and diverse. They move
from such di�erent situations as the need to provide electricity to di�cult
access areas, to generate power obtaining an economic bene�t or to provide
grid support. This imply to consider the establishment of market mecha-
nisms to enable third party provision microgrid's services. The microgrids
can also be used to improve the speci�cations and quality of the received
energy by optimizing parameters such as distance and losses. Additionally,
they can contribute with extra functionalities as harmonic current reduction,
power factor correction, voltage or current balancing and interruption time
minimization. Then, a microgrid is operated bidirectionally.

The fact that an AC microgrid can operate in grid-connected or in grid-
disconnected mode implies to be consequent with the right decisions about
protection, monitoring and neutral-scheme requirements. The main aspects
regarding microgrid protections can be summarized into two items:
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- Isolation detection. The system must decide at what point it should
isolate the microgrid from the utility, either by a scheduled shut-down
or a non-intended failure. The control mechanisms that permit to de-
tect these situations are known as anti-islanding algorithms [14]. Their
aim is to detect that the grid is not connected to the AC microgrid
side in order to avoid partial energizations. For this reason, it is nec-
essary to consider some regulations as VDE-016, VDE-AR-N-4105,
IEC-61727 or IEEE-1547 [15{18] to attend dangerous situations.

- Segregation capability and recon�guration. A microgrid should pro-
vide self-segregate capability and provide coordination in a fault situa-
tion. Although the protections of an AC microgrid are similar to those
of a conventional grid, they di�er in some speci�c points. The short-
circuit power of the protections and the bidirectionality in power have
to be taken into account. Moreover, when the inverter is operating in
grid-connected mode the utility imposes the neutral-scheme, but when
operates in grid-disconnected mode the MGCC has to decide what to
do with the neutral-scheme, where, how and when connect it to the
ground. Thus, the microgrid in grid-disconnected should provide a
suitable ground system for the safety of people and equipment.

Continuing with the protections topic it should be clari�ed that a micro-
grid must dispose of a monitoring system and protections to minimize risks
to people and to the electric network itself. However, it should be reminded
that the energy ow in a microgrid is bidirectional. In this point could be
also included bidirectional energy active and reactive counters. All these de-
vices will necessarily have to communicate with the MGCC to take decisions
or to be recon�gured.

1.1.3 Role and impact of a microgrid

A microgrid needs to behave as something more than a reduced scale grid
that follows the prosumer idea. A fundamental consideration is to use micro-
grids in order to minimize operating costs combining participation, technolo-
gies and regulations. In this sense, for instance, European energy policy has
done an important e�ort promoting low-carbon generation methods. A mi-
crogrid can occupy this parcel to achieve the mentioned 20/20/20 objective.
As a microgrid integrates management, energy, industrial communications
and storage it could be linked with expanding, managing and transforming
the existing infrastructure into a more e�cient system. A microgrid can
help to increase and to enhance the following items [19{21]:
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- Autonomy. The energy allowable in grid-disconnected mode is �nite.
A microgrid allows to integrate a wide variety of primary energy re-
sources with storage and controlled loads. These loads have to be
discriminated into di�erent levels of criticism. For example, an air
conditioner can be disconnected if the microgrid manager detects an
overload situation while other ones, as the fridge, can be connected
permanently. End-users will have to be more sensible with the con-
sume under this operation mode.

- Stability. A microgrid permits to control the voltage and the frequency
at the AC side. As microgrids are managed by static power converters,
the obtained dynamics can be speci�ed in the order of few milliseconds.

- Compatibility and exibility. Various microgrids can be inter-connected
in order to have a meshed microgrid structure. This idea can improve
the resources thanks to the possibility of send and receive energy-
packages, negotiate with the utility and optimize the system. This
same concept can be applied between the active phases in case of
four-wire systems. Then, the concept of power or energy routers is
followed [22]. Although a microgrid needs to be as much as possible
neutral in terms of technology, the number of active wires is determi-
nant depending on the �nal application.

- Restoration and reliability. Microgrids are gaining importance in such
places a�ected by atmospheric phenomena such as hurricanes or earth-
quakes. When a region is a�ected by this type of situations, usually, a
black-out occurs. After a black-out it is not easy a full system restora-
tion. Microgrids allow to move to a more meshed electric system that
facilitates grid restoration by sections. As microgrids are expected to
be aggregately operated and they are close to the end-users, the sys-
tem restoration becomes easier. Furthermore, depending on the rate
power of each microgrid, the allowable power of one microgrid can be
shared with other ones less powerful.

- Modularity. As a microgrid will use bus-links (AC or DC) to inter-
connect the di�erent elements it is possible to scale the system if the
microgrid requires more power. If various microgrids are intercon-
nected, the concept of aggregated microgrid can be considered. An
aggregated microgrid becomes a smartgrid [23, 24] in order to take
pro�t of all its resources and capabilities. Examples of an aggregated
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DC microgrid, integrated by multiple Vehivle-to-Grid (V2G) power
conditioners, can be found in the literature [25,26].

- Economics. The microgrid, when it is operating in grid-connected op-
eration mode can be used in order to enhance the quality of the con-
sumed grid currents, balance the phases and dispatch reactive. This
fact can derive in a retribution from the DSO. In grid-disconnected
mode other ideas as Vehicle-to-Vehicle (V2V) (dis)charging strategies
can be also considered [27]. New business cases will appear becom-
ing a challenge to de�ne ownings, operation and revenues from the
exploitation of a microgrid.

- E�ciency. As a microgrid can be considered by the utility as an active
load, the direction of the power ow can be managed to the loads, to
the storage systems and to the grid enhancing the performance of the
network depending on the particular boundary conditions.

Microgrids dispose of the potential to make the electricity market more
dynamic and exible. However, it is also necessary to take into consideration
that the operation of a microgrid in a real system, under government legis-
lation, has some barriers to overcome. Usually the regulatory, economics or
exploitation barriers are more restrictive than the technical ones. In fact,
it is used to observe that the higher a technology is mature the higher and
complex are the rules determined by the di�erent institutions to operate
them. It should be also considered the point that each country will apply
its own legislation.
New business models and new services to o�er will appear determining

di�erent ways to operate a microgrid. This fact implies to consider the
most optimal and e�cient con�guration of the microgrid to obtain the max-
imum bene�t or assure the maximum resilience for critical loads, as can be
hospitals. These business cases born from the determination of optimal loca-
tions for the microgrid exploitation according to preferred location that de-
pends, essentially, on existing infrastructure and proximity to the end-users.
The di�erent business models that follows a microgrid, how to manage the
interconnection between di�erent microgrids, and the grid and the recon-
nection procedures are not clear enough. Current regulatory structure is
built around a historical model of the electric utility vertically integrated by
generation, transmission and distribution systems that serve to the electric
customers in a territory. A microgrid structure modi�es this vertical conven-
tions structure because generation, transmission and distribution becomes a
block unit, usually, concentrated close to the end-users.

9



Chapter 1 Introduction

Some of the main reasons of why the conventional system behaves iner-
tially against the new framework are:

- Revenues. The lost of utility revenues if a user consumes its own
energy of its own microgrid will a�ect the cost of the energy and the
promotion of renewables. The participation in overall grid costs implies
to consider all grid reinforcements moving to an unbundling scenario
where grid and energy are clear separated.

- Ownership of the microgrid. Which elements of a microgrid owns
to the DSO or the producer (or prosumer) have a relevance on how
the microgrid can be operated (cooperative, corporation, non-pro�t
association, community microgrids or virtual plants).

- Customer rights. Depending on the physical location of the microgrid
the regulation can be slightly di�erent producing that a same micro-
grid has to be customized to ful�l concrete aspects of a particular
regulation.

- Interconnection. In case of aggregated microgrids, the applied regula-
tions to the single entities that conforms the microgrid or to the full
system can be, in some case, almost incompatible.

1.1.4 Standards

The use of regulations is crucial to be prone to the standardization. To
facilitate the natural evolution of the existing electrical power system into
smartgrids or microgrids it is needed the development of standards to pro-
mote and support real functional infrastructures, and have good practice
guides. In this sense, there is an emerging role of the society to estab-
lish a regulation for the microgrid development. Some of the most relevant
ones in Europe are VDE-AR-N 4105:2011-08 [16], IEEE 1547 [18] and IEEE
2030 [28].

- VDE-AR-N 4105:2011-08: Power generation systems connected to the
low-voltage distribution network. This regulation summarises the key
aspects for the integration of decentralized generators that operates in
parallel with the network. It is focused in network-supporting func-
tionalities to ensure safe and reliable grid operation for maximum in-
tegration of generating capacity in low voltage utilities. This VDE
application guide substitutes the 4th edition of the VDEW guideline
on \Generating Plants Connected to the Low-Voltage Network" [29].
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- IEEE 1547: Interconnecting Distributed Resources with Electric Power
Systems. It is an American standard that has been updated since 2003
until 2008 in order to incorporate more considerations to de�ne prop-
erly the full operation of interconnected electric networks. It is basi-
cally a technical standard that de�nes functional requirements for the
interconnection itself and its tests. It is technology neutral and does
not address distributed resources protection. IEEE 1547 is currently
divided into nine documents:

� IEEE 1547-2003. Standard for interconnecting distributed re-
sources with electric power systems. Rea�rmed in 2008.

� IEEE 1547.1-2005. Conformance test procedures for equipment
interconnecting distributed resources with electric power systems.
Rea�rmed in 2011.

� IEEE 1547.2-2008. Application guide for IEEE Std 1547 standard
for interconnecting DRs with electric power systems.

� IEEE 1547.3-2007. Guide for monitoring, information exchange
and control of DR.

� IEEE 1547.4-2011. Guide for design, operation, and integration
of distributed resources island systems with electric power sys-
tems.

� IEEE P1547.5 (Draft). Guidelines for interconnection of Electric
Power sources greater than 10 MVA to the power transmission
grid.

� IEEE 1547.6-2011. Recommended Practice for Interconnecting
Distributed resources with electric Power Systems Distribution
Secondary Networks.

� IEEE P1547.7 (Draft). Guide to conducting distribution impact
studies for distributed resources interconnection.

� IEEE P1547.8 (Draft). Recommended practice for establishing
methods and procedures that provide supplemental support for im-
plementation strategies for expanded use of IEEE Std 1547.

- Standard IEEE 2030: Smart-Grid interoperability. It provides guide-
lines in understanding and de�ning terminology for smartgrid inter-
operability of the electric power system considering end-use applica-
tions and loads, see Figure 1.6. It has into account the technology
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Figure 1.6: IEEE 2030 concept

and information interchanged to achieve seamless operation for elec-
tric generation-dispatch and end-use bene�ts. This permits a bidirec-
tional power ow with communication and control. Finally, makes an
e�ort to expand knowledge in grid architectural designs and operation
to promote a more reliable and exible future electric system. IEEE
2030 is currently divided into 3 documents:

� IEEE P2030.1. Draft Guide for Electric-Sourced Transportation
Infrastructure.

� IEEE 2030.2. Guide for the Interoperability of Energy Storage
Systems Integrated with the Electric Power Infrastructure.

� Draft Standard for Test Procedures for Electric Energy Storage
Equipment and Systems for Electric Power Systems Applications.

1.1.5 General types of classi�cation

A microgrid can be classi�ed according to many criteria, but the most com-
mon in the literature implies the type of management, type of architecture
or the type of bus-link [13,30].

Type of management

A microgrid usually has some speci�cation that permits an interaction with
the utility. The control of a microgrid needs to be conceived from a manager
that administrates the energy, the storage of the excess of renewable pro-
duction and concentrates data from the electricity market and other parts of
the system, as well as provides proper black-start and isolation procedures
and decides how to operate other ancillary services. To achieve all this
objectives the management of a microgrid needs to be quite smart. This
intelligence can be centralized (MGCC) or distributed (LC). The central-
ized and distributed concept can be analysed in a similar way as in the case
of communications. For this reason, it should be considered the di�erent
communication network topologies applied to microgrids:
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- Star. A central element (MGCC) establishes connections between each
LC that constitutes a node. The central node may be \smart" adapt-
ing communication speeds, frequency or voltage between nodes. It also
allows to detect errors or connect two nodes with di�erent communi-
cation protocols. Simple detection of faults can be achieved but all the
operation depends on the central node. Figure 1.7 shows the aspect of
a microgrid based on a star topology.

- Ring. Any required data to exchange is transmitted by each node be-
fore reaching its destination. It can be used di�erent communication
medias. The network continues operating if one LC fails and this role
can be assumed by other LC. However, the normal operation should
be discontinued to include a new LC. Figure 1.8 depicts two possibili-
ties of a microgrid based on a ring topology. Figure 1.8(a) shows the
possibility to integrate the MGCC as one more LC in the ring and
Figure 1.8(b) considers that the MGCC belongs to a higher manage-
ment level. This last option is usually applied when computational
requirements of the MGCC are higher than for the LC.

- Tree or Bus. In the tree or bus networks all exchanged data are received
by all LC. As the communication and power media is shared, the
communication speci�cations and voltage, current and frequency must
be shared, too. The addition of a new LC does not require a stop in the
operation. Figure 1.9 depicts two possibilities of a microgrid based on a
bus topology. In Figure 1.9(a) it is considered a branching in some LC
connected to other minor LC. On the other hand, Figure 1.9(b) does
not consider any di�erence between LC, and all of them are connected
directly to the same bus-link.

Once exposed the di�erent physical communication network topologies,
the use of a centralized or distributed control strategy will inuence the
behaviour and operation of the microgrid:

- Centralized control strategy. Using a centralized approach, the MGCC
plays the role of a gateway between the DSO-MO pair. However, the
MGCC can aggregate data from more than one LC allowing \little"
microgrids to be seen for the utility as a much important microgrid in
terms of power. The communication between the DSO-MO and the
MGCC can be of a completely di�erent media that the one used be-
tween MGCC and LC. The �rst one is not as critical as the second one,
so Power Line Carrier Communication (PLCC) or wireless could be a
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good option with a refreshing time of the order of minutes. During this
time interval di�erent variables like market prices, bids, network secu-
rity and medium-term predictions can be updated and send to/from
the DSO-MO and the MGCC.

On the other hand, the high dynamics of the power converters, the
variability of the natural resources and the volatility of the loads makes
that a more robust and fast communication bus has to be used at this
level, i.e. real-time or almost real-time. Depending on the bus network
topology used, one or various physical layers can be applied in a same
system. In this case, targets and feedbacks of the relevant parameters
have to be refreshed in the order of few milliseconds up to seconds.

The main goal of a centralized strategy is focused on the grid-connected
mode and it is related to follow the set-points from the DSO-MO in
order to serve the load requirements under market prices to take the
maximum economical bene�ts.

In grid-disconnected mode, the DSO-MO can send the availability of
the grid due to maintenance or other causes, and the MGCC has to
decide which will be the best instant to reconnect the system, for
instance, based on the price of energy. The LC will interchange the
information with the MGCC when the reconnection with the utility
can be technically done with the smoothest transient. Also, the DSO-
MO can operate the system with a di�erent frequency of the rated
one to inform other devices, in an indirect way, that the microgrid is
operating in grid-disconnected mode.

- Distributed control strategy. In a decentralized strategy the main goal
is to take decisions locally in order to optimize the performance of the
power interchanged between the DER and the local loads. In other
words, try to supply the critical loads during the maximum possible
time using the available instantaneous energy produced by the DER
and the storage systems. So, the revenue in this manage strategy is
a secondary objective. Thus, the LC could also incorporate economic
restrictions but conditioned by the aforementioned priority. It is pos-
sible to say that the system is rule based due to the absence of the
utility.

The inputs with a higher weight will be the forecast, the prediction of
the load consumptions and the State of Charge (SoC) of the storage
systems.
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Type of architecture/hierarchy

A microgrid will be, partially or completely, part of a low voltage or medium
voltage distribution line with its local loads. The point of interconnection
is known as Point of Common Coupling (PCC). In this sense, depending
on the type of loads connected, the location of the microgrid, the avail-
able electrical infrastructure and the ownership of the land or the electrical
system, three subtypes of architectures can be de�ned: utility microgrids,
industrial/commercial microgrids and remote microgrids as:

- Utility microgrids. The microgrid can be conceived as a way to in-
tegrate di�erent DER and obtain large-scale deployments. An utility
microgrid allows to a DNO to manage which portion of the required
energy is supplied by the grid and which by the microgrid. The DNO
controls all the process and it is optimized as a function of the renew-
able availability. During maintenance of the grid, an utility microgrid
can continue supporting the end-users or, at least, their critical loads.
Also, this type of microgrid can o�er ancillary services as reactive
power compensation or improve the harmonics content.

In this way, an utility microgrid can operate in grid-connected and
grid-disconnected mode.

The bene�ts of this type of microgrids are:

� Greenhouse reduction

� DER mix integration

� Congestion management

� Upgrade deferral

� Ancillary services

- Industrial/commercial microgrid. The industrial or commercial mi-
crogrids can be divided into a multi-facility (industrials parks, shop-
ping centers) or single-facility (commercial or residential) system. So,
multiple single-facilities can be aggregated to conform a multi-facility
structure.

In this case, the loads that need to be supplied in an industrial frame-
work are classi�ed as critical and sensitive to power quality and in-
terruptibility. In the case of industrial loads, if them are related with
cooling or heating systems, this can be considered as non-fast critical
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loads. The temperature usually have enough inertia to be a control-
lable load. In contrast, motors and transformers units have important
inrush currents to consider.

Critical loads do not tolerate transient voltage peaks/sags or high har-
monic content. The di�erent elements that integrate a microgrid can
be used to mitigate this e�ect.

The expected behaviour of an industrial or commercial microgrid is
to disconnect if in grid-connected operation mode is not possible to
meet the pre-speci�ed quality requirements and start working in grid-
disconnected. An industrial or commercial microgrid can operate in
grid-connected, grid-disconnected mode and grid-isolated. To go from
grid-connected to grid-disconnected mode, the transition can be due
to signal prices, maintenance, power quality issues or grid failure.

The bene�ts of this type of microgrids are:

� Premium power quality

� Reliability and e�ciency

� Demand response management

- Remote microgrid. A remote microgrid is the conventional concept
of geographical areas or communities with absence of electrical infras-
tructure. Talking about grid-connected to grid-disconnected mode, or
vice versa, does not have sense in this case.

Usually, these are the smaller microgrids considering the aforemen-
tioned architectures. Mainly, due to the capability of a single end-user
to manage high power (no more than 10-20 kW).

The bene�ts of a remote microgrids are:

� Supply availability

� Fuel reduction and supply DER mix integration

� Greenhouse reduction

� Increase power quality and robustness

Bus-link

It is possible to classify microgrids according to the voltage link; DC micro-
grids, AC microgrids or the combination of both options.
It can be assumed that DC energy will start to be an attractive way to

distribute energy in next years due to the high penetration of DER and
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considering DC loads or directly DER production in DC. This option could
be interesting depending on the distance from the DER to the �nal con-
sumption as occurs in High Voltage Direct Current (HVDC) o�-shore wind
farms. DC microgrids allow to cluster in a common DC-link di�erent DER
such as photovoltaics, small wind-turbines, mini-hydro or other generators
such as gas turbines. This DC-link would also include some storage sys-
tems and local controllable loads to ensure the stability of the DC voltage.
The used technology will inuence in the time-life, the tolerable ripples, the
size and price of the DC-link. In [31] a review based on di�erent capacitor
technologies is developed.

It should be remarked that the incorporation of Electric Vehicles (EV)
as an alternative to fossil fuels for mobility begins to correlate with the
concept of microgrid [32], resulting into interesting concepts like Vehicle to
Grid (V2G) [33], Vehicle to Home (V2H) [34] or even Vehicle to microgrid
(V2M) [35].

On the other hand, AC microgrids are intended to provide electricity for
common residential or industrial consumptions. The MGCC manages the
interoperability of the whole infrastructure for an active management of the
power when the microgrid is grid-connected or the local requirements when
grid-disconnected.

The advantages of DC distribution when compared to its AC counterpart
can be summarised in [36]:

- Higher e�ciency and reduced losses due to the reduction of multiple
converters used.

- Easier integration of various DC DER, such as energy storage, solar
photovoltaic.

- Most e�cient supply of DC loads (EVs, industrial DC loads).

- Easier manage of electric parameters. The frequency has not to be
controlled.

- Allow to dispose of a robust system against seasonal phenomena when
storage systems are considered

On the other hand, DC protections are more expensive than AC equivalent
ones and usually more voluminous. However, due to the penetration of EV
more e�orts on new protections based on static semiconductors are being
developed. It should be also remarked that when a DC microgrid does not
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dispose of any storage system, the energy must be consumed when it is
produced, as in AC systems.
Storage systems are, usually, a cost-sensitive part of a microgrid or DER

installation. For this reason, hybrid microgrids supposes an alternative when
the microgrid side is operating in grid-connected mode. In hybrid microgrids,
the di�erent DC DER will be connected to a DC-link with enough voltage to
have a proper relationship between the adequate level to inject to AC systems
and produce the minimum losses that can be achieved via a transformer or
power electronics. Then, the utility is considered as a pseudo-in�nite energy
bu�er.

1.1.6 Some ongoing microgrids

Microgrids projects have been present in research, mainly, since the decade
of the nineties. From this start-point, more and more e�ort at global level
has been done in order to produce new control strategies, architectures,
nomenclature, communications protocols and objects to evaluate the micro-
grid operation, capabilities and performances. Due to the last catastrophes,
as can be the hurricanes in the United States or the tsunami in Japan, mi-
crogrids were established as an alternative to produce and supply energy to
many end-users. The following lines summarises some of the last microgrids
projects funded, partially or totally, by public money [37{41].

Activities in Europe

The following lines summarises some of the most important activities on
microgrids in Europe:

- Microgrids: Large-Scale Integration of Micro-Generation to Low Volt-
age Grids. This is a $4.5 million funded project by the EC within the
5th Framework Programme. The project investigates, develops and
demonstrates the operation, control, protection, safety and telecom-
munication infrastructure of microgrids, determining and quantifying
their economic bene�ts, too. It is constituted by a consortium that in-
cludes fourteen partners from seven countries including utilities, man-
ufacturers and research institutions or universities : EdF, PPC, SMA,
GERNANOS, INESC. Porto, among others.

The RD&D goals are:

� To increase the penetration of RES and other micro-sources in
order to contribute for the reduction of GHG emissions.
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� To study the main issues regarding the operation of microgrids
in parallel with the mains and in islanding conditions that may
follow faults.

� To de�ne, develop and demonstrate control strategies that will
ensure the most e�cient, reliable and economic operation and
management of MicroGrids.

� To de�ne appropriate protection and grounding policies that will
assure safety of operation and capability of fault detection, isola-
tion and islanded operation.

� To identify the needs and develop the telecommunication infras-
tructures and communication protocols.

� To determine the economic bene�ts of the microgrid operation
and to propose systematic methods and tools to quantify these
bene�ts proposing appropriate regulatory measures.

- More microgrids. Advanced Architectures and Control Concepts for
More microgrids. This is a $8.5 million funded project by the EC
within the 6th Framework Programme. The proposed project extends
Microgrids: Large-Scale Integration of Micro-Generation to Low Volt-
age Grids signi�cantly with the following work-packages:

� Design of micro source and load controllers for e�cient integra-
tion.

� Development of Alternative Control Strategies (hierarchical ver-
sus distributed).

� Alternative nicrogrids designs.

� Technical and Commercial Integration of Multi-Microgrids.

� Standardization of Technical and Commercial Protocols and Hard-
ware.

� Field trials on actual Microgrids.

� Evaluation of the system performance on power system operation.

� Impact on the Development of Electricity Infrastructures (expan-
sion Planning).

- Pilot Microgrid in Kythnos. On the Greek island of Kythnos a single
phase microgrid is installed. Twelve houses are supplied by 10 kWp of
photovoltaic, a 53 kWh battery bank and a diesel genset with a rated
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power of 5 kVA. The system house is supplied by 2 kWp photovoltaic
and a 32 kWh battery bank. The di�erent elements are connected
over a communication cable and controlled from the system house. It
is under consideration to add a 2 to 3 kW wind turbine to minimise the
use of diesel fuel in islanded operation and to obtain a better renewable
production along a day.

- ATENEA Microgrid. The Renewable Energy Grid Integration De-
partment in CENER (National Renewable Energy Centre of Spain)
has designed, installed and developed a microgrid (ATENEA) located
in the industrial area of Rocaforte (town of Sang�uesa, Navarra, Spain).

ATENEA Microgrid aimed at industrial application. It consists of
AC architecture with total installed power of 120 kW approximately.
The facility can supply part of Wind Turbine Test Laboratory-LEA,
electric loads and Rocaforte industrial area lighting. It can be also
used as a test bench for di�erent generation and storage technologies
and control strategies testing.

The generation equipments that compose the facility are: photovoltaic
system (25 kWp), small wind turbine, full converter (20 kW), diesel
generator (55 kVA) and gas microturbine (30 kW). Furthermore, the
di�erent storage systems technologies located in the microgrid are:
ow battery (50 kW, 4 hours); lead-acid batteries (50 kW, 2 hours)
and ion-lithium batteries (50 kW, 30 minutes).

The ATENEA microgrid structure is based on a low voltage three-
phase, four-wire bus (400 V, 50 Hz) where all the di�erent equipments
are connected to.

The control strategies allow the di�erent elements optimization adding
new functionalities, assuring load supply in grid-disconnected opera-
tion, attenuating disturbances in grid-connected operation and collab-
orating with the grid stability maintenance.

ATENEAmicrogrid adopts the master-slave control in grid-disconnected
con�guration. The master role may be taken either by a diesel gener-
ator or by a storage system. In grid-connected mode there are devices
operating under droop control strategy or as current sources, i.e. as
conventional grid-feeding DER.

- Smart Rural Grid. This is a $2 million funded project by the EC
within the 7th Framework Programme. It will focus on bringing the
Smart Grid in the Rural Areas, because it is in this area where it has
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been seen social and technological challenges to overcome with. Fig-
ure 1.10 shows the hierarchical communication proposed to operate all
the di�erent elements that will be considered in the rural framework.

Given the magnitude of this challenge, it will be considered that it is
essential to seek the participation of Universities and research centers
of Europe: CITEA-UPC, ZIV, CGA, KISTERs, among others.

At the end of the project it should have tested and validated new
information and communications technologies and devices, aimed at
providing active network management, demand response with the par-
ticipation of end users, load balancing and forecasting, congestion man-
agement and easy DER integration in the network.

Also, improve the robustness and reliability of the existing telecom-
munication infrastructure in order to cope with critical services that
require response times in the order of milliseconds developing spe-
ci�c telecommunications services and platforms for energy distribu-
tion, taking into account control of access to customer information
and consumer data, in particular smart metering data.

Thus, the expected impact:

� Minimization of the energy losses in the distribution network.

� Reduction of the gap between power supply and demand.

� Increase of Distributed Energy Resources connected to the distri-
bution network.

� Reduction and shifting of peak load.

- NiceGrid. A Utility Microgrid. The NiceGrid Microgrid project is one
of the six smart grid projects of the European Union Grid4EU pro-
gram with a team of partners including ERDF, EDF or Alstom. The
microgrid is located in the south-east region of France. The project
is designed to evaluate an innovative architecture for medium and low
voltage distribution microgrids with high concentration of photovoltaic
generators together with smart houses. More than 1500 residential,
commercial and industrial end-users are participating in this micro-
grid project. Speci�c objectives of the NiceGrid project are as follows:

- Optimize the operation of a medium and low voltage electri-
cal network with a major integration of photovoltaics and elec-
tricity storage capacities in both grid-connected mode and grid-
disconnected mode.
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1.1 Overview

Figure 1.10: Hierarchical communication level between di�erent assets pro-
posed in the Smart Rural Grid project

- Test the islanding of a microgrid based on photovoltaics and elec-
tricity storage.

- Increase supply resilience and reduce potential constraints on the
high-voltage transmission lines of the area.

- Encourage the customer to be proactive in managing his/her pro-
duction, consumption and storage of electricity. Move to the pro-
sumer concept.

Activities in United States

The following lines summarises some of the most important activities on
microgrids in United States:

- U.S. Army Fort Bragg. To enhance power reliability while reducing
costs, Fort Bragg, a U.S. Army base near Fayetteville, N.C., has build
one of the world's largest microgrids. With guidance from Honeywell,
Fort Bragg integrated a variety of distributed generation technologies
that operate in conjunction with the military bases utility infrastruc-
ture about 5.2 MW.

The base incorporates the use of several DER that are fully incor-
porated into the utility, information technology and communications
infrastructure. It has an aggregate on-site power generating system
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that includes 15 diesel gensets, one 5 kW fuel cell, and a 5 MW base-
loaded gas turbine.

As Fort Bragg uses a time-of-use tari� provided by the local energy
utility, when market prices exceed a certain threshold, the base au-
tomatically goes into self-generating mode enhancing, in this way, its
energy reliability and reducing overall energy costs.

- Beach Cities Microgrid Project. The Beach Cities Microgrid Project in
San Diego aim is to learn more about how the smart microgrid concept
can be applied in the San Diego area providing peak shaving capacity.
The goals of this microgrid are:

� Achieve more than a 15% of reduction in feeder peak load through
the integration of multiple, integrated DER, energy storage, price-
driven load and demand response management.

� Demonstrate capability of dispatching reactive power.

� Develop a strategy and demonstration of information integration
focused on security and system architecture, smart metering and
apply self-healing networks strategies.

- Perfect Power. The Illinois Institute of Technology (IIT) has partnered
with the Galvin Electricity Initiative and the United States Depart-
ment of Energy (DOE) to develop a Perfect Power System-a smart
microgrid for the IIT main campus at Chicago, Illinois. In collabora-
tion with S&C Electric, Endurant Energy and ComEd, the university
is building an electricity system of interconnected smart microgrids in
a loop con�guration with a redundant electricity supply.

The $14 million project has equipped IIT's microgrid with a high-
reliability distribution system for enhancing reliability, new sustain-
able energy sources (roof-top solar panels, wind generation units, ow
batteries and charging stations for electric vehicles) and smart building
automation technologies (building controllers, Zigbee sensors, control-
lable loads).

This microgrid will o�er to IIT the opportunity to eliminate costly out-
ages, minimize power disturbances, moderate an ever-growing demand
and reduce greenhouse gas emissions.
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Activities in Japan

The following lines summarises some of the most important activities on
microgrids in United States:

- The Aomori Project. In this microgrid only renewable energy sources
are used to supply the total demand of electricity around 610 kW
(photovoltaics, wind turbines and biomass) and heat. Thereof 150 kW
are weather-dependent generation and 510 kW are controllable digester
gas engines. Furthermore, a lead-acid battery system with a capacity
of 100 kW is installed. The microgrid serve seven City of Hachinohe
buildings.

The main objective of this microgrid is the stabilization of weather-
dependent energy because this is one of the main driving factor in
Japan. To satisfy both of economical (or environmental) optimization
and electric power quality, the microgrid has to control the system by
four functions to handle enormous dimensions of the problems: weekly
operation planing, economic dispatching control, at tie-line control
and local frequency control (grid-disconnected mode) and implement
a local control system considering grid-disconnected operation.

- Sendai's microgrid. This microgrid operates as back-up generator in
the outage by earthquake on 2011. The microgrid is constituted by
two gas engines of 350 kW, photovoltaic generators of 50 kWp. The
mains of this microgrid is guarantee a non interrupted service, com-
pensating voltage at a wave level. To achieve this goal, the control
strategy de�nes four type of loads: High quality type A (no inter-
ruption with voltage compensation), high quality type B (removing
interruption within 15 microseconds), Standard quality type C (inter-
ruption allowed but removed in 1 minute) and DC load (DC supply
no interruption).

- The Kyoto Project at Kyotango. The municipal government of Ky-
otango City, north of Kyoto, leads this �rst virtual microgrid demon-
stration project covering a 40 km span called the Kyoto Eco Energy
Project, which started operation in December 2005. It incorporates
the following generation capacities: 50 kWp of photovoltaics, 50 kW
from wind-turbines, �ve units of 80 kW bio-gas gensets, a 250 kW from
molten carbonate fuel cells and a 100 kW battery lead-acid bank. The
communication is done by internet protocol over the legacy telecom-
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municate network to balance demand and supply. Imbalances can be
recti�ed over �ve minute time-steps.

1.2 Motivation research for microgrid control
strategies

Analysing a future scenario where a massive integration of DER and micro-
grids will be possible, the use of such amount of power electronics, inverters
for AC microgrids and AC/DC or DC/DC converters for DC microgrids,
needs to be taken into account.
The growth in demand for cleaner, more reliable and a�ordable energies

is changing the energy mix scenario. In addition, the ageing of existing
infrastructures and the increasing demand requires innovative solutions at
competitive costs within the current economic framework. Furthermore,
the construction of new transmission facilities is limited to environmental
considerations.
Microgrids can help to delay investments on new electric infrastructures

becoming a new entity where it is possible to �nd new challenges thanks to
coordination tasks. Some of these opportunities can be peak shaving capac-
ity, energy optimization, voltage regulation, Green House Gases (GHG) re-
duction, local market values, aggregation energy exchanges, smart-metering,
smart-pricing [42], among others. The further implementation of microgrids
supposes the evolution from classical electrical grids, based on the unidirec-
tional distribution model to an active decentralized concept with a bidirec-
tional energy distribution. Microgrids, fundamentally, trust on integrated
control systems to coordinate DER and storage systems.
A microgrid has to be able to operate e�ciently in two operation modes;

grid-connected mode and grid-disconnected but also smooth transients be-
tween them have to be guaranteed. In this sense, the resilience and reliability
properties of conventional grids can be enhanced.
Due to the aforementioned challenges, a direct impact on the need for

conduct research in order to reach improvements on current technologies,
obtaining new and optimized control techniques and devices, can be done.
As important is the technology as the managing criteria to handle them.

1.3 PhD related work and activities

This thesis has been developed from 2010 to 2016. During this period, the
author has been involved in di�erent technology transfer projects as project

26



1.4 Objectives, methodology and thesis outline

engineer at CITCEA-UPC (Centre d'Innovaci�o T�ecnologica en Convertidors
i Accionaments Est�atics de la Universitats Polit�ecnica de Catalunya). Some
of the most relevant projects are summarised in the following lines, ordered
from more older to most recent ones:

- IFRIT project (Non competitive -2009/2011-). Development of a range
of photovoltaic inverters with back-up capacity under grid-connected
and grid-disconnected operation.

- Vehicle2microgrid (Non competitive -2009/2011-). Novare project by
Endesa. Intelligent system development for the integration of electric
vehicles to the utility with DER.

- MHITO project (Non competitive -20011/2013-). Development of the
power converters, implementation of the industrial communications,
protections, control and management of a hybrid DC-AC microgrid.

- LISI project (Non competitive -2012/2013-). Development of a four-
wire three phase 135 kVA bidirectional inverter for ATENEA micro-
grid.

- 6-points project (Non competitive -2013/2014-). Development of six
bidirectional and isolated 5 kVA chargers for electrical vehicles under
CHAdeMO fast-charge protocol.

- Smart Rural Grid project (Competitive -2014/2017-). It is an FP7
European project. Development of a power router for the smart rural
areas.

The realised tasks of the exposed projects have supported an important
part of the development of the present thesis content.

1.4 Objectives, methodology and thesis outline

1.4.1 Objectives

As has been exposed along this chapter, it is clear that microgrids suppose
to be good candidates to improve the existing electrical systems. However,
the implications of including this kind of systems are complex. The main
objectives of the thesis are study and comprehend them, but also provide new
control alternatives for the operation of AC microgrids in grid-tied systems.
In this sense, the most relevant objectives are listed (from more broad to
detailed ones):
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- Understanding of the di�erent connotations that surround the \micro-
grid" concept.

- Listing and consideration of the correlations and control challenges of
AC microgrids, specially those concerning AC microgrid inverters:

� Elements

� Control loops

� Transference between operation modes

� Galvanic isolation

- Analysis of the di�erent inferences when a three or four-wire inverters
are considered to be installed in AC microgrids.

- Analysis of the control limitations for the inner magnitudes of an in-
verter (voltage and current) when the existing rotatory formulations
(resonant controllers) are assumed. Also, study the possibility to ex-
tend or improve them.

- As one of the most critical challenge for grid-tied inverters is the trans-
ference between modes (grid-connected or grid-disconnected), specially
from grid-connected to grid-disconnected, explore:

� The anti-islanding e�ect on the clearing time of droop-control
based inverters.

� Control strategies to achieve a ying transference (non zero volt-
age crossing) from grid-connected to grid-disconnected when con-
ventional three-wire grid-feeding inverters are considered. This
means to understand the implications when an inverter is moved
from current source to a voltage source behaviour and vice-versa.

� Control strategies to improve the time in which the maximum
power point of a DER can be operated in grid-disconnected mode
if a back-up system is assumed.

� Hybridation between droop control-based inverters (during grid-
connected) and voltage-frequency (during grid-disconnected) in
grid-tied inverters. Thus, the dynamics in grid-disconnected mode
could be improved maintaining the voltage source behaviour.

� Study the existing Space Vector Pulse Width Modulation tech-
niques for four-wire inverters and look for an implementation ap-
proach from the usually used three-wire systems.

28



1.4 Objectives, methodology and thesis outline

� Study new control strategies to consider special features of AC
microgrid inverters as can be: limited overload capability during
grid-connected mode, autonomous adaptation of the inverter DC-
link according to unbalance AC side needs or sinusoidal short-
circuit proof capability to maintain the correct behaviour of the
protective devices.

1.4.2 Methodology

The underlying idea behind the thesis is to apply a top to bottom approach
for the di�erent AC microgrid challenges that follows the motivations intro-
duced in Section 1.2. In this sense, �ve chapters (including the present one)
are considered to support this scope. These chapters help to provide answers
for di�erent question marks that surround the operation of AC microgrids,
specially those regarding the inverter control. One more chapter adds the
thesis conclusions, proposes new research and shows the publications list
and results presented.

Figure 1.11 shows the content layout for the present thesis (without consid-
ering the conclusions chapter), also indicating the related projects detailed
in Section 1.3.

The present chapter provides a general overview about microgrids while
Chapter 2 is the core of the thesis. From Chapter 2 not only the di�erent
actors of AC microgrids are presented but also the possible operation modes
and control particulates are discussed. In this sense, three more chapters
are spread-out from these three key points. These relevant points and their
interrelations derives into the Inner control loops analysis for AC systems
(Chapter 3), Grid Supply Inverters proposals for AC microgrid (Chapter 4)
and Four-wire three-phase AC inverter proposal for AC microgrids (Chap-
ter 5).

1.4.3 Thesis outline

According to the previous Sections 1.4.1 and 1.4.2, the outline of the thesis
remains as follows:

- Chapter 1: Microgrids overview. General concepts of microgrids are
detailed to constitute the fundamentals for Chapter 2, that is focused
in the AC case study.

- Chapter 2: AC microgrids control and operation. This chapter exposes
a general background about AC microgrids and particularities on their
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operation, becoming the backbone to develop the whole content of the
present thesis. Thus, the di�erent operation modes, type of inverters
and di�erent kind of ancillary and supporting elements are presented.
Also, the di�erent control layers at the Voltage Source Inverters (VSI)
are detailed exposing the transference challenge according to the VSI
operation criterion. Finally, the galvanic isolation topic is faced from
the perspective of AC microgrids.

- Chapter 3: Inner control loops analysis for AC systems. As the main
goal of the present thesis is the control of AC inverters or systems,
this chapter is specially dedicated for this purpose. Di�erent voltage
and current control strategies are studied. This chapter contributes
with a stability analysis for stationary reference frame resonant con-
trollers and proposes a novel resonant-type controller to enhance the
conventional formulation that can be found in the control literature.

- Chapter 4: Grid Supply Inverters proposals for AC microgrid. This
chapter is focused on a conventional photovoltaic grid feeding DER
(after named GSI) and proposes new control strategies for their op-
eration when they are installed in an AC microgrid. These strategies
bring the ying transference capability from grid-connected (GSI) to
grid-disconnected operation. In the grid-disconnected operation, the
inverter operates as a grid-forming DER (after named GCI). The chap-
ter also extends the execution of the MPPT algorithm when a back-up
system is assumed. Di�erent simulations and experimental results sup-
port the suggested control strategies.

- Chapter 5: Four-wire three-phase AC inverter proposal for AC micro-
grids. This chapter, unlike Chapter 4, proposes the use of a four-wire
VSI for AC microgrids. In this case, the inverter is based on droop
control methods when grid-connected (after named GSCI) and voltage-
frequency control when grid-disconnected (GCI). As in Chapter 4, the
ying transference from grid-connected to grid-disconnected is also
considered. The chapter also exposes a new space vector modulation
technique for four-wire four-leg inverters based on the conventional
three-wire three-leg SVPWM technique. The design and control of
the full converter is exposed and validated on a 135 kVA prototype,
proposing particular operation control strategies; short-circuit proof
capability, over-load supervisor, and self-adaptation of the DC-link
voltage level.
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- Chapter 6: Conclusions and further work. This chapter presents the
conclusions derived from the present study and suggests future research
in the AC microgrid area.

As has been said in the previous sections, thanks to the related works and
activities presented in Section 1.3, an important part of the experimental
results presented along this thesis have been made possible. These related
works and activities mainly involve Chapter 3 to 5. Due to the involvement
of the author in all those di�erent projects, it has not been possible to use
a common set-up for all the thesis. However, this fact does not decline the
obtained results ot the proposed strategies.

1.5 Main contributions

The main required element to link DC microgrids with AC microgrids be-
comes the inverter. The objective of this thesis is to investigate advanced
control solutions to face with the microgrid VSI integration challenges. Fol-
lowing, there is a list of the relevant contributions of this thesis:

- Analysis on the anti-islanding clearing time when the microgrid VSI is
operated under droop control strategies. Detection of the mains loss
when an unintentional utility disconnection is produced results crucial.
Conventionally, anti-islanding mechanisms are thought for grid-feeding
DER. The e�ect of droop control strategies makes more di�cult the
application of some anti-islanding mechanisms, specially those bases
on positive feedback strategies.

- Analysis on the galvanic isolation challenge in AC microgrids. When
the VSI requires galvanic isolation it should be considered that a micro-
grid VSI implies to take into account three and four-wire distribution
systems, any set of positive-negative-homopolar voltage or current ap-
plication, non-linear loads and frequency or voltage variation applied
at the VSI side.

- Continuous and discrete-time stability analysis for current and volt-
age control loops in the stationary reference frame when conventional
resonant controller are used.

- Development of a new formulation of resonant controllers based on a
hybrid transfer function between fractional calculus and conventional
resonant controllers.
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- Proposal of a transference strategy to move from a grid-connected
current-controlled VSI to a grid-disconnected voltage-controlled VSI
when back-up systems are considered.

- Study of a control strategy to extend the execution of MPPT in grid-
feeding DER when grid-disconnected.

- Proposal of a novel Space-Vector Pulse Width Modulation (SVPWM)
strategy for four-leg inverter without application of 3-D SVPWM con-
ventional techniques. It also considers the limitations of the method-
ology.

- Design of a three-phase four-wire inverter based on hybrid control
strategy for a real microgrid (ATENEA microgrid). When the inverter
is grid-connected, the droop control strategy considers dynamic droop
(close-loop approach), dynamic virtual impedance and virtual inertia
emulation. When it is grid-disconnected, adaptive resonant controllers
are used. The tuning procedure for the voltage loop has been extended
from [43] to the voltage loop. The size of the di�erent coupling �lter
elements are based on a new proposed SVPWM strategy. Some par-
ticular control strategies are proposed and validated to enhance the
integration of an inverter into an AC microgrid; short-circuit proof ca-
pability during grid-disconnected operation, over-load supervisor and
self-adaptation of the DC-link voltage level for grid-connected opera-
tion.

It should be noted, once more, that to demonstrate the applicability and
validation of the proposed control strategies, some of these contributions
have been experimentally validated in di�erent laboratory test-bench. These
di�erent set-ups are according to di�erent projects in which the author has
been involved, see Section 1.3.
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Figure 1.11: Layout of the chapters involved in the present thesis and the
considered interrelations
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Chapter 2

AC microgrids control and operation

2.1 Introduction

Since the late of 19th century AC power grids have been the standard choice
for commercial or industrial energy systems to power the major part of loads.
The easy to transform AC voltage into di�erent levels for various applications
using transformers and its inherent characteristic when rotating machines
are used made the AC power to become an interesting option [44].
All Distributed Energy Resource (DER) units with AC power output

are directly connected to an AC bus-link and then to the main system us-
ing power converters for their stable and controllable coupling. Examples
of DER units that produce the AC output power include wind turbines,
micro/mini-hydro, bio-gas or bio-mass. Essentially, those based on rotating
machines.
A microgrid is a complex system where several devices coexist, motivating

transversal competences as control, operation, communications or security,
as has been explained in Chapter 1. The integration of all these elements
can be done in AC or DC. The scope of this thesis is focused on the AC side.
As an AC microgrid can or cannot be related with the utility, hereinafter,

the following nomenclature to refer to di�erent types of AC or hybrid mi-
crogrids will be used:

- Grid-isolated. A microgrid that is never connected to the grid and it
is operated independently from the grid.

- Grid-tied. A microgrid that is connected to the grid and it is operated
in parallel with the grid.

� Grid-connected. Operation mode of this microgrid when it is
electrically connected from the grid

� Grid-disconnected. Operation mode of this microgrid when it is
electrically disconnected from the grid
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Chapter 2 AC microgrids control and operation

The inverter can be considered as the gateway between DC and AC mi-
crogrids. Then, when a microgrid Voltage Source Inverter (VSI) is under
study it is important to identify certain challenges to face them properly,
for example:

- Intermittent DER. The consideration of intermittent DER implies the
use of di�erent storage systems and the need to study systems that
are able to supply high energy inertias to the system to guarantee the
microgrid stability. Note that some authors point to storage system
as the solution to the lack of inertia [45]. In [46] a classi�cation of
energy storage equipment according to the response speed and power
or energy density is presented.

On the other hand, the main grid can be used as a pseudo-in�nite
energy bu�er. The inverter constitutes the main element of interaction
with the utility. However, an ACmicrogrid can include a single inverter
or multiple inverters. The natural inclination of microgrids tends to the
decentralization of resources implying that more than one inverter will
be present in the system. This last option involves some implications
on how an inverter can be operated, mainly, regarding synchronization
challenges.

- Transferences. How to respond ahead the transferences when the con-
verter must change from grid-connected to grid-disconnected or vicev-
ersa results crucial [47, 48]. The di�erent operation modes require
correct control strategies for proper operation and exploitation of the
DER.

Then, this chapter is divided as follows:

- Section 2.2. AC microgrid types of classi�cation. This section de�nes
particular ways to classify AC microgrids.

- Section 2.3 Operation modes. This sections presents the elementary
operation modes of the AC microgrids and which type of transferences
can occur.

- Section 2.4. Elements of an AC microgrid. This section considers not
only which type of inverters but also which other elements are present
in an AC microgrid.

- Section 2.5. Operation particularities. This section describes how the
power is distributed in an AC microgrid, i.e. the number of service
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Figure 2.1: AC microgrid typologies

cables used and de�nes di�erent control models. Also, di�erent control
layers are presented.

- Section 2.6 The transference between operation modes. This section
introduces the challenge of mains loss detection when the di�erent
VSI control strategies presented in Section 2.3 are considered. The
results of this section have been published in [49, 50] at EPE'15 and
IEEE transactions on smart grids.

- Section 2.7 Galvanic isolation in AC microgrids. This section takes
into account that some DER considers transformers to dispose of gal-
vanic isolation. This galvanic isolation could be also required for se-
curity reasons or for neutral schemes compatibility.

2.2 AC microgrid types of classi�cation

The AC microgrids can be classi�ed into di�erent types according to several
criteria. The control strategies, the number of distributed wires, the voltage
used for distribution or the chosen structure de�ne the four more relevant
ways to classify an AC microgrid. Figure 2.1 presents a summarized diagram
of possible classi�cation for AC microgrids [51{53].
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Figure 2.2: Conceptual schemes of control alternatives for an inverter

Control classi�cation

AC microgrids are usually controlled in terms of power. This power is then
translated into a current or voltage reference that a VSI follows. This voltage
or current is controlled according to the coupling �lter, i.e. an inductance for
current or a capacitor for voltage. Figure 2.2 shows the three categories in
which a VSI can be set according to control considerations [54]. Figure 2.2(a)
shows the Grid Supply Inverter (GSI) category and Figure 2.2(b) shows the
Grid Constitution (GCI) or Grid Support Inverter and Constitution Inverter
(GSCI) categories. In these �gures, ug and fg indicates the voltage and
frequency of the grid, uc and fc the voltage and frequency controlled by the
VSI and i the current that the converter exchanges with the utility. It should
be remarked that this control sub-classi�cation is similar to the feeding or
forming DER presented in Chapter 1.

- Grid Supply Inverters (GSI). Are the most common VSI and widely
extended during last years due to the renewable penetration. They
operate as Current Controlled-VSI (CC-VSI) in grid-connected mode.
The controlled magnitude is the output current i depicted in Fig-
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ure 2.2(a). Thus, GSI delivers minimal harmonic content and max-
imum power [55]. A GSI injects the maximum power available on its
connected DER thanks to MPPT (Maximum Power Point Tracking)
algorithms [12, 56, 57]. The GSI units require an external voltage ref-
erence for power injection when are grid-disconnected or grid-isolated
operated. In some technologies and depending on the installed power,
a GSI has to supply reactive power to support grid stability. The gen-
eration of the most adequate set-points in case of grid failure are a
consequence of the detected grid fault type, as indicated in [58].

- Grid constitution inverters (GCI). Basically are Voltage Controlled-
VSI (VC-VSI), see Figure 2.2(b), that when grid-connected they act
as a mirror of the utility, u�c = ug and f�c = fg, being u�c and f�c
the voltage and frequency control references, respectively. Practically
there is no power exchange apart from internal losses. On the other
hand, when grid-disconnected or grid-isolated operated, they are GCI
units continue with the last grid connected reference. From this time
instant, a GCI self-generates the voltage reference (u�c , f�c ) for other
converters. A GCI plays the role of the master of the electrical island
under the grid-disconnected or grid-isolated modes. Consequently, the
GCI becomes the voltage reference for other inverters. It should be
highlighted that GCI is in stand-by mode in normal operation (grid-
connected). On the other hand, in the grid-disconnected mode they
could need huge storage systems to interact with other GSI units.

In GCI the short-circuit power is much lower than the grid one. This
fact implies that usually it generates a weak-grid. If there are other
converters, as can be GSI, injecting a certain amount of harmonic
content perhaps the GCI should be disconnected producing a black-
out. In order to strengthen the system it is possible to consider the use
of active �lters. These active �lters will allow to compensate or correct
several problems as voltage and current unbalances, reduce harmonic
content or correct the power factor. Basically, serial and parallel active
�lters can be considered [59{61]. It should be noted that to compensate
the harmonic content, the combination of an active �lter with a passive
one may be the best option, using hybrid active �lters [62,63].

On the other hand, last years, the concept of Constant Voltage and
Constant Frequency (CVCF) control [64,65] is gaining strength. This
idea can be extrapolated to a multi-inverter microgrid with the aim of
use GCI directly operated in parallel thanks to an accurate global syn-
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chronization signal, as for example applying Global Positioning System
(GPS).

- Grid support and constitution inverters (GSCI). Are non-ideal VC-
VSIs when grid-connected, uc = ug + �ug and fc = fg + �fg and
can be also represented by Figure 2.2(b). Are based on the AC droop
control or power control strategies that handles two degrees of free-
dom; voltage amplitude and frequency [66{69]. Droop control allows
operating as a parallel source when grid-connected, being able to in-
ject or consume requested active or reactive power if higher hierar-
chy levels are applied, the called tertiary control, as will be described
in Section 2.5. When grid-disconnected or grid-isolated operated the
GSCI continues operating as VC-VSI self-generating the voltage and
frequency with also high hierarchy levels, the called secondary control,
also described in Section 2.5. The idea behind the operation of a GSCI
under the AC droop strategy is to behave as the utility with its reg-
ulation mechanisms to ensure the power balance between generation
and consumption.

Distribution classi�cation

An AC microgrid can be performed by single [70], three-phase with or with-
out neutral distribution [71,72] or hybrid options [73].

Typical con�gurations for low voltage installations, that corresponds to
the most common cases in Europe are:

- Three-phase systems with four wires and 400 V phase to phase. It
is the typical case used in supply lines of low voltage installations,
residential and industrial zones.

- Three-phase systems with three wires and 230 V phase to phase. Used
in some distribution low voltage lines.

- Single-phase of 230 V. Used for domestic supplies.

Focusing in the three-phase VSI units, the possible con�gurations are:

- Three-wire three-leg VSI. See Figure 2.3(a).

- Four-wire three-leg with split capacitor VSI. See Figure 2.3(b).

- Four-wire four-leg VSI. See Figure 2.3(c).
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Figure 2.3: Three-phase VSI topologies

The three-wire three-leg con�guration is widely applied in feeding DER,
i.e. the inverter operates in grid-connected mode behaving as a GSI. A
system with three-wires is not able to control zero sequence current compo-
nents. This fact reduces the number of degrees of freedom to two that are
tied to a plane � where the currents follows

iu + iv + iw = 0 (2.1)

being u, v and w each one of the three available active phases. The
operation of a feeding DER or a GSI assumes that the injection of power
will be balanced.
For a microgrid, a three-wire three-leg system supposes that there is no

chance to supply zero sequence currents for non-linear loads. The increasing
use of non-linear loads concerns both DSO and utility customers [74]. In
this sense, a microgrid VSI can supply voltages or inject active power but
also can contribute with some extra features as active �ltering and current
or reactive balancing requiring to distribute energy in a four-wire topology.
In [75, 76] it is also concluded that three-wire three-phase systems cannot
be applied for zero sequence harmonic cancellation. In this sense, the four-
wire three-phase shunt active �lters have shown to be a good solution to
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compensate reactive power, harmonic distortion and unbalance currents in
non-linear loads [77].
For all the aforementioned reasons, a four-wire topology is required in AC

microgrids from a certain rated power, usually, more than 5 kW. Four-wire
topologies are commonly used when a three-phase plus neutral distribution
line is connected to the inverter or the inverter needs to exchange energy
to a four-wire grid or even a microgrid. Thus, some typical applications for
four wire inverters are [3]:

� Distributed power generation to deregulate utilities.

� Active power �lters with neutral current capabilities.

� Common mode reduction.

Electrical magnitudes classi�cation

An AC microgrid can distribute electricity in low frequency and even in
high-frequency depending on the implementation and uses of the microgrid.
Usually, it is essential to deal with high frequency when the available space
and weight is a limiting factor, as in aviation.
In addition, regardless of the type of distribution it should be reminded

that microgrids are usually in low voltage or medium voltage [78]. High
voltage is reserved for conventional power plants.

Structure classi�cation

Depending on the type of microgrid, the integration of the di�erent com-
ponents may vary substantially, a�ecting the control strategy and the type
of protections installed into the microgrid. Signi�cant connection devices or
nodes a�ects how a possible fault can be managed. Each node can be con-
sidered either a DER or a load, always taking into account that at least one
node must ensure the stability of the microgrid. Focusing on the possible
structures it is possible to consider [53,79]:

- Radial-type. Also known as bus-type, see Figure 2.4. These struc-
tures are the most common approach for power distribution grids and,
consequently, can be applied to microgrids. This structure is charac-
terized by a load supply from only one microgrid side. They have the
advantage of being simple and cheap to build and selective protection
devices are simple to design and are installed upstream of all nodes.
On the other hand, are less robust in maintaining service to failures
because a microgrid recon�guration is not possible.
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- Ring-type. In this topology the nodes can be powered by two di�erent
microgrids lines. These microgrids are associated with more high in-
stallation costs and can be physically interconnected with two circuit
breakers that permit the interconnection between the microgrid lines,
depicted as CBring1 and CBring2 in Figure 2.5. If both circuit break-
ers are closed, a ring is constituted and both microgrids lines have to
be operated in parallel. It is also possible to decide when to supply
load nodes closing only one of them. Essentially, a ring constitutes a
redundant system.

The protections are technically more complex than in a radial structure
but have greater operational reliability and maintainability.

- Ladder-type. This is the most complex structure. This structure per-
mits the system to maintain various power routes from the source
nodes to the critical load distribution nodes, as is shown in Figure 2.6.
The result is a system that can match any power source, i.e. a DER
or a distribution line, with any load.
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- Star-type. These structures are commonly not considered in AC mi-
crogrids due to its inherent fault of robustness in case that the central
node fails.

The use a speci�c structure will evolute to meshed distribution architec-
tures in the future. It should be considered the higher the complexity of the
architecture the higher the complexity on protection and neutral compati-
bility arrangement. However, meshed structures permit to prioritize fault
tolerance and availability.

2.3 Operation modes

2.3.1 Elementary operation modes

According to the exposed in the previous sections, it can be considered two
possible operation modes:

- Grid-connected mode. It is the main operation mode. The microgrid
operates in conjunction with the utility grid, exporting or importing
energy according to the system needs. Thus, the MicroGrid Central
Controller (MGCC) system controls the ow of active and reactive
power through the operation of DER and the main grid.

- Grid-disconnected mode. The microgrid is disconnected from the grid.
The system operates stand-alone, feeding by itself the distributed loads
until the return of the grid. Once the grid is stable again, the microgrid
will start a resynchronization and reconnection procedure.

The compatibility of operation between both modes will determine the
degree of exibility contributed by the AC microgrid. Both con�gurations
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implies sub-operation procedures, as can be seen Figure 2.7. Grid monitoring
techniques will determine the loss (island detection) and recovery of the
utility (grid stable detection and reconnection).

2.3.2 The transference in grid-tied AC microgrids

There exists two possible transitions in a microgrid; the reconnection to
the grid and the disconnection from the grid. The most critical transition
in a microgrid is the disconnection because it is asynchronous and can be
caused by external non-controlled conditions. The disconnection transition
is managed by a main breaker and can be provoked by several circumstances:

- Intentional. The converter receives from the MGCC a signal forcing
the converter to disconnect the microgrid from the utility. Then, the
VSI will act as the master of the microgrid, setting the voltage and the
frequency. An intentional transition can be due to load sharing, system
recon�guration, maintenance or system status broadcasting [80].

- Non-Intentional. In this case, the event that causes the microgrid
disconnection is the utility condition. The converter has to monitor
continuously the utility state and when it is in bad condition, the
converter must disconnect the microgrid from the utility. This is per-
formed by an anti-islanding algorithm. Then, the VSI will act as the
master of the microgrid, setting the voltage and the frequency of the
microgrid.
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The anti-islanding algorithm

The anti-islanding system aims to detect when an inverter energizes a portion
of the network that is not connected to the grid creating what is called an
electrical island. It is always considered a three port node; the inverter is
connected to the utility and also to any possible local loads. This node is
known as Point of Common Coupling (PCC). Anti-islanding algorithms have
been improving during last two decades and were born from photovoltaic
inverters. It is possible to �nd in the literature three categories for anti-
islanding detection methods [81{84]:

- Passive methods. Methods based on observe the main grid to take
decisions de�ning a Non-Detection Zone (NDZ) or non-detection win-
dow. If the monitored grid parameters, i.e. voltage and frequency,
are within the NDZ the grid supervisor system assumes that there
is no problem in the grid. Some examples are NDZ or Phase Jump
Detection [85].

- Active methods. Methods based on perturb and observe to take de-
cisions. Even though passive methods are fast and robust, they have
an important weakness. If a local load is consuming all the power, i.e.
active and reactive power, that the inverter delivers when the utility
disconnects, neither the voltage nor the frequency will change. This
situation is called resonance. Thus, active methods appeared to solve
resonance occurrences. It should be remarked that positive methods
disturb the system. Consequently, the current or voltage managed by
the inverter get worse. Active methods can be classi�ed into:

� Positive feedback strategy. Active methods try to make unstable
some of the controlled current parameters de�ned by

i(t) = I � sin(!t+ �) (2.2)

It is possible to modify periodically or asynchronously the am-
plitude of the controlled current I, the angular frequency ! or
the phase �. Some examples of positive feedback methods are
Sandia Voltage Shift (SVS), Sandia Frequency Shift (SFS) [86] or
Slip-Mode Shift (SMS) [85]. Some of them can be combined to
increase the e�ectiveness of the detection method.

� Impedance measurement strategy. The operating principle of
impedance measurement active methods resides on the measure
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of the impedance at the PCC. In order to achieve this objec-
tive, the voltage and current values of the PCC are needed, but
they must be obtained in a di�erent frequency from the rated
grid frequency. A little perturbation is added to cause a non-
characteristic harmonic current to the grid. Then, the same har-
monic voltage is measured at the PCC. The main challenge is
to choose the frequency which makes able the detection without
exceeding the maximum harmonic distortion permitted by regu-
lations. Some authors starts using external switching impedance
devices [87, 88]. The increase in the computational capabilities
of the micro-controllers that manages an inverter make able to
inject harmonics via control strategies: simple/double harmonic
injection [83, 89] and, also, using inter-harmonics [90{92]. Fi-
nally, as an indirect harmonic injection, it can be found PLL
based methods, as described in [83,93].

- Remote methods. Methods based on communications. The utility can
inform the inverter through industrial communications of a grid stop
due to maintenance or any other abnormal situation. In other words,
when the grid and the inverter belongs to the same owner or there is
a contractual agreement between them, this option is feasible. One
alternative to the use of communications is the use of a battery of
capacitors. The utility manages a line breaker and after a controlled
time it connects a battery bank of capacitors. The reactive power
changes and the frequency resonance is displaced, being possible the
disconnection detection.

There are di�erent anti-islanding standards. In Table 2.3.2, it can be
seen a review of the clearing time response, i.e. the detection time for three
signi�cant standards (VDE 4105, IEEE 1547 and IEC 61727 [16{18]). All
the considered standards proposes a detection time that is function of a
voltage threshold percentage over the rated voltage and a deviation on the
rated frequency. Depending on the amount of displacement of the voltage
or frequency, the clearing time is di�erent. Note that in Table 2.3.2 there
are some operation ranges in which the clearing time is in�nite. These cases
are considered within tolerable limits for the utility. Notice that di�erent
standards assumes di�erent rated grid frequencies. VDE 4105 and IEC 61727
are thought for 50 Hz grids and IEEE 1547 for 60 Hz networks.

If a local load, called resonant load, is consuming all the power (active and
reactive) that the inverter delivers, when the utility disconnects, neither the
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Voltage threshold [%] Time [s] Frequency threshold [Hz] Time [s]

VDE
4105

V < 80 0.20 f < 47:5 0.20
80 � V � 115 1 47:5 � f � 51:5 1
V > 115 0.20 f > 51:5 0.2

IEEE
1547

f1 < 59:3 0.16
V < 50 0.16 59:3 � f1 � 60:5 1

50 � V < 88 2.00 f1 > 60:5 0.16
88 � V � 110 1 f2 < 57:0 0.16
110 < V < 120 1.00 57:0 � f2 < 59:8 0.16 - 3003

V > 120 0.16 59:8 � f2 � 60:5 1
f2 > 60:5 0.16

IEC
61727

V < 50 0.10
50 � V < 85 2.00 f < 49:0 0.20
85 � V � 110 1 49:0 � f � 51:0 1
110 < V < 135 2.00 f > 51:0 0.20

V > 135 0.05
1DER size � 30 kW
2DER size > 30 kW

3Adjustable

Table 2.1: Standards review clearing times when non-resonant loads are
considered

voltage nor the frequency will change signi�cantly. Anti-islanding regula-
tions suggest that the concept of resonant load will take place when the
local consumption is nearly equal to the active power given by the inverter,
considering none reactive power. This part is described by an aggregated
resistance. Furthermore, it is required that the frequency of the grid will be
maintained just after a grid disconnection. A capacitance is connected in
parallel with an inductance tuning the resonance frequency of the LC circuit
at the grid frequency. Then, when resonant loads are considered, detection
times are lax. Table 2.2 exposes the clearing times under the presence of a
resonant load. For example VDE 4105 [16] proposes up to 5 s to detect the
mains loss. As has been exposed previously, an active method, if the grid
disconnection is non-intentional, has to be used.

2.4 Elements of an AC microgrid

An AC microgrid is not only constituted by one or more inverters. It should
be also considered all the external devices that will allow to operate an AC
system in an optimal way ensuring safety operation for people, devices and
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Time [s]

VDE 4105 5.00
IEEE 1547 2.00
IEC 61727 2.00

Table 2.2: Standards review clearing times when resonant loads are
considered

electric infrastructures. In this sense, the main elements that integrate an
AC microgrid are the inverter, the main breaker, the protections elements
and algorithms, the neutral scheme (re)con�guration switches, the manage-
ment system controller, the communications and the local loads.

2.4.1 The inverter

The inverter is the heart of the AC microgrid. It is constituted by a power
converter, usually, a VSI. It is the element that is responsible of applying the
voltage and frequency variations in its output in order to match the needs
of active and reactive power in both directions at all time. It is also the link
between the AC and DC side and interacts with the utility.

If the inverter is grid-connected operated it must support temporary grid
transients without generating disturbances. It must be able to communicate
with the MGCC and act properly to face the reception of set-points in case
of grid fault, for example, if ride-through is implemented.

If the inverter is grid-disconnected operated it must create a grid with
nominal values and keep them within secure thresholds also during load
(dis)connection transients.

The control strategies on the operation of the microgrid inverters supposes
one of the most important challenges.

2.4.2 The main breaker

The main breaker, also known as central switch, enables the (dis)connection
of the AC microgrid from/to the utility, allowing to operate the system in
grid-(dis)connected. In non-intentional mains loss, this decision is taken
according to the anti-islanding implemented strategy.

A smart main breaker will monitor the network to detect any abnormal
situation. In Figure 2.8 is proposed an example of a smart main breaker.
The use of this type of device implies:
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- To consider a main breaker unit to establish a physical controlled way
to segregate the utility side from the microgrid side.

- To consider a grounding switch to recon�gure the neutral scheme of
the microgrid according to the protections selected. The grounding
impedance, operated by the grounding switch, will be function of the
selected earthing system and the used transformer.

- In case of considering resonant loads, the power electronics that disturb
the system in order to detect the mains loss can be allocated at:

� The smart main breaker.

� Each inverter.

Integrate power electronics in the smart main breaker is an expensive
solution when each VSI is based in power electronics. On the other
hand, the disturbed magnitude is modi�ed by only one device, avoiding
interactions between possible anti-islanding strategies adopted by each
VSI.

- Communications. The smart breaker has to include communication
with the MGCC. It should be reminded that the Distributed System
Operator (DSO) or the Market Operator (MO) can operate according
to the price of energy, maintenance, DER availability or other possible
motivations. Also, a communication with the inverters allows to inform
each VSI that, maybe, they have to change their control strategy, i.e.
start to operate as GSI, GCI or GSCI.

In [94, 95] can be seen two examples of smart main breakers (also called
anti-islanding relays). On one hand, [94] includes a microprocessor that com-
putes under/over-voltage, under/over-frequency, vector shift, rate of change
of frequency, voltage asymmetry determination and phase sequence supervi-
sion. Essentially, is based on passive anti-islanding methods. On the other
hand, the smart main breaker proposed in [95] is based on a perturbation
signal generator thyristor system located at the substation. It creates a
controlled short time short-circuit during the grid voltage zero crossing one
of each four grid cycles. Then, downstream, each DER connection node
has a signal detector. This is a hybrid proposal between active and remote
anti-islanding methods.
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Figure 2.8: Example of a smart main breaker for AC microgrids

2.4.3 Protections

The protections become an essential topic to minimize risks for people and
equipment. Although the protections of an AC microgrid are similar, in
terms of detection magnitudes, to those of conventional networks, it must
be considered some speci�c challenges. Operating conditions are constantly
changing.

Protection in microgrids has to face with two type of faults [96]:

- Utility faults. The protection isolates the main grid from the microgrid
as fast as possible to protect the di�erent loads of the microgrid.

- Microgrid faults. The protection isolates the smallest possible sec-
tion of the feeder where the fault occurs minimizing e�ects on other
microgrid lines.

In the case of a microgrid it has to be taken into account that the energy
ow can be bidirectional in some points. All these devices should necessarily
communicate with the MGCC or the di�erent LC. As DER are interfaced
with the microgrid through power electronics, the possible fault occurrences
increase and the required respond times decrease. Power electronics can
monitor faults instantaneously and take fast actions, i.e. real-time actions
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before high levels of fault current begin to ow. During a fault, a DER
has to be controlled in order to limit the fault current. Protection Device
units (PD) can be classi�ed into four basic categories [52], see Figure 2.9.
All these protections may act di�erently depending on whether they are
operating: grid-(dis)connected. Then, it is exposed how they should act
based on active or passive behaviour (considering communications with the
MGCC).

- PD1: Point of Common Coupling (PCC) or Microgrid protection. The
protection of the PD1 level is conducted by a smart main breaker. It
should be reminded that the smart main breaker operation can be ac-
cording intentional or non-intentional mains loss. This fact implies the
combination of anti-islaning mechanisms and communications with the
MGCC or LC for the disconnection, synchronization and reconnection
of the microgrid.

- PD2: Distribution line protection. A directional over-current relay
must act only in case of failures in the correspondent distribution line
if the operation is based on local measurements and the microgrid is
grid-connected operated. Selectivity at PD1 and PD3 levels should be
considered. The hardware selectivity can be complemented with soft-
ware selectivity implemented by time delays under communications.

If the microgrid is grid-disconnected operated a voltage relay concept
is used. As the AC microgrid disposes of less short-circuit power the
over-current detection is complemented with voltage monitoring.

The PD2 unit can receive the order of (dis)connection via a signal
sent by the MGCC. Adaptive algorithms based on multi-voltage and
current values monitored during the failure are applied. The objective
is to locate and isolate the fault.

- PD3: End-user protection

� PD3a: Connection service with the end-user. This level feeds var-
ious end-users by a same service cable. At this level over-currents
protection with no directional breaker or fuse can be considered.
Selectivity with PD3b and PD2 based on time delays is required.
Recon�guration of the current thresholds based on the operation
mode allows to con�gure the operation limits according to the
microgrid operation mode.

� PD3b: Load point. This level considers end-users that only con-
sumes from the service line. Over-current protection with smart-
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Figure 2.9: Schematic of protection distribution in a microgrid

fuses, requiring communications, is proposed at this level. Se-
lectivity with PD3a and PD2 based on time delays should be
considered. Communication are only required in order to inform
the MGCC about abnormal occurrences.

- PD4: DER protection. This level assumes active connected systems,
being the most signi�cant case of DER. Monitoring system that con-
trols the voltage and frequency through a NDZ should be considered.
Selectivity with PD1 and PD2 to avoid unnecessary disconnection of
a DER is required. Operation disconnect signals from MGCC have to
be included.

In case of medium-voltage microgrids, protections have to be selected with
enough cut-o� capability and su�cient dynamics, as cited in [97,98].

2.4.4 The neutral scheme

It is necessary to consider how to face with the neutral and earthing (or
grounding) scheme when the system is grid-(dis)connected. The installation
must be protected against direct and indirect contacts as any conventional
grid. Depending on how the neutral and protective-wire are wired it is
crucial to ensure people and device security when a PD is opened.
In [99] is de�ned the di�erent neutral schemes for conventional low voltage

installations. Summing up, the designation of ground systems is performed
by two characters, but can be complemented with other characters:

- The �rst character refers to the situation of the facility with respect to
ground. Using a T is called to those networks that have a direct con-
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Figure 2.11: IT neutral scheme

nection point on the ground, while the character I is used for isolated
networks with respect to ground or connected by high impedances.

- The second character refers to the situation of the electrical installa-
tion's exposed conductive parts with respect to ground. The character
T indicates that the exposed conductive parts have a separate ground
connection of the installation's grounding. The character N is used to
refer to those networks that use the neutral point grounded for the
distribution to connect the exposed conductive parts.

- The other character, if any, indicates the relation between the neutral
wire, designed by the character N and Protection Earth wire (PE).
By S it is called to those networks that use two di�erent wires for the
neutral and protective earth. By C it is indicated that the neutral
cable acts as the protective wire.

Figures 2.10 to 2.12 depicts TT, TI, TN-S/C/C-S neutral schemes.

It is important to remark that when the neutral disconnection is needed,
its disconnection will never take place before the open action of the active
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Figure 2.12: TN neutral schemes

wires L1, L2 or L3. Additionally, during the connection of the neutral, it
is necessary to ensure an anticipated or simultaneous connection in respect
with the active wires. The di�erent neutral schemes imply di�erent consid-
erations under a fault:

� TT. The disconnection has to be done at the �rst default. A cor-
rect protection is achieved by the interconnection and grounding of
all metallic conductive parts. Disconnection is done by di�erential
breakers. The neutral wire disconnection is mandatory.

� TN. The disconnection has to be done at the �rst default. A correct
protection is achieved by interconnection and grounding of all metallic
conductive parts. The disconnection is due to over-current detection.
In TN-C, the neutral wire is never protected and its disconnection
is prohibited. In TN-S, the disconnection is mandatory. The TN-
C is not suitable for systems with an important component of the
third harmonic because it produce lack of equipotential in the metallic
conductive parts and in the PE wire.

� IT. Advice at �rst default. Disconnection has to be done at the sec-
ond default. A correct protection is achieved by interconnection and
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TT TN-C TN-S IT

Flammable storage systems or sensitive power electronics components 3 7 3 33

Robustness of service 3 3 3 33

Components integrity (current acceptance) 3 7 7 3

People security 3 3 3 3

Homopolar loads1 and common-mode �lters use 3 7 33 77
1Multiple single phase-to-neutral loads

Table 2.3: Neutral schemes criteria for microgrids

grounding of all metallic conductive parts. The disconnection is due
to over-current detection and over-voltage protection is also impera-
tive. In IT systems with a distributed neutral, a permanent isolation
controller is mandatory. This isolation controller has to be connected
as close as possible to the origin of the distribution. Thus, in IT con-
�guration a distributed neutral, i.e. L1-L2-L3-N-PE instead of L1-L2-
L3-PEN, is not recommended. In case of a distributed neutral scheme,
the N-wire has to be protected using a omnipolar breaker.

The various type of distributions are compatible if some consideration
are taken, see Figure 2.13. The used neutral con�gurations has to be TT
and TN. The IT has to be interconnected through galvanic isolation. Each
installation has to dispose of its own protection wire. All TN scheme used
needs its PEN wire connected to ground and to the neutral point of the
transformer after its general protection device.

In this sense, depending on the use or not of a transformer the proper neu-
tral scheme can be di�erent. Table 2.3 shows some of the di�erent possible
appliances of a neutral schemes in function of di�erent criteria [100,101].

Whether the microgrid requires galvanic isolation or not, TT or TN-C-S
are the most suitable neutral schemes [102]. Note that short-circuit currents
have to be controlled properly in the TN-C-S case. However, a microgrid
VSI can control these currents, unlike happens when passive components,
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as transformers, are considered. IT is not considered as a candidate in [102]
because it is indicated that this option is rarely used in practice.

The galvanic isolation and the PCC location

There exists di�erent European regulations for grid-connected low power
generators, for example [18, 103]. As a microgrid plays the role of a power
generator it can be governed by the same rules that other generators like
photovoltaic inverters or wind turbines, directly or indirectly connected to
the utility. The most extended and relevant points are:

- The grounding schemes of the interconnected installations will be done
in such way that will not modify the grounding scheme of the DSO,
ensuring that will not appear default transferences to the distribution
grid.

- The installation will dispose of galvanic isolation between the distribu-
tion grid and the generation installations using an isolation transformer
or another system with the same capabilities.

- The conductive parts of the generation installation will be connected
to an independent grounding point of the DSO's neutral. In the same
way as the conductive parts of the rest of the supplies.

As has been detailed, a microgrid inverter can operate in grid-(dis)connected
modes. Due to di�erent argumentations, as can be regulatory or technical,
the inverter can be isolated galvanically from the grid. For this reason,
di�erent challenges should be contemplated (detailed in Section 2.7):

- Reactive power injection in grid-(dis)connected operation.

- Frequency variation in grid-(dis)connected operation.

- Inrush currents to provide a black-start for grid-connected to grid-
disconnected operation.

- Various parallel inverters with galvanic isolation.

- Unbalanced three-phase loads in grid-disconnected operation or single
and three-phase simultaneous consumptions.

- Unbalanced three-phase injection in grid-connected operation. This
implies a behaviour as a four-quadrant P/Q inverter.
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Figure 2.14: Active wires in DC microgrids

- Three-phase voltage supply with direct, inverse and zero sequence in
grid-connected operation.

- Non-linear loads in grid-disconnected operation. In this case currents
with direct, inverse and zero sequence components are considered.

On the other hand, the PCC can be located previously or after the isola-
tion stage. This decision implies that the neutral scheme of the distribution
could be maintained or not. Also, according to unipolar or bipolar DC mi-
crogrids, see Figure 2.14, the AC neutral scheme could be compromised.
Unipolar DC microgrids are used for its simplicity but protections requires
higher rated voltage. Bipolar DC microgrids are more complex due to the
required active balancing of the two semi-buses but are cheaper to protect
and more secure for people and devices.
As the substation or Transformer Center (TC) where the microgrid can

be interconnected disposes of a transformer and the microgrid, as an ac-
tive generator, has to include one more, depending on this last, di�erent
con�gurations can be considered.
It is possible to consider that the PCC can be located after or before the

microgrid's transformer:

- If the PCC is located after it, all local loads should be removed from
conventional location at the TC's secondary side to be connected at
this new point. This is a rare situation and will not be considered.

- If the PCC is located previously to the microgrids transformer it is
possible to study four scenarios considering star, delta or zig-zag trans-
fomer winding con�guration. It is assumed that all DC-side converters

58



2.4 Elements of an AC microgrid

are oating, the utility side is TT (TN follows similar conclusions) and
bipolar DC-side scheme is considered. This �rst analysis only takes
into account basic electrical consideration. A more complete analysis
is conducted in Section 2.7:

- Delta - star (or zig-zag) microgrid's transformer (Figure 2.15(a)).
The secondary-side of the microgrid's transformer distributes the
neutral-wire N. The mid-point (M) of the DC side is referenced
to N. The PCC is supplied by only three-wires. This situation
does not allow single-phase loads due to, commonly, the phase-
to-phase voltage is not equal to 230 V.

- Star (or Zig-zag) - delta microgrid's transformer (Figure 2.15(b)).
In this case the M wire is directly grounded through a low or high
impedance. The secondary side of the microgrid transformer is
three-wire implying that it is not possible to control zero-sequence
voltage components. Zero sequence currents can be delivered
from the inverter but they will not be transmitted to the util-
ity side.

- Star (or Zig-zag) - star (or zig-zag) microgrid's transformer (Fig-
ure 2.15(c)). As the inverter side is four-wire, zero voltage and
current components can be managed.

- Delta - delta microgrid transformer (Figure 2.15(d)). Same situ-
ation than Y(Z)-d scenario presented in Figure 2.15(b).

2.4.5 The management system

The management system is the responsible for monitoring the entire gener-
ation and consumption system. It also manages, as well as organizes, the
interaction with the public network, constituting the called MGCC. There-
fore, forms the brain of the microgrid. Based on communications, using
standards when they exists, the MGCC integrates complex algorithms for
managing the generation and local demand. Thus, it should communicate
with all the elements of generation and consumption, as well as the mon-
itoring systems and protections. It also acts as the information hub and
gateway of the entire system to the outside.
The management system incorporates several services that may be local

or global. The key issue in the design of this system is the identi�cation of
services and their classi�cation, clustering them in optimization algorithms
which objective functions can vary according to the time and can be as
diverse as maximize pro�ts, minimize losses or maximize resources.
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Figure 2.15: Neutral scheme connections when PCC is located before all
microgrid's transformer stages and a bipolar DC microgrid is
considered
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2.4.6 The communication bus

A microgrid is integrated by a MGCC but also by the LC and the Low
Level Devices (LLD) as DER, protections or monitoring systems. As in the
Computer Integrated Manufacturing (CIM) model, the integration of the
aforementioned di�erent equipment and devices is done by dividing tasks
among layers or groups of processes with a hierarchical organization. There
exists three regulation mechanisms in conventional public networks:

- The primary regulation procedure operates at short-time (1-20 s) in
each local synchronous generator directly acting over the speed of a
synchronous machine. This is done to compensate the e�ect of the
unbalances between consumption and generation. A new operation
frequency, di�erent from the rated one, is achieved.

- The secondary regulation operates in a medium-time interval (20-
120 s). Allows that the synchronous generators can correct its op-
erating frequency following a centralized set-point.

- Tertiary regulation acts at long-time (over 10 min) and manages the
power that several generators should supply to optimize the most ap-
propriate resource at any time, taking pro�t of historical consumption
and generation data.

In this sense, it is possible to de�ne di�erent communication requirements
according to the considered level:

- I/O level. Integrated by LLD as smart-protections or control sensors
for power electronics. This level is related with primary regulation but
faster due to the presence of power electronics:

� Control and manage of the electric basic magnitude: voltage and
current.

� Little information to share.

� Critical information that requires real-time management.

- Field level. Integrated by LC. This level is related with primary regu-
lation.

� Control and monitoring of secondary electric magnitude: power
or energy.

� Little information to share.

� Critical information that requires real-time management
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- Process control level. Integrated by LC. This level is related with
secondary regulation.

� System controllers with certain autonomy to take decisions.

� Gateway for data to higher and lower levels.

� Pseudo-critical information in real-time but with longer operation
times than lower levels.

- Production control level. Integrated by the MGCC unit and its up-
stream and downstream related layers. This level is related with ter-
tiary regulation.

� MGCC collects information of all connected LLD and exchange
data with the system operator.

� Not critical information which does not require real-time man-
agement but more critical than management level.

- Management level. Integrated by DSO, MO or the MicroGrid Opera-
tor (MGO).

� The system operator analyses the information obtained from the
production control level.

� Includes statistical analysis, forecasting, quality, service and eco-
nomic boundaries.

� Not critical information which does not require real-time man-
agement.

In this sense, according to the considered communication level there can
be found di�erent communication protocols. Some of them matches bet-
ter with the quantity of data to share, the refreshing time desired, al-
lowed latencies and with the hierarchy (master/slave, client/server, pro-
ducer/consumer) or structure (star, radial, bus) chosen. In Figure 2.16
can be seen an example of multiple �eld communication protocols showing
the most suitable levels where they can be used. Some examples of used
protocols and standards for grid and energy systems are IEC 608070-5-101
or 104, IEC 61850 or IEC 62056 [104{107] where Transmission Control Pro-
tocol/Internet Protocol-User Datagram Protocol (TCP/IP-UDP) or Power
Line Carrier (PLC) are common applied communication pro�les. In this
case, they are more related with the production or management levels.
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Figure 2.16: Communication protocol versus communication levels for which
they are designed

2.4.7 The loads

The loads are connected to the PCC and are commonly called local loads.
One important consideration that derives from the local load-microgrid in-
teraction is the control priorities. From this point of view, the loads can be
classi�ed as:

� Common load: can be disconnected during long-time periods if neces-
sary.

� Demand Side Management (DSM) loads: can be controlled depending
on the needs of the system.

� Critical loads: they should not be left to feed.

An example of DSM loads presents a particular interest in cool climate
regions where the electrical heating is achieved by means of static storage.
These elements are characterized by the ability to store heat and deliver it to
the end-users when it is necessary. This gap between the energy consumption
of the network and its use by the end-user provides economic savings rates
with time discrimination.
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2.5 Operation particularities

This sections presents the di�erent implications on the equivalent models
for di�erent three-phase distribution microgrid's VSI options. Also presents
some relevant considerations on the transference between the operation modes
of these inverters.

2.5.1 Three-wire and four-wire inverter output current
state-space models

The main advantage of four-wire topologies lies in the capability to tolerate
zero sequence currents. However, the management of zero sequence voltages
depends on the controllability of the fourth wire. In this sense, there are
two extended inverter choices. The �rst case is the four-wire three-leg with
split capacitor topology, as has been shown in Figure 2.3(b). This option
does not allow to manage directly the reference voltage component because
the neutral wire is not controlled and it is determined by the neutral scheme
of the utility when grid-connected. The other case is a four-wire four-leg
topology, see Figure 2.3(c). In this last case, the inverter uses the fourth leg
as an extra degree of freedom to manage zero sequence voltages controlling
the reference location. The addition of this extra leg supposes to increase
the control complexity and the switching losses but permits to synthesize
voltages referred to a controlled point.
In case of four-wire systems, the e�ect of the fourth wire is crucial when

the di�erent positive, negative or zero sequences are controlled. Figure 2.17
shows an ideal voltage source model for the mentioned three-phase inverter
topologies. In this �gure, fu0; v0; w0; n0g refers to the grid side, fu; v; w; ng
to the inverter side output voltages and o to the mid-point of the DC-link.
For the four-wire three-leg with split capacitor case, see Figure 2.17(b),

the system can be described in the Laplace domain as
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Notice that o and n0 are the same reference point, then un0o = 0. Rewriting
Equation 2.3 in a state-space form
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In case of considering a three-wire system, see Figure 2.17(a), it can be
also described by Equation 2.3 but un0o 6= 0. In fact,
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un0o =
1

3
(uuo + uvo + uwo) (2.5)

Applying Equation 2.5 to 2.3 the resulting state-space form is as follows
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If the same analysis is conducted in the four-wire four-leg three-phase
case, as depicted in Figure 2.17(c), the use of a neutral inductance to add
ripple reduction and current limitation on the controlled fourth leg has to
be considered
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Now, assuming

iu + iv + iw + in = 0 (2.8)

it is possible to deduce that

un0n = (Rn + Lns)in (2.9)

Applying Equation 2.9 to 2.7 the system can be described in the Laplace
domain by
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being Leq = L + Ln and Req = R + Rn. Rewriting Equation 2.10 in a
state-space form
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being C = �1
L(L+3Ln)

. When Ln = L and Rn = R is assumed, Equation 2.11
is simpli�ed into
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Figure 2.18: General conceptual control scheme

Some authors proposes that the inductance of the fourth wire can be
eliminated without a�ecting substantially the results from when it is consid-
ered [77]. It could be deduced that the current through the neutral wire will
change according to a slope equal to L+ 3Ln. Then, if Ln = 0, the neutral
wire disposes of the same inductive impedance as the active fu; v; wg phases.

2.5.2 Control loops

As has been introduced in Section 2.2, an AC microgrid inverter can be
integrated by up to three control levels considering LC manage capabilities;
power, voltage and current. Figure 2.18 shows a VSI connected with the
utility by means of a LCL-type coupling �lter. The AC capacitor is sized for
�ltering in GSI, whereas it is sized for control in GCI or GSCI. This means
that the capacitor can be excluded, if required, in GSI.
On the other hand, inner voltage and current control loops o�er an im-

portant challenge. One of the most relevant considerations is to identify
which kind of control problem wants to be solved. In the control theory it is
possible to face with tracking of constant or time-varying references. Then,
the use of di�erent reference frames can be applied to follow constant or
sinusoidal set-points:

- Synchronous Rotating Reference Frame (SRRF). In this reference frame,
the electrical magnitudes are seen from a reference in which the consid-
ered angular frequency is constant and not null. Then, the electrical
magnitudes are constant. To use a SRRF, the use of Clarke's and
Park's transforms are widely extended. Appendix A details in which
they consist.

- Stationary Reference Frame (SRF). In this reference frame, the electric

67



Chapter 2 AC microgrids control and operation

iL1

R1L1

(a) First order coupling �lter.
L-type

R2L2R1L1

iL1

(b) Third order coupling �lter. LCL-type

Figure 2.19: CC-VSI with di�erent inductive coupling �lters

magnitudes are seen from a reference in which the considered angular
frequency is null. Then, the electrical magnitudes are time-varying,
i.e. sinusoidal waves. Chapter 3 details the inner loop control when
the SRF is used.

The current control loop

The inner current control loop represents the most elemental way to operate
a microgrid VSI. An inductance connected at its output is the minimum
coupling element to relate the VSI with another voltage source as the grid,
see Figure 2.19(a).
As the behaviour of the current through an inductance with its equivalent

series resistance is described by

vL = L
di

dt
+Ri (2.13)

it can be deduced that high inductance values ensure low current ripples
but also can cause non allowable voltage drops and constitutes considerable
space requirements and cost. To prevent high injected or consumed current
ripples it is quite common to connect the converter with the grid using high
order �lters [108, 109], as can be an LCL-type coupling �lter constituted
by three stages: the converter side inductance, the AC capacitor and the
grid side inductance, see Figure 2.19(b). Some of the most relevant transfer
functions of a �rst and third order coupling �lter are described in Figure 2.20
and detailed in Table 2.4 [110].
When high order �lters are taken into account the location of the current

probes, the stability of the control, the power factor or the synchronism with
the grid depend on how the system is considered from the control perspective
In case of using a LCL-type coupling �lters:
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Figure 2.20: Transfer function of di�erent coupling �lters for VSI

Transfer functions without considering R1 and R2

GLCLj iL1
uI

(s) 1
L1s

s2+!2LC
s2+!20

GLCLj iL2
uI

(s) 1
L1L2Cs

1
s2+!20

GLCLj uc
iL1

(s) L2s
L2Cs2+1

Transfer functions considering R1 and R2

GLCL0 j iL1
uI

(s) L2Cs2+R2Cs+1
L1L2Cs3+Cf (L2R1+L1R2)s2+(L1+L2+R1R2C)s+(R1R2)

GLCL0 j iL2
uI

(s) 1
L1L2Cs3+C(L2R1+L1R2)s2+(L1+L2+R1R2C)s+(R1R2)

GLCL0 j uc
iL1

(s) L2s+R2
(L2R2)Cs2+1

!2
0 =

(L1+L2)
L1L2C

!2
LC = 1

CL2

Table 2.4: Continuous time transfer functions for an LCL-type coupling �lter
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Chapter 2 AC microgrids control and operation

- Location of the current probes. It should be decided where to
locate the current probes. This choice will determine the control strat-
egy and other important factors in an electric system, for instance, the
power factor.

The best location of the current probes, from the point of view of
observability in terms of control is at both inductances. However,
the amount of probes can be considered excessive according to the
�nal application and to cost sensitivity criteria. For this reason, the
literature presents di�erent ways to face this topic:

- Multiple loops in cascade. The current control of a high order sys-
tem can be reduced to several Single-Input Single-Output (SISO)
control loops nested ful�lling some frequency restriction between
them [110,111].

- Control of the grid side inductance considering one high order
transfer function. This strategy implies that easy criteria to tune
the system could not be applied due to high order characteristic
equations. This case can be solved using a SISO or Multiple-Input
Multiple-Output (MIMO) [69, 112] strategies depending on the
location of the close loop poles and their dominances. It should
be remarked that a direct control of the grid current supposes
that the inverter current is not limited.

- Control of the converter output inductance. Usually, the induc-
tance of the grid is mainly constituted by the leakage inductance
of a transformer. Although the capacitor and the grid side induc-
tance shift the phase of the inverter side inductance, usually this
angle is considered negligible.

The presence of high order coupling �lters implies resonances that have
to be avoided or controlled properly (transfer function numerator or
denominator cancellations). One solution is to add damping elements
to reduce those resonance peaks. The damping e�ect can be achieved
using passive or active mechanisms [113]:

- Passive damping. It is based on adding RLC circuits in series
or parallel to the coupling components [114, 115]. They have the
inherent drawback of reducing the e�ciency of the converter.

- Active damping. It is introduced implementing virtual RLC equa-
tions that will compensate the behaviour of some electric magni-
tudes into the control loop via software, as proposed in [116{118].
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- Stability of the control. A criterion for choosing the position of
the probes is the stability of the current control loop. If the system is
not stable with a su�cient margin, any slight variation in the system
parameters either due to di�erent operating conditions, deterioration
or uncertainty of the values of the plant can carry the system to an
unstable situation.

In general, the size of the LCL-type coupling �lter is calculated exhaus-
tively to accomplish low ripples that regulations or loads admit and,
then, the parameters of control are tuned according with the obtained
plant. There is disparity of opinions according to the di�erent crite-
ria on LCL circuit sizing and tuning procedures. In fact, there is few
literature to examine the location of the current probes with a single
loop. In [108] an analysis is proposed concluding that using the grid
side inductance for current control is more stable. However, in [119]
another deep study is conducted and it concludes that it is more stable
to locate the probes at the inverter side inductance. In [120] is detailed
that for the common values of inductances and capacitors that can be
used there is no signi�cant di�erence between using the measure on
the inverter or grid inductance due to conventional PI controllers only
a�ect to low frequencies. This inconsistency may be due to di�erent
criteria when sizing the LCL circuit or control aspects as can be the
use of feedforward or the chosen settling time.

- Power Factor. GSI are widely used for renewable integration pur-
poses. Their objective is to inject active power to the grid. Depending
on where the probes are located it can be achieved or not a minimum
delay between the controlled current and the grid voltage.

In [121] four alternatives are presented based on where the current
is monitored, see Figure 2.21. The study is based on a current that
is imposed to be in phase with the sensed voltage through a Phase
Locked Loop (PLL) algorithm:

- If iL1 is controlled in phase with uc, according with Figure 2.21(a),
the grid sees an equivalent circuit constituted by L2 in series
with the parallel Req and C, where Req represents the power
supplied by the converter. Considering certain assumptions, it is
possible to choose appropriately C and L2 to compensate their
reactive power. The current is in phase with the voltage. With
this con�guration, the converter needs more voltage to provide
the same current because it has to be considered L1 in series
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Chapter 2 AC microgrids control and operation

with Req.

- In Figure 2.21(b) the grid current iL2 is not in phase with the
grid voltage. In order that the grid can see a unity power factor,
L2 has to be as smallest as possible. Furthermore, to not oversize
the converter, the reactive power of L1 has to be compensated
with the C capacitor.

- In the con�guration shown in Figure 2.21(c) the grid always sees
in phase the current with the voltage, being this the most appro-
priate way to control the reactive power. Seen from the side of
the converter, it is possible to select L1, C and L2 to minimize
the reactive power supplied by the inverter.

- The con�guration shown in Figure 2.21(d) is used to minimize the
reactive power that sees the grid. It should be chosen the smallest
possible C capacitor to minimize the reactive power provided by
the converter L1 must be reduced.

When the con�guration shown in �gure 2.21(c) is not used, alterna-
tive methods could be considered to provide an IL2 current in phase
with uPCC and reduce the reactive power that provides or consumes
the grid. A possible method is to modify the reference of the current
control to take into account the delay that the LCL provides. The
problem with this last proposal is that there will be always some un-
certainty about the precise value of L2. It should be added the fact
that the values of C and L1 already present certain tolerances.

- Synchronization. As has been mentioned, the PLL algorithm allows
to syncronize an inverter with an external voltage reference. In [122]
the common approach based on a Clarke transform linearisation is
presented. Then, other authors are focused on how decouple the in-
formation of the direct and inverse sequences using Park transform as
in [123]. PLL based on Clarke or Park transform approach can also be
applied for single-phase systems but in this case some consideration
should be taken into account. The most important is to look for a
proper way to obtain a u0� virtual voltage delayed �=2 rad from the
current grid voltage to use an �� approach. It is also possible to use
other concepts as the virtual power or Second Order Generalized In-
tegrator (SOGI) PLLs as in [124,125]. In [126] a comparison between
di�erent possibilities for the single-phase case is carried out.

It is usual that the grid inductance is not entirely constituted by a
imposed design value. For example, if a transformer is used, the grid
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(a) Current control considering L1 and uc
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(b) Current control considering L2 and uc
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(c) Current control considering L2 and uPCC
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L1 L2

uPCCiL1

(d) Current control considering L1
and uPCC

Figure 2.21: Equivalent circuits from the point of view of the grid or the
converter
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(b) L2 is not added

Figure 2.22: Equivalent circuits when a transformer is considered

side inductance is split in the leakage inductance of the transformer
and the parasitic inductance of the transportation or distribution ca-
bles. Depending on the voltage used for synchronization issues, the
calculated angle by a PLL algorithm may be shifted or not.

The correct voltage to use is uPCC or ug corresponding to the point of
connection with the grid, see Figure 2.22. However, it is also possible
to synchronize the converter with the grid through ut or uc, as is shown
in Figure 2.22(a). When the grid where the inverter is connected is a
medium voltage grid, the voltage measure of ug or uPCC requires more
expensive probes. In these cases the medium voltage transformers
usually have lower impedance than in low voltage systems. Then,
there is not high phase shifts between ug and ut. In these situations it
is usual to use ut for the synchronism.

In some cases, there is no need to use an external inductance L2, as
can be seen in Figure 2.22(b). Then, the leakage inductance of the
transformer is considered as negligible. In this case, ut and uc are the
same. Thus, it is possible to use uc to synchronize the system with
the grid. However, it is not the most suitable point due to the large
voltage distortions that can appear.

The voltage control loop

In the case of a microgrid VSI, one of the possible operation modes is when
the inverter is grid-disconnected operated. This situation forces the system
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uC
C

R1L1

Figure 2.23: VC-VSI scheme

to operate self-generating its own voltage reference to continue supplying
energy to any possible local load. The inverter has to operate as a VC-VSI
controlling the output AC capacitor voltage uC , as depicted in Figure 2.23.
To achieve this behaviour the literature contemplates two possibilities:

- V/f control. This strategy is focused on the control of the AC capac-
itors of a possible LCL-type coupling �lter. These capacitors have to
be sized for control purposes. The inverter handles the voltage and
frequency of the capacitors implying that any other inverter can oper-
ate based on the same mechanism. This has to be taken into account
when communication are not used to avoid non controlled circulating
current between them. The worst case imply short-circuit operation.
These inverters under V/f control have to be bidirectional if there are
other inverters connected to the microgrid injecting current, as can be
photovoltaic inverters. If the inverter has enough power, this technique
is more practical due to its simple implementation compared with AC
droop alternative. In [127{129] some examples are detailed.

- AC droop with secondary control. This control strategy is based on
the concept of a non-ideal voltage reference emulating the behaviour
of the synchronous generators. In [55,130] can be seen some examples
of this control methodology. However, a secondary control with low
bandwidth communications is needed in order to operate various in-
verters in parallel under this control algorithm. This methodology has
gained momentum during the last years [131{133].

As has been detailed in Chapter 2, the concept of Constant Voltage and
Constant Frequency (CVCF) control based in a multi-inverter microgrid syn-
chronization by using high precision GPS has been shown as an alternative
to AC droop control.
Any of the aforementioned case implies a cascaded control where the inner

current loop is managed by means of the voltage control loop. In this sense,
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Figure 2.24: AC droop analysis

it should be ensured that the inner loop is faster than the output loop. This
means that the inner frequency band is higher than the outer one, at least
by a factor of two.

The power control loop

The power control loop has the aim of controlling the power exchanged
between the VSI and the utility during the grid-connected mode. The refer-
enced power can be translated into a current or into a voltage. GSI appliy
a current according to the power set-point and the utility voltage. On the
other hand, GSCI applies a voltage modifying the amplitude and the phase
to follow the desired power set-point. Then, AC droop control is de�ned as:

- Conventional AC droop control. Its operation principles are ob-
tained from the equations that describe, in steady-state, the power
ow between two AC voltage sources or nodes (uA and uB) connected
by a resistive-inductive line, as is shown in Figure 2.24. R and L repre-
sents the equivalent series resistance and inductance of the considered
line, respectively.

The droop control pretends to regulate VSI units with the same mech-
anisms that can be found in conventional utilities, introduced in Sec-
tion 2.4. In this sense, there can be found three elemental control
levels:

- The primary AC droop control level. This control level is based on
the primary regulation and concerns power reliability. Assuming
a static-phasor analysis, if the inductive impedance is predom-
inant (AC droop equations are fully developed in Appendix B,
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where it has been considered the general resistive-inductive case
and also the simpli�cations obtained for mainly inductive or re-
sistive lines). When XL >> R and a small � angle between uA
and uB is considered, the active power can be obtained as

� � XL

UAUB
P (2.14)

where UA and UB are the rms voltages at nodes A and B, re-
spectively, XL is the inductive line impedance and P is the active
power transferred from A to B.

Reactive power can be computed as

UA � UB � XL

UA
Q (2.15)

where Q is the reactive power transferred from A to B. In AC
droop control UA is intended to be the AC capacitor voltage UC
and UB the PCC voltage UPCC , see Figure 2.18. Then, the active
and reactive power transmission from the converter to the grid
can be managed by controlling the magnitude and phase of the
converter voltage by using the droop control law

! � !0 = �m (P � P0) (2.16a)

U � U0 = �n (Q�Q0) (2.16b)

where U0 and !0 are the rated voltage and angular frequency of
the grid, U and ! are the current values. P0 and Q0 are the
active and reactive power set-points and P and Q are the current
values. The parameters m and n are the slopes used in the AC
droop control law. From Equation 2.16 it is possible to deduce
a direct linear relationship between the voltages angle and active
power, whereas the voltage di�erence depends on reactive power.
Figure 2.25 shows this behaviour.

Note that Equation 2.16 can be applied with two objectives:

� If it is desired that a VSI behaves as a synchronous gener-
ator, the vertical axis (! and U) of Figure 2.25 represents
the input and the horizontal axis (P and Q) the output of
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Figure 2.25: AC droop relationships under predominantly inductive lines

the controlled VSI units. In this sense, the VSI exchanges
di�erent apparent power according to the current frequency
or voltage amplitude at the PCC. This output is the base for
the inner current loop set-point.

� If it is desired that a VSI controls the exchanged power, the
horizontal axis (P and Q) of Figure 2.25 represents the input
and the vertical axis the output (! and U) of the controlled
VSI units. This output is the set-point for the inner voltage
loop.

In [134, 135] can be found the development of the small-signal
or quasistatic close-loop model for a connected and stand-alone
microgrid VSI under the conventional AC droop control presented
in Equation 2.16.

On the other hand, in a general case, the impedance of a microgrid
will not be purely inductive. In fact, it is usual to consider a
predominant resistive line for a microgrid case. A new relation,
proposed in [66], can be obtained using a rotation matrix that
takes into account the grid impedance as

�
P 0

Q0

�
=

�
cos' � sin'
sin' cos'

��
P
Q

�
=

�
XL=ZL �R=ZL
R=ZL XL=ZL

��
P
Q

�
(2.17)

where ' = �=2� � = arctan (R=XL) and ZL = jR+ jXLj is the
line impedance value. Using this rotation matrix it is possible
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to operate taking into account the same dependences of P 0 with
! and Q0 with U . However, it should be remarked that for the
general case, the relationship is obtained through the impedance
described by

� � ZL
UAUB

P 0 (2.18a)

UA � UB � ZL
UA

Q0 (2.18b)

- The secondary AC droop control level. This control level is based
on the secondary regulation and concerns power quality. One of
the relevant objectives of primary control was to allow operating
in parallel several inverters without the use of high bandwidth
communications. According to the con�gured m and n propor-
tional gains of Equation 2.16 it is possible to manage multiple
inverters without communications. If all installed inverters have
the same droop characteristics, they will operate, theoretically,
sharing the same amount of power. However, according to the
voltage and current probes error of each inverter and each indi-
vidual output line impedance it is possible that the system is not
being operated at the expected rated values. Then, it is possible
that new P0-Q0 set-points di�er su�cient from current P -Q val-
ues to provoke a non acceptable constant operation displacement.

A secondary control is used for restoration purposes. The voltage
and frequency set-points are generated according to a centralized
reference, as depicted in Figure 2.26. The restoration is achieved
by the use of low bandwidth communications. In a pessimistic
case where communications are lost, when the primary control is
based on a VC-VSI, the inverter will operate according to max-
imum/minimum implemented saturation values of the angular
frequency and voltage amplitude.

As it is necessary to contemplate two operation modes:

� In grid-connected operation, the uPCC* and !PCC* refer-
ences are obtained from a tertiary hierarchical control.

� In grid-disconnected operation, the value is a pre-con�gured
rated uPCC* and !PCC* of the grid.
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Figure 2.26: Secondary AC droop control
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Figure 2.27: Secondary AC droop relationships under predominantly induc-
tive lines

In both cases, what is obtained is a variation �u and �! that
implies the vertical displacement of the primary drops selected,
as is depicted in Figure 2.27.

- The Tertiary AC droop control level. This control level is based
on the tertiary regulation and concerns economics. The tertiary
control only operates in grid-connected mode and aggregates the
apparent power exchanged at a certain grid point. With this ag-
gregated value, the DSO computes which are the optimal central-
ized P �

g and Q�
g values for the microgrid. Figure 2.28 represents

the tertiary control level.

- AC droop control based on dynamic phasors. It should be
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highlighted that the previously exposed conventional AC droop control
law is valid for the steady state and quasistationay state, i.e. for small
changes over an equilibrium point varying slowly (no high dynamic
behaviours). In fact, Equations 2.14 to 2.18 are based on a small-
signal quasistatic model. In [66] it is indicated that for high droop
constants, related with high dynamics in VSI operation, the quasistatic
model is no longer useful. The use of dynamic phasors or time-varying
phasors [136,137] can be adopted.

A dynamic phasor can be considered as a phasor in which all the
parameters are time-varying. For example, when a sinusoidal wave
f(t) with a predominant fundamental angular frequency ! is described
by

f(t) = F (t)cos(!t+ '(t)) (2.19)

where F (t) is a time-varying amplitude and '(t) is a time-varying
phase. Then, the general de�nition of dynamic or time-varying phasor
over a quasi-periodic signal x(�) is based on the averaging theory when
time-varying Fourier coe�cients are considered [138{140]. The time-
domain waveform x(�) can be represented in the time-moving interval
� 2 (t� T; t] by

x(�) =
1X

k=�1
Xk(t)e

jk!� (2.20)
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where ! = 2�=T and Xk(t) are the complex time-varying Fourier coef-
�cients also referred as dynamic phasor. It should be highlighted that
the waveform of x(�) is seen as periodic for the considered current
interval under study. The kth coe�cient of a dynamic phasor at time
t is determined by the average operation

Xk(t) = hxik = 1

T

Z t

t�T
x(�)ejk!�d� (2.21)

Note that k is the dynamic phasor harmonic component, i.e. when k is
zero represents constant signals or when is one the fundamental com-
ponent and hxik = hxik(t). Three key properties should be introduced
for dynamic phasors:

- Phasor properties of the derivative of kth coe�cient

dhxik
dt

= hdx
dt
ik � jk!hxik (2.22)

- Phasor properties of a product in the time-domain (convolution
of the corresponding dynamic phasors)

hx(t)y(t)ik =
1X

m=�1
hxik�mhyim = (Xk(t) � Yk(t))[k] (2.23)

- Phasor properties of the complex-conjugate term

hxi�k = hxi�k (2.24)

Then, Equation 2.22 can be used to analyse a resistive-inductive line
di�erential equation

uA(t)� uB(t) = Ri(t) + L
di(t)

dt
(2.25)

from a dynamic phasor perspective. Applying Equation 2.22 to Equa-
tion 2.25

huAB(t)ik = Rhi(t)ik + Lhdi(t)
dt

ik = Rhi(t)ik + L
dhi(t)ik

dt
+ j!Lhi(t)ik

(2.26)
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is obtained. Hereinafter, if not subscript is explicitly written it is
only considered fundamental component for simplicity. In this sense,
Equation 2.26 becomes

UAB(t) = RI(t) + L
d

dt
I(t) + j!I(t) (2.27)

The instantaneous active power of a system is described by

p(t) = u(t)i(t) (2.28)

but also can be described in terms of dynamic phasors [141]. The
average power corresponds to the power 0-phasor

hp(t)i0 = hu(t)i(t)i0 =
1X

m=�1
huimhii�m (2.29)

Applying the conjugate property shown in Equation 2.24

hp(t)i0 =
1X

m=�1
huimhii�m (2.30)

and with some rearrangement

hp(t)i0 =
 
hui0hii0 +

1X
m=1

huimhii�m
!
+

 
hui0hii0 +

1X
m=1

hui�mhiim
!

(2.31)

Then, hp(t)i0 can be expressed in terms of the apparent or average
complex power

hp(t)i0 = 1

2
(S + S�) (2.32)

As indicated by Equation 2.23, the dynamic phasor of two time func-
tions equals the discrete convolution. Then, if the dynamic analysis
is conducted in the Laplace's s-domain, the convolution becomes the
product. Then, when the apparent power is computed using the con-
jugate property shown in Equation 2.24
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S(s) = U(s)I�(s) (2.33)

it can be deduced from Equation 2.33 that

I�(s) =
UAB(s)

R� j!L+ sL
(2.34)

The average active and reactive power should be calculated to control
them individually. However, if the amplitude and phase of each magni-
tude are time-varying, the analysis becomes complex. As an approach,
it is assumed that the dynamics is represented by the term

R� j!L+ sL (2.35)

In this sense, the current and voltage phasors are considered, here-
inafter, static average rms phasors. Considering �UB = 0 and �UA = �,
the apparent power can be computed in the s-domain as

S(s) =

�
UAUB cos � � UB

2 � jUAUB sin �
�
(R+ sL+ j!L)

(R+ sL� j!L) (R+ sL+ j!L)
(2.36)

If the real and imaginary part of Equation 2.36 are collected separately,
considering a small � angle,

P (s) =

G1z }| {
(UAUB)!L

(R+ sL)2 + (!L)2
� +

G2z }| {
UB (R+ sL)

(R+ sL)2 + (!L)2
(UA � UB)

(2.37a)

Q(s) =

G3z }| {
� (UAUB) (R+ sL)

(R+ sL)2 + (!L)2
� +

G4z }| {
UB!L

(R+ sL)2 + (!L)2
(UA � UB)

(2.37b)

Now, the real and imaginary part of Equation 2.37 are linearised by the
�rst Taylor's term as has been done for the quasi-static case in [134,
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135]. Some authors applies this same idea on dynamic phasors [66,142,
143]. Then, assuming an inductive line, small � angle and UA � UB,

�P � UA
2!L

(R+ sL)2 + (!L)2
�� (2.38a)

�Q � UA!L

(R+ sL)2 + (!L)2
�UA (2.38b)

or for a resistive line

�P � UA(R+ sL)

(R+ sL)2 + (!L)2
�UA (2.39a)

�Q � �U2
A(R+ sL)

(R+ sL)2 + (!L)2
�� (2.39b)

where �X represents the di�erence between the operating point of
a certain X magnitude and the considered equilibrium point Xe. A
more detailed development is done in Appendix B.

The dynamic model for a predominant inductive case when Pe = 0,
Qe = 0, �e = 0 and UAe = UB is de�ned by

P � UA
2!L

(R+ sL)2 + (!L)2
(�U1 � �U2) (2.40a)

Q � UA!L

(R+ sL)2 + (!L)2
(UA � UB) (2.40b)

and for the predominant resistive line model it can be deduced

P � UA(R+ sL)

(R+ sL)2 + (!L)2
(UA � UB) (2.41a)

Q � � U2
A(R+ sL)

(R+ sL)2 + (!L)2
(�U1 � �U2) (2.41b)

Figure 2.29 and Figure 2.30 shows the block diagram that describe
the small-signal close-loop for the inductive and resistive cases, re-
spectively. The transfer function Gctrl represents the controller that
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Figure 2.29: Power small-signal close loop systems under a dynamic phasor
model for the inductive line case
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Figure 2.30: Power small-signal close loop systems under a dynamic phasor
model for the resistive line case
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Figure 2.31: PQ coupling models

can be composed by only proportional gains or more sophisticated
controllers.

In a general case where there is not a predominance of a resistive or
inductive behaviour P = P (�; UA) and Q = Q(�; UA). The same is
applicable to the di�erence or derivative terms of P and Q if the equi-
librium point is di�erent from the proposed one. Then, the system
is input-output coupled, as depicted in Figure 2.31(a). Transfer func-
tions G1 to G4 have been previously de�ned in Equation 2.37, m1�m2

represent the control actions and y1 � y2 the outputs, i.e. P and Q.

This coupling will imply a physical and complex decoupling if the plant
wants to be analysed as a Single-Input Single-Output (SISO) system
for simplicity. From Figure 2.31(a) can be deduced that

m1G1 +m2G3 = y1 (2.42a)

m2G4 +m1G2 = y2 (2.42b)

To be able to decouple the system it is necessary to transform the
input-output coupled system shown in Figure 2.31(a) into an output-
input equivalent coupled system shown in Figure 2.31(b). In this last
case,

(m1 + y2G
0
3)G

0
1 = y1 (2.43a)

(m2 + y1G
0
2)G

0
4 = y2 (2.43b)
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Figure 2.32: Decoupling equivalent PQ proposal

Then, using the rotation matrix de�ned by Equation 2.17 and consid-
ering Equations 2.42 to 2.43 it is possible to �nd a relationship between
them de�ned by

G0
1 =

G1G4 �G2G3

G4
=

U2
A

Lcos(�)s+ Lsin(�)! +Rcos(�)
(2.44a)

G0
2 =

G2

G1G4 �G2G3
=
Lsin(�)s� Lcos(�)! +Rsin(�)

U2
A

(2.44b)

G0
3 =

G3

G1G4 �G2G3
= �Lsin(�)s� Lcos(�)! +Rsin(�)

UA
(2.44c)

G0
4 =

G1G4 �G2G3

G1
=

UA
Lcos(�)s+ Lsin(�)! +Rcos(�)

(2.44d)

being able to decouple the system by using Ĝ2
0
and Ĝ3

0
estimations of

G2
0 and G3

0 , respectively, as is shown in Figure 2.32.

It should be noticed that to decouple the system, derivative terms
would be computed because G0

2 and G0
3 consists in transfer functions

with zeros. This option results in noise excitation when it is imple-
mented in discrete-time due to those derivative terms. Consequently,
this alternative is rejected. The rotation matrix of Equation 2.17 re-
sults appropiate if the system is clearly resistive or inductive.

2.6 The transference between operation modes

A microgrid VSI has to operate in grid-connected and in grid-disconnected
modes, as has been mentioned previously. Independently of the type of
inverter, i.e. GSI, GCI or GSCI, the angle of the external reference should
be computed. Without this angle is not possible to manage the power factor

88



2.6 The transference between operation modes

of the exchanged power. Also, the operation from one mode to the other
one should be performed as smooth as possible ensuring the integrity of any
load connected at the PCC.

2.6.1 The synchronism algorithm

In case of VSI that interact with the grid, the used reference is the grid angle
that is obtained using PLL algorithms. This angle is employed to manage the
power factor of the current that the inverter is delivering to the utility. Thus,
the distortion level of the utility, in terms of unbalances, voltage transients or
harmonic components, a�ects the accuracy of the obtained grid angle used
for control purposes [144]. However, many authors focus the PLL system to
operate the inverter only in grid-connected or in grid-disconnected. In case
of a microgrid, the operation of the converter can require a PLL that includes
more functional modes than the conventional one. Figure 2.33 illustrates a
microgrid PLL algorithm proposal for a three-phase three-wire VSI using a
SRRF. It is based on Park transform to obtain the operation angle �:

- Mode 0: PLL is synchronized with the grid. Phase-to-phase voltages
(uPCCuv and uPCCvw) are monitored. The outputs of the PLL are the
grid frequency fPCC , the grid angle �PCC and the direct and quadra-
ture voltages uPCCdq , respectively.

- Mode 1: output angle is self-generated. The desired frequency is the
input of an inner integrator that is used to obtain the angle �C to
be used on inner control loops, i.e. voltage or current loops. In Fig-
ure 2.33, a frequency value of 50 Hz is used.

- Mode 2: for reconnection purposes, the output voltage angle is self-
generated, but synchronized with the grid. A PI controller compares
�PCC with the current locally used angle (�R) obtaining a di�erential
frequency �f . This �f is added to fPCC to speed-up or down this
frequency and synchronize the �R with �PCC .

The same scheme can be extrapolated to other single-phase or three-phase
PLL strategies and reference frames.

2.6.2 Pattern for transient thresholds

The interconnection between the microgrid and the grid is carried out down-
stream of the PCC. Thus, the microgrid and, consequently, the inverter(s)
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Figure 2.33: PLL proposal for microgrids
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Figure 2.34: Microgrid modes and transitions states simpli�ed scheme

that operate the microgrid can be considered as a single entity by the grid.
In this sense, there exists the two operation con�gurations presented in Sec-
tion 2.1; grid-tied and grid-isolated. When the microgrid is grid-tied it is pos-
sible to de�ne two operation modes: grid-connected and grid-disconnected.
The proper comprehension of the transients between operation modes comes
from the consideration of the di�erent control strategies de�ned in Sec-
tion 2.2: GSI, GCI and GSCI.

When the inverter or the smart main breaker detects the mains loss, the
microgrid can be disconnected from the grid and it starts to operate in grid-
disconnected mode. One of the transfer key points from grid-connected to
grid-disconnected is the detection strategy and the clearing time. Essentially,
when an inverter operates in grid-connected it manages power and in grid-
disconnected voltage and frequency, as can be seen in Figure 2.34.

In order to provide a pattern to analyse how abrupt is the transference
between both con�gurations, the ITI curve is presented. The ITI curve [145]
is a modi�ed version of the CBEMA power acceptability curve with an
expanded acceptable power area. It maintains the same idea developed
by the working group of the CBEMA, which later changed its name to the
Information Technology Industry Council (ITI) in 1994. The ITI curve limits
are described in Figure 2.35.
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Figure 2.35: The ITI curve limits

The ITI curve was created in collaboration with EPRI's Power Electronics
Application Center (PEAC). This curve allows to reect the performance of
typical single-phase, 120 V, 60 Hz computers and their peripherals and other
information technologies. Thus, ITI curve is easier to design and implement
than CBEMA because of the simpli�ed way that the di�erent regions are
represented. It is widely used as a reference to de�ne the withstand ca-
pability of various loads and devices for protection taking into account the
power quality. However, it is important to consider that the ITI curve is not
intended to reect the performance of all electronic-based devices.

Although this curve was de�ned for informatics uses supplied by 120 V-
60 Hz it has been also applied to 230 V-50 Hz and any kind of devices
according to [146, 147]. But, in the preliminary study presented in [146]
the results show that equipment connected to Australian 230 V grids has
sag immunity considerably greater than that de�ned by the ITI curve. It
concludes that it is highly questionable its application on 230 V devices.
Despite of what is detailed in [146], this thesis will consider the 230 V-50 Hz
extension of the ITI curve as a pattern to verify the correct operation when
a microgrid transient occurs.
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Figure 2.36: Criteria to de�ne the transient duration. Non abnormal wave-
form (blue), abnormal value (red), thresholds (dashed)

In [148] is mentioned that one of the important points to be de�ned when
ITI curve is used is the criteria to de�ne the duration of a transient. Fig-
ure 2.36 shows di�erent ways to compute the time duration when a transient
is detected. In fact, the ITI curve presented in Figure 2.35 only de�nes tran-
sients when they occur close to the peak value. In this sense, is it possible to
separate the ITI curve into three regions: instantaneous region (f > 5 kHz),
transients (200 < f < 5000 Hz) and steady state (f < 200 Hz). In case of
steady state region the rms value needs to be computed.

2.6.3 The anti-islanding challenge over GCI or GSCI

Many anti-islanding regulations, for example, the ones cited in Section 2.1,
require that when the grid is lost (grid-disconnected mode), the inverter has
to be disconnected in a stipulated time, avoiding the creation of electrical
islands. For this reason results essential to analyse the e�ect of the di�erent
anti-islanding mechanisms under GSI and GSCI or GCI behaviours.

The inherent behaviour as CC-VSI or VC-VSI can a�ect to the e�ective-
ness of the chosen anti-islanding method. An analysis of algorithms is con-
ducted ins this section, resulting into the publication of [49] and summarised
in the next lines.

The GSCI and GSI

Anti-islanding methods were developed to operate when GSI are employed.
To understand the interactions between the control loops and the anti-
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islanding methods it is necessary to remind the key di�erences between
VC-VSI and CC-VSI.
The CC-VSI operates as a current source, as is described in Figure 2.37(a),

where it is shown that the apparent power set-point is translated into the
controlled current iL. Then, in this case the power is controlled by means
of iL.
On the other hand, a VC-VSI behaves as a voltage source. In this case

the power is controlled by means of the voltage uC .
The characterisation of the called resonant load is crucial. Both Fig-

ures 2.37(a) and 2.37(b) show an inverter connected to the grid with a res-
onant load connected at the PCC. As has been introduced in Section 2.3.2,
this resonant load is used to emulate an aggregation of possible connected
local loads with particular features that constituted by a resistance in par-
allel with an inductance and a capacitance. It should be noticed that when
the load is under resonance there is not reactive consumption and the active
power consumed suits with the delivered one. However, it results useful to
rede�ne the concept of resonant local load to generalize the anti-islanding
detection for all cases; GSI, GCI and GSCI. The resonant load aim is to
be the worse scenario for the anti-islanding methods based on voltage and
frequency displacements. It takes place when the power ow through the
PCC, both active and reactive, is close to zero. Therefore, hereinafter, the
concept of zero or non-zero power ow used refers to the resonant condition.
Considering this resonant load de�nition passive methods and positive

feedback, introduced in Section 2.3, methods are discussed when the inverter
acts as GSCI, i.e. as VC-VSI:

- Passive methods. If using VC-VSI, the voltage loop makes more dif-
�cult the islanding detection, also when the PCC power ow is non
zero. When the utility is o�, the voltage uPCC is not released, see
Figure 2.18. This voltage leaves from being determined by the grid to
be conditioned. This is because when grid-disconnected, the grid iner-
tia is released and uPCC becomes indirectly managed by the inverter.
The AC capacitor voltage uC and uPCC are connected only through
the output coupling impedance constituted by the inductance L2 and
its equivalent series resistance R2, that usually are small.

Although the power ow is suddenly interrupted during a transition
from grid-connected to grid-disconnected and this a�ects on the droop
control actions, these e�ects result slow due to its implicit dynamic
behaviour. It should be reminded that the droop control strategy is
based on the emulation of the behaviour of synchronous generators
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that have big mechanical inertias. In this sense, droop control laws
usually includes �rst order �lters for the error calculation whose time
constants depends on the power of the inverter. Thus, the not enough
dynamic time response in conjunction with the saturation of the droop
control actions (voltage amplitude and phase), due to integrity reasons,
makes passive methods a non suitable strategy.

- Positive Feedback Active Methods. All active methods base their dif-
ferent detection mechanisms in the perturbation of some of the con-
trolled magnitude parameters. There exists a concrete strategy when
active anti-islanding methods are used named positive feedback. Ba-
sically, this methods try to make unstable a controlled variable.

It is usual to de�ne the resonant loads in terms of the quality factor q
and the resonant angular frequency !r

qf = RRL

r
CRL

LRL
=

pjQLRL jjQCRL j
PRL

!r =
1p

LRLCRL

(2.45)

where RRL, LRL and CRL are the resistance, the inductance and the
capacitor that constitute the resonant load itself. Besides, QLRL is
the reactive power of the inductive aggregated component, QCRL the
reactive power of the capacitive one and PRL the active power of the
resistive one. Then, the resonant load impedance and phase can be
expressed as

~ZRL = RRL
1

1 + j
�
!
!r
� !r

!

� (2.46a)

j~ZRLj = RRLr
1 + q2f

�
!
!r
� !r

!

�2 (2.46b)

�RL = arctan

�
�q
�
!

!r
� !r

!

��
(2.46c)

being ! the angular frequency at the PCC. When the inverter goes
from grid-connected to grid-disconnected, the power consumption of
the resonant load is directly related with the behaviour of the PCC
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(a) Active power versus voltage. (b) Reactive power versus frequency.

Figure 2.38: Relationship between the power and the voltage of a 30 kW
resonant load, 230 V and quality factor q = 2.

voltage and frequency. Figure 2.38 shows an example of the depen-
dency of the active power with the voltage and the reactive power with
frequency, based on

PRL = U2
PCC

1

RRL
(2.47a)

QRL = U2
PCC

�
1

!LRL
� !CRL

�
(2.47b)

where QRL is the reactive power at PCC of the resonant load inductive
or capacitive component. Also, from the quality factor de�nition in
Equation 2.45 and the module j~ZRLj in Equation 2.46 it can be deduced
that the higher the quality factor is, the narrower the closest region
to the resonant frequency. This fact implies that it can be easier to
detect the island situation because a little displacement in frequency
supposes a high variation in terms of j~ZRLj. However, the considered
regulations recommends a quality factor between 1 and 2 [16{18].

The three active methods based on the positive feedback strategy are
called Sandia Voltage Shift (SVS), Sandia Frequency Shift (SFS), and
Slip Mode frequency Shift (SMS):

- SVS. The di�erence between the voltage at the PCC and the
nominal voltage is added to the active power reference ampli�ed
by a ku gain, as described in Figure 2.39(a). Therefore, while
the utility is connected, the voltage error is small and will have
a null average value. Thus, it does not a�ect signi�cantly to the
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power reference. But when grid-disconnected, positive/negative
little voltage mismatches increase/decrease the active power ref-
erence. For the next iterations, the voltage error at the PCC will
increase/decrease more, see Figure 2.38(a), producing a positive
feedback non stable situation.

- SFS. The di�erence between the frequency at the PCC and nom-
inal frequencies is added to the reactive power reference ampli-
�ed by a �k! gain, as described in Figure 2.39(b). In this case,
while grid-connected, the frequency error is small and will have a
null average value, too. Again, it does not a�ect signi�cantly to
the reactive power reference. But, when grid-disconnected, posi-
tive/negative frequency increments decrease/increase the reactive
power reference that, in the next iteration, will increase/decrease
more the PCC frequency, see Figure 2.38(b). As a result, a posi-
tive feedback non stable situation for the frequency occurs.

- SMS tries to destabilise the inverter by changing the frequency.
It is based on the phase characteristic of the resonant load. A
perturbation on the current injected phase is added according to

�SMS = �m sin

�
�

2

f � fr
fm � fr

�
(2.48)

where �SMS is the phase of the referenced current and �m and
fm are the SMS parameters that represent the maximum phase
displacement and the particular frequency. Representing Equa-
tions 2.46c and 2.48, under grid-connected mode, the utility holds
the frequency closed to its fundamental value. Per contra, when
the inverter is grid-disconnected, it results an unstable equilib-
rium point and the frequency is forced to move out from the NDZ
(vertical dashed line), detecting the islanding status, as described
in Figure 2.40.

The values of the k! and ku gains used by SFS and SVS are signi�cantly
di�erent when these methods are applied to GSI (CC-VSI) or GCI-GSCI
(VC-VSI). However, the higher the value of the k! and ku gains the higher
the perturbation when grid-connected. This will impact on quality indices
and may conict with grid regulations producing that the method could not
be applied in a certi�ed installation. Nonetheless, a compatibility problem
with the aforementioned positive feedback methods is presented when they
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Figure 2.39: Positive feedback diagrams.

Figure 2.40: SMS perturbation phase with fm = 55 Hz and �m = 40�.
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Paramater Value Units

Current loop settling time 2 ms
Voltage loop settling time 10 ms
Power loop (droop) settling time 8 s
L1 250 �H
R1 50 m

C 350 �F
RC 0.2 

L2 70 �H
R2 0.25 


Table 2.5: Control and hardware considered parameters for anti-islanding
comparison under di�erent control strategies (GSI or GSCI)

are implemented on inverters that operate under droop control. It should
be reminded that the droop control strategy is based on a nested loop that
controls the active and reactive power through handling the module and
phase of the voltage at the AC capacitor uC . Nevertheless, for its proper
operation, the droop control based on grid-connected operation needs the
grid to hold the voltage of the PCC (module and phase). In grid-connected
mode, the AC droop manages the power ow thanks to the di�erences of
module and phase between the voltages of both nodes where it is applied.

When the inverter operates in grid-disconnected mode, the droop control
presents di�culties to modify the power that it injects. When the control
loop tries to alter the capacitor voltage (module and phase) in order to
modify the power ow, the PCC voltage follows its displacement. This is
because the grid it is not �xing the electrical magnitudes any more. This
fact is translated to extremely high positive feedback gains to observe the
mains loss within tolerable clearance times.

In this sense, Figures 2.41 and 2.42 represent the islanding detection time
versus the utility frequency for di�erent k! gains for a GSI and a GSCI.
For the comparison it is considered a three-phase VSI. The inverter delivers
30 kW per phase to a 230 V-50 Hz grid with a 30 kW resonant local load
assuming a quality factor qf = 2 . The inner dynamics are set equally. In this
sense, Table 2.5 summarises the considered parameters for the comparison.

It can be observed in Figure 2.41 that when the frequency of the grid is
close to 50 Hz, the detection becomes slower because of the small error of the
positive feedback loop. However, the islanding detection is faster enough to
ensure the accomplishment of standards thresholds detailed in Table 2.3.2
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Figure 2.41: Detection time of the SFS applied to a GSI.
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Figure 2.42: Detection time of the SFS applied to a GSCI.

and 2.2. In contrast, in Figure 2.42 can be noted that the response for a
GSCI implies higher amplifying gains to achieve acceptable detection times.
Sometimes are not enough to guarantee the aforementioned threshold times.
These high ampli�er factors will produce non-suitable disturbances.

On the other hand, SMS is not useful for VC-VSI. It is highly sensible
with the resonant load quality factor, due to the dependence with its phase.

Taking into account the ine�ectiveness of the anti-islanding methods based
on the voltage and frequency displacements operating with GSCI, it is nec-
essary to consider other possible active methods. In [49] can be seen that
impedance measurement methods are a good alternative to the detection
methods based on voltage and frequency displacements.
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Figure 2.43: Scheme of a single-phase transformer with load scheme con-
nected at the secondary winding

2.7 Galvanic isolation in AC microgrids

2.7.1 Introduction

As has been detailed in Section 2.4, di�erent challenges as reactive power in-
jection, frequency variation, inrush current under black-start, zero-sequence
managing or parallel operation have to be considered in microgrid VSI. Gen-
eral concepts of transformer operation and modelling can be found in the
literature [149{152]. This section aims to present how the previously men-
tioned topics a�ect to a possible required galvanic isolation stage.

Figure 2.43 presents a typical single-phase transformer with a load con-
nected at its secondary side. This load is de�ned by its impedance ZL. The
total ux that appears when the transformer is powered by the voltage u1
is divided into the common ux � and the leakage ux �d as

�T = �+�d (2.49)

The parasitic winding resistance and leakage inductance are depicted as
Rx and Lxd, being the subscript x an indication of the primary or secondary
side.

2.7.2 Reactive power

When the inverter is gried-tied and it operates in the grid-connected mode,
it can receive capacitive or inductive reactive power set-points. Also, in
grid-disconnected, the load can be capacitive or inductive. The total ux
presented in Equation 2.49 is in quadrature with the primary voltage e1. The
decoupled behaviour between 	 and e1 can be deduced from the Faraday's
law
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e = �d	
dt

= �N d�T

dt
(2.50)

being 	 the total concatenated ux.
On the other hand, the leakage ux �d is in phase with primary current

i1. Ampere's law is described byI
~Bd~l = �0IT (2.51)

being B the magnetic �eld, �0 the free space magnetic permeability, dl a
tangent vector to the chosen trajectory in any point, IT the current that
crosses the surface limited by the trajectory and S the considered surface.
Then, applying Equation 2.51 to a leakage line when a load is connected it
can be obtained the leakage ux at the primary side as

�1d =
N1i1
Rd

(2.52)

where Rd is the leakage reluctance and N1 is the turns of the primary wind-
ing. Considering the ordinary di�erential equation of an inductance, it is
possible to de�ne the leakage inductance of the primary side as

L1d =
N2

1

Rd
=
N1�1d

i1
(2.53)

deducing the aforementioned in phase behaviour between i1 and �1d.
Thus, according to the direction of �1d the common concatenated ux

increases or decreases. Under capacitive loads it is higher than in the resis-
tive or inductive cases, refer to Figure 2.44. This situation could saturate
the core under and excessive capacitive requirement at the AC grid or mi-
crogrid side. Consequently, the transformer should be selected according to
the maximum capacitive load that will be required. Usually, the capacitive
requirements are low. However, a microgrid VSI can use any phase to com-
pensate reactive power, if necessary. Then capacitive requirements become
high.

2.7.3 Frequency and voltage variations

In the framework of the microgrid operation, the frequency at the AC side
can be di�erent according to the control strategy used, for instance, when
AC droop strategy is applied. This factor can produce undesired results in
a transformer. Considering the Faraday's law and a sinusoidal voltage
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I1

ΦT 

Φd 

Φ 
U1

(a) Capacitive load
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(b) Inductive load

Figure 2.44: Flux behaviour under di�erent types of loads

e1(t) =
p
2E1sin(!t) (2.54)

the common ux can be described by

�(t) = �mcos(!t) (2.55)

Then, it is possible to deduce that

E1 = 4:44fN�m (2.56)

Assuming low leakage inductance and low primary resistance,

U1 � 4:44fN�m (2.57)

It is usual to de�ne the concatenation constant as K = N�m. If the
transformer is designed for 230 V-50 Hz primary input, the obtained K is
1.03. If the microgrid operates at 40 Hz, U1 should be 182.93 V. This result
implies that when the transformer is supplied with 230 V-40 Hz, as N is
�xed, the ux has to increase. The transformer can be saturated depending
on the amount of increase.

For higher frequencies there is no problem if the rms value in respect with
the rated one is maintained.

In this sense, when the galvanic isolation is required in AC microgrids it
has to be considered to size the core of the transformer according to the
full-range of frequencies and voltages.
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2.7.4 Inrush current for grid-connected to grid-disconnected
transition considerations

When the inverter is operating in grid-connected and for any reason it has
to start a grid-disconnected operation it will have to energize the system. In
this situation, it should be considered the inrush currents of the transformers,
power converters and Electro-Magnetic Interference (EMI) �lters when zero
voltage crossing is accepted between both operation modes. Just when a
transformer is connected to a voltage energy source (the converter through
the coupling �lter or the grid), the Faraday's law is veri�ed. In this sense, the
derivative term depends on the current voltage value obtaining a transient
that can be more or less abrupt according to

� =
R t
0
ex
Nx

dt =
R t
0

p
2Ex cos(!t+') dt

Nx
=

p
2Ex(sin(!t+')�sin('))

!Nx

(2.58)
where the subscript x indicates the side from which the transformer is pow-
ered. In this sense, if the applied voltage is just at its peak (' = 0 or ' = �)
when the connection is done, the ux increase in absolute value from zero
to its maximum value �m.

On the other hand, if the voltage is at a zero-cross point (' = �=2 or
' = 3�=2), the ux starts at zero and increases in absolute value up to
2�max. This can imply high inrush currents depending on the magnetic
�eld-magnetic strength (B �H) characteristic curve of the transformer.

For these reasons, in a microgrid, the transformer has to be energized
progressively from zero voltage up to the rated values when it is in the grid-
disconnected mode start-up process after a zero voltage transition. Although
the voltage is totally controlled by the inverter, the variability in the open-
close times of the controlled circuit breakers rejects other alternatives unless
static switches are used. In this last case, the close order of the static
switch must be synchronized with one of the generated voltage peaks. If the
system is re-started following a programmed voltage ramp, the integrity of
the semiconductors of the VSI can be ensured.

2.7.5 Parallel inverters with transformers

An AC microgrid can be constituted by more than one inverter, a common
situation when more power is required and it is not desired to replace the
existing installed transformer. If di�erent inverters have galvanic isolation
it is necessary to apply all conventional rules for operating transformers in
parallel. The main requirements are:
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- Similar primary voltages, assuming that the primary side is connected
to the PCC.

- Same clock hour number.

- It is recommended a maximum power relation of two between them.
In this sense, the delivered power will not be excessively unbalanced
due to more closer short-circuit impedances.

2.7.6 Unbalanced three-phase loads in grid-disconnected
operation

The current exchanged by a transformer of a microgrid can be unbalanced
depending on the connected load. The behaviour of the transformer depends
on how the windings are connected, the type of core, the type of supplying
wires (three or four wires), the type of load and their connection.

When the inverter operates as the master voltage reference, for instance
in the grid-disconnected mode, it should be able to provide or compensate
direct, inverse and zero voltage and current sequences. In this sense, it is
possible to classify the di�erent type of transformer cores, see Figure 2.45
and 2.46, according to their magnetic cores into [153,154]:

- Free ux cores.

Single-phase transformers.

o Two legged wound-core transformers.

o Shell transformers.

> Non-distributed (one core).

> Distributed (dual decoupled core assembled at �=2 rad).

Five legged wound-core transformers.

Triplex core (transformer bank) transformers.

- Linked ux cores.

- Three legged stack-core transformers.

- Four legged stack-core transformers.

- Five legged stack-core transformers.

- Multiple-phase shell transformers.
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(a) Shell Triplex core transformer diagram (b) Triplex core transformer diagram

(c) Five legged wound-core transformer
diagram

Figure 2.45: Free ux transformer's cores

In free ux transformers there is not a magnetic coupling between phases.
There is a preferential magnetic path such that the uxes of the legs have a
trajectory with lower reluctance. Thus, it is possible to close the magnetic
circuit through the core and not through the air when zero sequence uxes
are present. Essentially, they can be treated as independent single-phase
transformers per phase.

In the case of linked ux cores exists a magnetic coupling between phases.
This implies that when a voltage is applied between any phase, a voltage on
the other ones will appear. However, the saturation level and the reluctance
of the di�erent branches and legs that integrate the core are seen di�erent
depending on the winding. That implies that currents can be di�erent even
under balanced operation conditions. Thus, concatenated uxes should be
considered to obtain more accurate results.

The following lines detail some important considerations of the aforemen-
tioned di�erent type of transformers:

- Shell transformers are static devices where the windings are surrounded
by more magnetic material with the aim of minimizing the magnetic air
path. This type of transformers are more expensive than the wound-
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(a) Three legged stack-core trans-
former diagram

(b) Four legged stack-core transformer di-
agram

(c) Five legged stack-core transformer
diagram

(d) Three-phase shell transformer diagram

Figure 2.46: Linked ux transformer's cores
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(a) Asymmetric connection for a three-
phase shell transformer
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(b) Symmetric connection for a three-
phase shell transformer

Figure 2.47: Linked ux cores transformer examples

core ones but o�er better e�ciencies. In the case of the three-phase
shell transformers it is possible to optimize the magnetic quantity of
material for the core assuming three balanced sinusoidal voltages [153].
If the three windings are connected asymmetrically, according to Fig-
ure 2.47(a),

j�Dj = j�A=2 + �B=2j = 1=2j�xj (2.59)

being �x the magnetic ux of any winding. This result shows that the
union yokes can be reduced to a half. However, in case of homopolar
components j�Dj = j�xj. In case of a symmetrical winding connection,
see Figure 2.47(b),

j�Dj =
p
3=2j�xj (2.60)

being able to reduce the core in a lower proportion but zero sequence
uxes are avoided.

- Five legged stacked-core transformers are transformers where there
are three central legs where the windings are located and two more
legs at both sides without windings. These last two legs allow thatP

�winding legs 6= 0. Usually these legs have to be sized 1.5 times the
central legs to make as uniform as possible all reluctances. However,
all legs are usually sized identically. This means that it is possible to
have up to 66% of zero sequence ux component in comparison with the
nominal direct or inverse components. In [155] is concluded that �ve-
legged cores produce higher inrush currents than three-legged cores.
This supposes an improper condition for a black-start requirement in
AC microgrids.
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Figure 2.48: Wrong star winding secondary connection of a triplex
transformer

- Triplex transformers, also known as transformer banks, are constituted
by three single-phase transformers linked by the windings. They con-
stitute a single three-phase unit. When the primary and the secondary
windings are connected, it should be taken into account some consid-
erations:

� Star connection at the primary side. Figure 2.48 shows the pri-
mary windings (U; V;W ) connected constituting a star. There is
no need to take into account any consideration for the primary
side. This is because as it has been considered a free-ux core
the magnetic ux of each core has an independent path without
the need of inferring into the other ones (not true in three legged
stack-core transformers). However, for the secondary windings
(u; v; w) it is important to consider the relative polarity of the
windings in order to avoid unbalanced secondary voltages, as de-
picted in Figure 2.48.

� Delta connection at the primary side. For the case of delta con-
nections, the relative polarity has to be taken into account in
both windings to avoid unbalanced situations. Figure 2.49(a)
and 2.49(b) shows how to consider properly polarities for delta
connection at the primary side.

A triplex transformer results a more expensive option than a three-
legged stacked transformer because the use of material is higher. Fur-
thermore, depending on the rated power, a triplex transformer would
need three tanks for the oil cooling system. In addition, if the core
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Figure 2.49: Delta winding primary connections of a triplex transformer
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losses l are considered as a function of the frequency f , the magnetic
�eld B and the volume V as l = f(f;B; V ), the lower the iron quantity
the lower the losses.

On the other hand triplex transformer present some advantages:

- Totally independent uxes between phases.

- In case of failure, it is easier to replace the damaged unit.

- Although the power density of a three-legged transformer is higher
than in a triplex transformer each single-phase unit is easy to
transport, manipulate and maintain.

Hence, after reviewing the di�erent types of transformers, three legged
stack-core transformers are analysed for a microgrid framework operation
under single-phase and dual-phase load for delta and star connections. These
alternatives are considered to be more standard than other options. Other
type of connections will be referred but not developed. To do it analytically,
the proposed approaches detailed in [149] are considered:

- Inner drops in the winding resistance and the leakage inductance are
neglected, i.e. Rx � 0 and Lxd � 0.

- No losses in the core are considered:

- No Eddy's currents are present,i.e. IFe: � 0

- The magnetic reluctances of the di�erent legs are in�nitely small,
i.e. Rm � 0.

- The magnetic reluctance of the air is in�nitely big, i.e. Rd � 1.

- The transformation relation ratio rt will be equal to 1. N2 is considered
equal to 1 andN1 the needed turns to �x rt = 1. For instance, in case of
a primary star connection, the number of turns N1 is equal to 1 in case
of star secondary connection, equal to 1=

p
3 in case of delta secondary

connection or equal to
p
3=2 in the zig-zag secondary connection.

According with previously exposed considerations, to solve the di�erent
cases will be considered:

- At any electric node
P

i = 0.

- At any magnetic node
P

� = 0.
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- At any magnetic closed ring the sum of all magnetomotrive forces
follows

P
fmm = N1i1m + N2i2m + N1i1n + N2i2n =

P
�Rm � 0,

being i1x or i2x the primary or secondary winding currents of the m
and n core legs, respectively.

- At any electric closed ring the sum of all electromotive forces followsP
emm =

P
iZ � 0.

For all the following analysis the load will be considered as a current
consumption of 1 A in the single-phase load case or 1 A and 2 A for the
dual-phase load case. The connections under study are: Yy, Yyn, YNy,
YNyn, Dy, Dyn, Yd, YNd and Dd. As example, the Yy connection is
developed. Then, only the interesting situations will be detailed.

� Case 1 Yy, shown in Figure 2.50(a). Applying electrical restrictions

iU + iV + iW = 0 (2.61a)

iu = 0 (2.61b)

iv = �iw = 1 (2.61c)

and applying magnetic restrictions

iU + iu � 1� iV = 0 (2.62a)

iU + iu � 1� iW = 0 (2.62b)

Then, solving the above equations, can be deduced that the primary
and secondary currents are

0@ iU
iV
iW

1A =

0@ 0
�1
1

1A ;

0@iu
iv
iw

1A =

0@ 0
1
�1

1A (2.63a)

In this sense, if the primary and secondary currents are added, the
sum per core leg is null. This result implies that no problem is present
even if a single-load is connected to the secondary side.

Figure 2.50(b) shows the case of a dual-phase load. The same previous
analysis can be applied obtaining0@ iU

iV
iW

1A =

0@�13
�2

1A ;

0@iu
iv
iw

1A =

0@ 1
�3
2

1A (2.64a)
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(b) Dual-phase load

Figure 2.50: Yy connection current analysis under di�erent loads

Again, the sum per core leg is null.

� Case 2 Yyn, shown in Figure 2.51. Applying electrical restrictions

iU + iV + iW = 0 (2.65a)

iw = �in = 1 (2.65b)

iu = iv = 0 (2.65c)

and, applying magnetic restrictions

iU + iu � 1� iV = 0 (2.66a)

iU + iu � 1� iW = 0 (2.66b)

Then, solving the above equations, can be deduced that the primary
and secondary currents are

0@ iU
iV
iW

1A =

0@ 0:33
0:33
�0:66

1A ;

0@iu
iv
iw

1A =

0@00
1

1A (2.67a)

In this sense, if the primary and secondary currents are added, the
sum per core leg is not null although the sum per ring is null. This
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Figure 2.51: Yyn connection current analysis under single load

result implies that there are present zero sequence uxes. These uxes
will produce e�ciency drops and a displacement of the neutral point
of the primary side. In other words, the transformer becomes a gener-
ator of homopolar voltages that are translated to the secondary side.
Dual-phase load produces similar results in terms of zero sequence
components.

Any other combination of single-phase or dual-phase load provides wrong
operation results.

Voltage supply with positive, negative and zero sequence

In a microgrid each phase of a three-phase system could be managed in-
dividually. Then, the amplitude and phase of each one could be totally
independent. This supposes that the transformer can be powered by an
unbalanced voltage triplet. In this case, considering the upper-case nomen-
clature as the converter side, the same cases proposed in the previous section
are analysed.

- Case with Yx or Dx. As the imposed voltages to the transformer
are phase-to-phase, non zero sequence voltages are applied according
to Fortescue's decomposition, see Equation A.7 in Apendix A. Then,
non zero sequence uxes are present. This implies currents with only
positive and negative sequences.
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- Case with YNx. As the imposed voltages are phase-to-neutral and the
uxes are described by Faraday's law, detailed by Equation 2.50, the
zero sequence is present in the uxes and the currents. This e�ect is
translated to the secondary side if YNy or YNyn is used. This situation
could be made worse under YNd connection. In this last case as the
secondary side ring voltage must sum zero, assuming that the leakage
resistance is almost null,

euv + ewv + ewu = 0 �! 3N
d�0

dt
' 3Ld

di0
dt

(2.68)

being exy the secondary phase-to-phase voltages, N the turns of the
secondary side, Ld the leakage inductance and i0 the current inside the
delta. So, the zero sequence currents that are closed in the delta of
the secondary side are inversely proportional to the leakage inductance
following

i0 � �0

Ld
(2.69)

As Ld value is usually small, the zero sequence currents are huge.

2.7.7 Non-linear loads

Non-linear loads are present in most of the devices that are used daily. This
type of consumptions implies that the source that supply energy to them
should provide these components to propitiate their correct behaviour.

When harmonic currents of the type n = 3 + 3k j k 2 Z are consumed
by the local loads, they represent homopolar or zero sequence components.
These currents have to be generated by homopolar uxes. This implies that
the transformer needs to be able to handle homopolar components.

Considering, as in the previous cases, star or delta connections, the upper-
case nomenclature as the converter side, the same cases proposed in the
previous section are analysed.

- Case with Yx. To be consistent with Kircho�'s laws, it is non possible
to transmit homopolar currents.

- Case YNx.

� YNy. At the secondary side Kircho�'s laws have to be accom-
plished. Thus, non zero sequence currents will be transmitted.
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Figure 2.52: YNd connection current analysis for zero sequence primary
currents

� YNd. Applying the same analysis done for the example of Fig-
ure 2.50(a) to the scheme presented in Figure 2.52 it is possible
to obtain

0@iuv
ivw
iwu

1A =

0@i0i0
i0

1A ;

0@iu
iv
iw

1A =

0@00
0

1A (2.70a)

Zero sequence currents cannot be transmitted because it remains
circulating at the delta side.

� Case Ynyn. No restriction in terms of capability to transmit zero
sequence currents.

- Case with Dx.

� Case Dy or Dd. To be consistent with Kircho�'s laws, it is not
possible to transmit homopolar currents.

� Case Dyn. Figure 2.53 is now considered. In this case, the line
currents are equal to zero. Although there is a neutral available,
no homopolar current can be transmitted to the star side.
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Figure 2.53: Dyn connection current analysis for zero sequence primary
currents

2.7.8 Other winding connections and con�gurations

There are more options than the di�erent combinations of star and delta
with or without neutral applied to three legged stack-core transformers. It
is possible to use three winding transformers or zig-zag connections.
In case of using three windings, see Figure 2.54, and considering the pre-

vious problematic cases for unbalanced loads, some con�guration as Yyd,
YNyd or Yynd can be proposed. If it is supposed that the delta wind-
ing is opened, taking into account a homopolar component and a leakage
impedance, when Kircho�'s laws are applied

ut = uuv + uvw + uwu = �3N3
d�0

dt
+ 3Rdi0 + 3Ld

di0
dt

(2.71)

being N3 the tertiary turns. If, now, the terminals of the tertiary winding
in the delta are closed

ut = 0 �! 3N3
d�0

dt
= 3Rdi0 + 3Ld

di0
dt

(2.72)

In this sense, according to Lenz's or Faraday's law, the no-load currents i0
will try to go against their source, in this case the homopolar ux. This type
of transformers are more expensive than standard dual winding transformers.
Also, the volume is higher due to it is necessary to widen the window to
allocate the third winding. Another drawback is their weakness to support
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U V W
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Figure 2.54: Yyd connection

short-circuits due to their inherent circulating current inside the tertiary
when homopolar components are present.
On the other hand, a zig-zag connection, as the one depicted in Fig-

ure 2.55, can be taken into account. It is based in a secondary winding
splitted into two parts with half turns each one. It should be considered the
polarities of these two half inductances. One of the terminals sides (same
polarity) are connected to generate a neutral point. Each one of the free
terminal is connected with the same polarity terminal of other phase of the
output side. In this sense, the output line current of any phase also goes
through the winding of another phase. If it is supposed that the ux

�xy = �xd +�xi +�x0 (2.73)

where the subscript x concerns a leg and the subscript y to the dq0 the
direct, inverse and homopolar components of the ux, respectively. If, for
example, uun is computed

uun = uua + ub0n = �N2

2

d�a

dt
+
N2

2

d�v

dt
=

= �N2

2

d(�ad +�ai +�a0)

dt
+
N2

2

d(�vd +�vi +�v0)

dt

(2.74)

Thus, as can be observed in Equation 2.74, the e�ect of the homopolar
uxes will be cancelled.
On the other hand, if delta or star connection is maintained but now on

a triplex con�guration, some of the aforementioned problems can be made
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Figure 2.55: YNz connection
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Figure 2.56: Triplex Yyn connection

worse. For example, in the Yyn con�guration, as depicted in Figure 2.56,
the line input and output currents are

0@ iU
iV
iW

1A =

0@ 0:33
0:33
�0:66

1A ;

0@iu
iv
iw

1A =

0@00
1

1A (2.75a)

At that point, the transformer bank has two units with no load but with
current circulating through its primary side. This current plays the role of
no load current but with higher values implying that the two no load units
can saturate. This behaviour is known as choke e�ect [149]. This e�ect has
similar implications in four or �ve legged with stack or wounded cores.
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Type Single/dual-phase unbalance load Any type of load (1� & 3�) Supply considering seq f+;�; 0g
Yy 3 7 3

Yyn 7 7 7 7 3

YNy 3 7 77

YNyn 3 3 77

Dy 3 7 3

Dyn 3 3 3

Yd 3 7 3

YNd 3 7 77

Dd 3 7 3

Table 2.6: Operation of three-legged stack-core transformers under di�erent
conditions for grid-disconnected operation

Type Supply considering seq f+;�; 0g Capability to inject seq f+;�; 0g
Yy 3 7

Yyn 77 7

YNy 77 7

YNyn 77 3

Dy 3 7

Dyn 77 7

Yd 3 7

YNd 77 7

Dd 3 7

Table 2.7: Operation of three-legged stack-core transformers under di�erent
conditions for grid-connected operation

Conclusions

After analysing various e�ects that can be present in a microgrid, Table 2.6
and 2.7 provides the proper uses in case of D/Y connections for three-legged
stack-core transformers. In the grid-disconnected operation case, upper case
type refers to the converter side, while in grid connected mode to the grid
side. One 7 indicates the option is not possible or compatible with the
proposed type of connection. When 77 is used, this indicates that the option
is possible but it implies improper behaviours of the transformer (mainly due
to homopolar uxes). When 3 is used implies that there is not inconvenience
to use that alternative.
Observing the di�erent scenarios that can be present in any AC microgrid,

if a total controlled 4-Quadrant P/Q VSI wants to be operated considering,
also, harmonic injection, the last column (Capability to inject f+;�; 0g
sequences) determines that a YNyn transformer is required, but not using a
three-leg stack-core transformer.
Depending on the rated power of the �nal device the best option has to

be selected. In this sense, the following is proposed:

- For low power with low zero-sequence currents a four-legged results a
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good alternative. It is the most compact option.

- For medium power with signi�cant zero-sequence currents a �ve-legged
core results a better option because the magnetic paths are more uni-
form than in the previous case and the device is more e�ciency sensi-
tive.

- For the high power case, the construction, transport and maintenance
of a four or �ve legged core could result extremely di�cult and expen-
sive. For this reason, the use of the standard single-phase transformer
constituting a triplex unit could result more attractive. The use of
shell triplex core is not necessary if really high performance is not
searched.

The three winding YNynd option does not allow to transmit the same
zero sequence voltages from the primary to the secondary due to its own
behaviour of cancelling the zero sequence uxes. This alternative is rejected.

If it is desired to use a zig-zag connection, as has been aforementioned,
both sides will require four wires. In this sense, the only two possibilities are
ZNzn or YNzn. The �rst option is really rare. Furthermore, both sides will
need four wires implying that the zig-zag neutral point should be accessible.
This casuistry is even more unusual than the previous one. As the phase
to neutral voltage of a zig-zag connection will not be a�ected by the zero
sequence ux, it is not possible to translate zero sequence voltages from one
side to the other. In the YNzn case, again, the zero sequence voltages from
the primary cannot be generated at the secondary side.

2.8 Summary

Nowadays, most of typical loads are supplied in AC. When microgrids are
considered as a solution for the future energy management, it is important
to understand the di�erent operation modes and parts of AC microgrids.

AC microgrids are not only constituted by its elemental device, i.e. the
Voltage Source Inverter (VSI). The AC microgrid operates under the coexis-
tence of other elements. The main breaker is the gateway between the main
grid and the microgrid. Protective devices and smart switches allows to
recon�gure the grid topology according to di�erent criteria and modify the
neutral scheme according to the operation mode. The management unit(s)
will handle these decisions. A �rst level of protection have to be provided by
the own protections or the VSI. The local loads are connected to a common
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Chapter 2 AC microgrids control and operation

connection point and can be classi�ed according to their criticism level. The
use of industrial communications to exchange data is a remarkable challenge.
The control strategy determines the role of the VSI within the microgrid,

being able to behave as a current source (Grid Supply Inverter), an ideal
voltage source (Grid Constitution Inverter) or a non-ideal voltage source
(Grid Support and Constitution Inverter). As AC microgrids are close to the
end-users they have to behave as distribution lines feeding the consumption
in a four-wire con�guration in grid-disconnected mode. Furthermore, in
grid-connected mode, a four-wire system represents a more exible option
for the DSO-MO to request any positive or negative, active or reactive power
to be exchanged with the utility. Two conventional VSI topologies can be
used; four-wire three-leg with DC-link split-capacitor and four-wire four leg
VSI. Per contra, in the conventional vertical distribution scheme, the end-
users are more shared de�ning more regular consumption pro�les that do
not require a four-wire distribution.
Although a power external control loop controls the operation, the inner

control loops, i.e. voltage and current loops, have to be considered. The
VSI is connected to the utility through coupling �lters. Two options are
widely used: L-type or LCL-type coupling �lters. The use of LCL-type
is followed by a choice of where allocate the control sensors according to
reactive power exchanged, stability or synchronization criteria. Also, the
operation according to di�erent control strategies inuences over the main
loss detection capability.
As the AC microgrid VSI can be considered as a generator, galvanic isola-

tion could be required according to some regulations as is the case of Spain.
Some challenges can be considered independently of the type of connection
chosen for the windings of the transformers, as can be frequency range or
reactive supply capability. Others, like unbalance loads, unbalance voltages
applied at the primary side and the capability to transmit zero sequence
currents are dependent. It has been observed that three-legged stacked-core
does not results into a good solution. Thus, it is possible to use a four-
legged core, a �ve-legged core or a triplex transformer depending on cost,
maintenance, space required and rated power criteria.
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Chapter 3

Inner control loops analysis for AC

systems

3.1 Introduction

In the control theory it is possible to consider two control challenges; tracking
of constant or time-varying references, as has been exposed in Chapter 2.
Depending on the �nal choice, the use of one or another type of controller
can result into a better option.
A huge variety of methods to control a system exists in the literature.

Some example are conventional Proportional-Integral-Derivative controllers
(PID), conventional PID variations such as PI-D o I-PD, two degree of
freedom controllers PI-PD or PID-PD, lead, lag or lead-lag controllers,
state space controllers, robust controllers, adaptive controllers, resonant
controllers, non-linear controllers, fractal controllers as PI�D�, among oth-
ers [156{159].
The regulation of AC currents and voltages has become an important

challenge for VSI from its beginnings. The use of a stationary, a rotating
or a synchronous reference frames can be applied not only to voltages and
currents values but also to the controller. For example, stationary frame PI
regulators are conventionally related with insu�cient magnitude and phase
tracking capability [160].
This chapter introduces these concepts, analysed them in detail and pro-

poses new alternatives. Thus, it is structured as follows:

- Section 3.2. Reference frame challenges. This section introduces some
of the most common topics to consider according to di�erent reference
frame situations.

- Section 3.3. Conventional resonant controller analysis. An exhaustive
analysis of the stability based on the Nyquist trajectory for the con-
trol of resonant controllers is contributed in this part. This analysis
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is conducted for the current and voltage control loops. Also, it is pro-
posed to extend a simple tuning strategy from the current loop to the
voltage loop. The results of this section have been published in [161]
at EPE'15.

- Section 3.4. Novel fractional resonant controller proposal. A new con-
troller based on the PI�D� concept is extended to resonant controllers.
This novel controller is presented with the aim of enhance the be-
haviour at the high frequency region. The outcomes of this section
have been published in [162] at EPE'16.

3.2 Reference frame challenges

It is common to observe in the literature di�erent possible reference frames
when a VSI wants to be controlled:

- The abc stationary reference frame. It refers directly to the natural
reference frame where the electric magnitudes are treated without any
mathematical transformation. This means that control has to face
with a time-varying tracking challenge.

- The �� stationary reference frame. It refers to the natural reference
frame base change when Clarke transform is used, see Appendix A.
This means that the control has to face with a time-varying tracking
challenge. The advantage of this reference is the result obtained under
balanced systems. Under this hypothesis, the system order is reduced
from IR3 to IR2.

- The dqh synchronous reference frame. The abc reference frame is trans-
lated into a synchronous reference frame when Park transform is used.
This last option is widely extended with the aim of apply PI con-
trollers. The abc reference is base changed and rotated at the rated
angular frequency of the main grid, see Appendidx A. This means that
the control has to deal with a constant tracking challenge.

- The rotating reference frame. As for single-phase systems is not possi-
ble to take pro�t directly of Clarke and Park transforms, the rotating
frame is also considered. The natural reference frame is directly ro-
tated.
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3.2 Reference frame challenges

For the following analysis, it is assumed that the minimum control sys-
tem concerns to the inner current loop. It should be reminded that the
inductance behaviour is described in the Laplace's s-domain as

�U(s) = LI(s)s+RI(s) (3.1)

being �U the voltage di�erence between the inductance terminals, L the
self-induction coe�cient, R the equivalent series resistance and I the owing
current.

3.2.1 Synchronous reference frame considerations

The unbalance and harmonic e�ect

When a general three-phase system is considered it is common to �nd that
the phases are not exactly shifted 2�=3 rad. Also, these magnitudes can
present di�erent modules or harmonics contents overlapped on the funda-
mental component. Fortescue's theorem indicates that any system can be
decomposed into three balanced systems; one of positive sequence that ro-
tates with the same sequence of the main grid (+), one of negative sequence
that rotates with the opposite sequence of the main grid (�) and one of zero
sequence that pulses but does not rotate [163]. Then, if Xx represents one
electric magnitude in the abc reference frame, it is possible to obtain8<:

Xa = X0
a +X+

a +X�
a

Xb = X0
b +X+

b +X�
b

Xc = X0
c +X+

c +X�
c

(3.2)

On the other hand, the concatenated Clarke and Park transform, detailed
in Apendix A, is described by

0@xh(t)xd(t)
xq(t)

1A = k

0@ 1 1 1
cos (�) cos

�
� � 2�

3

�
cos
�
� + 2�

3

�
� sin (�) � sin

�
� � 2�

3

� � sin
�
� + 2�

3

�
1A0@xa(t)xb(t)

xc(t)

1A (3.3)

where � is equal to !t and k is a normalization gain to preserve module or
power in electric applications. If the abc magnitudes are described by

xx(t) = Xx cos (n(!t+ 'x)) (3.4)
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where n is nth harmonic component and the subscript x the referenced abc
phase, it can be deduced that

xh(t) = k [Xa cos(n!t+ n'a) +Xb cos(n!t+ n'b) +Xc cos(n!t+ n'c)]

(3.5a)

xd(t) =
k

2
[Xa(cos((1 + n)!t+ n'a) + cos((1� n)!t� n'a))+

+Xb(cos((1 + n)!t+ n'b � 2�

3
) + cos((1� n)!t� n'b � 2�

3
))+

+Xc(cos((1 + n)!t+ n'c +
2�

3
) + cos((1� n)!t� n'c +

2�

3
))

�

(3.5b)

xq(t) =
k

2
[Xa(sin((1 + n)!t+ n'a)� sin((1� n)!t� n'a)+

Xb(sin((1 + n)!t+ n'b � 2�

3
)� sin((1� n)!t� n'b � 2�

3
))+

Xc(sin((1 + n)!t+ n'c +
2�

3
)� sin((1� n)!t� n'c +

2�

3
))

�

(3.5c)

This result allows to deduce that for a synchronous reference frame:

- In an unbalanced system without harmonics, i.e., n = 1, a second order
harmonic component can appear in the dq transformed magnitudes
(this contribution comes from the negative sequence). The homopolar
component can present a component that pulses at the rated angular
frequency !t with null average value (this contribution comes from the
zero sequence).

- Harmonic components, as the one described in Equation 3.4, con-
tributes with:

� (n + 1)f and (1 � n)f hertzs at the direct and quadrature dq
components.
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� nf hertzs at the homopolar h component.

It should be noticed that the harmonic components can be also decom-
posed into Fortescue's components presenting positive (n+), negative
(n�) and zero sequence components (n0), too. This fact permits to
obtain an interesting conclusion when the synchronous reference frame
is used. Di�erent information on a same frequency component n! is
obtained from:

- Zero sequence of the n! component.

- Positive sequence of the (n+ 1)! component.

- Negative sequence of (n� 1)! component.

As an example, if un designs the nth harmonic component of a funda-
mental angular frequency equal to 100� rad/s, u�1 , u

0
2 and u

+
3 are seen

as a 100 Hz component in the synchronous reference frame.

A PI controller can handle, assuming steady state errors, non null fre-
quencies depending on its cut-o� bandwidth (!co). In open-loop, the bode
diagram maintains a static gain

jGsj = 20log(kp) (3.6)

from the cut-o� angular frequency

!co = ki=kp (3.7)

being kp and ki the proportional and integral gains of the controller.

The previous lines pose that to compensate harmonic content or unbal-
ances, ensuring null error in steady state, multiple PI controllers have to be
used. A multi-Park reference frame strategy as cited in [164, 165] follows
this idea.

If the three-phase system only have three wires the homopolar current
is always zero. For the case of voltages, as the only observable voltages
are phase-to-phase values, using the Fortescue's decomposition presented in
Equation 3.2, if a is de�ned as a = e

2�
3
j , all voltages can be referenced to

the ua voltage. Then, it is possible to deduce8<:
Xa = X0

a +X+
a +X�

a

Xb = X0
a + a2X+

a + aX�
a

Xc = X0
a + aX+

a + a2X�
a

(3.8)

Computing phase to phase voltages,
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8<:
Uab = (1� a2)U+

a + (1� a)U�
a

U bc = (a2 � a)U+
a + (a� a2)U�

a

U ca = (a� 1)U+
a + (a2 � 1)U�

a

(3.9)

From the last Equation 3.9 can be observed that the zero sequence voltage
does not appear. Therefore, the system can only be decomposed into a
positive and an negative sequence, reducing the system size. However, the
main drawback of the multi-Park control methodology is that several Park
transforms are required implying the use of several trigonometric functions.
This fact derives in an increase of computational burdens.

The current loop coupling e�ect

In the case of three-wire three-phase systems, the use of Clarke and Park
transforms, detailed in Apendix A, are widely used with the aim of move
from a three-phase abc sinusoidal reference to a dual-phase dq synchronous
reference [133, 166{168]. The current open-loop in the abc reference frame
is described by the introduced Equation 2.6 in Section 2.5. Observing the
voltage di�erence applied to the inductance terminals

d

dt

0
@iu
iv
iw

1
A =

�1
L

2
4
0
@R 0 0
0 R 0
0 0 R

1
A
0
@iu
iv
iw

1
A+

0
@1 0 0
0 1 0
0 0 1

1
A
0
@uu0o � uuo
uv0o � uvo
uw0o � uwo

1
A
3
5 (3.10)

It is possible to express Equation 3.10 as

dI

dt
= AI +Bv + Ee (3.11)

being I the current state space vector, A the state space matrix and B,
E the identity matrix that a�ects the input voltage vector v = uxo and
the disturbance vector e = ux0o, respectively. The subscript x indicates the
considered phase. According to the exposed in the previous chapters, when
v is considered it refers to the inverter side voltage and e to the grid or PCC
voltage, see Figure 2.18.

Applying the Park transform to Equation 3.11

P
d(P�1PI)

dt
= PAP�1PI + PBP�1Pv + PEP�1Pe (3.12)

is deduced that in the Laplace's s-domain�
�Ud
�Uq

�
=

�
Ls+R �!

! Ls+R

��
Id
Iq

�
(3.13)
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a11
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a12

a21

Figure 3.1: Output-input coupling of a three-wire current loop system in the
synchronous reference frame

where �Udq is the di�erence between vdq and edq. Note that Equation 3.13
shows the conventional coupled dq current open-loop matrix. In this sense,
the advantage of translate sinusoidal signals to constant values in steady
state is that the control problem can be faced using conventional PI con-
trollers. These controllers are tuned for a constant reference tracking. How-
ever, the use of Park transforms sets two challenges:

- The electric variables have only to be de�ned by positive sequence
without harmonic components to obtain pure constant dq components.

- The system in dq variables is coupled. Figure 3.1 shows the equivalent
scheme of the current open-loop system presented in Equation 3.13.

Three alternatives can be used in the case of the coupling topic:

- Decouple the system via software. Figure 3.2 shows the typical de-
coupling strategy, as is proposed in [169], where the estimation of the
grid angular frequency (!̂) and the inductance value (L̂) are used.
In [170] another decoupling strategy using integral decoupling factors
is presented.

- Use a multi-variable control law, for example, by means of the state
space formulation�

~_x = A~x+B~u �! Dynamic equation
~y = C~x+D~u �! Static equation

(3.14)
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Figure 3.2: Conventional decoupling strategy (in blue) of a current loop sys-
tem in the synchronous reference frame

whereA is the plant matrix, B is the input matrix, C the output matrix
and D the perturbation matrix. The drawback of this alternative is
the amount of needed operations. Also, the basic state space feedback
matrix is only a linear combination of the state variables

�
~_x = (A�K)~x+B~u �! Dynamic equation
~y = C~x+D~u �! Static equation

(3.15)

being K the feedback state matrix. Furthermore, if the plant matrix
has not pure integrators, to obtain null errors in steady state it is
also necessary to add new states that corresponds to the integral of
the output variables that wants to be controlled. The new state-space
formulation is

8>><>>:
�
~_xi
~_x

�
=

�
0 C
0 A

� �
~xi
~x

�
+

�
D
B

�
~u

~y =
�
0 C

� � ~xi
~x

�
+D~u

(3.16)

where

~xi =

Z t

0
~yi dt: (3.17)

A new feedback state matrix has also to be expanded adding Ki. In
this sense, the derived control law results into:
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~u = � � Ki Kr

� � ~xi
~x

�
(3.18)

- Analyse the strength of the coupling using, for example, the Rela-
tive Gain Array (RGA) [156, 171] method. It is also known as Bristol
method. When the coupling is weak it can be controlled each compo-
nent independently, as is proposed in [172].

The inputs of the system uPCCd and uPCCq are considered null. This
assumption is possible because a feedforward in the inner controller is
considered and the synchronization of the VSI with the grid is assumed.
For the calculations of the RGA matrix, it is interesting that the sys-
tem presents the structure of interaction that is shown in Figure 3.3,
where Gxx and Gxy are the direct and coupling transfer functions, re-
spectively. The system to control has an output-input coupling instead
of the desired input-output coupling. Thus, considering the relations
from Figure 3.1, y1 and y2 can be obtained as

y1 = (m1 + y2 a21) a11 = (m1 + ((m2 � y1a12)a22)a21)a11 (3.19a)

y2 = (m2 � y1 a12) a22 = (m2 � ((m1 + y2a21)a11)a12)a22 (3.19b)

and, rearranging terms,

y1(1 +

8i;jY
[aij ]) = m1 a11 +m2 a21 a11 a22 (3.20a)

y2(1 +

8i;jY
[aij ]) = m2 a22 �m1 a12 a11 a22 (3.20b)

So, according to Figure 3.3, the Gxx and Gxy transfer functions are

G11 = G22 =
a11

(1 +
Q8i;j [aij ])

(3.21a)

G12 = �G21 =
a11a22a12

(1 +
Q8i;j [aij ])

(3.21b)

For the RGA method it is necessary to follow four steps:
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+
y1G11
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G21

G22
y2m2

m1

+

Figure 3.3: Desired input/output coupling scheme for RGA application

- Determination of the relative gain matrix of Bristol. Once the
four required transfer functions are obtained (G11-G12-G21-G22),
it is necessary to proceed making the calculations of static gains
using the �nal value theorem. It has to be computed considering
the input as a unit step.

K11 = K22 = lim
s!0

sG11
1

s
= lim

s!0
s

Ls+R

(Ls+R)2 + !L)2
1

s
(3.22a)

K12 = �K21 = lim
s!0

sG12
1

s
= lim

s!0
s

!L

(Ls+R)2 + !L)2
1

s
(3.22b)

The static gain matrix and its transpose inverse are de�ned as

K =

�
K11 K12

K21 K22

�
(3.23a)

K�t =
1

K11K22 �K12K21

�
K22 �K12

�K21 K11

�
(3.23b)

Therefore, the � RGA is de�ned as the Hadammard product of
KxK�t.

- Choose the best coupling between inputs and outputs. Summaris-
ing all the possibilities, if the component �ij of � is close to
one, input-i controls independently output-j. If the value is close
to zero practically there is no interaction between input-i and
output-j.

- Check if the pairing is quite signi�cant. Proceed with independent
tuning of the controller if all previous steps are valid. If not, a
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classical decoupling strategy or multi-variable control has to be
applied.

As an example, if a coupling inductance of 1 mH and an equivalent
series resistance of 1 
 is considered, the RGA matrix obtained is

� =

�
�11 �12
�21 �22

�
=

� K11K22
K11K22�K12K21

1� �11
1� �11 �11

�
= (3.24a)

=

�
0:9102 0:0898
0:0898 0:9102

�
(3.24b)

implying that direct components (ud � id and uq � iq) are strongly
correlated while coupling terms shows weakly interactions (uq� id and
ud � iq).

Single-phase systems

The control of single phase inverters using a synchronous reference frame
results more complex than in the three-phase case. Clarke and Park trans-
forms cannot be applied directly to single-phase systems. By using the
Clarke transform can be deduced that the � component is totally decoupled
of the � component.
As in a single-phase system there is only one voltage and one current,

there is a common idea behind all synchronous reference frame strategies.
It consists on the generation of a second virtual reference lagged �=2 rad
in respect of the real magnitude. In [173] a brief review on conventional
methods based on the delay of a quarter of the period using a �xed bu�er
applied on the current is done. The use of mathematical expressions that
generates a signal delayed �=2 rad is also common in Phase Locked Loop
(PLL) algorithms for single-phase systems. They o�er faster convergence
results than when a bu�er alternative is chosen, as can be observed in [124,
174].

The rotating reference frame

A rotating frame can be achieved multiplying the di�erential order equation
of an inductance, see Equation 2.13, by the term e�j!t. Then, if the Laplace
transform is applied

�U(s) = (L(s+ j!) +R)I(s) (3.25)
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Note that this results is equivalent to the one obtained when dynamic
phasors are considered. In [175] a comparative study of three controller
types is conducted. In [175] is considered as:

- Mutiple Rotating Integrators (MRI). The controller transfer function
with respect to harmonic k is

HkMRI
=
kpks+ kik

s
(3.26)

- Stationary frame Second Order Generalized Integrators (SGI or SOGI).
The controller transfer function with respect to harmonic k is obtained
applying a rotation of e�jk!t on Equation 3.26, deriving into

HPIkSGI = HPIkSGI+ +HPIkSGI� = 2kpk +
2kiks

s2 + (k!)2
(3.27)

whereHPIkSGI+ orHPIkSGI� indicates the sense of the applied rotation.

- Vector Proportional Integral controller (VPI). The controller is de-
signed using the pole-zero cancellation technique. As Equation 3.25
presents a complex pole it can be considered a controller with a com-
plex transfer function. The VPI controller is achieved applying e�jk!t

to the integrator term

HPIkVPI = HPIkVPI+ +HPIkVPI� = 2
kpks

2 + kiks

s2 + (k!)2
(3.28)

The aforementioned controllers can be also applied to three-phase systems.

3.2.2 The reference frame of the controller

An interesting perspective results from the analysis of di�erent reference
frame controllers over di�erent reference frames [160,176].

Synchronous frame PI to stationary �� reference frame

Considering a PI controller and a synchronous reference frame, the close-
loop transfer function of a three-wire three-phase system, see Figure 3.4,
system can be expressed as

�
x�(t)
x�(t)

��
=

�
cos(!t) �sin(!t)
sin(!t) cos(!t)

��
[Gctrl(t)] �

�
cos(!t) sin(!t)
�sin(!t) cos(!t)

��
e�(t)
e�(t)

��
(3.29)
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Figure 3.4: Current close-loop scheme under synchronous frame PI controller
in the synchronous dq reference frame

Note that the real and complex convolution relationship between the time-
domain and the s-domain have been applied. It should be reminded that
a product in the s-domain becomes a convolution in the time-domain and
viceversa. In this case, x� is the error set-point, ex is the error and [Gctrl(t)]
represents the controller matrix that follows

[Gctrl(s)] =

 
kps+ki

s 0

0
kps+ki

s

!
(3.30)

If the x� component of Equation 3.29 is developed

x��(t) = fGctrl(t) � (e�cos(!t) + e�sin(!t))g cos(!t)+
+ fGctrl(t) � (e�cos(!t)� e�sin(!t))g sin(!t)

(3.31)

and the x� component is calculated

x��(t) = fGctrl(t) � (e�cos(!t) + e�sin(!t))g sin(!t)+
+ fGctrl(t) � (�e�cos(!t) + e�sin(!t))g cos(!t)

(3.32)

Now, the Laplace's transform is applied to the term multiplied by cos(!t)
in Equation 3.31 obtaining

X�
�(s) = Gctrl(s)Lfe�cos(!t) + e�sin(!t)g � s

s2 + !2 (3.33)
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Using the Euler's formula

cos(!t) =
ej!t + e�j!t

2
(3.34a)

sin(!t) =
ej!t + e�j!t

2j
(3.34b)

into Equation 3.33 follows

X�
�(s) =

1

4
[Gctrl(s+ j!) (E�(s+ 2j!) + E�(s) + jE�(s+ 2j!)� jE�(s))+

+ Gctrl(s� j!) (E�(s� 2j!) + E�(s)� jE�(s� 2j!) + jE�(s))]

(3.35)

When the other three terms of Equation 3.31 to 3.32 are computed and
rearranging terms

�
x�(t)
x�(t)

��
=

 
kp +

kis
s2+!2

� ki!
s2+!2

ki!
s2+!2

kp +
kis

s2+!2

!�
e�(t)
e�(t)

�
(3.36)

It can be seen that a synchronous frame PI controller presents cross-
coupled elements in the stationary reference frame.

Synchronous frame PI to stationary abc reference frame

De�ning a non normalized Clarke transform restricted to the �� components
by

T = k

�
1 �1=2
0

p
3=2

�
(3.37)

if T�1 is applied to Equation 3.36

T�1
�
x�(t)
x�(t)

��
= T�1

 
kp +

kis
s2+!2

� ki!
s2+!2

ki!
s2+!2

kp +
kis

s2+!2

!
TT�1

�
e�(t)
e�(t)

�
(3.38)

then�
xa(t)
xb(t)

��
=

0@p
3ki!+3kp!2+3kps2+3kis

3(!2+s2)
2
p
3ki!

3(!2+s2)

2
p
3ki!

3(!2+s2)
�p3ki!+3kp!2+3kps2+3kis

3(!2+s2)

1A (3.39)
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3.2 Reference frame challenges

Stationary frame PI in the synchronous reference frame

In case that Equation 3.30 refers to the stationary abc or �� frame, the
controller matrix is called stationary frame PI matrix. As it is diagonal, the
application of a linear base change, as the one presented in Equation 3.37,
does not a�ect to its expression. On the other hand, when the stationary
matrix controller is translated to the synchronous reference frame, a simi-
lar analysis as the one conducted in Equation 3.29 to 3.33 can be applied,
concluding that

�
xd(t)
xq(t)

��
=

 
kp +

kis
s2+!2

ki!
s2+!2

� ki!
s2+!2

kp +
kis

s2+!2

!�
ed(t)
eq(t)

�
(3.40)

Rotation frame controller in the synchronous reference frame

Now, the controller matrix is based on a resonant or rotation frame. If
the conventional PI expression in Equation 3.30 is substituted by the SOGI
controller expression, see Equation 3.27, then

[Gctrl(s)] =

 
kp +

2kis
s2+!2

0

0 kp +
2kis
s2+!2

!
(3.41)

Again, a similar analysis as the one conducted in Equation 3.29 to 3.33
can be applied, concluding that

�
xd(t)
xq(t)

��
=

 
kp +

ki
s + kis

s2+4!2
� 2ki!
s2+4!2

2ki!
s2+4!2

kp +
ki
s + kis

s2+4!2

!�
ed(t)
eq(t)

�
(3.42)

Controller frame comparison in the synchronous reference frame

In [160] a comparison by means of the �nal value theorem is done applied
to the close-loop matrix transfer function [CL(s)], too. The [CL(s)] has to
be computed by the negative feedback expression obtained according to the
corresponding term of the matrix controller and Equation 3.1.

The comparison is calculated for the three aforementioned controller frames
under the synchronous reference frame. If the lims!0 s [CL(s)] is computed
for the stationary frame PI in the synchronous reference frame, considering
an unitary step input set-point, then
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lim
s!0

[CL(s)] =

0@ (Rkp+k2p�ki)!2+k2i
!4+(R2+2Rkp+k2p�2ki)!2+k2i

!(kp!2+Rki)

!4+(R2+2Rkp+k2p+2ki)!2+k2i
�!(kp!2+Rki)

!4+(R2+2Rkp+k2p+2ki)!2+k2i

(Rkp+k2p�ki)!2+k2i
!4+(R2+2Rkp+k2p�2ki)!2+k2i

1A
(3.43)

For the synchronous frame PI and the resonant frame controller, the
steady state error is

lim
s!0

[CL(s)] =

�
1 0
0 1

�
(3.44)

This results shows that the synchronous frame PI obtains proper results,
being able to track the set-point with null gain steady state error. However,
a coupled gain error matrix is achieved when a stationary frame PI is trans-
lated to the synchronous reference frame. To solve this issue, the rotation
frame controller achieves same results of null gain error in steady state.

3.3 Conventional resonant controller analysis

3.3.1 Introduction

As has been mentioned, tracking a sinusoidal reference signal with zero
steady state error is a crucial aspect in single-phase or three-phase VSI.
Current regulation in Voltage-Source Converters (VSC) is present in many
applications such as AC motor drives, parallel active �lters, wind turbines,
static synchronous compensator and photovoltaic systems [177]. On the
other hand, some of the most remarkable applications that require voltage
regulation are uninterruptible power supplies, series active �lters and micro-
grid inverters [178].
In the case of AC microgrid VSI, as has been cited in Chapter 2, the

electrical distribution is usually done in a four-wire con�guration. This
fact implies that the system can be treated as three independent single
phase subsystems. As has been presented in Equation 3.27, a rotation frame
controller can be used. Then, the controller matrix becomes

[Gctrl(s)] =

0B@kp +
2kis
s2+!2

0 0

0 kp +
2kis
s2+!2

0

0 0 kp +
2kis
s2+!2

1CA (3.45)

This type of controller is also called Proportional-Resonant controller
(PR) [179{181]. Taking into account the feature of compensating for both
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Figure 3.5: Block diagrams of resonant controllers

positive and negative sequence components simultaneously, PR technique is
perfectly able to deal with unbalanced three-phase systems [180,182].

3.3.2 Fundamentals of the PR controller in continuous time

The transfer function of a PR controller, Figure 3.5(a), contains two poles
located at �j!0, see Figure 3.6, where !0 is the desired frequency to control.
On Figures 3.7 and 3.8 can be observed the behaviour of the frequency for

a PR controller varying the kp and ki factors. The parameter kp gives gain
at all frequencies providing a \tail-up" behaviour altering the phase. The
parameter ki gives gain, shifting up the gain diagram without any e�ect on
the phase when kp is null.

A little modi�cation consist of including a gain of !0 at the numerator [43],
and it is useful for quadrature signal generation [183], see Figure 3.5(b).
Hereinafter, the PR transfer function will be in accordance with this last
concept.

Considering more than one frequency to control, i.e. Harmonic Compen-
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s-plane

Stable region

Controller poles

ω0

-ω0

Continuous time 

Figure 3.6: Continuous time SOGI pole location in the s-domain

(a) Gain diagram (b) Phase diagram

Figure 3.7: Open-loop PR controller bode diagram under di�erent kp main-
taining ki = 10
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(a) Gain diagram (b) Phase diagram

Figure 3.8: Open-loop PR controller bode diagram under di�erent ki main-
taining kp = 0

sation, the transfer function of a PR-HC controller derives into

GPR�HC(s) = kP + kI
s!0

s2 + !2
0

+
nX

k=2

kIk
h

s!k
s2 + !2

k

(3.46)

with kP , kI and kIk being the proportional and the integral gains of each
resonant term, respectively, and h the harmonic component of the funda-
mental frequency !0. Figure 3.5(c) shows an scheme in a block diagram of a
PR-HC. The kIk factor is divided by k in order to compensate the additional
gain provided by !k and, thus, all integral gains are homogeneously scaled.
A sequence-decoupled resonant controllers was proposed in [184], in which

the gains for positive and negative sequences are adjusted individually. To
do so, a multi-state variable structure is constructed.
An alternative to the standard PR controller becomes the previously men-

tioned vector proportional integral (VPI) controllers [185], see Equation 3.28.
Another alternative is to apply a delay compensation to the PR controller.

For large values of !0, the delay caused by the sampling time and the mod-
ulation can a�ect the system performance and the stability, too. For this
reason, using a rotational transformation in the standard PR transfer func-
tion of a phase lead �k allows to compensate possible delays [186] using

HPIdkV PI� = kpk +
kik

s� jk!
e��k (3.47)
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Figure 3.9: Ideal mapping of resonant poles from s to z domain

then,

Gd
PR(s) = HPIdkV PI+ +HPIdkV PI� = kP + kI

s cos(�k)� !0 sin(�k)

s2 + k2!2
0

(3.48)

The discrete implementation

Several options are available to discretize the PR transfer function, which is
specially sensitive to this process because of the obtained in�nite gain and
the narrow band [187]. Continuous time poles are expected to be mapped in
the unity circle of the z-plane, as is shown in Figure 3.9. Thus, the in�nity
gain will be preserved. Moreover, as it is deeply detailed in [177], some
discrete techniques map the poles either inside or outside the unity circle,
whereas others lead to a deviation of the resonant peak that worsens as h!0
increases. In general, it can be stated that for low frequencies (50/60 Hz)
and even for low order harmonics, any continuous to discrete technique o�ers
satisfactory results. However, they should not be used for applications in
which higher frequencies have to be tracked [187].
The di�erent digital implementations of resonant controllers are obtained

either discretizing the continuous transfer function directly or discretizing
each integrator separately, which lead to several combinations. Best alterna-
tives regarding performance and, in essence, �delity to continuous time, are
tustin with prewarping and triangle-equivalent hold methods [177]. Then,
the implementation of such controllers can be carried out in two ways:

� Considering the double-integrator scheme. In this manner, each inte-
grator is discretized separately and intermediate saturations or anti-
windup methods can be applied.

� Considering the �lter form, i.e. di�erence equations. In this case,
several implementations are available: direct form I, direct form II
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and the transposed forms of previous both. In general, quanti�cation
errors a�ect signi�cantly all these methods, and �lters of a higher
order than two should be implemented in cascaded forms to avoid
this e�ect [188]. The main di�erence between them is the number of
necessary memory positions and mathematical operations. The direct
form II takes advantage in regard to this. However, it is not suitable for
resonant �lters because internal calculations are more susceptible to
produce overows. An alternative for low cost �xed-point digital signal
processor is called delta (�) operator. It has proven to outperform the
standard z-based �lter due to its less sensibility to the coe�cients
rounding errors, even at very low representation precision [189,190].

3.3.3 Stability analysis in continuous time

As a microgrid VSI has to operate in grid-connected mode and, also, in
grid-disconnected mode, the system under study is a VSI with an LCL-type
coupling �lter. In this section, the system is described in the continuous
time domain and the stability areas using PR controllers for each of the
inner control loops of a VSI are identi�ed, i.e. for the voltage and current
loops. Nyquist diagrams supports the analysis. From now on, subscripts i
and u mean current or voltage loop, respectively.

The double closed-loop control block diagram is depicted in Figure 3.10.
An inner current loop allows to control the current through the the output
inductance L1. A feedforward structure is assumed to compensate the uC
voltage disturbance. Regarding the voltage loop, the magnitude to be con-
trolled is the voltage of the capacitor uC . In this case, the disturbance is
the output current iL2, and a feedforward structure is used as well. The
Pulse-Width Modulator (PWM) block used for modulation can be consid-
ered as a gain K. A computational delay could also be considered and it
can be modelled as one sampling period delay in the direct control chain.
For simplicity the delay is considered null and the gain K is set to one. The
delay will be considered in the discrete time analysis.

Next sections analyses the stability in the continuous time domain for the
inner control loops under resonant controllers. The study is conducted by
means of Nyquist characteristic frequencies analysis; when ! is null, when
! equals to !0 and when ! tends to in�nite.
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iL1

Inner current loop
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(a) Inner current control loop
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current loop
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(b) Inner voltage control loop cascaded with the inner current control
loop

Figure 3.10: Continuous time double close-loop block diagram control sys-
tem, with feedback (red) and feedforward (blue) signals
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Current loop analysis

For the current loop case, the plant transfer function for an inductance is
de�ned by

Gpl;i(s) =
I(s)

�U(s)
=

1

Ls+R
(3.49)

and the open loop transfer function, considering only a fundamental !0
component, for the PR controller presented in Equation 3.46, is

OLi(s) =
kPi(s

2 + !2
0) + kIi!0s

(s2 + !2
0)(Ls+R)

(3.50)

The signi�cant frequency values of the Nyquist plot are:

� ! = 0 (Start point). <(OLi(j!)) = kPi
R and =(OLi(j!)) = 0.

� ! = !0 (Resonance). When the limits to !0 are computed

{ lim!!!�0
f<(OLi(j!))g = �1

{ lim!!!�0
f=(OLi(j!))g = �1

An asymptote with R
L!0

slope is followed. An in�nite clockwise en-
circlement takes place at this frequency because of the � phase lag
inherent to the resonant term.

� ! �! +1 (End point). When the limits to +1 are computed

{ lim!!+1f<(OLi(j!))g = 0

{ lim!!+1f=(OLi(j!))g = 0

describing a slope that tends to
kPiL

kIiL!0�kPiR
! (the sign of this slope will

depend on the denominator). If an asymptotic analysis of the phase is
done, the numerator contributes with +� rad, the resonant pole with
-� rad and the plant with -�=2 rad. Therefore, the �nal phase tends
to ��=2 rad.

Taking into account these frequencies and that the possible values of !

that make =(OLi(!)) = 0 are f0;�
p
LkPi!0(LkPi!0�RkIi )

LkPi
g, if the positive

root is substituted in <(OLi(!)) it can be pointed out that the solution is
kPi
R , which is always a positive value. It can be deduced that in continuous
time, if kPi > 0 and kIi > 0, the system is always stable because Z = N+P =
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0 (Nyquist criterion), being P the number of poles with positive real part
and N the number of counter-clockwise encirclements around (�1 + j0) (in
this case, P = 0 and N = 0).
If a PR-HC controller is considered, the results can be extended: the

asymptote for a harmonic component k has a slope of R
L!h

and will take

place at 'h = tan�1( R
L!h

)� �
2 .

Figure 3.11 shows Nyquist diagrams considering L = 250�H, R = 0:05 
,

!0 = 100� rad/s, kPi = 1:5, kIi = 0:01 and kI3 =
kIi
3 . Figure 3.11(a)

shows that the slope is inversely proportional to !0. Figure 3.11(b) presents
how the starting point is displaced to the right side of the real axis, being
proportional to the new kPi gain and making the Nyquist trajectory wider
maintaining the slope values. Finally, Figure 3.11(c) shows how kIi widens
the trajectory at each h!0 but maintains the slope values, too. In conclusion,
the stability of the current loop in continuous time is not compromised by
!0, kPi or kIi .
If the plant parameters are modi�ed, it can be seen in Figure 3.11(d) that

L a�ects the angle and the slope of the resonance but it does not a�ect the
main trajectory. Finally, Figure 3.11(e) shows that R has a bigger e�ect on
the diagram, changing both the asymptotes and the start point.

Voltage loop analysis

For simplicity, the inner current loop (Figure 3.10) is substituted by a unity
gain block. This allows to simplify the tuning procedure of the outer voltage
loop. This assumption is consistent if the rules of nested loops are respected
(the most external loop has to be slower presenting a narrow bandwidth).
In this case, the passive element considered for control purposes is an AC
capacitor C and its equivalent series resistance RC :

Gpl;u(s) =
1

Cs
+RC (3.51)

The open loop transfer function using Equation 3.46, Equation 3.51 and
considering only the fundamental !0 component is

OLu(s) =
(kPu(s

2 + !2
0) + kIu!0s)(RCCs+ 1)

(s2 + !2
0)Cs

(3.52)

The frequency values of interest in the Nyquist plot are:

� ! = 0 (Start point). In this case, the capacitor acts as a pure integra-

tor. Analysing the limits to 0, lim!!0f<(OLu(j!))g = (CRCkPu!
2
0+kIu )

C!20
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(a) !0 and 4!0 (b) kP and 3kP

(c) kI and 10kI

(d) L and 10L (e) R and 4R

Figure 3.11: Nyquist plots of OLi(s) with the base parameter (solid gray)
and the modi�ed parameter (dashed black).
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and lim!!0f=(OLu(j!))g = �1.

� ! = !0 (Resonance). When the limits to !0 are computed

{ lim!!!�0
f<(OLu(j!))g = �1

{ lim!!!�0
f=(OLu(j!))g = �1

describing an asymptote with a slope of CRC!0. The asymptote is
horizontal for an ideal capacitor.

� ! �! +1 (End point). When the limits to +1 are computed

{ lim!!+1f<(OLu(j!))g = RCkPu

{ lim!!+1f=(OLu(j!))g = 0

If kPu > 0 and RC � 0, the end point of the Nyquist diagram is always
located at the right side of the s-plane. Doing an asymptotic analysis
of Equation 3.52, it can be seen that the �nal phase tends to 0 rad.

As in the current loop case, taking into account these frequencies and
considering that the possible ! values that satisfy =(OLu(!)) = 0 are

f�!0
p

(CRCkIu!0+kPu )kPu
CRCkIu!0+kPu

g, if the positive root is substituted in <(OLu(!))
it can be seen that the solution is

C2R2CkPu!
2
0+CRCkIu!0+kPu
C2RC!

2
0

, being always

a positive value. Thus, for kPu > 0 and kIu > 0, the system is stable
for any !0. These results can be extended to the PR-HC system, where
each harmonic component k has a slope of RC!h and will take place at
'k = tan�1(RC!k)� �

2 .
In the same way than in the current loop case, Figure 3.12 shows Nyquist

diagrams considering C = 350 �F, RC = 0:1 
, !0 = 100� rad/s, kPu = 1:5,

kIu = 0:01 and kIu3 =
kIu
3 . Figures 3.12(a)-3.12(c) show the relation between

the Nyquist plot and !0, kPu and kIu , respectively. The stability of the
system in continuous time is not compromised by these values. Changing
the plant parameters, it can be seen in Figure 3.12(d) that the bigger C
value, the bigger the slope and the smaller the asymptotic angle over the
real axis. Finally, Figure 3.12(e) shows that the bigger RC , the higher the
slope and the displacement of the trajectory to the right.
If the direct chain is computed without neglecting the inner loop

OL0u(s) =
(kPu (s

2 + !20) + kIu!0s)(kPis
2 + kPi!

2
0 + kIi!0s)(CRCs+ 1)

(s2 + !20)(Ls
3 + (R+ kPi )s

2 + (L!20 + kIi!0)s+R!20 + kPi!
2
0)Cs

(3.53)

Superscript (0) indicates that the transfer function considers both loops. The
three relevant frequencies are analysed as in the previous cases:
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(a) !0 and 4!0 (b) kPv and 3kPu

(c) kI and 10kI (d) C and 10C

(e) RC and 10RC

Figure 3.12: Nyquist plots of OLu(s) with the base parameter (solid gray)
and the modi�ed parameter (dashed black).
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� ! = 0 (Start point). Analysing the limit to 0

{ lim!!0f<(OL0u(j!))g =
=

RCCRkPikPu!0+CRCk
2
Pi
kPu!0�LkPikPu!0+RkIikPv+RkIukPi+kIuk2Pi
!0C(R2+2RkPi+k

2
Pi
)

{ lim!!0f=(OL0u(j!))g = �1
� ! = !0 (Resonance). When the limits to !0 are computed

{ lim!!!�0
f<(OL0u(j!))g = �1

{ lim!!!�0
f=(OL0u(j!))g = �1

An asymptote that is described by CRC!0 is followed. It is important
to remark that if an ideal capacitor is considered, the asymptote is
horizontal.

� ! �! +1 (End point). When the limits to !0 are computed

{ lim!!+1f<(OL0u(j!))g = 0

{ lim!!+1f=(OL0u(j!))g = 0

If an asymptotic analysis is done as in the previous cases, see Equa-
tion 3.53, the �nal phase tends to ��=2 rad.

In this case, the stability cannot be guaranteed analytically as in the
previous two cases. It will depend on the inner loop. Thus, the maximum
resonant frequency h!0 is limited. Because of the complexity of the resultant
equations and the large amount of parameters, a possible method to prove
this fact is with a practical case. In Figure 3.13, a comparison between
OLu(s) and OL0u(s) is presented. The bandwidth of the inner loop must be
higher than the outer loop, so that a faster inner dynamic will be ensured.
As kP determines the bandwidth of the system, a reduction of the inner
loop bandwidth (for a �xed outer loop bandwidth) may lead to an unstable
system. In this example, for kPi = 1:0, see Figure 3.13(a), the system
is unstable, whereas for kPi = 2:5 and kPi = 5:0, observe Figures 3.13(b)-
3.13(c), the system becomes stable. In these examples, k = 13, kPu = 0:5 and
kIu = 1:0. The plant parameters are set equal as the base values previously
used. Moreover, kI values are also important. In Figures 3.13(c)-3.13(d),
the di�erence between kIi = 1 and kIi = 5 is shown. It can be seen that the
e�ect of the inner loop is lower if kIi increases in relation with kIu . When kPi
and kIi tend to high values, OL0u(s) is close to OLu(s). A higher resonant
frequency without compromising the stability could be achieved in this last
case.
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(a) kPi = 1:0, kIi = 1:0 (b) kPi = 2:5, kIi = 1:0

(c) kPi = 5:0, kIi = 1:0 (d) kPi = 5:0, kIi = 5:0

Figure 3.13: Nyquist plots of OLu(s) and OL0u(s) to demonstrate the e�ect
of the inner loop.
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Figure 3.14: Discrete time double close-loop block diagram control system,
with feedback (red) and feedforward (blue) signals

3.3.4 Stability analysis of the discrete time system

Results obtained in Section 3.3.3 cannot be directly extended to discrete
time. In this case, Figure 3.14 represents the considered system for the
discrete time analysis.

In discrete time domain, equation z = esTs is satis�ed. However, if this
relation is used to analyse the system in the frequency domain, obtained
expressions become complex. To avoid the use of exponential terms, the
bilinear transformation z = 2+Tsw

2�Tsw is applied. To discuss in the frequency
domain, relation w = j!w must be used. The relation between !w and ! is
described by !w = 2

Ts
tan

�
!Ts
2

�
. Thus, the interval [0; !s2 ] in the z-domain

becomes [0;1] in the w-domain. When low frequencies are considered (in
relation with the sampling frequency), !w ' ! is satis�ed [157].

As in the continuous time analysis of Section 3.3.3, three relevant frequen-
cies are used to study the stability of the system by means of the Nyquist
diagram for the discrete time case.
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Current loop analysis

Discretizing the current controller of Equation 3.46 with the Triangular
Equivalent Hold (TEH) method, applying Zero-Order-Hold (ZOH) to Equa-
tion 3.49 and neglecting the delay of one sampling period (otherwise, an extra
z multiplies the denominator), the open loop transfer function becomes

OLi(z) =
(K1z

2 � kPifz + kPiz
2 �K1 + kPi)K2

(z2 � fz + 1)(z � b)
(3.54)

The parameters are grouped asK1 = kIid, f = 2 cos(a),K2 = kc, c = 1�b,
b = e�RTs=L, d = 1�cos(a)

a , k = 1
R and a = h!0.

� !w = 0 (Start point). <(OLi(j!w)) = kPi
R and =(OLi(j!w)) = 0. The

starting point will be located always at the right half-plane of the polar
diagram.

� !w = !0 (Resonance). When the limits to !0 are computed

{ lim!w!!�0
f<(OLi(j!w))g =1

{ lim!w!!�0
f=(OLi(j!w))g =1

The sign will depend on the slope, which in turn depends on all pa-
rameters. Qualitatively, for low k!0 values the slope will be positive,
whereas for high values will be negative.

� !w �! +1 (End point). When the limits to +1 are computed

{ lim!w!+1f<(OLi(j!w))g = kPi (e
RTs
L �1)

R(e
RTs
L +1)

{ lim!w!+1f=(OLi(j!w))g = 0

The �rst limit for the stability depends on the end point of the Nyquist
trajectory. For a given plant and a given Ts, this limit is determined by

kPmax = R(1 + e
RTs
L )(e

RTs
L � 1)�1 (3.55)

A higher value of kPi will make the system unstable, whereas for lower
values the stability will depend on the resonant frequency and, also, on
kIi . Figure 3.15 shows the conceptual possible trajectories of the Nyquist
diagram for the current loop. It can be deduced that stability and stability
margins depend on the sign of the slope and on the existence and position of
points with null imaginary part, too. If the slope is positive, it is necessary
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Figure 3.15: Conceptual possible trajectories of the Nyquist diagram for the
current loop.

to guarantee the non-existence of a point with null imaginary part. On the
other hand, if it exists, it has to be located on the right side of (�1 + 0j).
For a negative slope, the situation is the opposite: it is always necessary the
existence of a point with null imaginary part and it has to be located on the
left side of (�1 + 0j).

The e�ect of z�1 is depicted in Figure 3.16. The considered parameters
are L = 250 �H, R = 0:05 
, !0 = 100� rad/s, kPi = 1:0 and di�erent
kIi : 0.1 and 1.0. It can be seen that the stability margins are reduced
if the delay is included into the model. If the asymptote is far enough
from the end point of the Nyquist trajectory, i.e. it does not distort too
much this part of the diagram, the new k0Pmax

gain is limited to half. This
is the limit that determines the stability of the system, see Figure 3.16(a).
However, if the asymptote is close to the ending part of the diagram, observe
Figure 3.16(b), this maximum value is not a su�cient condition to ensure
the stability and the critical point can be encircled due to the position of
the asymptote. Finally, Figure 3.16(c) shows that high kIi gain values can
also lead to instability.

Considering the parameters L, R and Ts, the maximum h!0 that main-
tains the system within stable conditions for di�erent kPi-kIi values can be
computed numerically. Three-dimensional representations are shown in Fig-
ure 3.17 representing di�erent stability threshold surfaces. It can be seen
that the highest values of kmax are obtained with high kPi and low kIi . Nev-
ertheless, using a kPi value very close to kPmax should be avoided because
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(a) h = 5, kIi = 0:1 (b) h = 15, kIi = 0:1

(c) h = 9, kIi = 1:0

Figure 3.16: Nyquist diagrams of OLi(z) with (red) or without (blue) one
sampling period delay.
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the stability margins would be low and this could lead to an unstable sit-
uation [177]. The kPi interval and kmax are proportional to the sampling
frequency. Figures 3.17(a)-3.17(b) depict this behaviour. When computa-
tional delay is considered, see Figure 3.17(c), the shape of the surface changes
slightly but kPmax remains equal, as can be compared with Figure 3.17(b).

Voltage loop analysis

Now, the voltage loop for the discrete case study is considered. As a �rst
approach, the current loop is simpli�ed as an unity gain. The controller
is discretized using TEH. The plant is discretized applying ZOH method
because it is more restrictive in terms of stability than First-Order-Hold
(FOH). The open loop transfer functions results in

OLu(z) =
(K1uz

2 � kPufz + kPuz
2 �K1u + kPu)(Ts + CRCz � CRC)

(z2 � fz + 1)(z � 1)C
(3.56)

In this case, the parameters are grouped as K1u = kIud, f = 2 cos(a),

d = 1�cos(a)
a and a = k!0. As in all aforementioned cases, the three relevant

frequencies are analysed.

� !w = 0 (Start point). <(OLu(j!w)) = kPu (CRCf�2CRC�0:5Tsf+Ts)�2K1vTs
C(f�2)

and =(OLu(j!w)) = �1. The starting point location will be deter-
mined by the sign of <(OLu(j!w)).

� !w = !0 (Resonance).When the limits to !0 are computed

{ lim!w!!�0
f<(OLu(j!w))g = �1

{ lim!w!!�0
f=(OLu(j!w)g = �1

� !w ! +1 (End point). When the limits to +1 are computed

{ lim!w!+1f<(OLu(j!w))g = 1
2
kPu (2CRC�Ts)

C

{ lim!w!+1f=(OLu(j!w)g = 0.

When the inner loop with delay is considered, OL0u(z) has an 8th order
characteristic equation. For this reason, a qualitative analysis has been con-
ducted. The proposed parameters are C = 350 �F, RC = 0:1 
, !0 =
100� rad/s, kPi = 1:2, kIi = 0:5, kPu = 0:5 and kIu = 0:1 (kIjh = kIj=h,
j = i; u). Considering a PR-HC controller (h = 3; 5; 7; 9), the e�ect of the
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(a) fs = 8000 Hz (kPmax
= 4:00)
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(b) fs = 4000 Hz (kPmax
= 2:00)
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(c) fs = 8000 Hz with delay

Figure 3.17: E�ect of the delay and the sampling frequency in the highest
stable harmonic for the current loop.
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inner loop is shown in Figure 3.18(a). It should be noted that for low kIu val-
ues, the stability of the system is only constrained by the highest frequency
controller. Therefore, Figure 3.18(b) supports that there is an interval of
stable values for kIi , which is approximately [0:10; 0:60]. In Figure 3.18(c),
the same behaviour is observed for kPi ([1:05; 1:65] approximately). These
intervals are relatively small because the example is near the stability limit.
The e�ect of the sampling frequency and the inner loop delay is shown in

Figure 3.19. Thus, the maximum feasible frequency preserving the stability
of the system, for a given kIu and kPu , is depicted.
In Figure 3.20, the e�ect of di�erent RC , kPi and kIi values is shown.

When RC is increased, the maximum value of kPu is reduced. Consequently,
the 3D chart is compressed (Figure 3.20(a)-3.20(b)). If kIi is reduced, the
stability of the system improves, see Figures 3.20(c)-3.20(d). An analogous
behaviour is observed in Figure 3.18(b). Finally, it can be noticed that
higher frequencies can be achieved with a higher kPi but, in such cases, the
maximum kPu value is more constrained, observe Figures 3.20(e)-3.20(f).
Consequently, a compromise solution must be taken for each particular sit-
uation.

3.3.5 Tuning of conventional PR controllers

Tuning methods for a PR controller can be performed by means of either
time response [43] or frequency speci�cations [175,191,192]. In the last case,
kP de�nes the bandwidth of the closed loop system and each kIk de�nes the
bandwidth at the vicinity of each resonant frequency, allowing more or less
frequency sensitivity.
In this thesis, the controller is tuned according to time response criterion

following the proposal of [43] for the current loop and extended to the voltage
loop.

The current loop tuning

The current control loop under study is shown in Figure 3.14 as the gray
shadowed region. In this case, the discrete time current plant, obtained by
applying ZOH, is described by

Gpl;i(z) = (1� z�1)Z
�
L�1

�
Gpl;i(s)

s

�����
t=kTs

�
=

1

R

1� e
�RTs
L

z � e
�RTs
L

(3.57)

In [43] is proposed to use the discrete form based on the conversion from
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'

(a) Comparison of both systems (b) kIi e�ect in OL0v(z)

(c) kPi e�ect in OL0v(z)

Figure 3.18: Inner current loop e�ect on the Nyquist diagram of the voltage
loop.

159



Chapter 3 Inner control loops analysis for AC systems

0
1

2
3

4

0

2

4

6

8

0

5

10

15

20

k
P

v

k
I

v

h m
ax

(a) fs = 8000 Hz with delay

0
1

2
3

4

0

2

4

6

8

0

5

10

15

20

k
P

v

k
I

v
h m

ax

(b) fs = 8000 Hz without delay
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(c) fs = 16000 Hz with delay

Figure 3.19: E�ect of the delay and the sampling frequency in the highest
stable harmonic for the voltage loop.
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(a) RC = 0:5 
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(b) RC = 1:0 
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(c) kIi = 0:5
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(d) kIi = 0:1
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(e) kPi = 1:25
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(f) kPi = 0:75

Figure 3.20: E�ect of the delay and the sampling frequency in the highest
stable harmonic for the voltage loop.
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Figure 3.21: Discrete time proposal of a PR controller based on using back-
ward Euler's integrators and introducing a delay in the positive
feedback chain

continuous to discrete time of each integrator using backward Euler's intro-
ducing a delay in the positive feedback chain, as depicted in Figure 3.21.

If the desired waveform does not have harmonic components higher than
the 5th or 7th, this discretization is adequate, especially if the sampling
frequency fs is high. One important point is that this option does not
involve trigonometric components. So, the computational load is low. Its
transfer function in z is described as

G0
c;i(z) = kpi + kii

!0Tsz(z � 1)

z2 + (!2
0T

2
s � 2)z + 1

(3.58)

Another option, if the accuracy of the controlled frequencies must be en-
sured, is the discretization using the TEH alternative, because is one of the
alternatives that o�ers best results [177]. Per contra, it introduces trigono-
metric components. This point can be an inconvenient in terms of compu-
tational time if the controlled !0 wants to be dynamically changed. In this
last case, the transfer function is

G00
c;i(z) = kpi + kii

1� cos(!0Ts)

!0Ts

z2 � 1

z2 � 2z cos(!0Ts) + 1
(3.59)

Both methodologies derives into similar controller constants. Then, here-
inafter, G0

c;i(z) is considered. In [43] is exposed that the denominator term
!0Ts is considered really small in order to simplify the controller, assuming
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3.3 Conventional resonant controller analysis

!2
0T

2
s � 2 w �2. In this sense, the close loop is represented by

G0
cl;i(z) =

G0
c;i(z)Gpl;i(z)

1 +G0
c;i(z)Gpl;i(z)

=

=
((Tskii!0 + kpi)z � kpi)�

z2 + (Tskii!0�+ kpi�� � � 1)z � kpi�+ �

(3.60)

with � = 1��
R , � = e�RTs=L, a = !0Ts and b = 1 � �. Imposing a second

order system in discrete time

D(z) = (z � �e�j�)(z � �e+j�) = z2 � 2� cos(�)z + �2 (3.61)

The module and angle of the poles are determined by

� = e��!nTs (3.62)

� = !nTs
p
1� �2 (3.63)

If Equation 3.61 is compared coe�cient by coe�cient with the denomina-
tors of Equation 3.60 and, also, the damping factor � and natural frequency
!n are set to the desired values, the controller can be tuned. The parameters
� and !n are related by the establishment time to arrive into �2% of the
�nal value as

tset ' 4

�!n
(3.64)

Thus, for the system G0
cl;i(z), comparing and rearranging terms

(Tskii!0�+ kpi�� � � 1) = �2� cos(�) (3.65)

� kpi�+ � = �2 (3.66)

Finally, if the constants of the controller are isolated

kpi =
� � �2

�
(3.67)

kii =
�2�cos(�)� kpi�+ � + 1

!0Ts�
(3.68)
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It has to be remarked that kpi is no dependent of !0 while kii is inversely
dependent of it. This indicates that to adapt the fundamental resonant
frequency to a di�erent value only one parameter needs to be recomputed.

It is relevant to consider two possible e�ects that can distort the tuned
time response. To analyse the e�ect of this two situations it is proposed to
consider Ts = 125 �s, L = 250 �H and R = 50 m
. The parameter � is set
to 0.8 and the settling time is swept in the interval [0:001; 0:02] s.

The �rst e�ect is the consideration of a sample delay in the direct chain
if the computed constants are used directly. In this case, the characteristic
equation without the delay changes from

z2 + (K1K2ki +K2kpi � b� 1)z �K2kpi + b (3.69)

when no delay is assumed to

z3 + (�b� 1)z2 + (K1K2ki +K2kpi + b)z �K2kpi (3.70)

when the delay is considered. The parameters has been aggregated as K1 =

!Ts, K2 = kc, k = 1=R, c = 1� b and b = e�
RTs
L . The zeros remains equal

in both cases.

Figure 3.22(a) details a comparison of an ideal case without delay and the
use of the obtained constants on a system considering the delay e�ects. It
can be observed that the response with the delay di�ers in respect to the
ideal case but the obtained settling time delay is almost constant from a
determinate target settling time.

On the other hand, for sinusoidal tracking the references are sine waves.
Thus, depending on the settling time it can occur that the error sign changes
while the feedback is following the reference producing a non expected higher
settling time. This behaviour is shown in Figure 3.22(b). In this case, the
system tends to not be able to accomplish with the targeted settling time.

The voltage loop tune

The voltage control loop under study is shown in Figure 3.14 as the yel-
low shadowed region. It can be observed that the new control diagram is
constituted by the voltage controller, the current controller, the inductance
and the new plant that is an AC capacitor. This loop is the responsible to
control the voltage of the capacitor for AC applications.

In this case, for two nested loops correct operation it is necessary to guar-
antee that the outer loop responds slower than the inner one and the band-
width of the external close loop has to be, at least, more than two times
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Figure 3.22: E�ects on the settling time

the inner one. The action of the inverter to the plant is through the PWM
module, so it is quite common to discretize the system using a ZOH, as has
been done in the current loop development. If the ZOH is considered, the
plant discretized is de�ned by

Gzoh
pl;u(z) = (1� z�1)Z

�
L�1

�
Gpl;u(s)

s

�����
t=kTs

�
=

=
Tsz + CACRCAC(z � 1)2

CACz(z � 1)

(3.71)

For the analytic tune, RCAC is considered negligible because usually rep-
resents a low value (� 10�3�10�2 
). Therefore, RCACCAC << Ts is taken
into account. The voltage controller G0

c;u(z) is described also by the same
transfer function as in Equation 3.58.

For simplicity, it should be remarked that next equations are developed
considering that the inner loop acts as an unit gain and the ZOH is used to
discretize the system. If the ideal inner current loop simpli�cations is not
assumed, the obtained system has an order superior to two, and the same
tuning as the current loop cannot be applied directly. Other techniques
would be necessary, as pole dominance, making more di�cult the automation
of the tuning procedure. The close-loop transfer function of the system for
the voltage control, considering again that the denominator term !0Ts is
considered really small, is
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G0
cl;u(z) =

G0
c;u(z)Gpl;u(z)

1 +G0
c;u(z)Gpl;u(z)

=

=
(z(Tskiu!0 + kpu)� kpu)D

z2 + (DTskiu!0 +Dkpu � 2)z � kpuD + 1

(3.72)

being D = Ts=CAC and a = !0Ts. Rearranging and comparing the denomi-
nators of Equation 3.72 with a desired second order system like in Equation
3.61

DTskiu!0 +Dkpu � 2 = �2� cos(�) (3.73)

� kpuD + 1 = �2 (3.74)

Solving the system and isolating the controller constants

kpu =
1� �2

D
(3.75)

kiu =
1 + �2 � 2�cos(�)

DTs!0
(3.76)

An example is proposed considering a fundamental !0 of 100� rad/s, a
CAC = 350 �F, tset = 10 ms, � = 0:8 and Ts = 125 �s to validate if the
controller tuning operates properly. The obtained controller constants are
kpu = 0:2665 and kiu = 0:2650. Thus, Figure 3.23 shows a simulation of
the close loop where a sinusoidal reference is changed at time t = 0:1 s from
1 to 2 of peak amplitude. Figure 3.23 shows that for f0 = 50 Hz the time
speci�cations to arrive at 98% of the �nal value takes place after 18 ms. This
is almost the double of the speci�ed settling time. This is a clear evidence
of the inversion sign issue of the error during the transient, as has been
indicated in Figure 3.22(b).

3.4 Novel fractional resonant controller proposal

3.4.1 Fractional Calculus Fundamentals

The Factional Order Calculus (FOC) is a generalization of integration and
di�erentiation considering non integer orders. Thus, the considered order
can be rational, irrational or even complex. The possibility to use this
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Figure 3.23: Simulation for the tune of the voltage controller at f0 = 50 Hz

generalization allows to describe more accurately real systems. This fact
permits to expand the possibilities of using di�erent combination between
the representation of the system and the controllers in the control �eld. For
close-loop systems four options can be combined; integer-order plant and
integer-order controller, integer-order plant and fractional-order controller,
fractional-order plant and integer-order controller and, �nally, both transfer
functions using a fractional-order representation.

The fractional calculus has been proposed in 1695 by Leibniz and Hôpital
when a half-order derivative was mentioned. The integro-di�erential opera-
tor aD

�
t is de�ned as [193{195]

aD
�
t =

8>>>><>>>>:

d�

dt� if <(�) > 0

1 if <(�) = 0R t
a d(�)

�� if <(�) < 0

(3.77)

where a and t are the limits of the operation (a is related with initial condi-
tions) and � the order of the di�er-integration (usually � 2 R).
There exists multiple de�nitions for the description of a fractal derivative.

The three most usual ones are [196]:
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� Grunlawald-Letnikov's de�nition

aD
�
t f(t) = limh!0h

��
[ t�a
h

]X
j=0

(�1)j
�
�

j

�
f(t� jh) (3.78)

The binomial
��
j

�
is�

�

j

�
=

�(�+ 1)

�(j + 1)
�(�� j + 1) (3.79)

h the time increment and �(:) represents de Gamma function.

� Riemann-Liouville's de�nition

aD
�
t f(t) =

1

�(n� �)

dn

dtn

Z t

a

f(�)

(t� �)��n+1
d� (3.80)

where the term �(:) represents, again, the Gamma function valid for
n� 1 < � < n.

� Caputo's de�nition

aD
�
t f(t) =

1

�(n� �)

Z t

a

fn(�)

(t� �)�+n�1
d� (3.81)

also for n� 1 < � < n.

Some of the most relevant properties of fracto-di�er-integrals are sum-
marised in the following lines:

� If f(t) is analytical of t, 0D
�
t f(t) is analytical of �.

� For � = n, where n 2 Z, gives the same result as classical operation
with integer order n.

� For � = 0, 0D
0
t f(t) = f(t).

� Fractional di�erentiation and integration are linear operations:

0D
�
t (�f(t) + �g(t)) = � 0D

�
t f(t) + � 0D

�
t g(t)).

� Additive law:

0D
�
t 0D

�
t f(t) = 0D

�
t 0D

�
t f(t) = 0D

�+�
t f(t)

and
dn

dtn (aD
�
t f(t)) = aD

�
t

�
dnf(t)
dtn

�
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Each of the three aforementioned de�nitions has its advantages and draw-
backs. Focusing on control challenges it is well known that the Laplace
transform is widely used because of its easy use in the s-space. Applying
the de�nition of Laplace's transform over the fractal di�er-integration, it
can be obtained

LfaD�
t f(t)g =

Z 1

0
e�st0 D�

t f(t)dt =

= s�F (s)�
n�1X
m=0

sm(�1)j 0D��m�1
t f(t)jt=0

(3.82)

where � lies within (n� 1) < � < n. If initial conditions are equal to zero,
then the Laplace transform can be expressed as

LfaD�
t f(t)g = s�F (s) (3.83)

Fractional derivatives and integrators have been used in the control �eld
since 1999 [197]. In that year, I. Poubony proposed the fractional order
PI�D� controller, where � and � are non integer order coe�cients for the
integrator and the derivative terms with respect to conventional PID con-
trollers. In this thesis, a new hybrid controller based on fractional coe�cients
and PR controllers is developed and tested.

3.4.2 Proposal of the Fractional Proportional-Resonant controller
in continuous time

The interest on analysing new resonant controllers using integro-di�erential
operators resides in the idea behind its form in the Laplace domain. In this
sense, 1=s� involves a Fractal Integrator (FI) with the same in�nite gain at
continuous frequencies but with less delay in the high frequency range than a
convention pure integrator 1=s. Analytically, if � 2 (0; 1) the delay provided
by 1=s� is ��

2 [198]. Although the gain at higher frequency decreases with
the same relationship as the phase does (�20� [dB/dec]), the key issue for a
following problem usually is focused in delay terms. Figure 3.24 illustrates
this behaviour for various ideal fractal integrators in the frequency domain.
The key frequency in the gain diagram is f = 1 Hz: if � increases, the gain
is higher for frequencies below 1 Hz, and lower for frequencies above 1 Hz.
Then, a new resonant controller transfer function is proposed being de-

scribed by

GFPR =
s�

s2 + !2
k

(3.84)
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Figure 3.24: Bode diagram of a Fractal Integrator (FI)

where � 2 R � [0; 2] is the fractional exponent. Complex exponents will
not be considered in this work. Hereinafter, this controller will be named as
Fractional Proportional Resonant (FPR) controller. Other possibilities, as

GFPR =
s

s� + !2
k

(3.85)

have been evaluated but without obtaining better results than conventional
PR controllers.

The proposed FPR controller is analysed in terms of the close-loop bode
behaviour for a �rst order system. As a VSI needs to control the output
current, the plant is described by Equation 3.49. Then, to describe the
frequency response of a current loop control of a converter, it is proposed to
consider the following transfer function

GCL FPR(s) =

1
Ls+R

�
kp + ki

s�!0
s2+!20

�
1 + 1

Ls+R

�
kp + ki

s�!0
s2+!20

� (3.86)

where L and R are the inductance and its parasitic impedance, kp and ki the
FPR constants tuned as if a standard PR is considered and � the fractal real
exponent. The considered values for the system are detailed in Table 3.1.

Figure 3.25 shows the behaviour of the proposed controller for a set of
di�erent � exponents that goes from zero to two. When � = 1, a pure
standard PR behaviour is obtained. It should be noticed that two di�erent
trends appears, depending if � 2 [0; 1] -dotted line- or if � 2 [1; 2] -dashed
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Parameter Value Units

L 350 �H
R 100 m

kp 0.99 {
ki 3.08 {

Table 3.1: Proposed parameters for the close loop analysis of the FPR
controller

line-. It can be seen, that in terms of gain or delay, the �rst subset where
� � [0; 1] o�ers frequency speci�cation close to an standard PR. However,
the second subset where � � [1; 2] expands the operation bandwidth. This
means that it is possible to control a wider range of frequencies in terms of
gain or phase without using a PR-HC controller structure, as is proposed in
Equation 3.46.
However, the use of higher exponents on the numerator of Equation 3.84

implies that the overshoot that appears on the gain is shifted to the left
and ampli�ed. When � = 2 a resonance appears, as can be observed clearly
in Figure 3.26. Although this peak on the gain or the phase, the use of
this new controller allows to obtain a new degree of freedom that permits
to tune, for instance, the maximum desired delay at a di�erent frequency of
the fundamental frequency.

3.4.3 Implementable forms of the FPR controller analysed in
continuous time

The implementation in a DSP or a �controller it is not feasible using frac-
tional exponents. Regarding these challenges the use of Continued fraction
expansion (CFE) can be a good alternative as an approximation, but there
are other options. The following lines shows the most relevant possibilities.

Continued fraction expansions of s�

CFE is a method to evaluate functions that o�ers better results in terms of
convergence-time that using power expansions. Considering G(s)��, with
0 < � < 1, two transfer functions can be de�ned [199]:

- For high frequency

Gh(s) =
1

(1 + sT )�
(3.87)
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Figure 3.25: Close loop when � is swept from 0 to 2.0
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Figure 3.26: Zoom of the close loop when � is swept from 1.7 to 2.0
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- For low frequency

Gh(s) =

�
1 +

1

s

��
(3.88)

Considering that Gh(s) is valid if !T >> 1 and Gl(s) for ! << 1. In
this sense, T is a parameter that helps to accomplish that !T >> 1.

The CFE is an expansion that takes the form of [200]

f(x) = a0 +
h

a1 +
h

a2+
h

a3+
h
:::

(3.89)

where ai are the CFE coe�cients, h is a variable whose power may match
with an equivalent power series expansion of f(x). Thus,

f0(x) = a0 +
h

f1(x)
(3.90)

Assuming x = 0, h will be x, x2,... depending on the case. Considering
that f1(x) is di�erent o� zero, a0 can be calculated as

a0 = f0(x)jx!0 (3.91)

Applying the last step it is possible to �nd a recursive relationship where
the next formula for the coe�cients a's is obtained

ai =
h

fi�1(x)� ai�1
jx!0 (3.92)

The above recursive Equation 3.92 always has an indetermination of the
type 0=0. This form is not really useful for digital computation but allows
analytic developments.
Considering that for a microgrid VSI it is necessary to control frequencies

higher than 50 Hz, Gh(s) can be used when T >> 0:0032. ExpandingG�1
h (s)

using Equation 3.92,

CFE fGh(s)g = CFE f(1 + x)rg = 1+
x

1
r +

x
� 2r
r�1

+ x
�3(r�1)

r(r+1)+ x
2(r+1)r

r2�3r+2
+ x
5(r2�3r+2)

r2+3r+2
+:::

(3.93)
So, taking into account di�erent order approximations (order numerator

plus order denominator). For
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Figure 3.27: Bode diagram of s�0:5 approximated using CFE option for high
frequencies

- Order 3: �1
2
r2x2+rx2+4rx+4x+6

rx�2x�3

- Order 4: r2x2+3rx2+6rx+2x2+12x+12
r2x2�3rx2�6rx+2x2+12x+12

- Order 5: 1
3
r3x3+3r2x3+9r2x2+2rx3+27rx2+36rx+18x2+72x+60

r2x2�5rx2�8rx+6x2+24x+20

- Order 6: � r3x3+6r2x3+12r2x2+11rx3+60rx2+6x3+60rx+72x2+180x+120
r3x3�6r2x3�12r2x2+11rx3+60rx2�6x3+60rx�72x2�180x�120

where r represents the fractional exponent and x has to be substituted
by x = sT . Considering r = 0:5 and x = s, the results of using this
approximation are detailed in Figure 3.27.

It can be seen that all options only approximates to the ideal fractal 0.5
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integrator in the neighbourhood of 1 Hz even in case of high order approxi-
mations. This option does not seem a good alternative to obtain adequate
approximations in a wide operation frequency range.

Carlson's rational approximations of s�

Carlson proposed a method that derives from the Newton's approximation
to obtain an iterative formula for the �-root. The �rst step of the method
implies the relationship [201]

(H(s)1=� � (G(s)) = 0 (3.94)

If � is de�ned as � = 1=q and m = q=2, in each iteration, considering
H0(s) = 1, the approximation for the i-th iteration is de�ned by

Hi(s) = Hi�1(s)
(q �m)(Hi�1(s))2 + (q +m)G(s)

(q +m)(Hi�1(s))2 + (q �m)G(s)
(3.95)

Considering � = 0:5 the results of using this approximation for di�erent
iteration levels are detailed in Figure 3.28. It can be observed in Figure 3.28
that as the higher the order expressed by i, the better the approximation
results. However, to obtain acceptable approximations for a range up to
1 kHz, the transfer function obtained is really extensive, implying terms of
order 40 in the case of H4.

Matsuda's rational approximations of s�

The Matsuda's approach [201,202], also known as Thiele's continued fraction
approximation, suggests a CFE where the values of the function under study
is known at some frequencies wk, with k = 0; 1; 2; :::; n. The frequencies are
obtained by means of a logarithmic spaced set. The number of frequencies
is equal to n+ 1. The approximations takes the form of

f(x) = a0 +
x� x0
x1+

x� x1
x2+

x� x2
x3+

:::
x� xn
xn+1+

(3.96)

If it is applied considering Laplace's s-domain [203]

a0(w) = jH(w0j)j (3.97)

ak+1(w) =
w � wk

dk(s)� dk(sk)
(3.98)

So, the approximation looks as
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Figure 3.28: Bode diagram of s�0:5 approximated using Carlson's option
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Figure 3.29: Bode diagram of s�0:5 approximated using Matsuda's option

H(s) ' a0(w0) +
s� w0

a1(w1) +
s�w1

a2(w2)+
s�w2

a3(w3)+
s�w3
:::

(3.99)

The result of using this approximation considering H(s) = 1=s0:5 and
wk = f1; 2:3713; 5:6234; 13:3352; 31:6227; 74:9894; 177:8279; 421:6965; 1000g
are detailed in Figure 3.29. This approximation o�ers low errors for a wide
range of frequencies with an approach of relative low order. In the example
used, as the last k is the 8th, the order of the numerator and the denominator
of the obtained transfer function is four.
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Oustaloup's rational approximations of s�

This case, together with Chare�'s approximation, are two options whose
fundamentals are based on the minimization of a cost function focused on
the frequency domain [201, 204, 205]. An example of the cost function can
be described by

J =

Z
W (!)jG(!)�G0(!)j2d! (3.100)

being W (!) the weighting function, G(!) the original frequency response
and G0(!) the approximation of the rational function.
This approach considers that H(s) = s� where � 2 R+. The approxima-

tion proposed is calculated as a rational function of the form

H(s) ' C�
NY

k=�N

1 + s=!0k
1 + s=!k

(3.101)

being 2N+1 the number of total poles or zeros. It is possible to compute the
recursive formulation using the following set of intermediate relationships

C =
!u
!h

=
!l
!u

(3.102)

!k = !l

�
!h
!l

� k+N+1=2+�=2
2N+1

(3.103)

!0k = !l

�
!h
!l

� k+N+1=2��=2
2N+1

(3.104)

with !u =
p
!h!l being the unit gain frequency and the frequency midpoint

band of a band of frequencies geometrically distributed around it, !h and
!l. If N = 2 the order of the obtained Oustaloup's approximation is �ve.
Considering wl = 10�3 and wh = 103 the results of the approximation can
be observed in Figure 3.30.
This choice supports a good frequency range approach but it is important

to notice that the wu must be 1 to match properly to the ideal bode curves of
the fractal integrator. If wu is di�erent from 1, the obtained approximation
is shifted in the positive frequency axis sense.

Chare�'s rational approximations of s�

This proposal [206] is close to Oustaloup's method but the approximation's
coe�cients are computed to set a maximum deviation in magnitude of y dB
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Figure 3.30: Bode diagram of s�0:5 approximated using Oustaloup's option
with wu = 1
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in respect with the original response. If the desired transfer function has the
form of

H(s) =
1�

1 + s
pT

�� (3.105)

the proposed approach is based on a factorization

H(s) '
Qn�1

i=0

�
1 + s

zi

�
Qn

i=0

�
1 + s

pi

� (3.106)

As has been indicated, the coe�cients are chosen to set a maximum dif-
ference in magnitude of y dB respect the original response. In this sense,
the intermediate required values are

a = 10
y

10(1��) (3.107a)

b = 10
y
10� (3.107b)

ab = 10
y

10�(1��) (3.107c)

being the poles and zeros of the approximation

p0 = pT
p
b (3.108a)

pi = p0(ab)
i (3.108b)

zi = ap0(ab)
i (3.108c)

The number of zeros and poles are chosen as a function related with the
bandwidth by the formula

N =
log
�
!max
p0

�
log(ab)

+ 1 (3.109)

where !max determines the frequency bandwidth �xed according to

pN�1 < !max < pN (3.110)

Setting a maximum deviation y of 2 dB, pT = 1 and n = 4, the obtained
approximation can be observed in Figure 3.31.
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Figure 3.31: Bode diagram of s�0:5 approximated using Chare�'s option
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CFE

� 0.5
Order 5
T 0.05

Carslon

� 0.5

i 2

Matsuda

� 0.5

k 8
!k 1-1000 rad/s

Oustaloup

� 0.5
!b 0.001 rad/s
!h 1000 rad/s
N 2

Chare�

� 0.5
pT 1
y 2 dB
n 4

Table 3.2: Summary of s�0:5 continuous time fractal approximation con-
troller parameters

Fractional Proportional Integral controller under di�erent continuous
time approximations

As has been proposed previously, all the continuous approximation detailed
in the above sections are compared to select the ones with more potential to
control a wide range of frequencies with only one controller. The comparison
is based on the current control close-loop with the parameters detailed in
Table 3.1. The di�erent parameters of the FPR proposed for the comparison
are summarised in Table 3.2.

Figure 3.32 shows the result of applying a FPR controller on a current
loop compared simultaneously with an ideal FPR -continuous line- and the
standard PR controller - separated dotted line-.

It can be seen that in terms of overshoot the best approximations are CFE
and Chare�'s approximation. In terms of gain bandwidth are CFE, Chare�'s
and Matsuda's approximations. Finally, in terms of phase all options o�ers
good response up to 500 Hz, but it is possible to assume that Carlson's
approach is the worst one.

3.4.4 Proposal of the Fractional Proportional-Resonant controller
in discrete time

For discrete time applications a �nite di�erence equation is required to be
implemented in a DSP or �controller. There are di�erent options to obtain
the discrete form of an FPR. Numerical integration, invariant simulation,
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Figure 3.32: Bode diagram comparison when di�erent continous time aprox-
imations are applied
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pole-zero transformation can be used but also the discrete time form can
be performed by using the power series expansion (PSE) [196, 201, 207].
The PSE and a combination of numerical integration are presented in the
following lines.

- PSE. D��(z) = T��PSEff(z)g. D�� denotes the discrete equivalent
of the fractal operator, T the sampling period and � the fractional
exponent. Assuming that in discrete time there are three options for
applying PSE: backward Euler, forward Euler and trapezoidal. For-
ward Euler is not developed because as is detailed in [208] it is not
suitable due to causal problems.

- Combination of numerical integration. It is possible to combine di�er-
ent numerical integration alternatives as can be backward Euler with
Tustin integration or Simpson's and Tustin to obtain better behaviours
on di�erent frequencies bands.

Firstly, for the PSE option, if the backward choice is assumed, the Gr�unwald-
Letnikov formula with the short-memory approach is obtained

D��
b (z) = T��PSEf(1� z�1)��g = T��z�[L=T ]

[L=T ]X
j=0

(�1)j
���

j

�
z[L=T ]�j

(3.111)

and if the trapezoidal option is assumed, PSEf
�

2(1�z�1)
T (1+z�1)

���
g has to be com-

puted. Then applying substitution replacing z by �z on the denominator
and using Equation 3.111

D��
t (z) =

�
T

2

��� z�[L=T ]
P[L=T ]

j=0 (�1)j���j �z[L=T ]�j
(�z)�[L=T ]P[L=T ]

j=0 (�1)j���j �(�z)[L=T ]�j (3.112)

being L the length memory, the subscript b or t indicates backward or tustin
alternative, respectively, and (�1)j���j � are the binomial coe�cients.
Thus, considering T = 0:1 s and L = 10 (implying 101 coe�cients), both

approximations -backward and Tustin- can be observed in Figure 3.33.
What can be deduced from Figure 3.33 is that Tustin's approximation

is better in terms of phase. It should be remarked that to obtain this
approximation the number of coe�cients is 101, implying non acceptable
time computation and memory reservation on a �controller. Furthermore,
it has been noticed that the approximation is acceptable one decade before
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Figure 3.33: Bode diagram for backward and tustin PSE approximations of
s�0:5 with T = 0:1 s

the selected sampling time. Figure 3.34 helps to illustrate this issue when
T = 0:00005 s, L = 0:005 and 101 coe�cients are used. In this sense, the
PSE alternative is rejected. Also, in the literature it is possible to �nd that
CFE is a method that have, in general, faster convergence and large domain
of convergence than PSE [196].

Secondly, for the numerical integration combination it should be detailed
that the discretization of the fractional di�erentiator or integrator, s� or
1
s� , respectively, being j�j < 1, can be expressed by the called generating
function s = !(z�1) [207]. The function !(z�1) can be expanded using
di�erent options. For example, as proposed in [209], considering

z = esT = e((1��)+�)Ts =
e(1��)Ts

e��Ts
(3.113)

and computing separately the PSE of the obtained numerator and denomi-
nator

z =

P1
n=0((1��)Ts)n

n!P1
k=0((�1)k�Ts)

k

k!

(3.114)

that if only the terms up to the �rst order are used it is possible to obtain

z ' 1 + (1� �)Ts

1� �Ts
(3.115)

186



3.4 Novel fractional resonant controller proposal

Figure 3.34: Bode diagram for backward and tustin PSE approximations of
s�0:5 with T = 0:00005 s

implying that the inverse relationship is described by

s ' 1

T

z � 1

1 + �(z � 1)
(3.116)

Equation 3.116 is equivalent to the Al-Alaoui's [209] operator where a
hybrid digital integrator is proposed using a combination of the backward
Euler integrator and Tustin integrator form

H(z) = aHbackward(z) + (1� a)Htustin(z) (3.117)

being a the weighting factor. The most known Al-Alaoui's relationship is
described using a = 3=4 [210]. Thus,

s = !(z�1)�� =

�
8

7T

1� z�1

1 + z�1=7

���
(3.118)

is obtained. Now, the PSE or CFE of Equation 3.117 can be calculated.
In this case, only the CFE is developed. The approximation is analysed
in function of a in Figure 3.35 and in function of the CFE's order of the
parameter n in Figure 3.36.
When a = 0 the trapezoidal approach is obtained, while if a = 1 backward

Euler rule is followed. In Figure 3.35 can be deduced that if the trapezoidal
strategy is assumed, the magnitude gain and the phase are closer to the ideal
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Figure 3.35: Bode diagram for the Al Aloui's hybrid digital integrator with
T = 0.001 s, CFE n = 6 and di�erent knob factors

Figure 3.36: Bode diagram for the Al Alaoui's hybrid digital integrator with
T = 0.001 s for di�erent CFE n orders when a = 0:75
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one for high frequencies. For this reason, the use of a knob factor a could
result interesting to obtain better dynamics results. Figure 3.36 shows how
the higher the CFE order used, the better the approximation results.
It is mentioned in [207] that Al-Alaoui stated in 1997 that the magnitude

of the frequency response of the integrator 1=s is a trade-o� in the discrete
time domain represented by an average weighted relationship between the
Simpson (Gs(z)) and trapezoidal (Gt(z)) digital integrators, as

G(z) = aGs(z) + (1� a)Gt(z); a 2 [0; 1] (3.119)

being a the weighting factor, Gs(z) =
T (z2+4z+1)
3(z2�1) , Gt(z) =

T (z+1)
(2(z�1) . Rear-

ranging terms,

G(z) =
T (3� a)(z + r1)(z + r2)

6(z2 � 1)
(3.120)

where r1 = 3+a+2
p
3a

3�a and r2 = 3+a�2p3a
3�a . It should be pointed that

r1 = 1=r2 and that jr1j >= 1; 8a � [0; 1]. Thus, a non-minimum phase
pole or zero appears due to r1 depending on if G(z) represents and hybrid
di�erentiator or integrator, respectively. Then, [207] proposes to use

bG(z) = K
T (3� a)(z + r2)

2

6(z2 � 1)
(3.121)

as an approximation with no non-minimum phases elements. K is de-
termined using the �nal value of the impulse response on G(z) obtaining
K = r1. Rearranging terms, the generating function derives into

G(z�1) = (w(z�1))�� = k0

�
1� z�2

(1 + bz�1)2

���
(3.122)

with k0 =
�

6r2
T (3�a)

���
and b = r2. As in the case of Equation 3.118, only the

CFE is developed. The approximation is analysed as a function of parameter
a and depicted in Figure 3.37. The order of the parameter n is analysed in
Figure 3.38.
The trapezoidal approach is obtained when a = 0, while if a = 1 the Simp-

son's rule is followed. In Figure 3.37 can be deduced that if the trapezoidal
strategy is assumed, the magnitude gain does follows adequately the ideal
magnitude gain at high frequencies. However, it is the option with better
phase behaviour at high frequency. For this reason, the use of a knob factor
a could result interesting to obtain better results. Figure 3.38 shows how
the higher the CFE order used, the better the approximation is.
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Figure 3.37: Bode diagram for the hybrid digital integrator mixing Simpson
and Tustin with T = 0.001 s, CFE n = 6 and di�erent knob
factors

Figure 3.38: Bode diagram for the hybrid digital integrator mixing Simpson
and Tustin with T = 0.001 s for di�erent CFE n orders when
a = 0:5
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Discrete time implementation

In [201] is detailed that good continuous approximations, considering the
ones exposed in this work, are: Carlson, Oustaloup, Matsuda and Chare�.
In this sense, [201] also details that there are two suitable strategies to obtain
a good discrete form of s� and, consequently, of the new proposed FPR
controller: the discretization of an adequate continuous time approximation
or the CFE of a generating function. In this case, as has been analysed in
section 3.4.3, the selection that seems better in continuous time for the FPR
controller in terms of gain magnitude and phase is Chare�'s approximation.
The Chare�'s approximation will be studied in discrete time discretizing the
controller via Al-Alaoui's operator and the hybrid Simpson-Tustin's options.
These options allow, implicitly, to analyse backward Euler's, Tustin's and
Simpson's alternatives alone, too. To do that, the general formulation of
Al-Alaoui's operator is described as [209]

s =
2(z � 1)

T ((1� a) + (1 + a)z)
(3.123)

where it is possible to demonstrate that when � = (1+a)=2, Equation 3.116
and 3.123 are equivalent. For the hybrid Simpson-Tustin case the obtained
relationship is

s =
6(z2 � 1)

T ((a� 3)z2 + (�2a� 6)z + (a� 3))
(3.124)

that will be used on Chare�'s approximation. To allow the possibility to
illustrate some results for both options, Chare�'s alternative proposed in
Table 3.2 is used and the sampling period is T = 50 � 10�6. Figure 3.39 de-
picts how the use of Al-Alaoui's discrete relationship a�ects on the Chare�'s
continuous time transfer function

s0:5 ' 63:09575s4 + 74931:8162s3 + 1:213339077 � 107s2 + 2:98308 � 108s+ 1:0 � 109
1:0s5 + 2984:6743s4 + 1:2181 � 106s3 + 7:6855 � 107s2 + 7:4972 � 108s+ 1:0 � 109 (3.125)

obtained applying the cited parameters of Table 3.2 for Chare�'s rational
approximation.

It can be seen that when the trapezoidal relationship is applied (a =0 in
Equation 3.123) the discrete transfer function obtained is closer to the con-
tinuous time approximation. However, when the backward Euler is directly
computed (a = 1), the magnitude is a more suitable approximation to the
continuous time Chare�'s approximation and the phase is more close to the
ideal case. That implies that backward Euler or Tustin are good options.
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Figure 3.39: Bode diagram for the Al Aloui's continous to discrete time re-
lationships for di�erent knob a factors

On the other hand, Figure 3.40 shows the e�ect of the hybrid Simpson-
Tustin's discrete relationship on Equation 3.125. In that case, there are
no signi�cant di�erences between the use of a trapezoidal approach or a
Simpson's second order approach applied on the continuous time Chare�'s
approximation. This means that there is no need to increase the order of
the discrete transfer function using a hybrid Simpson-Tustin's choice.

Finally, the option of using the CFE of the generating functions will not
be considered. This is due to high CFE's orders are needed to obtain ap-
propriate approximations.

Once the approximation for the implementation of the FPR controller has
been achieved it is necessary to apply it to the topic under study that is the
control of sinusoidal electrical variables. As this thesis is focused on the
AC control of microgrids, the controller will be applied to the inner current
control loop cited along this chapter.

Current loop stability and sensitivity analysis

The use of Chare�'s approximation in discrete time will be applied to the
inner current control loop. The tuning will be focused on a controller that
will enhance the current response up to 1 kHz �nding a lower order im-
plementation than conventional proportional-resonant controllers. In this
sense, computation time burdens can be improved. As this new proposed
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3.4 Novel fractional resonant controller proposal

Figure 3.40: Bode diagram for the hybrid Simpson-Tustin continous to dis-
crete relationship for di�erent knob factors

controller gives one extra degree of freedom, the controller is going to be
tuned in three main steps:

- Step 1. Tune of kpi and kii based on section 3.3.5.

- Step 2. Selection of � based on a maximum desired delay at high
frequencies

� Stability analysis. If the system is unstable, it will be used the
�rst stable � with the delay as close as possible to the previously
speci�ed one.

- Step 3. Analysis of the obtained controller

� Zero-Pole map analysis.

� Partial fraction decomposition.

� Correction of the poles and zeros of the controller due to quanti�-
cation error challenges. Normalization application if necessary.

{ Analysis of the goodness of the normalization.

The previous steps are applied to the system with the parameters sum-
marised in Table 3.3.
If Step 1 is applied using Equation 3.67 and Equation 3.68, kpi is equal

to 1.44 and kii to 4.2.
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Chare� approximation

Integration approximation Tustin
� Depends on step 2
pT 1
y 3 dB
n 3

Control parameters Value Units

Inductance 0.49 mH
Parasitic resistance 0.045 


!0 100� rad/s
Controller settling time 2.5 ms

� 0.95 {
Sampling time 33.33 �s
Delay at 650 Hz 0.175 rad

Table 3.3: Summary of FPR tuning example parameters

Step 2 consists in computing the close loop bode diagrams for a swept of �
coe�cients obtaining, in the present case, the results shown in Figure 3.41.

As can be observed, as � increases, the close loop response increases con-
trollable capability at the high frequency range. However, it is necessary to
analyse the stability and sensitivity of the controller. At �rst, it is necessary
to set the extra degree of freedom � based on the obtained bode diagrams
to select a speci�c � value according to a desired delay at design frequency.
In this case, the minimum delay available at 650 Hz is 1.8� corresponding
to � = 1:995 and the maximum is 69� concerning to � = 1:085. In this
sense, it is proposed to �x a 10� delay at 650 Hz, obtaining an approximate
� of 1.39 derived from the linear interpolation between the bode diagrams
obtained in Figure 3.41. Figure 3.42 shows the obtained close loop response
with and without one sample delay introduced in the direct control chain
once � = 1:39. It should be considered that the e�ect of the delay increases
the ampli�cation region in terms of bandwidth and gain.

Then, the FPR transfer function is described by

FPR(z) =
5:047810z5 � 23:690598z4 + 44:3206122z3 � 41:296290z2 + 19:154083z � 3:535618

z5 � 4:9182478z4 + 9:6734735z3 � 9:5109255z2 + 4:674420z � 0:918721
(3.126)

If a zero-pole gain analysis is computed, the following values are obtained
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Figure 3.41: Bode diagram for the inner current loop controlled by a FPR
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� Gain: 5.0478

� Zeros:

0.999701623027697

0.976390495224586

0.718662311808648

0.999243995285733 + 0.000888907457788645i

0.999243995285733 - 0.000888907457788645i

� Poles:

0.999945169942248 + 0.0104716893527957i

0.999945169942248 - 0.0104716893527957i

0.999749919603353

0.995536603631299

0.923070916709077

It should be pointed out two important points. The �rst one is the prox-
imity of the real part of the di�erent poles to one. The second one resides
in that some poles could have a module higher than one.
The �rst point could present signi�cant problems to be implemented in a

single transfer function due to quanti�cation limitations. The second one is
not an issue if the close loop is stable but it will be discussed later on. In
case of non-stable systems, the norm of the poles will be normalized to close
to one as possible.
To decrease the quanti�cation problem due to the zeros and poles prox-

imity to one and to some operations as multiplications it is proposed to use
a partial fraction decomposition of the controller that has to be computed
with the maximum possible precision. Doing that, all the transfer function
of the controller will be split in sub-transfer functions of order 1 and 2. In
this sense, each sub-transfer functions can be implemented with higher pre-
cision. It is necessary to de�ne the arithmetic number representation that
will be used. As �xed-point is better in terms of precision, if no extremely
big or small values have to be represented, it is considered �xed-point in-
stead of oating point. Considering a nowadays common DSP or �controller
with 32 bits, the data type range and resolution for 32 bits can be seen in
Table 3.4. It can be observed that up to a maximum of 8 digits can be ac-
curately represented if all the coe�cient of the controller have a value lower
than 4.
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3.4 Novel fractional resonant controller proposal

Data type
Range

Resolution
min max

Q30 -2 1.999999999 0.000000001
Q29 -4 3.999999998 0.000000002
... ... ... ...
Q21 -1024 1023.999999523 0.000000477
... ... ... ...
Q1 -1073741824 1073741823.5 0.5

Table 3.4: 32 bits resolution using �xed-point arithmetic

If some term of Equation 3.126 has a module higher than one, it can be
normalized maintaining the angle of the zeros and poles. Thus, if jzij > 1 or
jpij > 1 with the maximum available precision used, then

z0i =
zi
jzij (3.127a)

p0i =
pi
jpij : (3.127b)

Figure 3.43 shows a comparison in the frequency domain between the
close loop response of a FPR and a PR-HC with all the odd harmonics up
the the 9th paralleled (order 10). For the PR-HC has been considered the
same fundamental constants aforementioned in step 1 and for the harmonics
regulators, the di�erent kiik = kii0=k. It can be observed that the PR-HC
controller allows to have null steady state errors at the desired harmonic
components. On the other hand, the FPR shows an error in gain and phase
at all the bandwidth except at 50 Hz. However, the error is acceptable
and it should be remarked that the inter-harmonic excitation is minimized
with a lower order controller (order 5). This fact can help to avoid real
implementation issues when the hardware resonant or parasitic frequencies
are excited. Figure 3.44 shows a comparison in the time domain between
the same two controllers considering a reference that contains 40 A on the
150 Hz component, 10 A on the 450 Hz, 10 A on the 550 Hz and 2 A on the
750 Hz.
To ensure the robustness o� the controller, the plant parameters are

changed and the zero-pole map is depicted. The parameter L is changed
between the range [0:1Lr; 2Lr], being Lr the rated value of 490 �H used.
The results are shown in Figure 3.45. The modi�cation of the parasitic re-
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Figure 3.43: Bode diagram comparison between the use of a PRHC or the
new proposed FPR controller

Figure 3.44: Sinusoidal tracking response comparison between PR-HC and
FPR
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3.4 Novel fractional resonant controller proposal

sistance does no a�ect substantially the position of the poles considering the
range [0Rr; 10Rr], being Rr the rated value of 45 m
 used.
All the sensitivity bode diagrams gains are plotted in Figure 3.46. In this

�gure the conventional sensitivity S(s), the complementary sensitivity T (s),
the input sensitivity Si(s) and the control sensitivity Su(s) are considered.
These transfer functions are described as

S(s) =
1

1 + C(s)G(s)
(3.128)

T (s) =
C(s)G(s)

1 + C(s)G(s)
(3.129)

Si(s) =
G(s)

1 + C(s)G(s)
(3.130)

Su(s) =
C(s)

1 + C(s)G(s)
(3.131)

obtained from a system like the one depicted in Figure 3.47:

Y (s) =
C(s)G(s)

Gce(s)
(R(s)�N(s)) +

G(s)

Gce(s)
Di(s) +

1

Gce(s)
Do(s) (3.132)

U(s) =
C(s)

Gce(s)
(R(s)�N(s)�Do(s))� C(s)G(s)

Gce(s)
Di(s) (3.133)

being Gce(s) = 1 + C(s)G(s) the characteristic equation of the system.
All obtained points in the bode diagrams above a gain of zero decibels

supposes an ampli�cation of the correspondent frequency component. As
can be deduced from Figure 3.47 the most suitable ampli�cation becomes
from Su(s) that is produced by R(s), Do(s) and N(s). In a VSI, Do(s) and
N(s) can be considered really small if the measures are su�cient accurate
and �ltered.

3.4.5 Experimental results

Firstly, a test platform constituted by an active �lter integrated by a two-
level three-phase four-wire with split DC-link inverter and a two-level three-
leg interleaved DC/DC stage, as shown in Figure 3.49(a) is proposed to
validate the goodness of the novel controller proposed. This active �lter
is connected to a reference non-linear load (according to the IEC 62040-
3/Annex E [211]), as the one depicted in Figure 3.49(b) (R1 = 1 
, R2 =
22 
 and C = 2:2 mF). A Sinusoidal Pulse Width Modulation (SPWM) for
the four-wire three-leg inverter has been selected. The converter is based

199



Chapter 3 Inner control loops analysis for AC systems

(a) No delay considered (b) Delay considered

Figure 3.45: Robustness analysis varying the tolerance of the parameter L
from 0.1 to 2.0

Complementary sensitivity
Input sensitivity

Sensitivity
Control sensitivity

(a) No delay considered

Complementary sensitivity
Input sensitivity

Sensitivity
Control sensitivity

(b) Delay considered

Figure 3.46: Sensitivity gain bode diagram analysis
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C(s)
+

-

R(s)

+
Di(s)

G(s)

+
Do(s)

N(s)

+ + Y(s)

+
+

Figure 3.47: Complete control scheme when all disturbance inputs are
considered

Figure 3.48: Setup picture

on a 20 kVA SiC module (CCS050M12CM2), the sampling and switching
frequency is set at 30 kHz and the current references are computed at 10 kHz.
It should be clari�ed that although a switching frequency of 30 kHz may seem
a low value for SiC it is a good trade-o� between high e�ciency and time
for all the required computational burdens (remind that the sampling and
switching frequencies are the same). The parameters of the plant and the
controller are shown in Table 3.3. The FPR controller used is described by
Equation 3.126.

It can be observed in Figure 3.50 that the controller is able to compensate
a high number of harmonic components. The non-linear load presents a THD
of 62.8%. The controller is able to inject most of the harmonic components
reducing up to a 3.2% the THD delivered by the main grid.

Secondly, the same inverter stage is used and all the hardware and soft-
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Figure 3.49: Setup schemes.
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(a) Current waveforms when operated as an active �lter

(b) Harmonic content distribution and THD

Figure 3.50: Experimental results obtained operating as an active �lter for
the delivered grid current, the consumed load current and the
injected inverter current
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(a) FFT of the reference (b) Tracking response

Figure 3.51: Multi-harmonic (\Batman") tracking signal.

ware is maintained. Now, the inverter's output is short-circuited, see Fig-
ure 3.49(c). A complex multi-harmonic reference is generated. Phase r is
used to generate the positive part of about 55 ms period \Batman" signal,
whereas phase s is used for the negative part. In Fig. 3.51(a), the Fast
Fourier Transform (FFT) of both parts is represented, thus detailing the
multi-harmonic content. Fig. 3.51 shows an oscilloscope capture in which it
is demonstrated that the controller is able to track complex multi-harmonic
set-points.

3.5 Summary

One of the challenges on AC systems, as AC microgrids, is the control with-
out steady state error of AC setpoints. For this situation is not only impor-
tant to control correctly the fundamental component but also a widespread
range of frequencies concerning harmonic component control.

This chapter has exposed the possibility to use di�erent reference frames
from the electrical magnitude or the controller perspective. In this case, the
resonant controller and the stationary reference frame has been studied in
more detail.

This chapter demonstrates that in continuous time there is no limitation
in the frequencies to be controlled, in terms of stability, for the single current
loop when resonant controllers are used. When a double nested loop struc-
ture is considered, the maximum frequency limit depends on the obtained
controller gains of both loops. A high performance can still be obtained
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with an appropriate tuning. Continuous time analysis has been extended to
discrete time domain concluding that, in this last case, the system is signif-
icantly constrained. Ideal high frequency current control (no delay consid-
eration) can be achieved. However, the stability worsens considerably when
computational delay is taken into account. On the other hand, the max-
imum controllable frequency for the voltage loop, when no simpli�cations
are done on the inner loop, is hardly constrained. It is highly dependent
on both controllers constants. The results obtained in this study are an
approach to the theoretical system stability and they help to understand
the global behaviour of a voltage-current cascaded control. In addition, for
a particular converter, the electrical limits have to be taken into account to
ensure feasible transient responses.
Also, a method to tune the voltage control loop for conventional PR con-

trollers is extended considering a desired time response and damping factor.
The e�ect of a time-varying set-point is also analysed for the current loop.
A novel controller based on the application of fractional order calculus

into resonant controllers has been presented. The existence of a fractional
proportional-resonant controller formulation that enhances the frequency be-
haviour considering a non-integer order coe�cient is demonstrated. More-
over, this single controller reduces the inter-harmonic excitation inherent to
a resonant multi-harmonic controller. Several approximation alternatives
have been considered and compared with regard to the implementation.
The proposed controller has been implemented in a real test platform and
its harmonic compensating capability has been validated operating the sys-
tem as an active �lter against a highly non-linear load and following complex
trajectories when it is short-circuited.
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Chapter 4

Grid Supply Inverters operation

proposals for AC microgrids

4.1 Introduction

An AC microgrid is mainly integrated by two type of Voltage Source Invert-
ers (VSI), as has been introduced in Chapter 2; the Current Controlled-VSI
(CC-VSI) named Grid Supply Inverters (GSI), and the Voltage Controlled-
VSI (VC-VSI) named Grid Constitution Inverter (GCI) or Grid Support
and Constitution Inverter (GSCI). The GCI or GCSI designation concerns
to an ideal or non-ideal voltage source behaviour, respectively

In this chapter, two proposals to operate conventional GSI when they are
in the grid-connected mode, i.e. acting as CC-VSI, are proposed. The aim
is to enhance the GSI operation when they are operated in an AC microgrid
operation framework because GDSI is the most common photovoltaic and
wind-turbine grid-connected inverters. A Grid Constitution Inverter (GCI)
operation is adopted for the grid-disconnected mode in both proposals to
supply the end-used acting as the voltage refernce for other systems. In this
sense, the chapter is divided as follows:

- Section 4.2. Grid-connected to/from grid-disconnected PV GSI op-
eration. This section presents a methodology to move from a grid-
connected GSI to a grid-disconnected GCI operation. This transition
is done without stopping the operation of the GSI. This proposal has
been presented in [212,213] published at PCIM2013 and IECON2013,
respectively. Also, the control algorithm has been patented at Euro-
pean level [2].

- Section 4.3. Extended execution of the MPPT algorithm for a Pho-
tovoltaic (PV) inverter with back-up. This section proposes a control
strategy to extend the operation capabilities of a PV GSI when there
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Figure 4.1: General conceptual scheme of the considered PV system

is a storage back-up system. This proposal has resulted in the publi-
cation of an article on PEDG2015 [214] and a Spanish patent [215].

The conceptual scheme shown in Figure 4.1 is considered as the PV
grid feeding-forming system along this chapter. In this case, a Pho-
toVoltaic (PV) inverter is assumed. It is constituted by a three-phase
inverter, a single-phase inverter and a battery charger converter. An
experimental set-up will support the proposed control strategies ac-
cording to the scheme of Figure 4.1.

4.2 Grid-connected to/from grid-disconnected PV
GSI operation

This sections presents a ying transference proposal between grid-
connected and grid-disconnected operation modes of a PV-GSI. In this
direction, the objective is to provide a non-zero voltage crossing trans-
ference between both operation modes. The cited transference between
modes implies two possibilities:
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Figure 4.2: Conceptual scheme of the proposed three-phase PV-GSI for the
grid-connected to/from grid-disconnected transfer operation

- The grid-connected to grid-disconnected transference. This situ-
ation is, commonly, non-intentional.

- The grid-disconnected to grid-connected transference. This situ-
ation is, as a rule, intentional.

The proposed procedure presents a strategy to move from GSI to GCI
operation minimizing the e�ect of the transference at the Point of
Common Coupling (PCC) voltage. It also details a methodology for
reconnection purposes. In the published author's cites [212, 213], a
comparison operating the inverter always as a Grid Supply and Con-
stitution Inverter (GSCIs) extends the present proposal.

The case study is focused on the three-phase inverter of Figure 4.1,
depicted in Figure 4.2, but it is also applicable to single-phase systems.

The inverter is operated as GSI under a Maximum Power Point Tracker
(MPPT) algorithm in the grid-connected mode. Then, the PV inverter
operates as a GCI in the grid-disconnected mode. For the present
section, a synchronous reference frame control is adopted. Thus, all
control loops are managed by Proportional-Integral (PI) controllers.
Figure 4.3 shows the control scheme implemented for both operation
modes. The subscripts dq refer to the direct/quadrature sequences,
the subscript C to the AC capacitor, the subscript bus designates the
PV DC-link, the subscript g adduces the grid-side and the superscript
x� alludes control references. The variables u and i indicates the AC
capacitor voltage and the current through the inductance L1, respec-
tively. The AI block is the anti-islanding algorithm, explained next.
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Figure 4.3: Considered control scheme for a three-phase PV inverter with an
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4.2.1 The grid-connected to grid-disconnected transference

The key point of the transference from GSI to GCI is the detection of
the mains loss. Once the island situation occurs, the change of operat-
ing mode from current source to voltage source involves extra control
algorithms to ensure the integrity of the local loads. The transference
strategy is divided into:

- The island detection algorithm.

- The transference decision.

The island detection algorithm

The island detection must be as fast as possible in order to not incur
in extremely high voltage transients that will be, at the end, applied to
the local loads. In other words, the clearance time results relevant. As
in this case the inverter operates as a GSI when it is grid-connected,
an active anti-islanding method based on the Sandia Frequency Shift
(SFS) [86] strategy has been selected. In this sense, resonant loads
and non-resonant loads will be taken into account. However, as the
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Figure 4.4: Conventional dq-based PLL

detection time is crucial, the active anti-islanding method is combined
with real time voltage envelopes that are used to monitor the voltage
at the PCC. The detection algorithm is described in the following lines.

The angle at the PCC voltage is obtained from a conventional Phase
Locked Loop (PLL) mechanism, as the one depicted in Figure 4.4.
Note that when the inverter is grid-connected uPCC3 ' ug3, being
uPCC3 the voltage at the PCC and ug3 the grid voltage.

The quadrature current of the L1 inductance, i�q , is targeted by the
anti-islanding calculation action as

i�q = k1k2(f � fr) (4.1)

The parameter f is the PCC frequency. This frequency is obtained
from the angular frequency of the PCC, !PCC , and it matches fg
under grid-connected operation. The parameter fr is the considered
resonance or rated grid frequency, k1 is a proportionality gain whose
objective is changing the time spent to move out of an implemented
Non Detection Zone (NDZ) and k2 is described by

k2 =
2Pqf
udgfr

(4.2)

where P represents the average active power delivered by the inverter,
udPCC the direct sequence voltage at the PCC and qf the quality factor,
see Equation 2.45.

While the GSI is grid-connected, the term (f�fr) is, in average, a null
value if the PLL algorithm is properly tuned. In the grid-disconnected
mode, the computed subtraction produces a constant e�ort to increase
the di�erence term (f � fr), positive or negative, each control cycle.

During normal operation mode, i.e. operating as GSI in grid-connected
mode, the LCL capacitor voltages uC are continuously monitored and
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compared with two envelope curves. If any uC voltage is out of the en-
velope thresholds, a detection situation is presumed. These thresholds
are self-generated sine-waves obtained from the computed PLL angle,
!PCCt. The envelopes are calculated as

u0env(t) = Usin(!PCCt)�A (4.3)

being U the rated peak voltage value and A a selected o�set. Each one
of these curves and the AC capacitor voltage needs to be �ltered to
avoid that the process noises will a�ect the procedure. Another option
is to consider an envelope as

u00env(t) = kUsin(!PCCt) (4.4)

where k is a design gain. It should be noticed that u00env(t) can cause
false detecting situations when a zero crossing takes place. For this
reason, the option proposed in Equation 4.4 is desisted.

The transference decision

Once the system has detected a possible island situation, due to the im-
plemented anti-islanding procedure or because the AC capacitor volt-
age is out of the aforementioned envelopes indicated in Equation 4.3,
the transference occurs. Then, the inverter starts to operate as a GCI.
However, two challenges appear:

- How to initialize the AC controller?

- Which is the most suitable initial AC voltage reference according
to di�erent grid fault types?

From the transference event, the references to the inner loop are pro-
vided by a non initialized AC voltage controller. For this reason, it
can appear not desirable voltage transients at the PCC. In this case, it
is proposed to analyse the e�ect of two possible solutions to initialize
the voltage controller properly:

- Reset. All previous errors and the controller output are set to
zero.

- Bumpless. All previous errors are set to zero and the controller
output is set to the previous current reference.
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Figure 4.5: Criterion for grid fault consideration

It is also convenient to consider di�erent kinds of grid faults; short-
circuits and non-stipulated grid disconnections. A strategy to identify
the type of fault is proposed based on the LCL �lter capacitor voltage
reference. This strategy is focused on forcing a speci�c voltage level,
setting the reference to the rated grid values, during a short time
interval just after the transference takes place and observe how the
system reacts. The operation of the converter requires a PLL with the
three functional modes detailed in Chapter 2-Figure 2.33. Then, the
PCC voltage is observed to make a decision:

� If the udg value is below a certain limit, the fault will be considered
as a depth dip or a short-circuit and the new reference is the
present voltage value.

� If the udg value is above the chosen threshold, it is considered that
grid is really disconnected and the new reference is the nominal
voltage value (udnom).

The decision criterion has been established as a percentage of the direct
voltage udnom , as can be seen in Figure 4.5.

On the other hand, it has to be considered that the opening process of
the main switch, see Figure 4.2, usually an electro-mechanical switch,
is not instantaneous. It is necessary to implement a wait stage which
objective is to continue with the same decision made in the previous
step. Finally, the disconnection procedure ends with a �nal part in
which the AC voltage reference is set to rated grid values operating,
from that instant, as a GCI.

Figure 4.6 summarises the exposed procedure for the GSI to GCI trans-
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GCI operation
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Mode PLL 1
Contactor: opening

Open contactor signal

Figure 4.6: Grid-connected to grid-disconnected proposal operation scheme

ference. Note than when the overvoltage or island detection occurs,
the MPPT is disabled to match the DER with the requirements of the
AC load. This is a consequence of thee absence of back-up systems.
This idea is developed in Section 4.3.

4.2.2 The grid-disconnected to grid-connected transference

During the grid-disconnected operation, the voltage ug3 at the grid
side is constantly monitored. Once the frequency and the grid voltage,
obtained from a PLL algorithm, are inside a prede�ned NDZ window,
a counter measuring a pre�xed time (determined according to the con-
sidered regulation) is initialized. During this time it could happen that
any instant can be out of the NDZ. If this event occurs, the inverter
continues operating as a GCI but the synchronization process is dis-
abled until new grid values are again inside the NDZ. Then, the PLL
algorithm is forced to mode 2, detailed in Chapter 2-Figure 2.33. This
PLL mode manages the microgrid voltage uPCC3. The PLL imposes
progressively uPCC3 to have the same amplitude, frequency and phase
than the ug3 voltage. The synchronization is achieved when the dif-
ference between the grid angle and the microgrid angle is almost zero.
When the synchronization procedure is �nished, the main switch, see
Figure 4.2, is closed and the converter begins the operation in the GSI
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Figure 4.7: Grid-disconnected to grid-connected proposal operation scheme

mode. In this case, it is also necessary to consider the close time of
the main switch.

Figure 4.7 summarises the exposed procedure for GCI to GSI trans-
ference.

4.2.3 Full transference proposal strategy

To show a clear picture of the full proposed process, Figure 4.8 depicts
the patented scheme in [2].

4.2.4 Simulation and experimental results

The methodology proposed in this section is simulated using Mat-
lab/Simulink and validated in an experimental set-up to contrast both
obtained outcomes.

The PV string characteristic curve is depicted in Figure 4.9 in which
the open-circuit voltage is set to 350 VDC. The considered AC grid
side is 230 V phase-to-phase and 50 Hz to match with the mentioned
PV string open-circuit voltage. The three-phase inverter is operated at
2.5 kW under a P&O MPPT algorithm for the simulated and experi-
mental case studies. The control algorithm and switching frequency is
19 kHz. The parameters values of the inverter LCL-type coupling �lter
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EP 2 621 048 A1

13
Figure 4.8: Patented scheme of the method for disconnecting and reconnect-

ing a GSI system to/from the electrical network [2]
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Figure 4.9: PV curve used for the ying transference algorithm validation

used are shown in Table 4.1. In Table 4.2 can be observed the con-
trollers parameters of the inverter. As has been mentioned, all control
strategies are developed using a dq reference frame.

For the experimental set-up it should be considered that all control
algorithms have been implemented in the Texas Instrument TMS320-
F2808. Figure 4.10 shows a picture of the full PV system proposed
in Figure 4.1. Block (1) is a battery charger, block (2) a single-phase
inverter, block (3) a resistive load bank, block (4) a three-phase in-
verter and block (5) a PV emulator. For this section, it only has

Symbol Parameter Value Units

L1 Output inverter inductance 2 mH
R1 Equivalent series resistance of L1 1 

Cf3 Capacitor of the LCL �lter (�) 2 �F
L2 Leakage inductance of the transformer 2 mH
R2 Equivalent series resistance of L2 0.3 


Table 4.1: Simulation LCL used parameters
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Symbol Parameter Value

kpi AC current loop proportional gain 20
kii AC current loop integral gain AC current loop 20000
kpu AC voltage loop proportional gain 0.040
kiu AC voltage loop integral gain 120.0
kpudc DC voltage loop proportional gain 0.10
kiudc DC voltage loop integral gain 5.0

Table 4.2: dq AC current and voltage controller parameters

to be considered blocks (3) to (5). The PV string is emulated. It
has been programmed according to the control technique assumption
cited in [172]. This emulator is pre-con�gured to match the PV curve
shown in Figure 4.9. Di�erent local resistive loads will be used for the
validation; 10 k
 (close to no-load situation: �5 W), 70 
 (�725 W)
and 35 
 (�1450 W).

Four scenarios will constitute the test framework to validate the three-
phase inverter ying transference from GSI to GCI. Each case contem-
plates four sub-cases monitoring the voltages at the PCC; one related
with bumpless initialization and a three-pole disconnection, one con-
cerning bumpless initialization and one-pole disconnection, one involv-
ing reset initialization and three-pole disconnection and, �nally, one
joining reset initialization and one-pole disconnection. The three and
one pole disconnection are intentionally produced by the 3-pole and
1-pole circuit breakers shown in Figure 4.2.

On the other hand, one more scenario for the reconnection sequence
has been considered also plotting the voltages at the PC. The case in
which the outer voltage loop transference is done before and after the
real closure of the main switch is analysed. It has been assumed a
response time of the electro-mechanical switch around 55 ms and has
been simulated the transference 50 and 60 ms after sending the order
of closing that switch.

Simulations

Figure 4.11 to 4.13 shows the obtained simulated results according to the
previous four planned scenarios for the GSI to GCI transference. Each �gure
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3
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1 2
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Figure 4.10: Proposed set-up

considers a di�erent local load connected to illustrate the e�ect of the ra-
tio between the PV-inverter delivered power and the consumed power when
the transference from GSI to GCI takes place. From these �gures it can
be deduced that, in general, reset alternative produces better results con-
sidering the maximum voltage value obtained at the local load terminals.
However, this option produces a short oscillating transient due to a more
abrupt control action. This fact permits that the rms value can be lower
than in the bumpless case. Thus, the bumpless option does not oscillate but
the maximum rms voltages obtained are higher than in the reset case. This
last result should be avoided to ensure local load integrity.

Figure 4.14 shows the results after simulating the reconnection situation
under a 725 W local load. It can be observed that, as indicated in the
transference proposal strategy, the fact of operating the inverter as a GCI
during a small time interval (few milliseconds) after the main switch is really
closed o�ers better reconnection results.

Experimental results

The experimental results presented in Figure 4.15 to 4.17 shows the same set
of scenarios depicted in the simulation section but obtained with the set-up
of Figure 4.10. The obtained results are quite similar to those presented
at the simulation section. The di�erences between the simulations and the
real cases can be attributed to the di�erent instant when the grid has been
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(b) Bumpless AC voltage controller initialization

Figure 4.11: Simulation PCC phase-to-phase voltages for the disconnection
with a 70 
 local load
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(a) Reset AC voltage controller initialization
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(b) Bumpless AC voltage controller initialization

Figure 4.12: Simulation PCC phase-to-phase voltages for the disconnection
with 35 
 local load
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(b) Bumpless AC voltage controller initialization

Figure 4.13: Simulation PCC phase-to-phase voltages for the disconnection
with a 10 k
 local load
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Figure 4.14: Simulation PCC phase-to-phase voltages for the reconnection
with a 725 
 local load

forced to be disconnected and due to the model of the circuit breaker used.

Figure 4.18 depicts the real obtained PCC voltages after the reconnection
situation under a 725 W local load. In the real case it has been observed an
average close-time response of the main switch closer to 58 ms. It can be
seen that it is crucial to force the transference from GCI to GSI after few
milliseconds after the main switch is really closed. This action produces a
smooth transference.

All the results in the experimental section have been contrasted with the
grid analyser Dranetz Power Explorer PX-5. This device allows to generate
reports according to the ITI curve presented in Section 2.6. Although some
of the exposed results show points out of the �10% steady state thresholds,
any one is out of the limitations according to the ITI pattern. Figure 4.19
shows an example for the worst case, 10 k
 load under reset and bumpless
initialization.
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(b) Bumpless AC voltage controller initialization

Figure 4.15: Experimental PCC phase-to-phase voltages for the disconnec-
tion with 70 
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(a) Reset AC voltage controller initialization
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(b) Bumpless AC voltage controller initialization

Figure 4.16: Experimental PCC phase-to-phase voltages for the disconnec-
tion with 35 
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(a) Reset AC voltage controller initialization
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(b) Bumpless AC voltage controller initialization

Figure 4.17: Experimental PCC phase-to-phase voltages for the disconnec-
tion with 10 k
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Figure 4.18: Experimental results for the reconnection with 70 
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Figure 4.19: ITI Dranetz's report for the disconnection with 10 k
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4.3 Extended execution of the MPPT algorithm for a
PV inverter with back-up

PV inverters, as one of the most relevant Distributed Energy Resources
(DER) nowadays, will play an important role in the years ahead. For this
reason it is not possible to conceive PV inverters as a mere grid feeding DER
from now on. Their participation as grid-forming DER in grid-disconnected
mode combined with conventional grid feeding behaviour constitutes hybrid
solutions as grid feeding-forming DER, as has been introduced in Chapter 1.
Then when a PV inverter is thought to be operated in an AC microgrid, it
should be considered:

- If the PV inverter is operated as a PV-GCI in the grid-disconnected
mode the power at the AC side could be less than the maximum power
of the PV modules. Thus, the MPP (Maximum Power Point) is not
attained at any time whereas in the grid-connected mode the power
delivered to the grid is controlled by the AC current loop of the in-
verter. Then, in the last case, the MPP is steadily reached due to the
grid can be considered as an in�nite energy bu�er.

- As exposed in the previous point, during the grid-disconnected oper-
ation the power ow at the AC side of the inverter is imposed by the
AC local loads. One way to change the power requested to the PV
modules is by using an energy back-up storage system. This situa-
tion provides a new degree of freedom that can be used for energy
management purposes.

In order to optimize the use of the available energy of a conventional
grid feeding photovoltaic system, a grid-connected PV-GSI supported with
a backup storage system is considered in this section. A novel strategy
to extend the execution of the MPPT algorithm on photovoltaic inverters
is proposed. The control strategy takes into account local loads and the
battery limitations. The main objective of this technique are:

- Supply power to the local loads while extracting the maximum power
during the battery charge and discharge processes.

- Contribute to the restoration of the grid operation in case of overcharge
in the electric network.

- Provide extra power to the local loads during peak-demand hours or
store the surplus of energy during less-demand hours using the storage
system.
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- Maintain the MPPT active whenever possible using the new degree of
freedom that o�ers the energy storage.

- Manage the amount of energy that the PV system will deliver to the
storage system.

The case study is focused on the single-phase inverter and the battery
charger of Figure 4.1, depicted in more detail in Figure 4.20, but it is also
applicable to three-phase systems. The single-phase inverter and the battery
charger are considered individual devices. As the power electronics which
need to be controlled has been separated into two di�erent parts managed
by independent control boards they are linked using industrial communi-
cations. The CAN (Communication Area Network) bus has been selected
for this commitment. With the aim of simplifying the power balance in the
whole system, the control of the inverter and the battery charger is treated
assuming a master-slave hierarchy. The inverter (master) is responsible for
giving a power reference to the battery charger (slave) to store or to deliver.

The main device is constituted by a H-bridge one-stage single-phase PV
inverter. It has been considered a PV string at the DC-side and an LCL-
type coupling �lter for control and ripple �ltering purposes. The main
switch disconnects all the elements from the utility to start operation in
the grid-disconnected mode. The other relevant converter's stage is the bat-
tery charger. It is implemented as a bidirectional current half bridge DC-DC
converter with an LCL-type �lter. The LCL-type output �lter is used to de-
crease the current switching ripple at the input of the battery and to ensure
more cyclability. Some local loads completes the set-up.

The explanation of the di�erent control strategies is divided into three
di�erent sections:

- The battery charger control.

- The inverter control.

- The MPTT algorithm.

The bases for the control strategies are substantiated by the grid-connected
and grid-disconnected operation modes. It will be assumed that while the
system is operating in the grid-connected mode, a fraction of the amount of
power produced is used for charging the batteries and the remaining is deliv-
ered to the grid. Essentially, the grid will not be used for charging purposes.
Per contra, it should be reminded that when the system is grid-disconnected,
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Figure 4.20: Power stage of the considered PV-System

the MPP could not be reached, mainly, because the storage system does not
allow to be more charged with the available power of the PV system and
the AC load consumption is too low or due to the AC power consumption
is too high and the storage system is close to be fully discharged.

4.3.1 The battery charger control

Firstly, as has been aforementioned, the battery limitations are relevant to
ensure the battery integrity. For this reason, the battery charger algorithm
has to take into account some thresholds for the power ow in the input or
output direction according to the battery State of Charge (SoC). Usually,
there is a di�erent maximum value for the battery current in consonance with
the charging direction. Hereinafter, iBATMAXCHR

refers to the maximum
charging current and iBATMAXDCHR

to the maximum discharging current.
These saturations may be modi�ed by the charging and discharging processes
and must be controlled at any time in order to avoid any damage on the
accumulator.

The control scheme of the battery charger is shown in Figure 4.21. As has
been cited in the previous section, the inverter computes the power reference
PBAT * for the battery charger. The power reference PBAT * is translated to
a current magnitude by dividing it by the battery voltage uBAT . This value
is saturated by the upper and lower limits of the accumulator, iBATMAXCHR

and iBATMAXDCHR
. The result is used as the upper saturation of the voltage
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Figure 4.21: Control scheme of the battery charger

controller which is, in fact, the upper limit for the �nal current reference.
The lower saturation is �xed at iBAT MAX DCH . At each voltage close-loop
execution cycle, the power ow data PBAT in the accumulator is returned
to the inverter through the communication channel.

The main part of the control scheme of Figure 4.21 is based on two cas-
caded loops. The outer one refers to the uBAT voltage and the inner one to
iBAT current. This two nested loops permits to charge the battery, �rstly,
at a constant current rate and, �nally, at a constant voltage rate. To achieve
this behaviour autonomously the voltage reference uBAT * is set to be the
maintenance voltage. Note that the current reference is forced to the up-
per saturation of the voltage controller until the voltage level of the battery
reaches a value close to the charge maintenance one.

4.3.2 The inverter control

Because the inverter has to operate as a GSI in the grid-connected and as a
GCI in the grid-disconnected mode, it is usual to assume two nested control
loops. The inner one refers to the �rst inductance L1

0 current i1 and it is a
common loop for all the following proposals. In Figure 4.22, a control scheme
diagram of the current loop is shown. The main goal of this inner current
loop is to regulate the power delivered to the AC side of the converter. The
main structure is a PI controller complemented by a feed-forward of the uc
voltage to reject, as maximum as possible, the second inductance L2

0 current
disturbances i2 and to reduce the control action required e�ort. By using
the DC voltage uPV and a Sinusoidal Pulse Width Modulation (SPWM),
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Figure 4.22: Control scheme of the inverter current loop

the switching signals of the IGBTs can be generated.

The origin of the current reference for the inner loop depends on the
operation mode of the system; grid-connected or grid-disconnected operation
mode. In Figure 4.23, a block diagram of the outer control control loop is
presented according to these operation modes:

- In the grid-connected operation, the MPPT algorithm determines the
uPV * reference for the PV-string voltage, which matches with the DC
side of the inverter. In steady state, this reference is the MPP voltage
of the PV string. However, as the MPPT algorithm used is based on
a P&O (Perturbation and Observation) method [216], if there is no
certain control of the PV consumption, the maximum power cannot
be ensured. Due to the fact that the system is connected to the grid,
the only limit is that the addition of the nominal power of the inverter
and the battery charger has to be higher than the maximum power of
the PV string for the optimal conditions. Thus, the MPP is attainable
in any condition.

Once uPV * has been obtained, it is controlled by the DC voltage con-
troller which control action will be the power reference, PPV *, for the
PV modules. A portion of this power, de�ned by the KBAT � [0; 1]
gain, is referenced to the storage system. Note that this KBAT gain
should be controlled by a MGCC and will depen on several factors as
demand pro�les, state of health of the back-up system, among others.
The term (PPV *-PBAT ) is the power reference, PINV *, for the inverter.
The block (1) expresses the power in terms of current which is, in fact,
the current reference i1* for the inner loop presented in Figure 4.22.
The K gain is obtained as (1�KBAT ) and �g refers to the grid angle.

- In grid-disconnected operation, the voltage at the AC side must be
controlled in order to keep powering the local loads. This is achieved
thanks to an outer loop that control the uc voltage at the capacitor of
the LCL-type coupling �lter. The output of the controller is directly
the current reference i1* for the inner loop presented in Figure 4.22.
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Figure 4.23: Full control scheme of the inverter

The power at the AC side of the inverter is not controlled and it is
imposed by the local load. The block (2) calculates the power at
the AC side of the inverter, PINV , as the product of the i1 current
and the uc voltage. Note that this is a single-phase system and the
instantaneous power is a�ected by a 100 Hz oscillating component
that should be suppressed using, for instance, a notch �lter. Now,
the subtraction (PPV *-PINV ) is referenced to the battery charger as
PBAT *. This value can be negative in the case that there is no enough
power available in the PV string to supply the local loads.

Some extreme cases can be considered:

� If the limits of the battery charger are exceeded, the PV voltage
regulator is not be able to operate. As a result, the MPPT system
can fail into some errors and its output achieves the saturation
in the steady state.

� In case of a lack of power in the isolated system, the DC voltage
falls until the under-voltage alarm of the inverter and the local
load will be permanently non supplied. PINV falls down to zero
and all the PV power is injected to the battery. Otherwise, if there
is a surplus of non storable energy, the DC voltage increases, while
the PV power decreases, due to the PV string voltage-current
characteristics. The voltage that equals the PV power with the
storable power and the local load power is now the operating
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point for the DC voltage.

4.3.3 MPPT algorithm

In the Sections 4.3.1 and 4.3.2 there is no explanation on how the MPPT
system operates to enhance the use of the PV available resources. It is
assumed a base operation principle substantiated on the widely used P&O
method. The P&O MPPT algorithm introduces a step in the PV voltage
uPV producing a variation in the PV power (perturbation) that is seen after
the PV voltage transient (observation). According to this information it can
be decided how to proceed with the next step in the PV voltage, i.e. keep
the same step sign or change it.

In the grid-connected operation mode there are no remarks to do about the
conventional operation of the MPPT algorithm. Otherwise, during the grid-
disconnected operation, in some situations, the control of the DC voltage
can be lost if a mismatch between the available PV power and the consumed
power occurs (battery plus AC loads). In that circumstance, the targeted
uPV * voltage and the uPV will not match, even after a certain time (action
of the low-pass �lter). This situation should be detected by the MPPT
system. Figure 4.24 shows a control scheme of the proposed MPPT system
adding extra elements to a conventional P&O MPPT algorithm.

If there is a lack of power in the system, the PV voltage is going to fall
under the disconnection alarm level, so there is nothing to do more than
disconnecting the loads and switching o� the inverter.

In an extra-powered PV system, the DC voltage increases and a non
controllable error between the reference uPV * and the measure uPV appears.
The extracted power from the PV panels cannot be delivered to any load,
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even considering the battery. Thus, as soon as this error exceeds a certain
threshold value (in this case 1 V), the P&O algorithm is disabled (the input
port of the selection switch changes from 0 to 1). Obviously, this error should
not contemplate the transients in the DC voltage loop, so a �lter is added.
In this situation, the voltage reference uPV * is set close to the measured
voltage in order to avoid hard transients under a step in the local load. This
value is established below the measured one (in Figure 4.24 a value of 2 V
is proposed), forcing the voltage to decrease and, consequently, trying to
increase the power that the PV system can deliver. Note that the proposed
value for this commitment is di�erent form the threshold used to detect.
This is done to create such kind of hysteresis avoiding switching excessively
between MPPT enabling and disabling occurrences. As soon as the local
load increases, PBAT * falls inside the battery operating range, the control
of the PV voltage is restored and the P&O algorithm is enabled again (the
input port of the selection switch changes from 1 to 0).

4.3.4 Simulation and experimental results

The methodology proposed is simulated using Matlab/Simulink and vali-
dated in the same experimental set-up shown in Figure 4.9 to contrast both
obtained outcomes. In this case, block (1) that is the battery charger, block
(2) that refers to the single-phase inverter, block (3) constituted by a resis-
tive load bank and block (5) that concerns to the PV emulator are used.

The PV string is emulated as in Section 4.2. The emulator is pre-con�gured
to operate under the PV curve shown in Figure 4.25 with a maximum power
of 1.5 kW (at G = 1 kW/m2), an open-circuit voltage about 610 VDC and
a MPP around 500 VDC. The storage system is constituted by four series
12 VDC lead-acid batteries. The allowed loads are 0 W, 587 W and 1174 W.
The considered single-phase AC grid side is set at 230 V and 50 Hz.

Table 4.3 to 4.5 presents the battery charger, the inverter and the MPPT
hardware and control parameters.

The following lines describe a selected set of six scenarios used illustrate
how can be used the extended MPPT strategy in island mode, even under
suddenly irradiation changes, but also in transference situations. These case
studies permits to validate the extended execution MPPT control strategy
proposed previously under complex situation when a grid-tied inverter with
back-up is assumed:

- For the three �rst scenarios the single-phase inverter is permanently in
the grid-disconnected mode. The system is evaluated under di�erent
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Block Parameter Value Units

Battery charger

Execution frequency of the current loop 16 kHz
Execution frequency of the voltage loop 1 kHz
iBATMAXCHR

9.0 A
iBATMAXDCHR

-32.0 A
L1bat 1.62 mH
Cbat 47.0 �F
L2bat 21.4 �H
kp voltage loop 1
ki voltage loop 720
kp current loop 3.4
ki current loop 3280

Table 4.3: Battery charger parameters
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Block Parameter Value Units

Inverter

Execution frequency of the current /AC voltage loop 16 kHz
Execution frequency of the DC voltage loop 1 kHz
DC under voltage alarm threshold 400 V
DC voltage controller saturation 2.2 kW
AC voltage controller saturation 10 A
Current controller saturation 400 V
AC grid voltage 230 V
AC grid frequency 50 Hz
DC-link 2.35 mF
L1

0 6 mH
Cf 26 �F
L2

0 33 �H
kp DC voltage loop 0.03
ki DC voltage loop 0.5
kp AC voltage loop 0.02
ki AC voltage loop 20
kp AC current loop 71
ki AC current loop 40000

Table 4.4: Single-phase inverter parameters

Block Parameter Value Units

MPPT algorithm

uPV / iPV / uPV * voltage low pass �lter 0.4 Hz
uPV � uPV * error voltage low pass �lter 10.0 Hz
P&O execution time 20 ms
Voltage step of the P&O 4 V
uPV * lower/upper saturation 450/650 V

Table 4.5: MPPT parameters
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load transients at a constant irradiation G = 0.6 kW/m2 (MPP �
900 W, refer to Figure 4.25). When t<40 s no load is connected, then
when 40 s<t<80 s a �rst 587 W load is added and for 80 s<t<100 s
the full load is connected. The loads are disconnected following a
symmetric disconnection pattern over the time instant t = 100 s.

� Scenario 1. Study of the system behaviour considering that the
batteries are practically full charged.

� Scenario 2. Identical scenario in respect with scenario 1 but the
SoC of the storage system is now at 80%.

� Scenario 3. Identical scenario in respect with 1 and 2 but the SoC
of the storage system is practically at 0%.

- Other two scenarios are used to analyse the e�ect of a transference
from grid-connected to grid-disconnected and viceversa, at a constant
irradiation G = 0.4 kW/m2 (MPP � 600 W). Two sub-cases are con-
sidered per scenario: full-load (1174 W) or with no-load (0 W). Each
sub-case takes into account three di�erent levels of SoC for the stor-
age system: 100%, 80% and 0%. Both scenarios contemplates a zero
crossing transference step between operation modes. During this zero
crossing step, the inverter does not switch and the power reference for
the batteries is zero.

� Scenario 4. The grid-connected to grid-disconnected transition is
evaluated. In this case, the zero crossing step time is set at 0.14 s.

� Scenario 5. The grid-disconnected to grid-connected transition is
evaluated. In this case, the zero crossing step time is set at 1 s.

- Finally, a sixth scenario shows how suddenly irradiation changes af-
fects the MPPT tracking in island mode. The considered SoC is set
at 80% for three di�erent load demands; full-load (1174 W), half-load
(587 W) or with no-load (0 W). The energy balance between the avail-
able irradiation and AC load consumptions will establish a continu-
ously operation enabling and disabling the MPPT operation.

For the validation results it is presented how the power ow of the three
main devices (PV emulator, inverter and battery charger) is shared and how
evolves the uPV . For the experimental case, the power ow values between
the three devices are obtained monitoring the power values exchanged using
the CAN �eld bus. The evolution of the PV voltage uPV is presented as
an oscilloscope capture. The measure has been obtained via a di�erential
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voltage probe in which it should be considered a 2-scale factor due to the
selected voltage probe range.

- Scenario 1. The evolution of PPV , PINV and PBAT is shown in Fig-
ure 4.26(a) and 4.26(b). The bus voltage behaviour is depicted in
Figure 4.26(c) and 4.26(d). During the time that no-load is present
(t<40 and t>160 s), the PPV can be only used to compensate the
battery charger and the inverter losses in the experimental case. It
should be remarked that the inverter is operating generating the volt-
age at the AC side and the battery charger is controlling the main-
tenance voltage. When the �rst load is connected (40 s<t<80 s and
120 s<t<160 s), the inverter starts to deliver energy but cannot ful-
�l the MPP. When the load consumes enough power (80 s<t<120 s),
the inverter automatically operates at the MPP and the battery sup-
plies the remaining power. It is possible to validate the on-state of
the MPPT algorithm observing the behaviour of the bus voltage in
Figure 4.26(c) and 4.26(d) that oscillates around 500 V.

- Scenario 2. The evolution of PPV , PINV and PBAT is shown in Fig-
ure 4.27(a) and 4.27(b). The bus voltage is depicted in Figure 4.27(c)
and 4.27(d). As now the battery can absorb some power, during no-
load operation (t<40 and t>160 s) the inverter can supply some power
to charge the storage system. The MPP is not reached due to the
battery limits. Now, when the �rst load is connected (40 s<t<80 s
and 120 s<t<160 s), as there is enough PPV available, the battery is
charged and it is possible to supply the local loads. When the full load
is connected, some energy is supplied by the back-up system and all
the available PPV is delivered to the load allowing to operate at the
MPP. In this scenario, from t = 40 s to t = 160 s the MPPT is active.

- Scenario 3. The evolution of PPV , PINV and PBAT is shown in Fig-
ure 4.28(a) and 4.28(b). The bus voltage is depicted in Figure 4.28(c)
and 4.28(d). In this case, when the full-load is connected (t = 80 s),
as the battery level is too low, there is no way to supply the loads.
Although the systems is not able to supply the loads, the inverter is
switched-o� but the PV systems delivers all power that admits the
storage system to charge it. In this sense, the system is focused on
the minimization of this situation because it always try to charge the
storage system. It should be remembered that the system has been
designed with the aim of avoid to charge the storage system from the
grid.
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Figure 4.26: Scenario 1. Grid-disconnected operation at G = 0.6 kW/m2,
di�erent loads and SoC at ' 100%
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Figure 4.27: Scenario 2. Grid-disconnected operation at G = 0.6 kW/m2,
di�erent loads and SoC at 80%
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Figure 4.28: Scenario 3. Grid-disconnected operation at G = 0.6 kW/m2,
di�erent loads and SoC at ' 0%
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- Scenario 4. Grid-connected to grid-disconnected transition considering
G = 0.4 kW/m2. In this case, at time t = 2 s the grid is o�.

� Scenario 4.a. Full-load connected. It should be highlighted that
when a grid-connection to grid-disconnected transition occurs,
the behaviour of the inverter in grid-connected mode is as a GSI
and in grid-disconnected mode is as a GCI. The evolution of PPV ,
PINV and PBAT is shown in Figure 4.29. Then, the voltage uPV
is depicted in Figure 4.30.

When the inverter is in the grid-connected mode (t < 2 s), the
load is supplied by the grid and all the available PINV is delivered
to the grid. Thus, the system is operating at the MPP. When it
is grid-disconnected, as the available PV power is not close to the
demand side, the capability to supply the AC loads is dependent
on the SoC. If there is enough energy available at the battery
the inverter does not stop to deliver energy and, consequently, it
operates at the MPP with the support of the storage system. In
case of 0% of SoC, the inverter is not able to supply su�cient
power. Although the AC side is disconnected, all the available
PPV is used for charge the storage system. Then, the MPP is
attained after the inverter switch-o� process. It should clari�ed
that in the case of the results shown when SoC is at 0% some
di�erences can be appreciated. This is due to the internal losses
in the experimental test platform produces an extra consumption
that enables to operate at the MPP, i.e. � 9 ADC to charge the
storage system plus the charger losses.

� Scenario 4.b. No-load connected. This is a complementary situa-
tion of the previous one. The evolution of PPV , PINV and PBAT
is now shown in Figure 4.31. Then, the voltage uPV is depicted
in Figure 4.32.

In this scenario, the worst case occurs when the battery is at 100%
of SoC. The energy storage system cannot absorb the available
PPV and, in this situation, it is wasted because there is any device,
neither the batteries nor the inverter, that can take pro�t of the
PV energy. Only the internal losses can be consumed in the real
case. In the case of SoC at 80% or 0%, the available PPV is
used to generate the AC voltage by the inverter implying some
inner losses (� 80 W). Also, the remaining available PPV is used
to charge the batteries close to the maximum allowable current
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(d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0%
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(f) Experimental results. SoC at 0%

Figure 4.29: Scenario 4.a. Grid-connected to grid-disconnected transition at
G = 0.4 kW/m2, full-load and di�erent SoC. PPV , PINV and
PBAT
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(a) Simulated results. SoC at 100% (b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80% (d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0% (f) Experimental results. SoC at 0%

Figure 4.30: Scenario 4.a. Grid-connected to grid-disconnected transition at
G = 0.4 kW/m2, full-load and di�erent SoC. uPV voltage
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Chapter 4 Grid Supply Inverters operation proposals for AC microgrids

(� 7.5 ADC - 480 W). Once more, these inner losses justi�es the
di�erence between the simulation and experimental results for
these last cases.

- Scenario 5. Grid-disconnected to grid-connected transition considering
G = 0.4 kW/m2. In this case, at time t = 2 s the inverter starts the
reconnection procedure and the MPPT is disabled during 1 s (zero
crossing transference step).

� Scenario 5.a Full-load connected. During the time before 2 s, the
MPPT is operating properly and the extra needed power for the
loads is delivered by the batteries except in case of SoC at 100%.
In this situation, the inverter is switched-o� and the PPV is used
to charge the back-up system. Then, as has been mentioned,
between t = 2 s and 3 s all systems are disconnected transiently
to change the operation mode. After the �rst three seconds, the
system evolves to a new state where the 60% of the available
PPV is used to charge the battery (KBAT = 0:6), except when
the storage system is at 100% of its SoC. The remaining power is
injected to the grid, as can be seen in Figure 4.33 and 4.34.

� Scenario 5.b. No-load connected. In this case, the only di�erence
in respect with Scenario 5.a is before t = 2 s. The transference
begins from a di�erent start point when it has to face the transfer-
ence from GCI to GSI. In case of SoC at 100%, the PPV is wasted.
In the other cases, if the back.up system does not limit in terms
of current the available power, the MPPT can be attained. The
evolution of PPV , PINV and PBAT is shown in Figure 4.35 and
the voltage uPV is depicted in Figure 4.36.

- Scenario 6. Response to an irradiation, G, change from 0.2 kW/m2 to
1.0 kW/m2 in steps of 0.4 kW/m2 and 40 s (increasing and decreasing)
under di�erent AC loads consumptions when the SoC is set at 80%. It
should be taken into account that the considered irradiations suppose
a maximum available PV power of approximately 298 W, 894 W and
1490 W. As the considered consumptions are 0 W, 587 W and 1174 W,
and the exchangeable power with the back-up system is around 432 W
for charging or 1536 W for discharging, this scenario presents how the
extended execution of the MPPT algorithm is able to operate. In fact,
this scenario permits to emulate a sudden shadowing of the PV panels.
Partial shadowing is beyond the scope of this case study. The evolution
of PPV , PINV and PBAT is shown in Figure 4.37 and the voltage uPV is

246



4.3 Extended execution of the MPPT algorithm for a PV inverter with back-up
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(a) Simulated results. SoC at 100%
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(b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80%

0 2 4 6 8 10 12 14 16 18 20

−1500

−1000

−500

0

500

1000

1500

Time [s]

P
h
o
to
vo

lt
a
ic

p
o
w
er
,
b
a
tt
er
y
p
ow

er
a
n
d
in
ve
rt
er

p
ow

er
[W

]

 

 
PPV

PBAT

PINV

(d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0%
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(f) Experimental results. SoC at 0%

Figure 4.31: Scenario 4.b. Grid-connected to grid-disconnected transition
at G = 0.4 kW/m2, no-load and di�erent SoC. PPV , PINV and
PBAT
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(a) Simulated results. SoC at 100% (b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80% (d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0% (f) Experimental results. SoC at 0%

Figure 4.32: Scenario 4.b. Grid-connected to grid-disconnected transition at
G = 0.4 kW/m2, no-load and di�erent SoC. uPV voltage
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(a) Simulated results. SoC at 100%
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(b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80%
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(d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0%
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(f) Experimental results. SoC at 0%

Figure 4.33: Scenario 5.a. Grid-disconnected to grid-connected at G =
0.4 kW/m2, full-load and di�erent SoC. PPV , PINV and PBAT
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(a) Simulated results. SoC at 100% (b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80% (d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0% (f) Experimental results. SoC at 0%

Figure 4.34: Scenario 5.a. Grid-disconnected to grid-connected transition at
G = 0.4 kW/m2, full-load and di�erent SoC. uPV voltage
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(a) Simulated results. SoC at 100%
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(b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80%
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(d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0%
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(f) Experimental results. SoC at 0%

Figure 4.35: Scenario 5.b. Grid-disconnected to grid-connected at G =
0.4 kW/m2, no-load and di�erent SoC. PPV , PINV and PBAT
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(a) Simulated results. SoC at 100% (b) Experimental results. SoC at 100%
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(c) Simulated results. SoC at 80% (d) Experimental results. SoC at 80%
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(e) Simulated results. SoC at 0% (f) Experimental results. SoC at 0%

Figure 4.36: Scenario 5.b. Grid-disconnected to grid-connected transition at
G = 0.4 kW/m2, no-load and di�erent SoC. uPV voltage
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(a) Simulated results. No-load
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(b) Experimental results. No-load
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(c) Simulated results. Half-load
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(d) Experimental results. Half-load
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(e) Simulated results. Full-load
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(f) Experimental results. Full-load

Figure 4.37: Scenario 6. Response to an irradiation change from 0.2 kW/m2

to 1.0 kW/m2 in steps of 0.4 kW/m2 and 40 s (increasing and
decreasing) under di�erent AC loads consumptions when the
SoC is set at 80%. PPV , PINV and PBAT
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(a) Simulated results. No-load (b) Experimental results. No-load
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(c) Simulated results. Half-load (d) Experimental results. Half-load
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(e) Simulated results. Full-load (f) Experimental results. Full-load

Figure 4.38: Scenario 6. Response to an irradiation change from 0.2 kW/m2

to 1.0 kW/m2 in steps of 0.4 kW/m2 and 40 s (increasing and
decreasing) under di�erent AC loads consumptions when the
SoC is set at 80%. uPV voltage
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4.4 Summary

depicted in Figure 4.38. In all cases, a di�erence between simulations
and experimental results appears due to the operative consumption of
the inverter.

For the no-load case, Figures 4.37(a)-4.37(b) and 4.38(a)-4.38(b), the
only time interval where the MPP can be tracked is before the time
is 40 s and after 160 s. During those time intervals all the available
PV power is used for charging the back-up system. In all the other
cases, the system is over-powered, implying that the MPPT should be
disabled during long time intervals. However, as can be seen after time
is 160 s, the MPPT is again operative.

In case of half-load a more favoured situation is analysed. Now, an
AC consumption permits to extend the MPPT operation before time
is 80 s and after time is 120 s. In those time intervals, the PPV is
about 300 W or 900 W, and the maximum aggregated consumption
amounts to 1019 W. Thus, the loads are supplied and the back-up
system is discharged when G is 0.2 kW/m2. However, under G equal
to 0.6 kW/m2 there is enough PPV to supply the AC loads and the
surplus is used to charge the batteries under MPP operation. As in G
equal to 1.0 kW/m2 the PPV surplus exceeds the maximum aggregated
consumption, the MPPT is disabled transiently.

Finally, for the full load-case, the maximum aggregated consumption
amounts to 1609 W. As the back-up system assumed considers a SoC
at 80%, the system can operate always with the MPP. When G is not
enough to supply the AC loads, the back-up system is used for this
commitment (cases before time is 80 s and after time is 120 s).

4.4 Summary

Due to the high penetration of renewable in the energy mix during last
decades, especially concerning photovoltaic and wind-turbines systems, the
implantation of Grid Supply Inverters (GSI) is a common used alternative.
GSI suppose important challenges when they have to be operated within an
AC microgrid, acting as voltage sources in the grid disconnected mode. This
chapter has presented two di�erent strategies to enhance the behaviour of
conventional PV-GSI under grid-connected operation when it is considered
that it can be also operated as PV-GCI under the grid-disconnected mode.

In the �rst case, the converter is operated as GSI when grid-connected
and a non zero voltage crossing transfer is provided when the inverter is
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grid-disconnected operated. The di�erence in the control strategy between
the operation modes adds complexity to the control algorithm and to the
detection of the mains loss. A fast fault grid detection method is presented
to overcome the transients based on combination of an active anti-islanding
method and a monitoring voltage system consisting of voltage envelopes.
Another challenge of this method is the proper initialization of the AC volt-
age controller, concluding that is better to reset the controller than use a
bumpless strategy. The reset option produces an oscillation in the voltage
during the transient between operation modes but is better than bumpless
alternative in terms of transient rms values. A knowledge of the opening
and closing times of the main switch helps to obtain seamless and smooth
transferences in both senses.
In the second case, a control strategy to extend the use of the MPPT algo-

rithm for PV inverters has been proposed. This PV inverter can be operated
in grid-connected mode as GSI and in grid-disconnected mode as GCI. The
proposed algorithm prioritizes the charging of the batteries from the PV sys-
tem. It allows to operate the PV inverter at the MPP during the maximum
time possible when it is supported by a back-up system based on batteries.
Six di�erent scenarios with sub-cases have been selected to illustrate the
proper operation of the autonomous enable/disable of the MPPT operation
in grid-disconnected mode. These case studies consider suddenly changes
in the AC consumptions or in the received irradiation (emulating sudden
shadowing). Also, the e�ect of the transference between grid-connected and
grid-disconnected has been studied.
Both algorithms have been validated on an experimental set-up contrast-

ing that the expected simulated behaviours matches properly with the real
obtained data.
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Chapter 5

Four-wire three-phase AC inverter

proposal for AC microgrids

5.1 Introduction

Nowadays, most inverters operate as Current Controlled-Voltage Source In-
verters (CC-VSI) behaving as Grid Support Inverters (GSI) when are grid
connected, as has been presented in Chapter 2 and 4. During the �rst years
of Distributed Energy Resource (DER) integration, most countries avoid
the creation of unintentional electrical islands by the use of di�erent regu-
lations, as the VDE 4105, IEEE 1547 or IEC 61727 [16{18] to prevent risk
situations. However, electrical grids are expected to be smarter in the next
times when the grid is lost. In this sense, microgrids play an important role
to overcome a forced stop when the grid must be disconnected because of
maintenance or malfunction. Microgrids are a consequence of the DER. In
this sense, the electrical energy distribution scenario has to change and big
generators, utilities and regulators must change to a new and smart energy
scenario. This new scenario is full of interconnected small microgrids (no
more than hundreds of kW) to create the Smart Grid. In this new paradigm,
power electronics and communications are playing a major role and are the
key technologies to make this change possible. Furthermore, conventional
GSI used by di�erent DER, as in the photovoltaic case, needs to evolve.
This chapter details the design, simulation and implementation of a three-

phase four-wire AC inverter for microgrids which can be interfaced with a DC
microgrid, battery or supercapacitor bank with a wide voltage swing. The
converter proposed in this chapter has been designed and installed on the
experimental microgrid ATENEA at CENER, Sang�uesa, Spain (introduced
in Chapter 1).
This chapter is divided into:

- Section 5.2. General system speci�cations. This section de�nes the op-
eration modes and electrical considerations for the proposed microgrid
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inverter.

- Section 5.3. Microgrid VSI proposal. This section de�nes the main
components of the two power stages considered; a DC/DC converter
and a DC/AC inverter. The motivation of the structures selected are
also introduced.

- Section 5.4. The three-phase four-wire inverter coupling �lter design.
In this section, the size of a coupling LCL-type �lter is developed based
on a new Space Vector Pulse Width Modulation (SVPWM) technique
for three-phase four-wire inverters to optimize the required program
memory digital implementation. Firstly, a brief review on the SVPWM
techniques is conducted. Then, the new SVPWM proposal is proposed
and used to de�ne a methodoloy to size the cited coupling �lter.

- Section 5.5. Three-phase four-wire DC/AC inverter control. The pro-
posed VSI is based on a hybrid combination of dynamic droop control
when it is grid-connected and a voltage-frequency control when it is
grid-disconnected operated. In this sense, the operation of the in-
verter is maintained as a VC-VSI (Voltage Controlled Voltage Source
Inverter) in both operation modes. Some special control requirements
are considered as over-load capability when grid-connected or sinu-
soidal short-circuit proof when grid-disconnected.

- Section 5.6. The three-leg interleaved DC/DC converter coupling �l-
ter design. A LC-type �lter is designed according to the modulation
technique for DC/DC converter detailed in Section 5.3.

- Section 5.7. The three-leg interleaved DC/DC converter control. This
section presents the tuning procedure of the DC current and the DC-link
voltage control. An analysis on the the DC-link is conducted to val-
idate that the voltage ripples are acceptable for a four-wire inverter
operation. A control scheme to avoid over-modulation at the DC/AC
inverter is proposed.

- Section 5.8. Simulation and experimental results. This section presents
several scenarios considered for the operation validation. These sce-
narios consider power control, disturbance response, energy quality,
DC-link behaviour, transients between grid-(dis)connected and short-
circuit capability.
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5.2 General system speci�cations

5.2.1 The AC side

The converter must act as a bidirectional interface between a DC side, where
a energy storage device will be connected and the AC side constituted by
a three-phase four-wire microgrid. The energy storage device could be a
battery, a supercapacitor bank or a DC microgrid.

Di�erent operation modes, con�gurations and control challenges need to
be considered to make compatible a real microgrid, in this particular case
ATENEA's microgrid.

Con�gurations and operation modes

The AC microgrid scope is as follows:

- Grid-tied (Con�guration 1)

o Grid-connected (Operation mode 1)

o Grid-disconnected (Operation mode 2)

- Grid-isolated (Con�guration 2)

The converter must be able to operate focused on two di�erent strategies:

- P/Q control (Grid-tied ! Grid-connected). The power is referenced
independently per phase, active and reactive, positive or negative.
This means a four-quadrant P/Q operation of the three-phase system.

- V/f control (Grid-tied ! Grid-disconnected or Grid-isolated). The
converter is the responsible device to manage the microgrid's voltage
and frequency, providing this voltage to other converters or any kind
of load (non-linear or unbalanced).

One of the most important challenges to overcome is the consideration
that the converter has to manage proper transitions between the operating
modes when grid-tied con�gured. In the case study, in grid-disconnected
operation there is only one voltage and frequency master in the whole AC
microgrid. To accomplish with this restriction AC droop control is used for
grid-connected operation mode and V/f control is used for grid-disconnected
operation behaviour. As droop and V/f control treats the converter as a
voltage source there is not a control change on the operation mode. In this
sense, a di�erent approach from the one presented in Chapter 4-Section 4.2
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Figure 5.1: Main AC handling switches

is now considered. A combination of GCI (when grid-disconnected) and
GCSI (when grid-connected) is proposed. In this way, in grid-disconnected
operation the dynamics is not compromised by droop constrains.

On the other hand, to interoperate properly with other converters of the
microgrid and set all the possibilities, the converter is composed by two
possible operation options:

- Only-connected. In this operation option, the converter only obeys
active/reactive power references. The utility or another microgrid's
converter is the responsible for �xing the voltage and the frequency.

- Dual. The dual operation option is more complex than only-connected.
The converter must manage connection-disconnection procedures. Thus,
the converter obeys active/reactive power references when grid-connected
but �xes the voltage and the frequency when it is in the isolated con-
�guration or operation in grid-disconnected mode.

In the dual converter operation option, the converter is able to control a
microgrid main switch, called island switch, and also its own header switch,
see Figure 5.1(a), while in the only-connected mode, the converter only
controls the header switch, see Figure 5.1(b).

Electrical considerations

The converter is sized for 135 kVA but the rated considered power is 90 kVA.
The electrical speci�cations for the AC side are 400 VAC phase-to-phase
(� 10%) and 50 Hz (� 10 Hz) considering a four-wire distribution. This
four-wire feature concerns to face unbalances and asymmetries. Each phase
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Figure 5.2: Galvanic isolation proposed

can be controlled individually, in terms of power when grid-connected and
in terms of voltage in grid-disconnected operation.

The wide range in voltage and frequency allows to implement di�erent
control strategies that have to be adaptive around an operation point, as
can be AC droop control.

As explained in Chapter 2, there are di�erent regulations that detail some
mandatory consideration for grid-tied energy producers. In this sense, it
has been considered that the converter should include galvanic isolation
between the AC microgrid and the converter. According to Chapter 2, and
for the power involved in this proposal, the use of the standard single-phase
transformer constituting a triplex unit results a good option to operate a
microgrid inverter. In Figure 5.2 can be seen the proposed YNyn triplex
connection.

The converter must be short-circuit proof. This means that it has to be
able to maintain at its output a sinusoidal maximum predetermined current
during a con�gurable time in short-circuit. This feature applies only to
grid-disconnected mode. The sinusoidal waveform behaviour permits that
the protections reacts as in conventional grids.

As a �nal requisite, the converter has to handle severe overloads of 20%
to 50% during some tenths of seconds. This overload capability has been
considered with the aim of emulating the behaviour of a rotatory machine,
in terms of power, during big load (dis)connection transients. This fact im-
plies that if a power converter needs to support certain over-currents during
tenths of seconds requires to size the semiconductors to support the maxi-
mum current during the over-load operation but also all the heat-dissipation
system (as heat-sinks, fans or �lters). This makes bigger the power modules
but represents a �rst approach between conventional distribution generators
and future smart-grids. The heat-dissipation system design is not included
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Figure 5.3: Simpli�ed scheme of the microgrid inverter proposal

in the present thesis.

5.2.2 The DC side

Electrical considerations

For the DC side, the input voltage range is 150 VDC to 500 VDC. The
maximum rated DC current is �xed to be 250 A, but with an overload
capability to increase up to 360 A during tenths of seconds.

5.3 Microgrid VSI proposal

5.3.1 General scheme proposal

As the microgrid VSI has to face with wide DC voltage ranges and needs to
manage AC di�erent voltage and frequency values, a structure constituted
by two stages with low frequency galvanic isolation is proposed, as can be
observed in Figure 5.3. It should be remarked that with the aim of obtaining
an useful and exible microgrid VSI, all the power stacks used will be iden-
tical. In this sense, the minimal considered unit is a three-phase full-bridge
IGBT stack.

Firstly, a four-wire three-phase DC/AC bidirectional VSI is dedicated to
the AC interface using two three-phase full-bridge IGBT stacks, one stack is
used for the active phases u, v and w. Another one is operated in parallel and
responds to the neutral wire commitment. Secondly, an interleaved DC/DC
converter is considered for the DC side interface using one more three-phase
full-bridge IGBT stack.

The complete proposed scheme of the microgrid inverter is shown in Fig-
ure 5.4.

The converter is based on a four-phase VSI plus an LCL-type output �l-
ter with a DC side interface implemented thanks to a three-leg interleaved
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Figure 5.4: Scheme of the full DC/DC and DC/AC proposed converter
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converter. The inverter is controlled by means of an internal current con-
troller. To operate as a VC-VSI, the voltage at the LCL �lter capacitor is
controlled in cascade with a more external loop based on AC droop with
a dynamic virtual resistor strategy to provide hot-swapping capability in
the grid-connected mode. An active damping algorithm to reduce inherent
resonance excitations of the LCL-type �lter is also considered.
Due to the inherent slow behaviour of the AC droop control it has been

decided to change the control strategy to a voltage-frequency (V/f) control
in the grid-disconnected mode. Obviously, this strategy is conditioned by
ensuring that there is only one GCI in the microgrid islanded system or
a Constant Voltage Constant Frequency (CVCF) synchronized mechanism.
The following sub-sections details the design of the di�erent components
integrated in the proposed microgrid VSI.
Note that, as has been detailed in Section 2.5, the neutral inductances can

be neglected. However, it has been considered useful to include them to avoid
excessive current ripples under predominant homopolar current components.
Also, it should be clari�ed that a GND fault detector has been included to
detect leakage currents in case of a fault between the DC terminals (BAT+
and BAT-) and the transformer secondary terminals (microgrid side). A
header di�erential switch will allow to detect any leakage current between
the transformer primary terminals and the location of such protective device.

5.3.2 The four-wire three-phase DC/AC motivation

The transportation lines provide their services in a three-wire topology. The
distribution lines provide their services in a four-wire topology to supply
electricity to three-phase and single-phase consumptions. As a microgrid is
close to the end-users, it can be treated as a distribution line. For this reason,
the inverter of the microgrid has to distribute a three-phase four-wire system.
As detailed in Chapter 2, this option can be achieved by power converters
with three controlled legs using the mid-point of the DC-link as the neutral
wire or controlling also the neutral wire adding a fourth controlled leg.
Four-wire three-leg split capacitor topologies imply:

� Less switching elements for the main converter and less extra circuitry.

� DC-link active balancing. Depending on the operation of the inverter
it is possible to consume or deliver more power from one of the two
semi-buses that constitutes the DC-link. Although the total DC-link
is controlled, if no action is applied to set the voltage di�erence of the
semi-buses to zero it is possible to collapse one semi-bus or produce
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5.3 Microgrid VSI proposal

an over-voltage situation on the other one. When grid-connected, this
e�ect is solved injecting some DC current to the AC side. This is not
possible when the VSI is grid-disconnected operated.

� It is possible to modulate any voltage and control any current sequence
but the neutral point is determined according to where it is externally
referenced.

� No SVPWM can be applied taking more pro�t of the DC-link voltage
to synthesize higher AC voltages.

� High frequency voltages produced by the switching behaviour of the
inverter a�ects to the mid-point of the DC-link but not to the DC
wires because the two semi DC-link act as a considerable low-pass �l-
ter. This means that a storage system can be connected directly to
the DC-link without considering premature ageing due to high fre-
quency components. In this direction, the DC wires will present a
low-frequency oscillation that mainly is consequence of the active bal-
ancing of the DC-link, the control of the total DC-link and the AC
connected load type.

The required hardware of the two four-wire alternatives results similar
because the three-leg split capacitor topology could require a fourth leg for
balancing purposes. Furthermore, the four-leg topology permits the appli-
cation of SVPWM techniques improving the use of the DC-link voltage. In
this thesis, the chosen option is the four-leg inverter. Figure 5.4 shows the
DC/AC three-phase four-wire scheme proposed with an output LC coupling
�lter.
When using a four-leg inverter it should be considered that, in grid-

connected operation, the isolation has to be included by the inverter to
make compatible a possible distribution transformer. If not, the neutral
high frequency oscillation is connected to the ground wire of the transformer
producing undesired e�ects. Both situations are depicted in Figure 5.5.

5.3.3 The three-leg interleaved DC/DC motivation

A microgrid is constituted, usually, for a DC side where di�erent DER are
integrated. It is necessary to consider that it can operate with large volt-
age swings that usually do not match with the adequate inverter operation
voltage level. Due to this voltage swing, a DC/DC converter to step-up the
voltage of the DC microgrid side is considered. The proposed converter is
formed by a three-phase full-bridge stage operating as the interface between
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Figure 5.5: Neutral interconnection of a four-wire inverter with the utility
transformer when a SVPWM technique is used
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the DC bus of the microgrid and the DC-link of the inverter stage. The
three output inductances are connected each other at the input side of the
converter, as depicted in Figure 5.4. It is also common the use of a DC
capacitor at the DC microgrid to obtain high �lter attenuation ratios. In
this case, the voltage control capability of this capacitor is beyond the scope
of this work. However, for storage systems where a constant voltage charge
is required it has to be considered, as indicated in [217,218].
By the use of an interleaved topology, the output inductive �lter volume

is split, making easier the maintenance tasks and wiring. At the same time,
high power converters can be designed with lower current modules. The
utilization of a commonly used power electronics structure could permit to
achieve a lower production cost. As three legs are available according with
the selected stack structure a three-phase interleaving or a parallel commu-
tation can be applied. The parallel operation implies the reduction of the
controlled current per leg. However, no bene�ts on the current ripple are
achieved. On the other hand, an interleaved commutation, where the switch-
ing signals are 2�/N rad phase shifted (being N the number of interleaved
legs), can be applied in order to obtain lower ripples in the DC microgrid,
reduce the voltage and current ripples in the DC link and decrease the power
capacity of the inductors [219]. Furthermore, as explained in [220,221], the
ripple is a non-linear function of the duty cycle. The maximum ripple de-
pends on the number of interleaved legs used. In [222] is deduced that the
absolute peak-to-peak ripple can be expressed by

�i(�) =
ubus
Lfs

h
1� m

N�

i
[1 +m�N�] (5.1)

being m = floor(N�). In Figure 5.6 is shown the normalized ripple

� = �i
Lfs
ubus

(5.2)

evolution as a function of the duty cycle for the one, two and three-leg
interleaved case.
It can be observed that from one to two interleaved legs the ripple is

divided by a factor 2, implying 50% of enhancement. Adding a third leg,
the improvement over two interleaved legs is 16%. In case of a fourth leg less
than 10% is achieved in respect with the three-leg alternative. As can be
deduced, the improvement of �i when N is considered over the case when
N-1 is used follows the hyperbolic normalized behaviour as

�i(N)

�i(N � 1)
=

1

N(N � 1)
(5.3)
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Figure 5.6: DC/DC interleaved normalized ripple as a function of the duty
cycle �. One-leg (red), two-legs (green) and three-legs (blue).

being N�1. For this reason, three interleaved legs results a good trade-o�
between number of switching elements and maximum ripple. It should be
noticed that each leg presents its maximum ripple when the duty cycle � is
equal to 0.5. In the three-leg case the duty cycle equal to 0.5 represents the
worst case. In this situation the ripple per leg is maximum and the total
current ripple is maximum, too. However, in any case, the DC microgrid is
a�ected by a 1/N part of one leg ripple and by a N factor of the switching
frequency if all inductances are exactly equal. The asymmetric case is con-
sidered for the design of the interleaving stage developed in Section 5.6. Also,
as can be seen in [223], the reliability of an interleaving DC/DC converter
increases in comparison with a conventional DC/DC converter (one-leg).
Mainly, due to the decrease on the thermal stress as consequence of sharing
of the current magnitude and ripple. Also, in terms of cost, a three-leg re-
sults a good candidate if the used power stack is identical to the other ones
used for the AC/DC converter.

5.4 The three-phase four-wire inverter coupling �lter
design

The modulation technique results into a factor that conditions the hardware
design. In this section, �rstly, a review on classical space vector modulation
techniques is done for three and four-wire inverters. Then, a novel simpli�ed
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3D-SVPWM modulation is presented as an extension of the 2D-SVPWM
but applied to four-leg three-phase VSI. Once this new modulation strategy
is presented, the hardware design of the LCL-type �lter at the AC side is
developed. The methodology for the LCL coupling �lter design proposed is
as follows:

1. The output inductance L1x is sized according to a desired maximum
ripple at the output of the inverter and depending on the applied
modulation technique. The subscript x refers to one of the four legs
u, v, w or n.

2. The grid side inductance L2x and the capacitor C is sized to produce
a high attenuation at high frequency. Also, the AC capacitor should
have to accomplish with a maximum reactive power consumption. This
last situation can be compensated by the injection of some amount of
reactive power by the inverter implying an e�ciency drop.

It is also common to assume that the grid side inductance is constituted
by the leakage inductance of the transformer when galvanic isolation
is considered.

5.4.1 SVPWM for three-phase VSI review

The most extended modulation technique for power converters is the Pulse
Width Modulation (PWM) strategy. The control of three-phase inverter
switches under Space Vector-PWM (SVPWM) has been proved to be more
optimal than other modulation possibilities [224{226]. Among its main ad-
vantages can be included some as low output voltage harmonic distortion,
more available output AC voltage, good utilization of the available DC-link,
low switching losses or simple digital implementation in three-wire inverters.

The SVPWM technique is based, mainly, on the abstraction of considering
the converter as a state machine. Each state is de�ned according to the
conduction or blockage situation of each inverter's switch.

The space vector s concept can be described as an instantaneous vector
that represents each voltage in the canonic orthonormal abc reference C =
f[1 0 0],[0 1 0],[0 0 1]g at any instant. In this sense ua(t) is linked with ~u1 =
[1 0 0], ub(t) with ~u2 = [0 1 0] and uc(t) with ~u3 = [0 0 1]. However, other
references as Clarke's or Park's basis can be applied.
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Figure 5.7: Symbolic representation of the possible states of the converter
when SVPWM is applied (three-leg topology)

Three-wire three-leg inverters

In case of three-wire three-phase converters, the SVPWM technique is widely
used due to its higher e�ciency in terms of pro�t of the DC-link.

As has been mentioned, the SVPWM technique is based, mainly, on the
abstraction of considering the converter as a state machine where the desired
output voltage is obtained from the superposition of the di�erent switching
vectors [227]. One prohibited state results from both switches of the same leg
closed simultaneously. In this sense, up to eight switching states are possible.
Figure 5.7 shows the eight possible switching states that constitutes the
three-wire VSI. It should be remarked that V0 (000) and V1 (111) provide
null voltage at the output of the inverter and are usually called null vectors
or Zero Switching Vectors (ZSVs). The other six are active vectors or Non-
ZSV (NZSVs) [3].

Figure 5.8 shows the eight possible states of the converter in the space
and Table 5.1 presents the output voltages imposed by the inverter from the
natural abc reference and �� reference. These states conform a cube which
edge is equal to the voltage applied at the DC-link side, ubus, hereinafter.
The origin of coordinates is at the center of the cub (red star) if a splitted
DC link is considered (o is the voltage reference). If the negative wire of
the DC-link is used as the voltage reference, the origin of coordinates is
displaced to V0.

If these switching vectors are projected over the plane �, which normal
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Figure 5.8: Possible states of the converter under SVPWM respect o. ZSVs
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Output voltages when SVPWM

Vector State uao ubo uco u�o u�o uo u�o u�o uo
(module invariant) (power invariant)

V0 000 -1 -1 -1 0 0 -
p
2 0 0 -

p
3

V1 100 1 -1 -1 4
3 0 -

p
2
3

2
p
6

3 0 -
p
3
3

V2 110 1 1 -1 2
3

2p
3

p
2
3

p
6
3

p
2

p
3
3

V3 010 -1 1 -1 -23
2p
3

-
p
2
3 -

p
6
3

p
2 -

p
3
3

V4 011 -1 1 1 -43 0
p
2
3 -2

p
6

3 0
p
3
3

V5 001 -1 -1 1 -23 - 2p
3

-
p
2
3 -

p
6
3 -

p
2 -

p
3
3

V6 101 1 -1 1 2
3 - 2p

3

p
2
3

p
6
3 -

p
2

p
3
3

V7 111 1 1 1 0 0
p
2 0 0

p
3

Table 5.1: Possible normalized voltages of a three-wire tree-phase converter
under SVPWM from di�erent references (base value ubus=2)
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(a) Perspective 1 (b) Perspective 2

Figure 5.9: Projected hexagon over the plane �

vector is ~n = (111), an hexagon is obtained, as is shown in Figure 5.9. It
should be noticed that ZSVs have a null projection over �. The plane �
represents the space where positive and negative sequences are located.

Also, it can be seen in Figure 5.9 that all possibles states are out of the
plane �. This means that when a switching vector is applied, in the abc
coordinates, a homopolar component respect with o is generated. Assuming
that o is the reference and n is another oating reference (obtained from an
external triangle or star connection without neutral), ukn does not dispose
of homopolar components while uko presents them, being the subscript k
the corresponding phase u, v or w. The fact of not be able to observe
homopolar component in respect with n can also be computed analytically
as a displacement of the state vectors. In this sense, one degree of freedom
is lost when the voltage space is seen from n. The cube constituted by the
eight states collapses to the vertices of the aforementioned hexagon applying
a displacement equal to the average value of uko voltages. A component with
a period three times the fundamental one can be seen in the uko voltages.
In this fact resides the bene�t of this modulation technique.

Figure 5.10(a) shows how the average space vector trajectory of the syn-
thesized voltage moves. It can be observed that this trajectory takes more
pro�t of the possible voltages that can be synthesized in respect with other
modulation techniques, for example, Sinusoidal-PWM (SPWM). This is due
to the value of the space vector trajectory of the synthesized voltage is more
close to the vertices of the cube.

In the SPWM strategy each phase is obtained by comparing a low fre-
quency sinewave reference (modulation signal) with a high-frequency signal
(carrier signal). If over-modulation is avoided, the maximum voltage that
can be synthesized is limited by the DC link to ubus=2 (ideal peak value
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(a) SVPWM (b) SPWM

Figure 5.10: Trajectory of s in the abc reference frame for di�erent modula-
tion techniques

of the synthesized voltages). This limit is a new hexagon obtained by the
intersection of the plane � with the cube constituted by the possible states
of the inverter. If the space vector trajectory of the synthesized voltage is
represented in the space it generates a circle over �. This circle is circum-
scribed in the green hexagon presented in Figure 5.10(b). The maximum
available radius is ubus=2. The available output voltage that SVPWM can
synthesize is up to 15.47% more than when SPWM is used considering the
same DC-link. SPWM can be on a par with SVPWM when a third harmonic
component is added, obtaining the same modulation index [225,228].

The conventional 2-D SVPWM technique assumes that the desired vector
in �� is contained in � and it is also common to consider balance set-
points (non negative or zero sequence). Thus, the reference space vector
~s�abc, hereinafter sabc, is computed in the �� reference frame, obtaining the
vector s��. Figure 5.11 illustrates the procedure considering as inputs s��
for a predetermined sequencing and class criterion.

Then, it is necessary to follow next three steps:

1. Sextant determination. Selection of the adjacent vectors Vadjxy ac-
cording with the location of s�� in one of the sextants Si of the pro-
jected hexagon, being i = 1 : 6. Subscripts x and y represents the
corresponding adjacent vectors of the hexagon at any time.

2. Projection. Projection of s�� onto the selected Vadjxy in order to ob-
tain Proj(Vadjx s��) and Proj(Vadjy s��). Figure 5.12 shows an example
when the position of s�� is located at the �rst sextant S1 (limited
by V1 and V2). The amount of time in which the switching vectors
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abc
αβ 

Conventional 2-D SVPWM
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Figure 5.11: Conventional 2-D SVPWM algorithm

α  

β   

Proj(V1sαβ)

sαβ

V1

V2

θ 

Figure 5.12: Projection example when s�� is located at S1

are applied during a switching period Ts is de�ned by the time vector
t = Ts(ti; tj ; tk), in which

(ti; tj ; tk) =

 
jProj(Vadjx s��)j

jVadjx j
;
jProj(Vadjy s��)j

jVadjy j
; j1� ti � tj j

!
(5.4)

3. Gate Signal (GS) generation. One sequencing and class has to be se-
lected for the switching vectors to obtain the gate signals. It has to
be chosen how will be sequenced the switches of the transistors in or-
der to optimize the process, mainly, according to high order harmonic
reduction, minimization of switching losses or minimization of con-
ducting losses. Depending on how the ZSVs are used the sequencing
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can be classi�ed into two categories: Class I and Class II. Class I se-
quencing schemes uses both ZSVs while Class II only uses one of them.
Each class has four possible sequencing schemes suitable for di�erent
purposes [3, 6]:

� Rising-edge aligned. Suitable for soft switching converters.

� Falling-edge aligned. Suitable for soft switching converters.

� Symmetrically aligned. Convenient for low output current ripples.

� Alternative sequence. Adequate for optimal switching losses.

Then, the di�erent GS to operate the converter can be obtained com-
paring the desired application duty ratios with a carrier signal. The
selection of the type of carrier signal will determine the four possible
sequences; up sawtooth (rising-edge), down sawtooth (falling-edge),
triangle waveform up-down (symmetrical) or triangle waveform up-
down (alternative).

Di�erent authors have proposed optimal algorithms to determine the lo-
cation of the space vector s and compute the switching vectors duty ratios
for conventional 2-D SVPWM, as in [164,227].

Four-wire four-leg inverters

The �rst possible case to consider is a four-wire three-leg with DC-link split
capacitor topology. This option allows to manage zero sequence voltages
but restricted to the neutral scheme where the neutral wire is connected.
Also, as the mid-point of the DC-link is tied with the neutral wire it is not
possible to use optimally the DC-link. The states are exactly the same than
in a three-wire inverter but now it is lost the bene�t of use a SVPWM from
the AC side perspective, as is indicated in [229]. In [230] the SVPWM is
applied to this topology to provide a controllability criteria of the converter.
This analysis is conducted as a direct extension presented in [231] for three-
wire active �lters under SVPWM operation. Thus, due to all above cited
issues, SPWM is commonly preferred for the operation of four-wire three-leg
inverters.
The other case is a four-wire four-leg topology. In this last case, the in-

verter uses the fourth leg as an extra degree of freedom to manage zero
sequence voltages. In the four-leg case, the possible output voltages of the
VSI in respect with the mid-point of the DC-link constitutes a 4-D hyper-
cube. The 4-D analysis is not practical to operate with it. To overcome
this challenge it is common to use the fourth leg as the reference. In this
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(a) Possible states under SVPWM re-
spect n0. ZSVs (blue) and NZSVs
(black)

(b) Available space where sabc can be
synthesized in a four-leg converter

Figure 5.13: Four-leg SVPWM space representations

sense, the fourth leg can be understood as a short-circuit (limited by the
neutral coupling �lter inductance, if any) between the fourth-phase and the
AC side neutral point. Then, the 4-D hypercube is projected over the normal
vector ~n = (1; 1; 1; 1) obtaining a dodecahedron, where the sixteen possible
switching vector combinations are shown in Figure 5.14. If overmodulation
is avoided, the limit of the space where s is able to be synthesized is limited
by that dodecahedron obtained when the vertices of the two partial cubes,
presented in Figure 5.13(a), are joined. Each partial cube presents an edge
length of ubus where V1 to V8 are all on the positive space region while V9
to V16 are all in the negative octant. The common vertex of both cubes is
de�ned by two ZSV (V1 and V16). Figure 5.13(b) illustrates this available
space in the abc reference frame. This 3-D projection contains 24 tetrahe-
drons which are divided into 6 per each partial cube and 12 more de�ned
by the available space between these partial cubes. Table 5.2 resumes the
output voltages referenced to the fourth leg versus all possible switching
states in the abc and �� reference frame. Table 5.3 shows the available
tetrahedrons according to the possible NZSV [232].

As in the previous Section 5.4.1, the SVPWM technique is analysed but
now extending the state machine to a four-wire converter. In the literature,
the SVPWM is widely analysed from a 3-D perspective. In [233] is presented
the �rst 3-D SVPWM proposal for four-leg inverters. Then, in [4, 234] an
analysis and comparison of space vector modulation schemes for a four-
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V1 (0000)

V9 (0001)

V10 (0011)

V11 (0101)

V4 (0110)

V12 (0111)

V13 (1001)

V6 (1010)

V14 (1011)

V8 (1110)

V16 (1111)

V5 (1000)

V7 (1100)

V15 (1101)

Positive 

vectors

Negative 

vectors

V3 (0100)

V2 (0010)

Figure 5.14: Symbolic representation of the possible states of the converter
when SVPWM is applied (four-leg topology)
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Output voltages when SVPWM

Vector State uan ubn ucn u�n u�n un u�n u�n un
(su; sv; sw; sn) (module invariant) (power invariant)

V01 0000 0 0 0 0 0 0 0 0 0

V02 0010 0 0 1 -13 - 1p
3

p
2
3 -

p
6
6 - 1p

2
1p
3

V03 0100 0 1 0 -13
1p
3

p
2
3 -

p
6
6

1p
2

1p
3

V04 0110 0 1 1 -23 0 2
p
2

3 -
p
6
3 0 2p

3

V05 1000 1 0 0 2
3 0

p
2
3

p
6
3 0 1p

3

V06 1010 1 0 1 1
3 - 1p

3
2
p
2

3

p
6
6 - 1p

2
2p
3

V07 1100 1 1 0 1
3

1p
3

2
p
2

3

p
6
6

1p
2

2p
3

V08 1110 1 1 1 0 0
p
2 0 0

p
3

V09 0001 -1 -1 -1 0 0 -
p
2 0 0 -

p
3

V10 0011 -1 -1 0 -13 - 1p
3

-2
p
2

3 -
p
6
6 - 1p

2
- 2p

3

V11 0101 -1 0 -1 -13
1p
3

-2
p
2

3 -
p
6
6

1p
2

- 2p
3

V12 0111 -1 0 0 -23 0 -
p
2
3 -

p
6
3 0 - 1p

3

V13 1001 0 -1 -1 2
3 0 -2

p
2

3

p
6
3 0 - 2p

3

V14 1011 0 -1 0 1
3 - 1p

3
-
p
2
3

p
6
6 - 1p

2
- 1p

3

V15 1101 0 0 -1 1
3

1p
3

-
p
2
3

p
6
6

1p
2

- 1p
3

V16 1111 0 0 0 0 0 0 0 0 0

Table 5.2: Possible normalized voltages of a four-wire three-phase converter
under SVPWM from di�erent references perspectives (base value
ubus)
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Tetrahedron Active vectors Tetrahedron Active vectors

T01 V05 V13 V15 T13 V09 V13 V15
T02 V05 V07 V15 T14 V05 V07 V08
T03 V03 V07 V15 T15 V09 V11 V15
T04 V03 V11 V15 T16 V03 V07 V08
T05 V03 V11 V12 T17 V09 V11 V12
T06 V03 V04 V12 T18 V03 V04 V08
T07 V02 V04 V12 T19 V09 V10 V12
T08 V02 V10 V12 T20 V02 V04 V08
T09 V02 V10 V14 T21 V09 V10 V14
T10 V02 V06 V14 T22 V02 V06 V08
T11 V05 V13 V14 T23 V09 V13 V14
T12 V05 V06 V14 T24 V05 V06 V08

Table 5.3: Tetrahedron mapping according to the de�ned switching vector
in four-leg inverters

leg voltage source inverter is developed. In [235, 236] hysteresis modulation
techniques in a 3-D space are proposed. This last option is beyond the scope
of this thesis and will not be considered. The most relevant details about
how SVPWM operates in four-leg inverters will be explained in the following
lines.

Once the allowable space is splitted into 24 tetrahedrons, di�erent pro-
cedures are presented in order to know which switching vectors have to be
applied. It should be noticed that in the 3-D SVPWM technique there are
three adjacent NZSVs unlike in the 2-D SVPWM case where there are only
two.

Although there are more adjacent vectors, the procedure of SVPWM is
analogue to 2-D SVPWM:

� Tetrahedron determination. Selection of the adjacent vectors Vadjxyz

according with the location of s�� in one of the 24 tetrahedrons Ti,
being i = 1 : 24. Subscripts x, y and z represents the corresponding
adjacent vectors of the selected tetrahedron at any time.

� Projection. Projection of s�� onto the selected Vadjxyz , in order to
obtain Proj(Vadjx s��), Proj(Vadjy s��), Proj(Vadjz s��) and the time
vector t = Ts(ti; tj ; tk; tl), in which
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Figure 5.15: Determination of prisms

(ti; tj ; tk; tl) =

�
jProj(Vadjx s��)j

jVadjx j ;
jProj(Vadjy s��)j

jVadjy j ;
jProj(Vadjz s��)j

jVadjz j ; j1� ti � tj � tkj
�

(5.5)

� Gate Signal (GS) generation. Select one sequencing and class type in
order to achieve one or other bene�t in terms of number of stitchings,
current ripple or losses and obtein the GS for the four legs.

One of the key points of 3-D SVPWM is to �nd in an easy or optimal way
to implement the tetrahedron location of s. Unlike in 2-D SVPWM there is
not a clear preference for the use of the abc or the �� reference frames in
3-D SVPWM. Di�erent authors prefer one or the other in function of their
criterion on which is the best option to analyse the space. Thus, next list
summarises di�erent proposed algorithms according to the used reference
frame:

� Based in �� - abc coordinates. In [3, 4] is presented a 3-D SVPWM
focused on the selection of the adjacent vectors based in two steps;
determination of a prism Pi and determination of the tetrahedron.
The dodecahedron is divided into six prisms, i = 1 : 6. Each prism is
constituted by one sextant of the hexagon in �� and extruded up to
V8 for positive vectors and to V9 for negative vectors. The selection
of the prism is indicated in Figure 5.15.

Then, each prism contains four tetrahedrons Tk, being k = 1 : 4.
It should be noticed that the Pi determination is only a function of
��. The second step is the determination of the tetrahedron in which

280



5.4 The three-phase four-wire inverter coupling �lter design

Prism Tetrahedron Active vectors sabc
uan0 ubn0 ucn0

P1

T01 V15 V13 V5 � < <
T02 V05 V07 V15 � � <
T13 V09 V13 V15 < < <
T14 V08 V07 V05 � � �

Table 5.4: Tetrahedron determination example [3, 4]

the reference vector is located. This location is computed according
to the polarity of s in the abc reference frame due to the tetrahedron
identi�cation is more complex in �� coordinates. For example, for P1

Table 5.4 shows how to determine the position of the reference vector
sabc in terms of a tetrahedron.

� Based in abc coordinates. In [5] is indicated that the dodecahedron
in Figure 5.13(b) is de�ned by twelve planes that can be represented
using simple expressions. Six of them are parallel to the coordinates
planes, expressed by equations va = �1, vb = �1 and vc = �1. The
last six have �=4 rad over the coordinate planes and are described by
va � vb = �1, vb � vc = �1 and vc � va = �1. In this case, instead of
determining a prism in �� coordinates, as in the previous case, it will
be determined directly the tetrahedron that includes s. As has been
mentioned, the dodecahedron can be splitted into 24 tetrahedrons that
contains three NZSVs and the two ZSVs. It should be remarked that
all tetrahedrons are equal in size. This facts propitiates a symmetrical
division of the control region. In this sense, a region pointer RP ,
optimized for computing, is de�ned as [4, 5]

RP = 1 +
6X
i=1

Ci2
(i�1) (5.6)

where Ci

Ci = sign(INT (x(i) + 1)) i = 1 : 6 (5.7)

and x(i) is a normalized vector constituted by [sa,sb,sc,sab,sbc,sca].
This pointer RP can only take 24 di�erent values from 1 to 64. Con-
sidering as an example the same tetrahedrons shown in Table 5.4, the
di�erent RP pointer values are represented in Table 5.5.

� Based in �� coordinates. In [226] it is presented a 3-D SVPWM
algorithm based on the determination of a truncated triangular prism
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Tetrahedron Active vectors RP

T01 V05 V13 V15 58
T02 V05 V07 V15 60
T13 V09 V13 V15 57
T14 V05 V07 V08 64

Table 5.5: Tetrahedron determination example [5]

called TTP. Assuming n as the voltage reference it can be veri�ed
that when s is computed using �� coordinates there is no e�ect of
the fourth leg on the s��

s� = k

�
sa � 1

2
sbc

�
(5.8)

s� = k

 p
3

2
sbc

!
(5.9)

(5.10)

Taking again the TTP concept, it can be de�ned by four coe�cients.
These four coe�cients, noted as C0, C1, C2 and C3, can be determined
as

C0 = 1 (5.11)

C1 = INT

�
5

2
� x� �

�
(5.12)

C2 = INT (1� y � �) (5.13)

C3 = INT

�
5

2
+ x+ �

�
(5.14)

where

x =
s�
ksk (5.15)

y =
s�
ksk (5.16)

being

ksk =
q
s2� + s2� (5.17)

and � is used to face with boundary conditions between two adjacent
triangles in the �� frame. It is not true that the reference space vector
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Tetrahedron u1 � u2 � u3 � u4
T01 uan0 � 0 � ubn0 � ucn0

T02 uan0 � ubn0 � 0 � ucn0

T13 0 � uan0 � ubn0 � ucn0

T14 uan0 � ubn0 � ucn0 � 0

Table 5.6: Tetrahedron determination [6]

moves along the full prism as indicated in [3]. In fact, the reference
space vector s passes only in six pentahedron or six TTPs [226]. Then,
the TTP can be determined according to

TTP = 3C2 +
2X
i=0

(�1)iCiCi+1 (5.18)

Each TTP contains six switching vectors that de�nes four tetrahe-
drons that at the same time contains three active NZSVs. For the
tetrahedron identi�cations the following formula is proposed

T = 4(TTP � 1) + 1 +
3X
i

ai (5.19)

where ai = 1 if ui > 0. In the opposite case, ai = 0. The subscript i
refers to u, v and w.

In [6] a new algorithm for tetrahedron determination is proposed. In
this case, it exposes the relation between the adjacent vectors and the
corresponding tetrahedron. The concept behind this proposal is to
assume that the adjacent vectors are in a tetrahedron but the iden-
ti�cation of this last is dispensable. The authors expose that as the
relation between abc and �� coordinates are based on rotations, as
detailed in Apendix A, any vector in abc or �� have di�erent spatial
position and can have di�erent scales but the time in which one is
applied is independent of the coordinates. Thus, if sabc and zero value
(used for polarity determination) are ordered in descending order it is
possible to obtain 24 combinations that appoints one tetrahedron and,
consequently, de�nes the adjacent vectors to apply. Special care has
to be considered for boundary conditions when more that one equality
occurs. Considering again as an example the same tetrahedrons shown
in Table 5.4, the location of these tetrahedra is illustrated in Table 5.6.
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5.4.2 Novel space vector modulation for three-phase four-wire
inverters

A new fast computing modulation technique for four-wire four-leg three-
phase inverters is developed. The goal is to simplify computation burdens
compared with other techniques. In this case, the main idea is to take pro�t
of the conventional 2-D SVPWM algorithm in terms of computation times
and the existing optimized implementation alternatives without considering
3-D SVPWM techniques. In other words, in case of unbalanced set-points,
they will be decoupled into non-homopolar and homopolar components. The
non-hompolar components will follow classical 2-D SVPWM techniques. A
simple treatment to the homopolar term permits to recover the original set-
point at the output of a four-leg inverter.

Algorithm proposal

As has been mentioned, when s is computed using �� coordinates there is
no e�ect of the fourth leg on the s��. Thus, according to Figure 2.17(c), the
uxo voltages can be computed as

uxo = uxn0 + un0n + uno (5.20)

being x = u; v; w. Then,

uxn0 = uxo � uno � un0n (5.21)

In this sense, considering the average voltage values of the midpoint of
each leg in respect with n0 during one switching cycle

ûxn0 = (dx � dn)ubus � ûn0n (5.22)

where du, dv and dw are the duty cycles of the corresponding active phase x
leg and dn the one of the neutral fourth leg. In case of considering n as the
voltage reference

ûxn = (dx � dn)ubus (5.23)

Applying the module invariant Clarke transform, see Equation A.18 in Ap-
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pendix A, to Equation 5.23,

û� =
2

3
ubus

�
du � 1

2
(dv + dw)

�
(5.24a)

û� =

p
3

3
ubus (dv � dw) (5.24b)

ûh =

p
2

3
((du + dv + dw)ubus � 3dnubus) (5.24c)

It is remarkable that û�� is not dependent on the voltage generated at
neutral leg, being this point the key of the extended SVPWM for four-branch
inverters presented in Figure 5.16.
As it is possible that the desired voltages to synthesize are not constituted

by a balanced system and, therefore, it can contain homopolar components,
the following steps are proposed for a predetermined unbalanced set-points,
class and sequencing input set (note that at this point s 2 <3 considering n
as the voltage reference):

1. Free-homopolar system calculation. From any unbalanced desired volt-
ages of s a new virtual three-phase system without homopolar compo-
nent is obtained:

a) Compute from any unbalanced phase-to-neutral a phase-to-phase
voltage vector. The phase-to-phase reference spacial vector volt-
age s0 is computed obtaining a new vector without homopolar
components.

b) Compute from phase-to-phase voltages a virtual phase-to-neutral
(n00) voltage vector without homopolar component. A new spacial
vector s00 reference is obtained.

Note after applying step 1 the obtained space vector s00 2 <2 (reference
to n00).

2. 2-D space vector determination in the stationary �� reference frame.
Thus, applying the Clarke transform, see Appendix A, s00�� is obtained.

3. Sextant determination. Same procedure than in the conventional 2-D
SVPWM approach but considering s00�� as the input reference spacial
vector instead of s��.

4. Projection. Projection of s00�� onto the selected Vadjxy , in order to ob-
tain Proj(Vadjx s

00
��), Proj(Vadjy s

00
��) and the time vector t = Ts(ti; tj ; tk),
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Figure 5.16: Proposed SVPWM algorithm for four-wire four-leg inverters
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in which

(ti; tj ; tk) =

 
jProj(Vadjx s��)j

jVadjx j
;
jProj(Vadjy s��)j

jVadjy j
; j1� ti � tj j

!
(5.25)

as in the conventional 2-D SVPWM case.

5. Duty ratios calculation of active phases. Analogous procedure than in
the conventional 2-D SVPWM according to the sequencing and class
criterion previously selected. The computation of these duty ratios are
commonly referenced to the mid-point of the DC-link. In consequence,
the obtained duty cycles du, dv and dw accomplishes that

du + dv + dw 6= 0 (5.26)

implying that the equivalent space vector s 2 <3 (reference to o, see
Figure 5.7 and 5.8).

6. Duty ratio calculation of the neutral leg n. According to the module
invariant Clarke transform, see Equation A.18 in Appendix A, the
instantaneous homopolar voltage component of the initial unbalanced
set-point can be computed as

uh =

p
2

3
(uun + uvn + uwn) (5.27)

that has been previously described by its average equivalent formula-
tion in Equation 5.24.

The duty cycle for the fourth leg can be calculated independently and
it is a function of the duty cycle obtained previously for the active
three legs (u, v and w). For a switching period it is assumed that
ûh = uh, then, the duty ratio of the neutral leg n can be obtained by

dn =
1

3
(du + dv + dw)� 1p

2ubus
uh (5.28)

It should be highlighted that Equation 5.28 introduces two relevant
components. The term (du + dv + dw)=3 compensates the homopolar
component introduced by the 2-D SVPWM, uhSVPWM, and the term
uh=(

p
2ubus) is related with the duty cycle of the desired homopolar

term in the initial voltage set-points. Both terms, uhSVPWM and uh
implies an equivalent s 2 <1.
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7. Generate gate signals. According to the same sequencing and class of
step 5, the duty cycle of the fourth leg is added and the gate signals for
each switch of the four-leg inverter is obtained. In this step there are
involved the four-legs. Thus, du; dv; dv and dn are considered and four
degrees of freedom have to be taken into account, therefore, s 2 <4.

8. Output voltage attainment. Considering the neutral point n as the
reference, one degree of freedom is lost in respect with step 7, im-
plicating that the fourth dimension is cancelled and the space vector
dominion is located s 2 <3. In fact, the converter states su�er a dis-
placement through the four-dimension homopolar vector ~m = (1,1,1,1)
to a volume 
jfn0 = 0g, see Figure 2.17(c). In other words, a three-
dimensional space appears as a conjunction of two three-phase domin-
ions (cubes) as was depicted in Figure 5.13.

Limitation analysis of the extended 2-D SVPWM from a
over-modulation perspective

The proposed method can take pro�t of any optimized 2-D SVPWM only
requiring simple operations to overcome step 1 and step 5, see Fig. 5.16.
However, some limitations are o�ered by this modulation strategy compared
with conventional 3-D SVPWM.

The methodology is based on, �rst, compute the associated du; dv and
dw as in a three-wire case. This point implies that the possible vectors to
apply are conditioned, as indicated in Table 5.4.2. In this sense, the fourth-
wire is the only responsible not only to cancel the homopolar component
inherent to the 2-D SVPWM but also to generate the desired homopolar
component present in case (i) -unbalanced set-point-. In other words, step 6
does not propitiate to take advantage of the homopolar component achieved
in the conventional 2-D SVPWM technique. According to this fact, the
maximum uh that is possible to synthesize is limited unlike in conventional
3-D SVPWM alternatives.

The possible switching vectors to use are predetermined by the previous
computation of du, dv and dw. Consequently, the maximum uh (u) that is
possible to synthesize is limited. This homopolar or  voltage component
can not be simpli�ed easily. However, it can be treated as the addition
of three sinusoidal voltages with di�erent amplitudes and di�erent initial
angles. The result is another sinusoidal signal. With this assumption, it is
possible to deduce that uh can be expressed as
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uh = u =
p
2Uh sin(!t+ �h) (5.29)

being �h the angle shift between the positive and the homopolar voltages.
The duty cycle of the active phases u, v and w can be expressed for the �rst
sextant as [227]

du =
1

2
(1 + ti + tj) (5.30a)

dv = du � ti (5.30b)

dw = dv � tj (5.30c)

when an up-down sequencing and class I is selected. the addition of them
divided by a factor of three can be expressed as

du + dv + dw
3

=
1

2
� 1

6

p
3M cos(!t+

�

3
) (5.31)

where M is de�ned as the positive sequence modulation index described by

M =
U

ubus
(5.32)

being U the phase-to-phase peak voltage value.
Another modulation is de�ned. In this sense, mh is the time-based ho-

mopolar modulation index described by

mh =
uh
ubus

(5.33)

Thus, as dn 2 [0; 1] when no over-modulation is desired, if dn is expressed
as

dn =
1

2
� 1

6

p
3M cos(!t+

�

3
)� mhp

2
(5.34)

it is possible to impose that dn = 0 or dn = 1 . Then, isolating mh

mhjdn=0 = �
p
2

6

�
�3 +

p
3M cos(!t+

�

3
)
�

(5.35a)

mhjdn=1 = �
p
2

6

�
3 +

p
3M cos(!t+

�

3
)
�

(5.35b)

In this sense, Equation 5.35a and 5.35b provides the lower and upper limit
3-D surfaces for the maximum module ofmh and are a function of the modu-
lation indexM of the active phases and the angle (time instant). Figure 5.17
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3-leg VSI SV 4-leg VSI SV 3-leg VSI SV 4-leg VSI SV

000 (V0)
0000 (V00)

011 (V4)
0110 (V04)

0001 (V08) 0111 (V12)

100 (V1)
1000 (V05)

001 (V5)
0010 (V02)

1001 (V13) 0011 (V10)

110 (V2)
1100 (V02)

101 (V6)
1010 (V06)

1101 (V15) 1011 (V14)

010 (V3)
0100 (V03)

111 (V7)
1110 (V08)

0101 (V11) 1111 (V16)

Table 5.7: Possible vector application when the simpli�ed 3-D is applied for
an up-down sequencing and class I SV modulation strategy

shows these limit surfaces. As can be deduced, this modulation technique
does not allow to synthesize mh = 1. However, although in a microgrid each
phase can operate individually, the consideration of providing only homopo-
lar voltage at the maximum available voltage is a rare situation. It should
be reminded that this surfaces are valid for an up-down sequencing and class
I modulation. For other alternatives, di�erent surfaces are obtained.

Implemantion comparison

The implementation for the conventional 2-D SVPWM is based on the DMC
MATH v13.1 library for digital motor control of Texas Instruments [237].
The proposed SVPWM for four-leg inverters add the calculations required to
compute Equation (5.28) and the extra gate signal generation for the fourth
leg. Besides, the 3-D SVPWM based on the region pointer (RP) concept
and proposed in [5] is also implemented to have a wider comparison view.

The three considered modulation strategies run on a Texas instruments
TMS320F28335 DSP and have been implemented within a synchronous in-
terruption at 12.5 kHz, and a clock speed of 150 MHz. The results of the
computational burdens and the required program memory for the exposed
three cases are summarised in Table 5.8. It can be noted that the computa-
tion burdens added represent 45% of extra time over the conventional 2-D
SVPWM required time, and 12.4% of the considered 3-D SVPWM tech-
nique. However, according to our estimations it is possible to save about
50% respect with a conventional 3-D SVPWM strategy in terms of program
memory. In this sense, the proposed SVM procedure for four-leg inverters
can be considered as a good trade-o� between required memory and com-
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(a) Solution surface for Eq. (5.35a) (b) Solution surface for Eq. (5.35b)

Figure 5.17: Limit surfaces of mh as a function of the modulation index M
used and the time instant for the �rst sextant

SVM Strategy Time Units Program memory Units

Conventional 2-D SVPWM (under DMC MATH v13.1 ) 1.78 �s 600 Bytes
Proposed SVPWM (considering the conventional
2-D SVPWM common part) 2.53 �s 706 Bytes
3-D SVPWM in abc coordinates by RP
determination (proposed in [5]) 2.25 �s 1751 Bytes

Table 5.8: Implementation comparison

putational burdens when digitally implemented.

Validation results

To validate the extended 2-D SVPWM, a set of three arbitrary voltages in
respect with n is proposed. In this sense,

uun = �1sin(100�t)
uvn = 1:2sin(100�t� �=2)

uwn = �0:3sin(100�t+ �=4)

Figure 5.18 shows the desired input voltages. It also splits this desired
voltages into the homopolar and the positive/negative components consid-
ering as a reference the virtual neutral n00, see Figure 5.16.
Then, the obtained duty cycles for the active phase u, v, w and the neutral

leg n are presented in Figure 5.19. The di�erent homopolar components that
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Figure 5.18: Input voltages to the extended 2-D SVPWM

are involved are depicted. Note that this strategy basically determines what
homopolar component uno must be synthesized in order to obtain the desired
unn00 but considering that the conventional 2-D SVPWM participates with
uon00 .

On the other hand, as the harmonics can be seen also as components of di-
rect, inverse and homopolar sequence, Figure 5.20 shows the duty ratios and
average output voltages obtained when a direct, inverse or homopolar indi-
vidual components are desired under the proposed extended 2-D SVPWM.
For these three cases, the AC base value is 230 V considering a DC-link
voltage ubus of 700 VDC.

Also, to validate that the duty ratios of the active phases u, v or w are
not a�ected by the homopolar voltage a desired voltage combination of fun-
damental (230 V) and third harmonic component (35.5 V) is considered.
Figure 5.21 depicts a comparison between only fundamental and the new
combined voltage (indicated with the subscript 2). It can be observed that
only the neutral leg has to be modi�ed while the duty ratios of the active
phases are maintained invariant.

5.4.3 Design of the LCL-type coupling �lter for the AC side

The e�ect of the used modulation technique on a three-wire three-leg inverter
determines how to size the output coupling inductance.

In this section, in order to introduce the ripple calculation procedure for
the extended 2-D SVPWM it is �rst presented the conventional 2-D SVPWM
applied methodology.
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Figure 5.19: Output duty cycles and voltages when the extended 2-D
SVPWM is applied

E�ect of the conventional SVPWM on the size of the output VSI
inductance for an up-down sequencing and class I modulation strategy

From one side, the 2-D conventional SVPWM is constituted by eight possi-
ble states or vectors that determines the state machine of the inverter, see
Figure 5.7. Table 5.1 summarizes the di�erent possible voltages in di�erent
reference frames. Hereinafter, the power invariant Clarke transform

T =

r
2

3

0B@ 1 �1
2 �1

2

0
p
3
2 �

p
3
2

1p
2

1p
2

1p
2

1CA T�1 = T t =

r
2

3

0BB@
1 0 1p

2

�1
2

p
3
2

1p
2

�1
2 �

p
3
2

1p
2

1CCA (5.36)

is used, being X�� = TXabc and Xabc = T�1X�� .
On the other hand, if the three-wire three-leg system is described by

equivalent average voltage sources, as shown in Figure 2.17(a) in Chapter 2,
it is possible to determine that when the active phase currents (iu, iv and iw)
are considered as the state variables, the system described by Equation 2.6
can be expressed in the �� reference frame after applying T as

d

dt

�
i�
i�

�
= �

�
R
L 0

0 R
L

��
i�
i�

�
+

1

L

�
u� � u0�
u� � u0�

�
(5.37)

Note that the  component is not considered. This is due to three-wire
inverters under SVPWM techniques considers an isolated neutral at the AC
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Figure 5.20: Duty ratios and synthesized voltages under direct, inverse or
homopolar setpoints
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Figure 5.21: Comparison of duty ratios and synthesized voltages under direct
and homopolar setpoints
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side, then, is not possible to inject homopolar components. Assuming that
the grid only presents positive sequence voltage, the phase-to-neutral grid
side voltages are de�ned as

uu0n0 =
p
2
U 0
p
3
cos(!t) (5.38a)

uv0n0 =
p
2
U 0
p
3
cos(!t� 2�=3) (5.38b)

uw0n0 =
p
2
U 0
p
3
cos(!t+ 2�=3) (5.38c)

being U 0 the phase-to-phase grid voltage amplitude. Using Equation 5.36
into 5.38,

u0� =

r
2

3

�
uu0n0 � 1

2
uv0n0 � 1

2
uw0n0

�
= U 0 cos(!t) (5.39a)

u0� =

r
2

3

 p
3

2
uv0n0 �

p
3

2
uw0n0

!
= U 0 sin(!t) (5.39b)

Considering that the reference space vector s is located at the �rst sector,
a switching period of tsw, a switching sequencing up-down and class I, the
s�� can be expressed as

s�� = �1U1 + �2U2 +
�0
2
U0 +

�0
2
U7 (5.40)

being �x the application time (in the previous Section 5.4.1 and 5.4.2 re-
ferred as a component of t) and Ux the voltage of the corresponding state or
SVPWM vector x, such that x = 0 : 7. It should be noticed that the appli-
cation during a same time interval of V0 and V7 produces a self-cancellation
in a switching interval of the  component. Thus, when the �rst sextant is
considered, the duty cycles are ordered as du > dv > dw producing that,
if the carrier signal is symmetrical up-down, the SVPWM vectors follows a
stipulated order (� � �-V0-V1-V2-V7-V2-V1-V0-� � �), as can be seen in Fig-
ure 5.22.
It is considered that the LCL-type coupling �lter will not introduce ex-

cessive delay or voltage drop between the converter side and the grid side.
Then, it is assumed that the grid side voltage is equal to the converter out-
put voltage and the output current is in phase with the utility voltage. If
not, an equivalent delay can be introduced in Equation 5.38 or 5.39.
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Figure 5.22: Vector application when SVPWM is applied using a symmetri-
cal carrier signal in a three-phase three-wire inverter

Then, splitting s�� in the corresponding �� components it is possible to
generalize the time application �x for the �rst sextant using Equation 5.39
as

u0� = U 0 cos(!t) =

r
2

3
ubus(�1 +

1

2
�2) (5.41)

u0� = U 0 sin(!t) =

r
2

3
ubus(

p
3

2
�2) (5.42)

where, operating,

�1 =M cos(!t+ �=6) (5.43a)

�2 =M sin(!t) (5.43b)

�0 = �7 =
1� �1 � �2

2
(5.43c)

andM the modulation index described in Equation 5.32 but now referred to
the grid side voltage U 0. To simplify the calculations, the parasitic resistance
of Equation 5.37 is neglected. As the converter is a variable time system,
Equation 5.37 is translated to the discrete time domain as

�i�x =
u� � u0�
Lfsw

�x (5.44a)

�i�x =
u� � u0�
Lfsw

�x (5.44b)
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obtaining the ripple at any instant in the �� reference frame. L is the
considered ideal inductance value and fsw is the switching frequency (1/Tsw).
If Equation 5.44 is applied to any of the four possible states linked with the
�rst sextant, i.e. V0, V1, V2 and V7, it is possible to obtain the ripple when
they are used. Thus, for instance, the associate ripple for the state 000 (V0)
is

�i�0 =
�u�0
Lfsw

�0 = �ubusM cos(!t)p
2Lfsw

�0 (5.45a)

�i�0 =
�u�0
Lfsw

�0 = �ubusM sin(!t)p
2Lfsw

�0 (5.45b)

Now, the obtained ripple for each state is computed in the natural uvw
reference frame using the inverse matrix T�1 of Equation A.16. The di�erent
active phase ripples for the state 000 (V0) are

�iu0 =

r
2

3
�i�V 0 = � ubusMp

3Lfsw
cos(!t)�0 (5.46a)

�iv0 =

r
2

3

 
��i�0

2
+

p
3�i�V 0
2

!
= � ubusMp

3Lfsw
cos(!t+ �=3)�0 (5.46b)

�iw0 =

r
2

3

 
��i�0

2
�
p
3�i�V 0
2

!
= � ubusMp

3Lfsw
cos(!t� �=3)�0 (5.46c)

If the ripple base value is de�ned as

�Ib =
ubusp
3Lfsw

(5.47)

Equation 5.46 results into

�iu0 = �M�Ib cos(!t)�0 (5.48a)

�iv0 = �M�Ib cos(!t+ �=3)�0 (5.48b)

�iw0 = �M�Ib cos(!t� �=3)�0 (5.48c)

This same procedure can be applied to V1, V2 and V7 for the analysis
on the �rst sextant. Although the ripples are located at di�erent time in-
stants when the other sextants are considered, the maximum ripple can be
extracted from the information of the �rst one.
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Figure 5.23: Vector application when SVPWM is applied using a symmet-
rical carrier signal in a three-phase four-wire inverter using the
proposed extended 2-D SVPWM

E�ect of the extended 2D-SVPWM on the size of the output VSI
inductance for the up-down sequencing and class I modulation strategy

The extension of the previous sizing ripple procedure derives from the under-
stood of the behaviour of the applied possible vectors in the 2-D case. This
means that unlike conventional methodologies of 3-D SVPWM, in which
there exists di�erent proposals to �nd the three closest adjacent vectors that
surrounds the current space vector location, in the extended 2-D SVPWM
the possible vectors are predetermined, as shown in Table 5.4.2 for an up-
down sequencing and class I modulation strategy. In this sense, the analysis
deduced from Figure 5.22 can be broaden considering the e�ect of the switch-
ing state of the fourth leg. In Figure 5.23 can be seen an example. However,
the possible states to be applied depends directly on dn. Note that the
switching state 1 is always at the middle for each leg. Table 5.4.2 relates all
possible state vectors when the extended 2-D SVPWM is used.

If the four-wire three-leg system is described by equivalent voltage sources,
as shown in Figure 2.17(c) in Chapter 2 and the active phases u, v and w
dispose of the same inductance and equivalent series resistance than the
neutral phase
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0@uun
uvn
uwn

1A =

0@2(Ls+R) Ls+R Ls+R
Ls+R 2(Ls+R) Ls+R
Ls+R Ls+R 2(Ls+R)

1A0@iu
iv
iw

1A+

0@uu0n0

uv0n0

uw0n0

1A (5.49)

If the transformation matrix T , presented in Equation A.16, is applied to
Equation 5.49 and is rewritten in its state-space form

d

dt

0@i�i�
i

1A = �
0@R

L 0 0

0 R
L 0

0 0 R
L

1A0@i�i�
i

1A+

0@ 1
L 0 0
0 1

L 0
0 0 1

4L

1A0@u� � u0�
u� � u0�
u � u0

1A (5.50)

As in the 2-D conventional SVPWM, when the parasitic resistance is ne-
glected, Equation 5.50 is translated to the discrete time domain as

�i�x =
u� � u0�
Lfsw

�0x (5.51a)

�i�x =
u� � u0�
Lfsw

�0x (5.51b)

�ix =
u � u0
4Lfsw

�0x (5.51c)

In this case �0x is used to di�erentiate the fourth-leg application times
from the three-leg ones. Then, using Equations 5.29 to 5.34, and considering
Table 5.4.2 it is possible to �nd the application times for the corresponding
vectors according to the procedure shown in Figure 5.24. In this �gure t(Vx)
indicates the time that a vector of a three-phase four-wire inverter is applied,
t(1� dn) is the application time of the state xxx0 (bottom switch closed) of
the fourth-leg, RV is a remaining value in terms of time and �0x represents
the application time of the corresponding vector of a three-phase three-wire
inverter.

Once the application times t(Vx) for the eight possible states in the three-
phase four-wire case are obtained, derived from V0, V1, V2 and V7 in the
three-phase three-wire case, Equation 5.51 can be applied substituting �0x by
t(Vx). Then, the procedure is analogue to the three-phase three-wire analy-
sis for the �rst sextant. Thus, the di�erent steps for the ripple computation
are as follows:
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  RV  = t(1-dn')

α'0 >= RV

t(V1)  = RV
t(V9) = α'0 - RV

RV = 0

yes no

t(V1)  = α'0
t(V9) = 0

RV = α'0 - RV

α1>= RV

t(V5)  = RV
t(V13) = α'1 - RV

RV = 0

yes no

t(V5)  = α'1
t(V13) = 0

RV = α'1 - RV

α'2 >= RV

t(V7)  = RV
t(V15) = α'2 - RV

RV = 0

yes

t(V7)  = α'2
t(V15) = 0

RV = α'2 - RV

no

α'7 >= RV

t(V8)  = RV
t(V16) = α'7 - RV

RV = 0

yes no

t(V8)  = α'7
t(V16) = 0

RV = α'7 - RV

Figure 5.24: Time application algorithm for the application of the extended
2-D SVPWM obtained from �00, �

0
1, �

0
2, �

0
7 and the complemen-

tary time of the duty cycle dn

1. Step 1. Obtain application times of the vectors shown in Table 5.4.2
by setting one modulation index M using the algorithm presented in
Figure 5.24. Then, apply the complementary to Equation 5.34.

- It is recommended to use a prede�nedM using a positive sequence
voltage about 0.8. This will represent the major cases if the
output inductance is sized with a good trade-o� between �ltering
and e�ciency.

- Select a voltage swing forMh according to the maximum available
homopolar current.

2. Step 2. Use the ripple expressions presented in Equation 5.51 in the
�� reference frame.

3. Step 3. Translate the ripples obtained in step 2 to the natural reference
frame. This has to be computed by using an inverse Clarke transform
matrix according to the normalization chosen in step 2. Note that
the proposed algorithm aggregate the partial application times, so it
should be remarked that the obtained ripples if a up-down or up-down
strategy is used should be divided by a factor 2.
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4. Step 4. Decide the maximum desired ripple according to a maximum
homopolar voltage.

An example is developed in order to clarify the aforementioned steps. For
this example:

- Solid line. The homopolar phase shift in respect with the positive
sequence is �h = 0 rad.

- Dot line. The homopolar phase shift in respect with the positive se-
quence is �h = �=2 rad.

- Dash line. The homopolar phase shift in respect with the positive
sequence is �h = � rad.

- Dashdot line. The homopolar phase shift in respect with the positive
sequence is �h = 3�=2 rad.

and the green to blue colour degradation indicates that the uh peak value is
swept from 0 to 108 V, respectively. The example is as follows:

1. Step 1. Obtain application times of the vectors in four-legs. Equa-
tion 5.34 is applied considering:

- ubus is equal to 700 VDC

- M is set to 0.8.

- mh is swept from 0 to 0.25 in ten steps.

- �h is swept from 0 to 360 in eight steps.

Figure 5.25 shows the application time of t(1 � dn) for di�erent �
angles in the example of the case study.

Then, using the obtained application times of t(1� dn) and the algo-
rithm proposed in Figure 5.24 it is possible to determine the applica-
tion times of each vector or state of the three-phase four-leg inverter
�0x . Figure 5.26 to 5.29 show the application times for vectors V1,
V5, V7, V8, V9, V13, V15 and V16 under the proposed di�erent mh

and �h values.

2. Step 2. To use the ripple expressions presented in Equation 5.51 con-
sidering �0x as the applications times found in step 1. In this case, it

301



Chapter 5 Four-wire three-phase AC inverter proposal for AC microgrids

Figure 5.25: Application time of t(1 � dn) in base of the switching period
Tsw for di�erent �h and mh indexes

(a) V1 (b) V9

Figure 5.26: Application time of V1 and V9 in base of the switching period
Tsw for di�erent �hand mh indexes
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(a) V5 (b) V9

Figure 5.27: Application time of V5 and V13 in base of the switching period
Tsw for di�erent �hand mh indexes

(a) V7 (b) V15

Figure 5.28: Application time of V7 and V15 in base of the switching period
Tsw for di�erent �hand mh indexes
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(a) V8 (b) V16

Figure 5.29: Application time of V8 and V16 in base of the switching period
Tsw for di�erent �hand mh indexes

has been selected the power invariant Clarke transform. For example,
in case of V1, the ripples are

�i�1 =
u�1 � u0�1
Lfsw

�01 = �ubusM cos(!t)p
2Lfsw

�01 (5.52a)

�i�1 =
u�1 � u0�1
Lfsw

�01 = �ubusM sin(!t)p
2Lfsw

�01 (5.52b)

�i1 =
u1 � u01
Lfsw

�01 = 0 (5.52c)

or in case of V5

�i�5 =
u�5 � u0�5
Lfsw

�05 =

�p
6
3 � M cos(!t)p

2

�
ubus

Lfsw
�05 (5.53a)

�i�5 =
u�5 � u0�5
Lfsw

�05 =

�
0� M sin(!t)p

2

�
ubus

Lfsw
�05 (5.53b)

�i5 =
u5 � u05
4Lfsw

�05 =

�p
3
3 � 0

�
ubus

4Lfsw
�05 (5.53c)
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(a) � component (b) � component

(c)  component

Figure 5.30: Ripple in pu (base value �Ib) when V1 is applied (�� frame)

The same strategy can be applied to the rest of the vectors. Figure 5.30
to 5.34 shows the ripple in pu (using as base value Equation 5.47)
when V1, V5, V7, V13, v15 are applied on the example (V8-V9 are
not applied switching vectors in the case study and V16 output is null).

3. Step 3. To translate the ripples obtained in step 2 to the natural
reference frame using the inverse Clarke transform T�1. Unlike in
Equation 5.46, now the  component should be considered. Thus, the
ripple in the natural uvw reference frame for any vector is

�iux =

r
2

3

�
�i�x +

�ixp
2

�
(5.54a)

�ivx =

r
2

3

 
��i�x

2
+

p
3�i�x
2

+
�ixp

2

!
(5.54b)

�iwx =

r
2

3

 
��i�x

2
�
p
3�i�V 0
2

+
�ixp

2

!
(5.54c)
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(a) � component (b) � component

(c)  component

Figure 5.31: Ripple in pu (base value �Ib) when V5 is applied (�� frame)

(a) � component (b) � component

(c)  component

Figure 5.32: Ripple in pu (base value �Ib) when V7 is applied (�� frame)
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(a) � component (b) � component

(c)  component

Figure 5.33: Ripple in pu (base value �Ib) when V13 is applied (�� frame)

(a) � component (b) � component

(c)  component

Figure 5.34: Ripple in pu (base value �Ib) when V15 is applied (�� frame)
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(a) Phase u (b) Phase v

(c) Phase w

Figure 5.35: Ripple in pu (base value �Ib) when V1 is applied (uvw frame)

From the results obtained in steps 1 and 2 and applying Equation 5.54,
Figure 5.35 and 5.39 shows the obtained ripples on the example. It
should be remarked that the correction of the factor 2 is already applied
on the showed plots.

4. Step 4. To decide the maximum desired ripple according to a maxi-
mum homopolar voltage. If step 3 is applied for all �h and to all cor-
responding �rst sextant vectors in the four-wire situation, the worst
case occurs for Figure 5.36(a) supposing a ripple of 0.16 in pu, approx-
imately. This means that, in real magnitude, the ripple is

�I = �i�Ib = �i
ubusp
3Lfsw

(5.55)

Thus, considering an average ubus voltage equal to 700 VDC, a switch-
ing frequency of 8 kHz and a maximum desired ripple of 32 A, the
obtained inductance is

L =
0:16 � 700p
3 � 32 � 8000 � 250 �H
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(a) Phase u (b) Phase v

(c) Phase w

Figure 5.36: Ripple in pu (base value �Ib) when V5 is applied (uvw frame)

(a) Phase u (b) Phase v

(c) Phase w

Figure 5.37: Ripple in pu (base value �Ib) when V7 is applied (uvw frame)
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(a) Phase u (b) Phase v

(c) Phase w

Figure 5.38: Ripple in pu (base value �Ib) when V13 is applied (uvw frame)

(a) Phase u (b) Phase v

(c) Phase w

Figure 5.39: Ripple in pu (base value �Ib) when V15 is applied (uvw frame)
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This inductance will be the one chosen for the active phases and the
neutral wire of the converter.

The grid inductance design

The grid side inductance is predetermined by the leakage inductance of the
transformer.
According to Figure 5.2, three independent 50 kVA transformers in a

triplex con�guration are proposed. In this case, after the short-circuit test,
the obtained value is L2 equal to 70 �H.

The AC capacitor design

If the transfer function between the delivered current and the output current
is computed

G(s) =
IL2(s)

IL1(s)
=

1

CL2s2 + 1
(5.56)

Computing the isochronous transfer function substituting s by j!, the
gain can be computed as

IL2(!)

IL2(!)
=

1

�CL2!2 + 1
(5.57)

If an attenuation of 99.5% wants to be achieved at the switching frequency
of 8 kHz,

IL2(!)

IL2(!)
=

���� 1

�CL2!2 + 1

���� = 0:015 = G (5.58)

Considering L2 = 70 �H and that the switching frequency is at the right
of the resonance where !2 = L2C, the capacitor is

C =
1
G + 1

!2L2
� 382�F (5.59)

On the other hand, assuming that the rated voltage at the AC side is
230 VAC and a maximum reactive consumption by the capacitor bank of
10% of the maximum power of the inverter, i.e 135 kVA divided by 3, the
Xc impedance should be about 11.7 
. This implies about 270 �F.
Although, the reactive consumption is a little bit high, the chosen size of

the AC capacitor is 350 �F. This results a trade-o� between the previous
obtained values. It also results crucial for short-circuit proof algorithms
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Element Value Units

L1 250 �H
C 350 �F
L2 70 �H

Table 5.9: Final LCL-type coupling �lter parameters

Figure 5.40: Relevant trasnfer functions of the �nal LCL-type coupling �lter

to provide, in terms of hardware, enough electrical inertia when a fault
is produced in grid-disconnected mode. On the other hand, the reactive
consumption can be compensated when grid-connected at expenses of drop
the e�ciency.

The LCL-type coupling �lter �nal design

After all the previous analysis, the �nal proposed LCL-type coupling �lter
according to the selected modulation are summarised in Table 5.9. Fig-
ure 5.40 shows di�erent interesting transfer functions for the selected pa-
rameters. The vertical black dashed line marks the switching frequency
chosen of 8 kHz.
As indicated in [120], it is recommended that

10fbase 6 f0 6 fsw=2 (5.60)

where fbase represents the maximum frequency that wants to be controlled,
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R1

GRIDINVERTER

uI L1 L2

C

uC uPCC

iL2iL1

R2

RC

Current control
Voltage control

p
q

Power control

Rv

iC

Figure 5.41: Proposed general conceptual control scheme

f0 the resonance frequency and fsw the switching frequency. As will be
detailed in the next chapters, only the third and �fth harmonics would be
controlled. Considering a nominal frequency of 50 Hz, all the inequalities
proposed in Equation 5.60 are accomplished.

5.5 Three-phase four-wire DC/AC inverter control

The proposed three-phase four-leg hardware topology will be controlled by
means of three independent single phase systems in order to provide di-
rect, inverse and homopolar voltage sequence control capability. Each phase
has its own adaptive AC droop controller [66, 238] in grid-connected oper-
ation. Also, two inner cascaded proportional-resonant controllers, for volt-
age and current control, in grid-connected and grid-disconnected operation
are considered, respectively. Thus, the inverter will operate as three non-
ideal voltage sources in grid-connected mode and as an ideal source in grid-
disconnected mode.

For this section, the general scheme of Figure 5.41 will be assumed. Note
that it is, basically, the one shown in Figure 2.18 but with a little modi�ca-
tions including a new virtual resistance Rv that is detailed in the following
lines.

5.5.1 The power control loop for grid-connected operation

Proposal

The non-adaptive AC droop control operation presents some inconveniences.
As has been detailed in Chapter 2, it only considers steady-state. For this
reason, a dynamic droop with a dynamic phasor model is adopted. The
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(b) Reactive power close loop system

Figure 5.42: Power close loop systems under a dynamic phasor model for the
resistive line case after the rotation matrix is applied

proposed control scheme for the power loop considers a predominant resistive
line according to Figure 5.42, where m and n represents the proportional
droop constants for the active and reactive loops, respectively. The ki is an
integral gain justi�ed in the following lines. Notice that a low-pass �lter has
been added in order to emulate the inertia when big synchronous generators
are used in conventional lines. This low-pass �lter follows

GLPF(s) =
1

�fs+ 1
(5.61)

being �f the time constant.
However, considering that the grid-side inductance L2 is constituted, es-

sentially, by the leakage inductance of the transformer and its equivalent
series resistance, the obtained PQ model is coupled, as depicted in Fig-
ure 2.31(a), and Figure 5.42 conducts to errors. In order to avoid this situa-
tion, a virtual resistance Rv is added to ensure the resistive behaviour of the
system. Although a decoupled scheme is obtained, practically without rota-
tion because ' � 0 when a predominant resistive model, see Equation 2.17,
the rotated variables P 0Q0 are used to maintain positive plants and positive
controller constants. In this sense, Figure 5.43 shows the voltage genera-
tion reference for the AC capacitor and in Figure 5.44 is depicted the open
loop virtual resistance concept. In this sense, uc* is equal to udroop of Fig-
ure 5.43 and uC represents the voltage Set-Point (SP) for the inner voltage
loop yielding to
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Figure 5.43: Scheme of the P/Q droop control with hot-swap for booting-up
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Figure 5.44: Virtual resistance added at the generataed reference from the
dynamic droop loop

udroop = uSPC � iL2Rv (5.62)

Other options as as virtual impedances, for instance, inductive impedances,
are not considered by practical implementation problems as noise ampli�ca-
tion when derivative terms are applied.

The objective of the virtual output impedance is not only change the out-
put line behaviour but also to limit the dynamics of the hot-swap, to smooth
the transference between operation modes without producing real losses and
to reduce possible resonance downstream the capacitor connection. The pro-
posed algorithm consists in a high initial virtual series resistance that is used
to start-up the system from a black-out or from grid-disconnected operation
when the system starts to operate in the grid-connected mode. The e�ect
of a high virtual resistance implies low inrush currents and slow dynamics
compared with the desired one when the system is operated in steady-state
and a new set-point is required. In this sense, when a VSI with this control
strategy is connected to a microgrid where there are other inverters already
operating it will start to operate in a progressive way. Figure 5.45 shows a
comparison for the active power close loop of Figure 5.42. Then, this virtual
resistance is decreased until a minimum level is reached. This minimum
threshold represents a trade-o� between damping, dynamics and the line
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Figure 5.45: Analysis of the e�ect of modify Rv from the start-up value to
the steady state-value for a rotated and decoupled active power
close loop resistive model. Rv is swept from 0.2 to 1 
, m is set
to 0.000003, UC is set to 230 V and ! = 100� rad/s

characterization. When the system operates in the grid-disconnected mode,
during some time the virtual series resistance will be decreased continuously
until a null value is obtained.

Design and simulations

It is proposed that the equivalent series resistance and the virtual resis-
tance added sums about one magnitude order higher than the inductive
impedance. Then, considering a 50 Hz line, the corresponding inductive
impedance is

XL2 = 2�fL2 = 0:022 
 (5.63)

the steady-state virtual resistance considered is 0.2 
.

The time constant �f for the �lter has been set to 100 ms limiting any
fast dynamics when a new set-point is required. Thus, from the models
presented in Figures 5.42 it is possible to deduce the characteristic equation
for the active power

s(�fs+ 1)((sL2 +R02)
2 + (!L2)

2) +m!L2U
2
C = 0 (5.64)
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and for the reactive power when ki is null

(�fs+ 1)((sL2 +R02)
2 + (!L2)

2) + n!L2U
2
C = 0 (5.65)

where R02 represents the equivalent series resistance obtaiend by the addition
of the real resistance R2 and the virtual resistance Rv. In the active power
case, see Figure 5.42(a), it can be observed that the frequency control chain
includes a pure integrator in the direct control chain to obtain the angle
of the voltage to be synthesized. Moreover, in the case of reactive power
this does not occur, see Figure 5.42(b). For this reason, an integrator is
usually added in order to obtain a zero steady state error although the
system is not operating at the design point, obtaining the adaptive AC
droop control approach. Then, a proportional-integral controller for the
reactive case is used. This integrator has to be properly managed in grid-
disconnected mode when the droop strategy is used in both modes (grid-
connected and disconnected). This is because the local load will not match
with the reference. Then, the characteristic equation for the reactive power
becomes

s(�fs+ 1)((sL2 +R02)
2 + (!L2)

2) + ns!L2U
2
A + ki!L2U

2
C = 0 (5.66)

being ki the integral constant of the proposed PI controller for the reactive
loop.
Considering the parameters summarised in Table 5.5.1, the simulated dy-

namics shown in Figure 5.46 for the active and reactive loops are obtained.
In this case, a dynamics with a time constant of around 1 s is achieved for
both power control loops.
As has been aforementioned, the inner control loop is composed of two

nested control loops. The voltage control loop, or outer, �xes the output
voltage from the reference voltage provided by the droop controller, remind
Figure 5.43 and 5.44. As can be seen in Figure 5.41, this voltage is set at
the capacitor of the output LCL �lter. The inner control loop concerns the
current loop through L1.
The voltage and the current control loops are implemented in then nat-

ural uvw stationary reference frame. To obtain the required dynamics,
Proportional-Resonant (PR) controllers with Harmonic Compensation (HC)
have been used to follow the sinusoidal voltage references and possible dis-
torted currents. Other control strategies can be applied. However, PR con-
trollers are widely used in time-varying reference tracking, as is discussed in
Chapter 4. From Chapter 2 it can be deduced that the plant model changes
when positive/negative or zero sequence wants to be controlled. It has been
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Parameter Value Units

Droop controller
m for active power loop 0.000003
n for reactive power loop 0.000004
ki for reactive power loop 0.0009

PRHC Voltage controller

kp 0.27
ki0 0.26
ki3 0.001
ki5 0.001

PRHC Current controller

kp 0.7468
ki0 3.93
ki3 0.1
ki5 0.04

Short-circuit algorithm
K 0.9
I 130 A

Virtual impedances

Rv (initial-state grid-connected) 1.0 

Rv (steady-state grid-connected) 0.2 

Rv (grid-disconnected) 0 

Rv change ratio �0.16 
=s
RCv 0.1 


DC/AC converter

Switching & control frequency 8 kHz
L1 (active phases & neutral wire) 250 �H
ESRL1 50 m

C (star connected) 350 �F
L2 (leakage transformer inductance) 70 �H
ESRL2 50 m


Table 5.10: Four-wire DC/AC converter parameters

(a) Active power loop P 0 (b) Reactive power loop Q0

Figure 5.46: Step responses for the power loops in the rotated frame
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Parameter Value Units

Damping factor � 0.80
Settling time tset (�2.00% of the �nal value) 2 ms
Switching frequency fs 8.00 kHz

Table 5.11: Parameters for the current loop tune (L1)

considered to tune the voltage and current loops according to positive (or
direct) sequence and maintain the gains for the zero sequence cases.

The current loop

Considering the discrete time control scheme presented in Figure 3.14, the
tuning procedure proposed in [43] (see Equations 3.58 to 3.68) and the
parameters summarised in Table 5.11, the resulting controller gains are
kpi = 0:7468 and kii = 3:9310. Figure 5.47 shows a simulation with a step
produced when the time is 10 ms and 25 ms considering that the system
disposes of an ideal feed-forward and the output inductance can be treated
as short-circuited. The �rst step matches with a zero-crossing of the refer-
ence and the second one with a peak. In both cases can be veri�ed that in
the expected 2 ms the response is inside a �2% of the �nal value, see red
dashed line on the error analysis.

The voltage loop

Considering the discrete time control scheme presented in Figure 3.14, as-
suming the inner current loop as a unity gain and taking into account the
extended tuning procedure proposed in this thesis for the voltage loop, de-
tailed in Section 3.3.5 (see Equations 3.71 to 3.76), and setting the pa-
rameters summarised in Table 5.12 the resulting controller constants are
kpv = 0:2665 and kiv = 0:2650. Figure 5.48 shows a simulation with a step
produced when the time is 10 ms and 45 ms considering that the system
disposes of an ideal feed-forward and, consequently, the AC capacitor can
be treated as it operates in open loop. Also, the inner loop is considered as
an unit gain. The �rst step matches with a zero-crossing of the reference
and the second one with a peak. In both cases can be veri�ed that in the
expected 10 ms the response is not inside a �2% of the �nal value, see red
dashed line on the error analysis. This is due to the change of sign of the
error during the tracking, as has been detailed in Chapter 3. However, in
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Figure 5.47: Step response analysis for the current loop according the pa-
rameters exposed in Table 5.11 assuming that the output in-
ductance L1 is short-circuited

Parameter Value Units

Damping factor � 0.80
Settling time tset (�2.00% of the �nal value) 10.0 ms
Switching frequency fs 8.00 kHz

Table 5.12: Parameters for the voltage loop tuning

about 20 ms the system is inside an acceptable threshold of �2% of the �nal
value, being the voltage loop tune accepted.

The inter-harmonic excitation challenge under PR operation

When multiple harmonic compensators are used in the stationary reference
frame an inter-harmonic excitation appears [239]. Figure 5.49 shows the
aspect of the inter-harmonic excitation when the third and the �fth HC
are added to the fundamental PR controller, also developed in Chapter 3.
The image considers that the integral gain constant of the k harmonics is
kik = ki0=k either for the current or the voltage control loop.

One option is to decrease the HC integral gains heuristically to attenuate
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Figure 5.48: Step response analysis for the voltage loop according the param-
eters exposed in Table 5.12 assuming that the AC is without
load and ideal inner loop

Figure 5.49: Inter-harmonic excitation when a PR-HC controller is used. In-
cluded fundamental component plus the third and the �fth HC
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Figure 5.50: Inter-harmonic excitation when a PR-HC controller is used
when kik are reduced in respect with the theoretical values.
Included fundamental component plus the third and the �fth
HC

a little bit the inter-harmonic e�ect. Figure5.50 shows the results when kii3
is set to 0.1, kii5 to 0.04 and kiv3 or kiv5 to 0.001. This solution a�ects to
the dynamics of the harmonic compensation.

Other options is to attenuate possible resonances. To damp frequencies
exists di�erent alternatives when an LCL-type �lter is used; apply passive
or active damping elements or use a control structure that minimizes the
inter-harmonic excitation. In this case, a virtual active series resistor using
the current of the AC capacitors, iC , is added at the current loop according
to [240]. The objective is to avoid translating as much as possible any current
excitation from the system to the utility. Figure 5.51(a) shows the proposed
active damping model. The converter current reference i�C(k) is

i�L1(k) = iL1(k)� CRCv

Tsw
(iC(k)� iC(k � 1)) (5.67)

k indicates the sampling instant and RCv the virtual equivalent series re-
sistance of the capacitor. Note that Equation 5.67 represents an open loop
control law. In this sense, i�L1(k) is the �nal reference for the current loop
while iL1(k) has to be substituted by the current reference obtained form the
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Figure 5.51: Series resistive damping models for the AC side capacitor when
a LCL-type coupling �lter is used

control action of the voltage loop. It should be clari�ed that Equation 5.67
is obtained by using a backward-Euler derivative term

s =
z � 1

zTsw
(5.68)

It should be noted that the IC value is computed because the system does
not provide a measure of these currents, see Figure 5.4. Although [240] pro-
poses Equation 5.67, it should be clari�ed that is not valid fow all operation
parameters. In fact, the correct equivalent model to a passive damping, as
the one shown in Figure 5.51(b), is the one depicted in Figure 5.51(c). If
the virtual current iL1v is computed for Figure 5.51(c)

IL1v(s)

IC(s)
=

RCvC(1� z�1)
(RCvC + Tsw)�RCvCz

�1 (5.69)

and for Figure 5.51(a) yields to

IL1v(s)

IC(s)
=
RCvC(1� z�1)

Tsw
(5.70)

When Tsw >> RCvC Equation 5.69 behaves like Equation 5.70.
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Figure 5.53: Scheme of inner control loops for normal operation in grid-
connected mode

In this case, if the the RCv is set to 0.1 
, the capacitor is about 350 �F
and the Tsw is determined by 8 kHz�1, the proposed model of Figure 5.51(a)
results su�cient accurate, as can be seen in Figure 5.52.

It is proposed to use both alternatives; reduce HC gains and introduce
active damping. According with all previous sections, the �nal set-point
generator scheme for the inner loops is depicted in Figure 5.53. It should be
reminded that the virtual resistance change the output model behaviour for
the outer droop control when grid-connected and that the active damping
enhances the output current attenuation that can be excited by the inherent
operation of the PR controllers in grid-(dis)connected operation.
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Figure 5.54: Discrete time close loop bode diagrams for the current and volt-
age close loop (only fundamental component)

Validation of decoupled double loop

In order to ensure that there is a minimum interference between the two
nested loops it is recommended not only that the settling time of the outer
loop has to be slower than the inner one but also to decouple close-loop
bandwidths. In this sense, the inner loop bandwidth (-3 dB) should be at
least two times the outer one (recommended 10 times). Figure 5.54 rep-
resents the current and voltage close loop bode diagrams. In this �gure it
is represented the voltage loop when the inner one is considered as a unity
gain and when the full current close loop is taken into account. It can be
seen that, in the worst case, there are around 500 Hz between the voltage
close loop (290 Hz) and the current close loop (951 Hz) bandwidth. Then,
the inner loops are considered properly tuned.
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5.5.2 Special control features

This section will detail the proposed algorithms to provide a microgrid VSI
with controlled over-load and short-circuit proof capabilities.

Over-load capability

In the grid-connected mode, one important challenge is the management of
the active/reactive power target values. External per phase active/reactive
power references are provided to the converter. The consistency of these
references is �rst checked, mainly, by two possible reasons. First the active
power is limited but this action is not enough. Also the current must be
limited in order to not destroy the converter. The current limitation is done
by means of apparent power s (in per unit).

� Active power limitation. The active power must not exceed the maxi-
mum power available from the storage system as

� ubatimaxdch bat < (pu + pv + pw) < ubatimax ch bat (5.71)

where ubat is the battery voltage, imaxdch bat is the maximum battery
discharge current provided by the Energy Management System (EMS)
of the storage system, imax ch bat is the maximum battery charge current
provided by the EMS and pu, pv and pw are phase u, v and w active
power references, respectively. When Equation 5.71 is not ful�lled, the
three power references are equally saturated and a warning signal is
generated and sent to the MGCC.

� Current limitation. An overload observer, olo, will limit the power per
phase. It will ful�l this task by means of a calculation based on the
i2t computation as

olo =

Z t

0

�
i�2 � 1

�
dt (5.72)

where olo is an indicator of the overload energy exchanged, i� is the
desired current and t is the interval time of the over-current. Time
t begins when js�j > 1, being s� the maximum apparent power per
phase reference. The algorithm that handles the overload mechanism
is managed according to the state diagram depicted in Figure 5.55.
When js�j > 1, the observer wakes-up and starts to compute olo ac-
cording to Equation 5.72 and olt that is the accumulative time under
the over-load situation. If the olo value reaches zero, the observer re-
turns to a sleep stage, where olo and olt are reset. If the olo is bigger
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Figure 5.55: Scheme of the overload algorithm

than zero, depending on the present s value, the accumulated time
olt is incremented or maintained. Keeping constant the olt time, it
is ensured that the VSI is not over-loaded intermittently producing a
possible degradation by thermal reasons. In case that the olt becomes
higher than a pre-set threshold Tmaxol, the system evolves to the Pro-
longed overload error state and it is internally limited. This limitation
is in terms of maximum apparent power. This situation is transmit-
ted to the MGCC. Figure 5.56 shows the behaviour of the algorithm
presented in Figure 5.55.

Short-circuit proof capability

When the VSI is grid-disconnected operated, it must set the microgrid volt-
age and frequency. In this operating mode, the converter must not only
provide sinusoidal currents when overload but also when short-circuited. In
this sense, Figure 5.57 shows the proposed block diagram of the algorithm
that implements the short-circuit proof algorithm considering, also, sinu-
soidal current control (in blue the new parts added to the scheme presented
in Figure 5.53). The algorithm is based on the per phase rms value of the
reference current, i�, and two gains k1 and k2. The �rst gain k1 allows to
regulate the voltage target in order to attenuate it under short-circuit or
high over-load, as follows

k1 =

8<:
1 if irms � I

(K + 1)� K
I irms if I < irms < (K + 1) I

0 if irms � (K + 1) I

(5.73)
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where I is the maximum desired rated output current (at the L1 inductance).
In this sense, it is possible to obtain a dynamic adaptation to the load
connected voltage at the controlled voltage node uC and, consequently, at
the PCC. The parameter K in k1 calculation allows to adapt the speed of
response of the system to face short-circuits. However, the higher the K
value, the higher an undesired oscillation in k1 appears.

The second gain k2 limits the current to the rated valued when short-
circuit as

k2 =

(
1 if irms < I

I
i�L1rms

if irms � I
(5.74)

However, if only this action is taken into account, the behaviour when a
fault recovery appears is undesired. This is due the fast response of the k1
gain. To avoid this dynamic, when the current k1in(k) value is higher than
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the previous computed one k1(k � 1), i.e., this criterion is used as a fault
recovery indicator, the k1(k) used for the inner current control reference is
�ltered according to the scheme described in Figure 5.58.

Simulated validation of short-circuit proof algorithm

Considering the parameters summarised in Table 5.5.1, the proposed four-
leg VSI is modelled and four type of short-circuit situations are considered,
see Figure 5.59. All the di�erent scenarios will detail the behaviour of the
VSI when the fault is produced and recovered in terms of IL1u, IL1v, uPCCu
and uPCCv. The short-circuit fault is produced at time t equal to 20 ms and
there is a fault clearance at 30 ms.

- Scenario 1. Phase u to neutral n short-circuit, see Figure 5.59(a). Fig-
ure 5.60 shows the behaviour of the voltage and current of phases u
and v when a phase u to the neutral wire n short-circuit is generated
and when it is recovered. It can be seen that the voltage goes to zero
when the fault appears maintaining the current limited with a sinu-
soidal waveform during all time the short-circuit is hold. Note that just
when the short-circuit takes place, the current increases to 600 A. This
will be a common situation for all the scenarios. Assuming that the
control loop is closed every 125 �s, the capacitor is discharged without
control during this time. The discharge time constant is dependent
on the capacitance C. This is the reason why in the AC capacitor
size section it has been decided to use a 350 �F capacitor instead o a
lower value. On the other hand, the settling time of the current loop
is about 2 ms and for the voltage loop about 20 ms. Then, a possible
solution is to increase the switching and control frequency to improve

329



Chapter 5 Four-wire three-phase AC inverter proposal for AC microgrids

Utop

Ubot Vbot Wbot

Vtop Wtop Ntop

Nbot

iL2u

u P
C

C
un

ubus SWSC

iL2v

u P
C

C
vn

(a) Phase u to neutral n short-circuit

Utop

Ubot Vbot Wbot

Vtop Wtop Ntop

Nbot

iL2u

u P
C

C
un

ubus

SWSC
iL2v

u P
C

C
vn

(b) Phase u to phase v short-circuit

Utop

Ubot Vbot Wbot

Vtop Wtop Ntop

Nbot

iL2u

u P
C

C
un

ubus

SWSCiL2v

u P
C

C
vn

(c) Three-phase uvw short-circuit

Utop

Ubot Vbot Wbot

Vtop Wtop Ntop

Nbot

iL2u

u P
C

C
un

ubus

SWSC
iL2v

u P
C

C
vn

(d) Three-phase uvw to neutral nshort-circuit

Figure 5.59: Proposed short-circuited scenarios
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Figure 5.60: Phase u to n short-circuit time response simulated results

the close loop speci�cations. However, this option will compromise the
e�ciency of the real platform. As the time duration is really short, it
is assumed to be valid.

When the fault is recovered, the voltage increases progressively with-
out producing any dangerous over-voltage thanks to the algorithm
proposed in Figure 5.58.

- Scenario 2. Phase u to v short-circuit, see Figure 5.59(b). Figure 5.61
shows the behaviour of the voltage and current of phases u and v when
a phase u to phase v short-circuit is generated and when it is recovered.
It can be deduced that iL2u = �iL2v and uPCCun = uPCCvn, as can
be also observed in Figure 5.61. This case is particularly interesting
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because although the current is perfectly managed in steady-state, it
can be seen that the voltage does not go to zero when the fault appears.
When the fault occurs the present current per phase will produce that
in one of the two involved phases its voltage control action plus the
short-circuit current sums more than in the other case. That phase
with more error rapidly produces a k1 gain that moves from one to
zero. As the other phase operates with higher k1 values, it starts to
control the current without necessarily a k1 gain equal to zero, i.e.
without the correspondent phase-to-neutral equal to zero. Then, the
other phase-to-neutral voltage of the PCC is determined by hardware
boundaries. Lets assume that phase v can manage uCv because k1v is
not null. Then, in steady-state, depending on k1v, the uCu* and uCv*
take di�erent values. In the simulated case, it can be observed that
when the fault is recovered, uPCCu is close to 319 V. This means that
k1v = 1 and k1u = 0 for this scenario.

Again, when the fault is recovered, the voltage increases progressively
without producing any dangerous over-voltage thanks to the algorithm
proposed in Figure 5.58.

- Scenario 3. Three phase uvw short-circuit, see Figure 5.59(c). Fig-
ure 5.62 shows the behaviour of the voltage and current of phases u
and v when a three-phase uvw short-circuit is generated and when it
is recovered. In this case, uPCCuv = uPCCvw = uPCCwu. This implies
that, as a di�erence from the scenario 2, when the short-circuit occurs
the voltages at the PCC keeps constituting a balanced system. As, the
amplitude in steady state is equal to

juC j =
p
2IkXsck (5.75)

being the kXsck the short-circuit impedance norm, those voltages will
be close to zero. This result can be seen in this simulated scenario
where it can be observed that iL2v is 2�=3 rad lagged from iL2u.

Once more, when the fault is recovered, the voltage increases progres-
sively without producing any dangerous over-voltage thanks to the
algorithm proposed in Figure 5.58.

- Scenario 4. Three phase uvw to n short-circuit, see Figure 5.59(d).
Figure 5.63 shows the behaviour of the voltage and current of phases
u and v when a three-phase to neutral short-circuit is enforced and
when it is recovered. Again, as in the single-phase to neutral case
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Figure 5.61: Phase u to v short-circuit time response simulated results

333



Chapter 5 Four-wire three-phase AC inverter proposal for AC microgrids

0 20 40 60 80 100 120 140 160 180 200
−400

−300

−200

−100

0

100

200

300

400

500

600

Time [ms]

u
P
C
C
u
n
[V

]
-
i
L
2
u
[A

]

 

 
uPCCun

iL2u

(a) uPCCu and iL2u when the short-circuit
fault occurs

0 20 40 60 80 100 120 140 160 180 200
−400

−300

−200

−100

0

100

200

300

400

Time [ms]

u
P
C
C
v
n
[V

]
-
i
L
2
v
[A

]

 

 
uPCCvn

iL2v

(b) uPCCv and iL2v when the short-circuit
fault occurs

0 20 40 60 80 100 120 140 160 180 200
−400

−300

−200

−100

0

100

200

300

400

Time [ms]

u
P
C
C
u
n
[V

]
-
i
L
2
u
[A

]

 

 
uPCCun

iL2u

(c) uPCCu and iL2u when the short-circuit
fault is recovered

0 20 40 60 80 100 120 140 160 180 200
−400

−300

−200

−100

0

100

200

300

400

Time [ms]

u
P
C
C
v
n
[V

]
-
i
L
2
v
[A

]

 

 
uPCCvn

iL2v

(d) uPCCv and iL2v pwhen the short-
circuit fault is recovered

Figure 5.62: Three phase uvw short-circuit time response simulated results
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Figure 5.63: Three phase uvw to n short-circuit
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(scenario 1), the behaviour of the current and the voltage follows the
expected transients without producing severe peaks. As in scenarios
1 to 3, when the fault is recovered, the voltage increases progressively
without producing any dangerous over-voltage

5.6 The three-leg interleaved DC/DC converter
coupling �lter design

5.6.1 Hardware design

Design of the output inductance

In Section 5.2 it has been indicated that the input DC voltage swing is 150-
500 VDC. Due to the wide voltage operation range of the DC microgrid it
is not possible to design the interleaved inductances for optimal operation,
i.e. according to a speci�c duty cycle, see Figure 5.6. Then, if the required
DC-link is about 700 VDC, the duty cycle required moves from 0.21 to 0.71,
approximately.
Observing Figure 5.6 it should be assumed a maximum normalized ripple,

�, of 0.083 when three-legs are used for the interleaving operation. Thus, if
it is desired that �i would be equal to 20 A when ubus is set to 700 VDC
and a switching frequency fs to 8 kHz, the inductance value is

L =
ubus�

fs�i
=

700 � 0:083
8000 � 20 = 363:3 �H (5.76)

However, in an interleaved con�guration, when each leg output induc-
tance is not exactly like the other ones the obtained total current presents
unbalances. As an example, Figure 5.64 shows the expected leg currents
and the total current considering La, Lb and Lc equal to 250 �H, a parasitic
resistance of 60 m
, a switching frequency of 8 kHz, ubus equal to 600 VDC
and a duty cycle � equal to 0.237.
The e�ect of a di�erent inductance a�ects to the obtained ripple and to

the interleaved current frequency components, as can be seen in Figure 5.65.
If the Fast Fourier Transform (FFT) is computed on the interleaved currents
of Figure 5.65 it is obtained that there are components of one, two and three
times the switching frequency.
When the duty cycle � � 0.33, the e�ect on the ripple can be analysed

and extrapolated to the the other two parts de�ned from 0:33 < � � 0:66
and 0:66 < � � 1. Thus, k will de�ne the relation between the di�erent
inductance and the other ones.
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Figure 5.64: Simulation for a totally balanced interleaved control

It can be deduced from Figure 5.65(a) that if k > 1, the maximum ripple is
obtained adding the ripple of two sections where all currents increase during
a time equal to 1/3-�. The result is subtracted by the ripple of one section
where the current of the two equal inductances increases and the di�erent
one decreases during a time equal to �. In Figure 5.65(b) (k < 1), the
maximum ripple is obtained adding the ripple e�ect of one section where
the current of the two equal inductances increases and the di�erent one
deceases during a time equal to �. Then, Figure 5.66 can be obtained. For
a reasonable tolerance of �10% on the inductance value it can be obtained
that the worst case is when k = 0:9. In this situation, the maximum � value
is 0.098. Recalculating the inductance required and maintaining �i equal to
20 A the obtained L is 428 �H. Then, the selected La = Lb = Lc is 400 �H.

On the other hand, if there is a di�erence in the parasitic equivalent
series resistance of one interleaved inductance, the ripple of each current is
maintained but its average value not. Assuming steady state, the average
voltage of a parasitic resistance R is determined by

uR = �ubus � ubat (5.77)

where ubat represents the voltage of the DC microgrid. Then, applying the
Ohm's law it can be deduced that if kR de�nes the relation between two
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Figure 5.65: Simulation for di�erent inductances for the interleaved control.
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Figure 5.66: Simulation for an unbalanced inductance interleaved system

di�erent equivalent series resistances x and y

kR =
Rx

Ry
(5.78)

the average current of leg y will be kR times the current of leg x. Thus,
the individual leg current ripple is equal than in a total balanced interleaved
system but not the average value. In Figure 5.67 can be observed the e�ect
for di�erent kR gains. This e�ect is specially relevant if the converter is not
oversized.
It is possible to conclude that the tolerance between the interleaved in-

ductactes must be as better as possible to avoid exchanging currents and
obtaining non tolerable ripples.

Design of the output capacitor

The capacitor Cbat is de�ned by its di�erential equation as

iCbat = Cbat
dubat
dt

(5.79)

Then, assuming that a symmetrical triangular current signal of period T
and amplitude A has its �rst and predominant sinusoidal component at a pe-
riod T with a value of 8A/�2, the Cbat can be computed from its isochronous
transfer function as

UCbat(!) = ICbat(!)
1

Cbat!
(5.80)
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Figure 5.67: Simulation for di�erent parasitic resistances for the interleaved
control.
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Figure 5.68: Control scheme of the proposed DC/DC interleaved converter

Thus, considering iCbat as a triangular symmetrical current of 35 A peak
to peak, f equal to 24 kHz (interleaved obtained switching frequency) and
UCbat equal to 0.45 VDC

Cbat =
ICbat(!)

!UCbat(!)
=

35 8
�2

(2 � � � 24000) � 0:45 = 418 �F (5.81)

5.7 The three-leg interleaved DC/DC converter
control

5.7.1 DC current and voltage control

Despite the high complexity in hardware implementation, the converter is
controlled as a conventional voltage source DC/DC converter composed by
a single leg and a single inductance of a third of each individual value. As
a result, the control loop needs to manage a single duty cycle. The DC/DC
converter is controlled by means of two nested control loops, as shown in
Figure 5.68. The inner control loop is used to control the interleaved current
ibat. This control loop is also used to limit the output current of the DC/DC
converter.

The Internal Model Control (IMC) [241] is used to set the current con-
troller constants. In the IMC it is indicated that if the control system
corresponds to a �rst order system, only establishing the rise time tr (time
for the response to go from 10% to 90% of the �nal value) as

tr =
ln(9)

�
(5.82)

and knowing the parameters a and b of a �rst order system

G(s) =
1

a
b s+ 1

(5.83)
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it is possible to compute the controller proportional and integral constants
as

kpidc = a� (5.84)

kiidc = b� (5.85)

Thus, considering tr equal to 1.8 ms, a equal to La=3 (133.3 �H) and b
equal to 82.8 m
, the current controller constants are

kpidc � 0:164

kiidc � 36:75

The outer control loop is intended to manage the DC bus voltage. Due
to unbalanced AC connected loads, low frequency voltage ripples in the DC
bus can be severe. As can be observed in Figure 5.68, a 100 Hz notch
�lter is applied to the feedback to eliminate this component of the control
action. In this sense, Figure 5.69 shows a simulation when a current sweep
is applied (any type of current, i.e. positive, negative or zero sequence)
and the objective function is focused on the worst case in terms of ubus
ripple (�ubus). Figure 5.69(a) considers an inverter under SVPWM without
neutral current and Figure 5.69(b) with neutral current. In both cases ubus
is equal to 700 VDC, S is equal to 135 kVA, Cbus is equal to 7 mF and the
grid is 230 V-50 Hz considering only positive sequence. The AC LCL-type
�lter is summarised in Table 5.9. It is considered a DC-link of 7 mF.

It should be clari�ed that Figure 5.69 represents the worst case found
according to the meshing applied at the simulation routine, but exists a
family of solutions closed to the depicted one. It can be observed that the
worst case is derived from a situation with neutral current. In concrete, the
maximum �ubus is close to 96 VDC. If the same type of analysis is conducted
for a four-wire three-leg split capacitor topology but considering that ubus is
equal to 800 VDC the results can be observed in Figure 5.70. In this case, it
can be seen that the ubus low frequency ripple is higher than in the four-leg
topology although the use of a higher ubus voltage. Figure 5.70(a) analyses
the worst case for the maximum ripple of one of the two DC semi-buses
of this topology. Figure 5.70(b) takes into account the most pessimistic
situation for the full DC-link.

The situation presented in Figure 5.69 determines that it is possible that
over-modulation at the AC side occurs. A dynamic bus value control de-
pending on AC demands, considering non-balanced possibilities, is proposed.
In this sense, a preventive DC voltage controller is added at a higher level.
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Figure 5.69: Current sweep analysis of the worst case for the DC-link ripple
in a four-leg topology
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Figure 5.70: Current sweep analysis of the worst case for the DC-link ripple
in a three-leg split capacitor topology
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Figure 5.71: Control scheme to avoid over-modulation situation in the
DC/DC converter

It will provide a voltage increment �ubus to the rated D-link voltage, in this
case 700 VDC, generating the reference ubus

� 0. The maximum available duty
cycle dDC=DC

� is compared with the maximum of the inverter duties (du, dv
and dw). If there is not enough DC bus voltage for the inverter needs, the
DC reference is increased up to a maximum threshold thanks to an upper
saturation, taking into account the limitations of the DC-link. In other case,
�ubus is equal to zero in steady state thanks to a lower saturation equal to
zero. This high level control scheme is depicted in Figure 5.71.

Once has been determined that the selected Cbus of 7 mF can be operated
properly, the outer DC voltage controller is tuned. In this case, the inner
current loop is considered as a unity gain. Then, the close loop transfer
function is

GCLu(s) =
GC(s)G(s)

1 +GC(s)G(s)
(5.86)

being GC(s) the transfer function of a PI controller and G(s) the transfer
function of a capacitor. It is usual to consider only the poles of the system
neglecting the e�ect of the zeros of the system. In this case, has to be
ensured the �nal over-shoot to guarantee the integrity of the DC-link. Thus,
the characteristic equation of GCLu(s) is

1 +GC(s)G(s) = Cbuss
2 + kpus+ kiu (5.87)

where kpu and kiu are the proportional and integral gains of the DC-link
voltage controller. If the desired response is under-damped, when the over-
shoot is set equal to 2% and the peak-time equal to 60 ms, the controller
constant results in

kpudc � 0:9 (5.88)

kiudc � 50:3 (5.89)
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Figure 5.72: Control time and frequency responses

The zero e�ect is shown in Figure 5.72(a). It a�ects distorting the time
response increasing the �nal over-shoot and reducing the peak-time. Fur-
thermore, in a cascaded loop it is important to ensure that the bandwidths
(-3 dB) of both loops are su�cient separated being the inner current loop
bandwidth higher than the voltage control loop one. Figure 5.72(b) shows
that this is obtained for the proposed current and voltage controller con-
stants.

5.8 Simulation and experimental results

5.8.1 Set-up

According to all exposed in this chapter, Figure 5.73 shows a control scheme
of the set-up used for the validation of the di�erent proposed algorithms.
Figure 5.74 shows the proposed experimental microgrid VSI electrical cabi-
net. It is sized to manage up to 135 kVA and it is based on three Semikube
IGD-2-424-P1N6-DH-FA power stacks from Semikron. The chosen switching
and control frequency is 8 kHz.

All control algorithms are implemented in two control boards based on
the TMS320F2809 DSP from Texas Instruments. These two DSP are inter-
faced with an external MGCC through a Human Machine Interface (HMI).
The di�erent used communication buses and routines of each device are
summarised in Figure 5.75.

The interaction between AC output side of the converter and the micro-
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Figure 5.73: Proposed set-up scheme
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(a) Outer electrical cabinet view

Proposed VSI (x2 modules)
Proposed DC/DC (x1 modules)

Line inductances
Neutral inductances

Interleaved inductances 
Switchgears 

(b) Inner electrical cabinet view

Figure 5.74: Developed VSI
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Figure 5.75: Manage and control interfacing

grid is at 400 VAC (�10%) phase to phase and 50 Hz (�10%). TT or
TN-S ground schemes have been considered. This is obtained with a gal-
vanic isolation done by a transformer bank of 50 kVA per phase in a YNyn
con�guration. The DC microgrid is emulated by means of a 50 kVA active
recti�er that supplies the DC required input voltage, see Figure 5.76. The
selected input voltage range of the converter in the DC microgrid side is
150-500 VDC. Table 5.13 summarises the hardware parameters described in
Figure 5.73. The box called Load is variable and depends on the validation
scenario.

5.8.2 The four-wire three-phase DC/AC VSI in grid-connected
operation

In this section three di�erent type of tests are proposed:

- PQ unbalance tracking

- Dynamic droop analysis

- Energy quality analysis at rated power (non over-loaded)
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(a) Outer electrical cabinet view (b) Inner electrical cabinet view

Figure 5.76: Used active recti�er (DC microgrid emulator)

Block Element Value Unit

AC LCL �lter

Output phase inductance L1 248 �H
Equivalent series resistance R1 30 m

Equivalent output neutral inductance Ln 245 �H
Equivalent series resistance Rn 15 m

Transformer leakage inductance L2 69 �H
Equivalent series resistance R02 (RL2 +Rv) 250 m

AC Capacitor 350 �F
Equivalent series resistance R0C (RCv +RC) 200 m


DC-link DC-link Capacitor Cbus 6.9 mF

DC LC �lter

Output phase inductance La=3 142 �H
Equivalent series resistance Ra=3 15.2 m

DC Capacitor 420 �F
Equivalent series resistance RCbat 10 m


Island switch
Turn-on delay 40 ms
Turn-o� delay 120 ms

Table 5.13: Experimental hardware parameters
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Figure 5.77: Scenario 1. Inverter in grid-connected mode. Unbalanced ref-
erence: Pu = 30 kW, Pu = �30 kW and Pw = 30 kW.
Qu = 0 kvar, Qv = 0 kvar and Qw = 0 kvar

Unbalanced PQ set-points

In this section two di�erent scenarios are proposed:

- Scenario 1. Inverter operating in grid-connected mode with rated (non
over-loaded) unbalanced PQ set-points. The targets are: Pu = 30 kW,
Pv = -30 kW, Pw = 30 kW and Qu, Qv, Qw all nulls. Figure 5.77
shows that the inverter is capable to synthesize non balanced currents
from non-balanced PQ references. Figure 5.77(a) shows a simulation
of the expected active phase and neutral wire currents, respectively.
Figure 5.77(b) presents the captured oscilloscope active currents.

- Scenario 2. Inverter operating in grid-connected with a particular set
of references that implies to exchange only homopolar currents. The
targets are: Pu = 15 kW, Pv = -7.5 kW, Pw = -7.5 kW, Qu = 0 kvar,
Qv = -13 kvar and Qw = 13 kvar. Figure 5.78 shows that the inverter is
capable to synthesize homopolar currents currents from non-balanced
PQ references. Figure 5.78(a) shows the expected active phase and
neutral wire currents, respectively. Figure 5.78(b) presents the cap-
tured oscilloscope active currents of the active phases.

Dynamic droop dynamics

This sections proposes four scenarios for the validation of the dynamic droop.
Scenario 3 and 4 involves a step response on the active power set-point.
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Figure 5.78: Scenario 2. Inverter in grid-connected mode when maximum
neutral current scaled by a factor 2 is targeted. Unbalanced
reference: Pu = 15 kW, Pv = �7:5 kW and Pw = �7:5 kW.
Qu = 0 kvar, Qv � 13 kvar and Qw = 13 kvar

Scenario 3 proposes a positive step from P �= 0 to 30 kW and scenario 4 a
negative one from P �= 30 to 0 kW.

On the other hand, scenario 5 and 6 involves a step response on the
reactive power set-point. Scenario 5 proposes a positive step from Q�= 0 to
30 kvar and scenario 6 a negative one from Q�= 30 to 0 kvar.

In Section 5.5.1 has been described the tuning procedure for the dynamic
droop control implemented when the inverter is grid-connected. Reminding
Figure 5.46 it is possible to contrast that the expected time constant (�63%
of the �nal value) is around 1.5 s for the active power and 1.2 s for the
reactive power loop. Figure 5.79 shows the results obtained for scenarios 3
and 4 when all the control loop are considered, i.e. dynamic droop plus AC
voltage control plus the output current control. In Figure 5.80 can be seen
similar results for scenarios 5 and 6.

Energy quality analysis

When the VSI is operated in grid-connected mode at rated power per phase
(non over-loaded situation), i.e. 30 kW per phase, it should be veri�ed that
the quality of the exchanged current and the voltage controlled at PCC
are adequate. The quality analysis has been computed by suing the grid
analyser Dranetz PowerExplorer PX-5.

Figure 5.81(a) depicts the grid-side currents and Figure 5.81(b) the rms
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0 1 2 3 4 5 6 7 8 9 10
−200

−150

−100

−50

0

50

100

150

200

Time [ms]

G
ri
d
-s
id
e
cu

rr
en
t
[A

]

 

 
iL2u

(c) Simulation results 30 to 0 kW (d) Experimental results 30 to 0 kW

Figure 5.79: Scenarios 3-4. Inverter in grid-connected mode. Active power
step response analysed in terms of current through L1
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(c) Simulation results 30 to 0 kvar (d) Experimental results 30 to 0 kvar

Figure 5.80: Scenarios 5-6. Inverter in grid-connected mode. Reactive power
step response analysed in terms of current through L1
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value, the DC component and the THD of the voltages at the PCC and, also,
of the grid-side currents. It can be seen that the worst case in distortion
is in terms of current THD and it is below 6%. In this sense, the inner
controllers are considered properly tuned and no more HC will be added for
the grid-connected mode operation.

5.8.3 The four-wire three-phase DC/AC in grid-disconnected
operation

In this section three di�erent type of test are proposed:

- Disturbance response

- Short-circuits proof capability

- Energy quality analysis

Disturbance response

In Section 5.5.1 has been described the tuning procedure for the inner control
loops, i.e. the voltage and current loops. However, when the microgrid VSI
is operating in grid-disconnected mode it should be validate that under a
rated power local load connection or disconnection disturbance the voltage
at the AC capacitor or the PCC is kept within adequate thresholds. Scenario
9 is de�ned to study the local load connection and scenario 10 for the local
load disconnection e�ects. Then, for instance, the ITI curve could be used
to analyse these e�ects (see Chapter 2). Figure 5.82 and Figure 5.83 show
the simulated and experimental results when a load of 1.81 
 resistance
between uPCCu and uPCCn is connected and disconnected, respectevely (see
Figure 5.73). The Test switch is considered ideal for the simulation results.
It can be deduced that although there is a short voltage sag or peak transient
at the PCC ,it accomplishes with the ITI curve. Then, it is considered that
the voltage and current loops are dynamically well tuned. To increase the
integral gain of higher HC than the considered (third and �fth) can improve
the disturbance behaviour but can compromise the nested loop decoupled
interaction, the system stability or the inter-harmonics excitation.

Short-circuits proof capability

In Section 5.5.2 has been proposed an algorithm that is based in the two gains
k1 and k2 that allows to regulate the controlled voltage according the grid-
side current plus voltage controller control action rms value and scales the
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(a) Exchanged grid-side currents oscilloscope cap-
ture

(b) Obtained grid-side quality results. XV indi-
cates phase-to-neutral voltage information. XYV
indicates phase-to-phase voltage information. XI
indicates currents information

Figure 5.81: Scenario 7. Electrical quality analysis at 90 kW when grid-
connected
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Figure 5.82: Scenario 8. Behaviour on load change disturbance: no-load to
1.81 
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Figure 5.83: Scenario 9. Behaviour on load change disturbance: 1.81 
 to
no-load
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maximum current reference for the current loop. Simulation results shown in
Figure 5.60 to 5.63 have proved a proper expected behaviour. Then, in order
to validate them, the same four scenarios are replicated in the experimental
set-up, see Figure 5.73. This four scenarios are:

- Scenario 10-11. Scenario 10 de�nes a phase-to-neutral short-circuit
(uPCCun � 0). Scenario 11 recovers normal operation coming from
scenario 10.

- Scenario 12-13. Scenario 12 de�nes a phase-to-phase short-circuit
(uPCCuv � 0). Scenario 13 recovers normal operation coming from
scenario 12.

- Scenario 14-15. Scenario 14 de�nes a three-phase short-circuit. In this
case uPCCuv = uPCCvw = uPCCwu, being uPCCuv � 0. Scenario 15
recovers normal operation coming from scenario 14.

- Scenario 16-17. Scenario 16 de�nes a three-phase to neutral short-
circuit. Now, uPCCun = uPCCvn = uPCCwn, being uPCCun � 0. Sce-
nario 17 recovers normal operation coming from scenario 16.

Figures 5.84 to 5.87 depict experimental results when the considered load
is constituted by a 30 cm wire with a section of 35 mm2 connected be-
tween the corresponding terminals according to the case study. The Test
switch is operated manually producing the corresponding short-circuit fault
and clearance in the same oscilloscope capture. Comparing simulated and
experimental results it can be seen that the proposed algorithm produces
matching results.

In this sense, under a fault, the VSI can be protected by conventional
protection designed to operate under sinusoidal currents but the short-circuit
power should be recon�gured when a short-circuit situation is detected by
the MGCC.

Energy quality analysis

In the same direction that in scenario 7, it should be veri�ed that the quality
of the exchanged current and the voltage controlled at PCC is adequate but,
now, in grid-disconnected mode. The quality analysis has been computed by
suing the grid analyser Dranetz PowerExplorer PX-5. Scenario 18 is de�ned
by no-load connected at the PCC and scenario 19 by a rated power per phase
local load, i.e. 30 kW per phase.
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(a) uPCCu and iL2u when the short-circuit
fault occurs

(b) uPCCv and iL2v when the short-circuit
fault occurs

Figure 5.84: Scenarios 10-11. Phase u to n short-circuit time response ex-
perimental results. Phase to neutral voltages in red and line
currents in blue.

(a) uPCCu and iL2u when the short-circuit
fault occurs

(b) uPCCv and iL2v when the short-circuit
fault occurs

Figure 5.85: Scenarios 12-13. Phase u to v short-circuit time response ex-
perimental results. Phase to neutral voltages in red and line
currents in blue.
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(a) uPCCu and iL2u when the short-circuit
fault occurs

(b) uPCCv and iL2v when the short-circuit
fault occurs

Figure 5.86: Scenarios 14-15. Three phase uvw short-circuit time response
experimental results. Phase to neutral voltages in red and line
currents in blue.

(a) uPCCu and iL2u when the short-circuit
fault occurs

(b) uPCCv and iL2v when the short-circuit
fault occurs

Figure 5.87: Scenarios 16-17. Three phase uvw to n short-circuit. Phase to
neutral voltages in red and line currents in blue.

360



5.8 Simulation and experimental results

Figure 5.88(a) depicts the voltages at the PCC and Figure 5.88(b) the
rms value, the DC component and the THD of the voltages at the PCC and,
also, of the microgrid side currents when no-load is connected at the PCC. It
can be seen that the worst case in distortion is terms of voltage THD at the
PCC and it is below 3%. In this sense, the inner controllers are considered
properly tuned and no more HC will be added for the grid-disconnected
mode operation.
Figure 5.89(a) depicts the voltages at the PCC and Figure 5.89(b) the

rms value, the DC component and the THD of the voltages at the PCC and,
also, of the microgrid side currents when a 30 kW per phase is connected at
the PCC. It can be seen that the worst case in distortion is terms of voltage
THD at the PCC and it is below 2.1% and 2.26% in terms of current.
Considering the maximum THD values obtained, the inner controllers

are considered properly tuned and no more HC will be added for the grid-
disconnected mode operation.

5.8.4 The four-wire three-phase DC/AC transients

One of the most important challenges of a microgrid VSI is to provide smooth
transients between operation modes. To validate that the proposed control
algorithms operates properly, the VSI is analysed considering ten di�erent
scenarios. Four of them involves intentional transient form grid-connected
to grid-disconnected operated when there is no load connected at the PCC.
Another four involves the same situation when a resistive load of 30 kW
is already connected. Finally, the last two presents a reconnection when
no-load and the a rated local load is already connected.
In order to be as close as possible to the reality, the Island switch has been

simulated with turn-on and turn-o� delay, as indicated in Table 5.13. For
all the simulated grid-connected to grid-disconnected intentional transition
results, next steps are followed:

1. Time 0 to 50 ms. The system is operating in grid-connected steady
state (Rv = 0:2 
) with a determined PQ reference per phase under
the proposed dynamic droop control strategy.

2. Time 50 ms. A transition to grid-disconnected mode order is received
(intentional disconnection). The virtual resistance Rv starts to de-
crease up to 0 
, according to the exposed in Section 5.5.1. It is
proposed a decrease ratio of 0.16 
/s. The dynamic droop is disabled
and the voltage reference is the last one provided by the power loop
but, from this instant, it is self-generated per phase (delayed 2�=3 rad
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(a) Exchanged grid-side currents oscilloscope cap-
ture

(b) Obtained grid-side quality results. XV indi-
cates phase-to-neutral voltage information. XYV
indicates phase-to-phase voltage information. XI
indicates currents information

Figure 5.88: Scenario 18. Electrical quality analysis when grid-disconnected
and no-load
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(a) Exchanged grid-side currents oscilloscope cap-
ture

(b) Obtained grid-side quality results. XV indi-
cates phase-to-neutral voltage information. XYV
indicates phase-to-phase voltage information. XI
indicates currents information

Figure 5.89: Scenario 19. Electrical quality analysis when grid-disconnected
and 30 kW per phase load connected at the PCC
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to constitute a balance voltage set), i.e. the VSI starts to operate
under the V/f control strategy.

3. Time 50 to 170 ms. Turn-o� time of the Island switch.

4. Time 170 ms. The Island switch is opened.

5. Time 170 ms to 1 ms. The system is operated in grid-disconnected
mode under the V/f control strategy until a reconnection order is re-
ceived.

- Scenario 20-23. For all these scenarios it is considered that there is
no load connected at the PCC just before, during or just after the
transient operation to grid-disconnected operation is conducted. Fig-
ure 5.90 to 5.91 illustrates the obtained grid-side currents and PCC
voltages when the four extreme set-points are targeted. This means
that scenario 20 is conducted when P �

u =45 kW, scenario 21 when
P �
u =-45 kW, scenario 22 when Q�

u =45 kvar and, �nally, scenario 23
when Q�

u =-45 kvar.

It can be seen from the simulation results that when the transition
order is received (t = 50 ms) the current is not able to follow the
power set-point because the control strategy is changed. When the
Island switch is opened a short transient occurs, no more than 100 ms.
Observing the ITI curve shown in Figure 2.35, it can be seen that
the voltage simulated results are at the limit of the damage region.
However, observing the experimental results, the maximum rms value
is about 116% and the minimum about 80% for 20 to 30 ms. This is
located within the ITI curve no interruption region.

A possible reason of the di�erence between the simulated and real
results might be due to the real behaviour of the Island switch. The
fact of open electrically the inner terminals consumes some energy that
helps to maintain more controlled the voltage peaks during the opening
process.

- Scenario 24-27. For all this scenarios it is considered that there is
connected a load of around 1.81 
 at the PCC just before, during
or just after the transient operation to grid-disconnected operation is
conducted. Figure 5.92 to 5.93 illustrated the obtained grid-side cur-
rents and PCC voltage when the four extreme set-points are targeted.
This means that scenario 24 is conducted when 45 kW is referenced
to phase u during the grid-connected operation interval, scenario 25
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(a) Simulated results. P �u = 45 kW (b) Experimental results. P �u = 45 kW
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(c) Simulated results. P �u = �45 kW (d) Experimental results. P �u = �45 kW

Figure 5.90: Scenarios 20-21. Grid disconnection transient response when
no-load under maximum active power set-point. Phase u
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(a) Simulated results. Q�u = 45 kvar (b) Experimental results. Q�u = 45 kvar
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(c) Simulated results. Q�u = �45 kvar (d) Experimental results. Q�u = �45 kvar

Figure 5.91: Scenarios 22-23. Grid disconnection transient response when
no-load under maximum reactive power set-point. Phase u
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5.8 Simulation and experimental results

when -45 kW, scenario 26 when 45 kvar and, �nally, scenario 27 when
-45 kvar.

It can also be seen from the simulation results that when the transition
order is received (t = 50 ms) the current is not able to follow the
power set-point because the control strategy is changed. When the
Island switch is opened a short transient occurs, not more than 100 ms.
Observing the ITI curve shown in Figure 2.35, it can be seen that
the voltage simulated results are at the limit of the damage region.
However, observing the experimental results, the maximum RMS value
is about 80.5% and the minimum about 78% for 20 to 30 ms. Once
more, this is located in the no interruption region of the ITI curve.

- Scenario 28-29. In this case, a reconnection procedure is ordered. It
should be noted that the reconnection procedure is intentional and
totally controlled when the mains is su�cient stable according to the
applied regulation. For all the simulated grid-disconnected to grid-
connected intentional transition results analysis, the next steps are
followed:

1. Time 0 to 20 ms. The system is operating in grid-disconnected
steady state (Rv = 0 
) under the proposed V/f control strategy.
The system is synchronized with the utility by using the modi�ed
PLL algorithm presented in Figure 2.33.

2. Time 20 ms. A reconnection order is received. The virtual resis-
tance Rv is set to 1 
 and starts to decrease up to the steady-state
value of 0.2 
, according to the exposed in Section 5.5.1. It is
proposed a decrease ratio of 0.16 
/s. The dynamic droop is en-
abled. Thus, the VSI starts to operate under the dynamic droop
control strategy with null PQ set-points.

3. Time 20 to 60 ms. Turn-on time of the Island switch.

4. Time 60 ms. The Island switch is closed.

5. Time 60 ms to 1 ms. The system is operated in grid-connected
mode under the dynamic droop control strategy control strategy
until a new disconnection order is received. New PQ set-point
are accepted after 1 s. This times is the considered to have stable
voltages at the AC capacitors after the reconnection process.

Figure 5.94 shows the transient simulated and experimental results
for scenario 28, i.e. with no-load connected at the PCC. As, for this
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(a) Simulated results. P �u = 45 kW (b) Experimental results. P �u = 45 kW
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(c) Simulated results. P �u = �45 kW (d) Experimental results. P �u = �45 kW

Figure 5.92: Scenarios 24-25. Grid disconnection transient response when a
resistive 30 kW load is connected under maximum active power
set-point. Phase u
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(a) Simulated results. Q�u = 45 kvar (b) Experimental results. Q�u = 45 kvar
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(c) Simulated results. Q�u = �45 kvar (d) Experimental results. Q�u = �45 kvar

Figure 5.93: Scenarios 26-27. Grid disconnection transient response when re-
sistive 30 kW load is connected under maximum reactive power
set-point is referenced. Phase u
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(a) Simulated results. (b) Experimental results

Figure 5.94: Scenarios 28. Reconnection transient response when no-load
connected at the PCC

scenario, there is not a grid-side consumption during the close time
of the Island switch, there is no e�ect of Rv. Then, the reconnection
transient e�ect is practically non-existent.

Figure 5.95 shows the transient simulated and experimental results for
scenario 29, i.e., with a resistive 30 kW local load. In this case, there
is a grid-side consumption during the close time of the Island switch.
Consequently, the voltage at the PCC and the grid-side current are
related through Rv. This e�ect can be observed in the voltage sag of
Figure 5.95(a). When the Island switch is close, the PCC voltage is
determined by the utilty.

5.8.5 The three-leg interleaved DC/DC ripple analysis in
grid-connected operation

To analyse the robustness on the stability of the DC-link, scenario 30 is
proposed to study the DC-link oscillation under the same case presented in
scenario 1. Figure 5.96 shows a maximum ripple on the DC-link of 35 VDC.

5.8.6 The three-leg interleaved DC/DC time response in
grid-disconnected operation

Two more scenarios based on analyse the e�ect of a disturbance at the DC-
link while it is controlled by the three-leg interleaved DC/DC controllers,
proposed in Section 5.7, are presented.
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(a) Simulated results (b) Experimental results

Figure 5.95: Scenarios 29. Reconnection transient response when resistive
30 kW load is connected at the PCC
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(a) Simulated results. (b) Experimental results.

Figure 5.96: Scenarios 30. Ripple oscillation analysis on the DC-link under
unbalance PQ set-point of the VSI side
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(a) Simulated results. Increasing distur-
bance from P � = �15 kW to 0 kW

(b) Experimental results. Increasing dis-
turbance from P � = �15 kW to 0 kW
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(c) Simulated results. Decreasing distur-
bance from P � = 30 to 0 kW

(d) Experimental results. Decreasing dis-
turbance from P � = 30 kW to 0 kW

Figure 5.97: Scenarios 31-32. Disturbance analysis on the DC-link

In scenario 31, a negative active power set-point is targeted to the VSI in
grid-connected mode. Then, suddenly, the VSI is disabled. In this way, it is
possible to analyse the e�ect of a disturbance on the DC-link as if the VSI
is operating in grid-disconnected mode.

Scenario 32 is analogous to 31 but the di�erence is that the active power
reference is positive. Now, when the VSI side will be disabled, a negative
disturbance on the DC-link is applied.

Figure 5.97 shows a maximum simulated and experimental response of
about -40 VDC for scenario 31 and 80 VDC for scenario 32. This means
that the DC-link should be sized to support, at least, 800 VDC if the over-
load capability of the microgrid VSI proposed and a security margin range
is considered.
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5.9 Summary

Although most installed inverters during last years operate as Current Con-
trolled Voltage Source Inverters (CC-VSI) when they are grid-connected, the
use of concepts related to microgrids to enhance the electric system is chang-
ing this trend. New regulations are pushing renewable inverters to operate
not only in grid-connected but also in grid-disconnected. The transference
between this operation modes is relevant and use the same voltage source
behaviour in both modes is a strong foothold to ensure a seamless transient.
However, in grid-connected mode it is no possible to operate as an ideal volt-
age source if it is desired to exchange power with the utility. In this sense, the
AC droop control is used for this purpose. Besides, AC droop control, static
or dynamic, implies poor dynamics responses in grid-disconnected mode due
to its implementation emulation as rotatory machines.

A hybrid control strategy based on the dynamic AC droop control strategy
when the inverter is grid-connected and on a V/f control strategy when it
is grid-disconnected supports the whole operation. The master loop in grid-
connected mode is based on a predominant resistive line model. To ensure
this situation, the use of a dynamic virtual resistance has been considered.
With this hybrid control criterion, the most complex situation in terms
of control, that is the possible dynamic requirements in grid-disconnected
mode (non linear-loads) can be supported but maintaining a voltage source
behaviour for both operation modes. The inner loops (voltage and current)
are implemented by adaptive proportional-resonant with harmonic compen-
sator controllers. In this sense, the desired AC frequency setpoint can be
recomputed according to the AC requirements each switching period. In or-
der to attenuate possible resonances produced by the LCL-type �lter at the
AC side or excited by the PR controller, an active damping series resistor
at the AC capacitor has been implemented.

According to the previous lines, this chapter presents the design and con-
trol of a special converter for an experimental microgrid based on a DC/DC
interface converter and a three-phase four-leg inverter with a LCL-type cou-
pling �lter. The design is done considering the same power stack for all the
converters. The set-up is based on a 135 kVA development (rated power
90 kVA). This converter is intended to interface a DC microgrid with a volt-
age range from 150 to 500 VDC and an ACmicrogrid of 400 V-50 Hz (�10%).
It also requires a short-circuit proof capability during grid-disconnected op-
eration and up to 50% overload capability during grid-connected operation.
The converter is able to operate in grid-connected and grid-disconnected al-
lowing hot-transients between the operation modes (non zero-crossing volt-
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age transients).
With reference to the design, the coupling elements (inductances, DC-link

and AC capacitors) are sized. Furthermore, a simpli�ed SVPWM strategy
for a four-leg based on three-leg inverters SVPWM and Fortescue's decompo-
sitions has been proposed and used. The methodology limitations in terms of
over-modulation are also studied. The design of the LCL-type coupling �lter
of the AC side has been done according to the novel modulation proposed.
The computation required time and the program memory are compared with
conventional SVPWM for three-wire inverters and with a conventional 3-D
SVPWM.
About the special algorithms detailed, an over-modulation supervisor is

proposed to autonomously adapt the DC-link voltage level between the
DC/DC converter and the four-leg inverter according to the AC-side con-
sumption needs. Also, for the inverter, an over-load manager handles the
overload requirements based on an overloaded energy exchange criterion,
and a short-circuit proof algorithm based on the computation of rms values
is introduced.
A wide set of simulated and experimental scenarios supports the di�erent

ideas developed along the chapter. These scenarios contemplates:

- For the grid-connected mode: PQ unbalance tracking, dynamic droop
analysis, energy quality.

- For the grid-disconnected mode: disturbance response, short-circuit
proof capability and energy quality analysis.

- Transferences between operation modes under di�erent situations: in-
tentional transient from grid-connected to grid-disconnected and re-
connection under no-load operation and at rated power.
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Conclusions

Amicrogrid can be de�ned as a localized small-scale bidirectional energy grid
system, AC or DC, supported by the increasing proliferation of distributed
energy resources. These microgrids dispose of the control capability to han-
dle delicate processes, as can be the mains disconnection to start an au-
tonomously operation as an electric island. Likewise, these microgrids can be
reconnected to the area or local electric power system with minimal disrup-
tion to the local loads by using a point of common coupling. Nonetheless, the
implication of the di�erent involved layers; physical (switches, protections,
power converters, storage systems or renewable resources), informative (in-
formation and communications technologies), energetic (service operators,
energy managers or electric markets), ownership, control (power, voltage or
current), among others, makes a microgrid a really complex, transversal and
challenging system to contribute with cutting-edge ideas and technologies.

Nowadays, AC loads compose a relevant part of the di�erent type of loads
that constitutes the end-consumptions. The proper operation of AC mi-
crogrids ensures the safely operation of the microgrid itself and the public
utility permitting to enhance di�erent energy quality indices. After a deep
study of the present AC microgrids paradigm, this thesis concludes with
di�erent control proposals to enhance and support their operation under
di�erent approaches.

6.1 Realized tasks

In this section, a summary of the realized tasks presented is listed:

- From Chapter 1: It has been analysed the de�nition behind the general
concept of microgrid, describing microgrids from di�erent contexts; the
operation aspects, roles, standards or types of designation. It has been
also presented a set of ongoing operative microgrids around the world.

375



Chapter 6 Conclusions

- From Chapter 2: It has been studied the di�erent operation modes and
components for the particular case of AC microgrids. From this search,
a clear picture of the operation particularities in terms of control is
deduced. Pining AC microgrid control down, it has been faced the
mains loss.

The galvanic isolation challenge for AC microgrids complements the
previous topic.

- From Chapter 3: An important e�ort on the analysis of tracking AC
references for the inner loops (voltage and current) has been done. This
aspect has conducted to the study of the di�erent reference frames that
can be used in electric systems from a control outlook. Conventional
synchronous reference frame controllers have been examined and new
control possibilities based on fractional calculus have been explored.

- From Chapter 4: The classic operation of grid supply inverters com-
monly applied extensively in DER, as in the photovoltaic or wind cases,
have been expanded to optimize their use in AC microgrids. Two main
case studies have been contemplated; the transference between grid-
connected and grid-disconnected operation, and the MPPT extended
execution when the inverters are supported by back-up systems under
three representative situations; the transference, irradiation changes
and consumptions variations.

- From Chapter 5: A proposal of a four-wire converter thought for an
AC-DCmicrogrid interconnection has been evaluated. A mixed control
strategy based on known concepts as dynamic AC droop or V/f con-
trol is developed to improve the dynamics in grid-disconnected mode.
The operation of the inverter has been analysed taking into consider-
ation wide DC voltage swings, high order coupling �lters (LCL-type),
active damping control strategies, hot-swapping skills and special fea-
tures as over-load (inverter), short-circuit proof capabilities (inverter)
or over-modulation supervisor (DC/DC). It has been also developed
a new SVPWM methodology for four-leg inverters based on three-
leg inverters and Fortescue's decomposition, and compared with other
conventional 2-D or 3-D options in terms of computational burdens
and program memory.

Chapters 3 to 5 are supported by simulations and experimental results.
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6.2 Conclusions

This section details a synopsis of the most relevant conclusions and results
of this thesis.

- From Chapter 2: AC microgrids control and operation can conclude
that AC microgrids are not only constituted by its elemental device, i.e.
the inverter. The AC microgrid operates under the coexistence of other
elements as the main breaker, the protection devices or smart switches,
the management unit(s), the local loads and all integrated thanks to
the use of industrial communications to exchange data. Notwithstand-
ing, it is paramount to analyse in detail the di�erent possible inverters
that can coexist side-by-side in a microgrid. A review of di�erent type
of inverters, coupling �lters and controls has been performed.

The applied control strategy will de�ne the role of the inverter within
the microgrid and will present some challenges that have been coped;
the mains loss detection e�ectiveness according to the applied control
strategy and the suitable selection of galvanic isolation.

Di�erent anti-islanding detection mechanisms have been widely used in
conventional distributed energy resources, i.e. grid-feeding distributed
energy resources. Although there exists several proved detection algo-
rithms for those cases, it has been veri�ed that most of them are inef-
fective when the operation framework is an AC microgrid, especially
the active ones based on the voltage and frequency displacements of
the point of common coupling.

As the AC microgrid inverter can be considered as a generator, the
possible incorporation of galvanic isolation could be a requisite. In
conventional grids, transformers feeds power in only one sense. How-
ever in AC microgrids this situation is extended to a more complex
operation condition. A microgrid can operate at di�erent frequency
ranges, can work in a four-quadrant P/Q scenario and can be subjected
to any positive, negative or zero sequence current demand or voltage
feed. All these circumstances are studied and some recommendations
according to the type of core and windings are outlined according to
space, cost, maintenance or rated apparent power restrictions.

- From Chapter 3: Inner control loops analysis can conclude, from a
Nyquist trajectory study, that in case of using resonant controllers in
the continuous time domain there is no limitation in the frequencies
to be controlled, in terms of stability, for the single current or voltage

377



Chapter 6 Conclusions

control loop. Per contra, when a cascaded control loop is considered,
the maximum frequency limit depends on the obtained controller gains
of both loops.

Nowadays, the continuous time domain can be considered as a start
point but it does not result enough useful for digital implementations.
The same analysis done for the continuous time is broaden to the
discrete-time domain. Due to the complexity of an analytical sta-
bility analysis in this case, numerical three-dimensional plots de�ne
a surface that shows the maximum theoretical controllable harmonic
component. This surface is according to the controller gains and the
switching frequency contemplating, also, a possible pure delay in the
control chain.

A method to tune the voltage control loop for conventional resonant
controllers is extended from an existing current loop proposal. The
methodology is based on the time response design speci�cations. The
e�ect of a time-varying set-point on the settling time is analysed for
the current loop under two assumptions; a pure delay in the control
chain and the settling-time over the target time ratio. It has been
observed that the major e�ect in time-varying set-points concerns to
the second case resulting in non tolerable errors as the mentioned ratio
increases.

On the other hand, a novel controller based on the application of
fractional order calculus into resonant controllers is developed. The
existence of a fractional proportional-resonant controller formulation
that improves the frequency behaviour considering a non-integer order
coe�cient is demonstrated. This single controller reduces the inter-
harmonic excitation inherent to resonant multi-harmonic controllers.
Several approximation of the non-integer order coe�cient have been
considered and compared regarding implementation challenges. The
proposed controller has been implemented in a real test platform and
its harmonic compensating capability has been validated. The set-up
system assumed is an active �lter against a highly non-linear load and
a short-circuited inverter to illustrate the complex trajectory tracking
capabilities.

- From Chapter 4: Grid supply Inverters operation proposal for AC mi-
crogrids can be concluded that is possible to extend conventional grid-
feeding inverters operation to AC microgrids. Instead of only deal
with the grid-connected mode, two proposals are studied; how to face
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a ying transference between the operation modes (grid-connected and
grid-disconnected) and how to extend the maximum power point op-
eration if it is connected to a back-up system.

In the ying transference case, a control strategy based on the hy-
bridation of voltage monitoring envelopes and an active anti-islanding
algorithm is proposed to detect rapidly a possible mains loss situation.
A criterion concerning the type of grid-side fault occurrence is per-
formed according to the response of certain AC voltage reference. The
proper initialization of the AC voltage controller is also considered as
a key point; bumpless and reset options are compared. The reset alter-
native presents a better transient behaviour. On the other hand, the
reconnection procedure has been also examined. It has been observed
that the opening and closing times of the controlled switch that segre-
gates the grid from the inverter are crucial for a good transference in
both senses. The control strategy is supported by a set of simulation
and experimental results for a three-phase inverter and di�erent local
load consumptions.

In the second case, a control strategy to extend the use of the maxi-
mum power point tracking algorithm for photovoltaic inverters that
can operate in the grid-connected and grid-disconnected mode has
been proposed. The presented algorithm prioritizes the charging of the
batteries from the PV system. It allows to operate the photovoltaic
inverter at the maximum power point during the maximum time pos-
sible when it is supported by a back-up system based on batteries. As
in the previous case, the control strategy is supported by a set of sim-
ulation and experimental results but now for a single-phase inverter
case, di�erent state of charge of the back-up system, and di�erent local
load or irradiation sudden variations.

- From Chapter 5: Proposal of a four-wire three-phase AC inverter for
microgrids can conclude that a special converter to assist an experi-
mental AC microgrid has been developed. It is based on a DC/DC
interface converter plus a three-phase four-leg inverter. The set-up is
a 135 kVA device (rated power 90 kVA) intended to interface a DC
microgrid with a voltage range from 150 to 500 VDC and a four-wire
three-phase AC microgrid of 400 V-50 Hz (�10%).
The DC/DC converter is focused on step-up the voltage of the storage
system. Thus, an autonomously way to regulate the DC-link voltage
level is presented according to the AC-side needs.
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The proposed control and topology of the AC-side converter allows
managing non-balanced injected power with power overload capabil-
ity when it is grid-connected. It is suggested a control mechanism to
manage sinusoidal short-circuit currents when grid-disconnected pre-
senting smooth voltage transients under fault clearance. The inverter
is operated by using a hybrid combination between an AC droop con-
trol strategy based on dynamic phasors when grid-connected, and a
voltage-frequency control strategy when it grid-disconnected operated.
An adaptive resistive model applying the virtual resistance concept is
considered for this purpose. For both operation modes a LCL-type
coupling �lter is adopted examining an active damping strategy for
the grid-(dis)connected operation.

The size of the coupling �lters for both the inverter (based on a space
vector modulation) and the DC/DC (based on interleaving modula-
tion) is analysed. For the particular case of the inverter, a new simpli-
�ed space vector modulation is proposed for two-level four-leg convert-
ers taking pro�t of conventional modulation techniques for three-wire
inverters. This strategy is based on conventional 2-D space vector
modulation with minor changes. The proposed modulation permits
a better implementation than other conventional 3-D alternative in
terms of program memory without increasing excessively the compu-
tational burdens.

All the proposed control strategies are supported by a set of simulation
and experimental results for the grid-(dis)connected modes.

6.3 Future work

The microgrid regulation is often changing and being updated. Then, from
Chapter 1 and 2, the most recent regulation and standards about microgrids
can be reviewed. The new technical considerations can determine some
upgrades into the content of the full thesis.

From Chapter 2, a more depth study of the limitations of conventional
anti-islanding methods applied to droop-based inverters can be extended.
In this sense, it should be analysed and tested other alternatives rather
than active methods based on positive feedback, as can be impedance mea-
surements methods. In this line, the development of an intelligent and
autonomous main-switch that will include an anti-islanding method is an
interesting topic.
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From Chapter 3, the controller tune procedures based on frequency fea-
tures can be analysed in detail and the present theoretical limitations can be
adjusted to these new premises. Also, the new fractional-resonant formula-
tion for current controllers can be extended to the voltage loop, analysing the
e�ect of the controllability region due to the obtained cascaded close-loop
wide bandwidth.

Chapters 4 and 5 are focused on the utilisation of only one inverter. Al-
though some of the applied control strategies contemplates the possibility
to operate in parallel with other inverters, this alternative has not been
studied. A deep analysis of the interactions when more than one inverter
is assumed can be done. Also, the controllability limits according to the
number of inverters and the ancillary algorithms (maximum power point
trackers, anti-islanding, phase locked loops, among others) could require to
be redesigned.

In case of chapter 4 the improvement of the detection criterion for grid
fault consideration should be improved for unbalanced systems and the con-
sideration of a static-switch instead of a conventional contactor should be
studied.

The extended MPPT depends, essentially, on a microgrid manager. In
this sense, to develop an intelligent agent that manages, local or globally,
the energy uxes, is determinant. Not only for the MPPT but also for the
whole strategies considered along these chapters. In the particular case of
the MPPT operation, the e�ect of partial shadowing will be relevant to
ensure robustness. Also, the inclusion of demand side management (DSM)
loads will help to increase the e�ectiveness of the proposal.

The stability of AC microgrids when the di�erent type of inverters, i.e.
the grid-supply inverters, grid constitution inverters or grid supply and con-
stitution inverters, cooperate is a challenging topic. Furthermore, the con-
sideration of di�erent type of storage systems can support the microgrid
stability according to di�erent inertia criteria. On the same topic, these
possible high inertial skills could require new converter topologies.

In case of chapter 5, a redesign of the converter can be considered. For
example, the use of the neutral inductances can be omitted. In case of con-
sidering multi-level topologies, it will be required a rede�nition of the space
vector modulation technique developed for two-level four-wire inverters.
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Appendix A

The space vector and Clarke & Park

transforms

A.1 Introduction

It is usual to depict three balanced voltage vectors delayed 120o between
them to represent a three-phase system in a phasor perspective. This option
is applied when a steady-state analysis wants to be conducted. However, if it
is desired to use these axes as a reference basis for an instantaneous vectorial
analysis it can result ambiguous in the plane. The main reason is due to the
lineal dependency of the third component. Thus, it is only necessary two
of them for vector generation. When a three-wire grid is balanced there are
only two degrees of freedom justi�ed by

uan(t) + ubn(t) + ucn(t) = 0 (A.1)

being uxn(t) the instantaneous voltage between the active phase x and the
reference, in this case, n. Equation A.1 is moving in a plane � de�ned by
the normal vector [1 1 1]. On the other hand, in case of unbalanced systems
this relation is not true and it is possible to de�ne that

uan(t) + ubn(t) + ucn(t) 6= 0 (A.2)

It can be deduced that Equation A.2 is moving in the space. Fortescue's
theorem [163] supports that any unbalanced system can be decoupled in
three balanced systems; one of positive sequence, a second one of negative
sequence and a �nal one of zero sequence. Fortescue's theorem, also known
as the theorem of symmetrical components, was developed by D. L. Fortecue
in 1918. This theorem states that three unbalanced phasors of a three-phase
system can be decomposed into three balanced systems of phasors. This set
of three systems is as follows:

- Direct sequence. Same magnitude, 120� between phases and clockwise
rotation.
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- Inverse sequence. Same magnitude, 120� between phases and counter-
clockwise rotation.

- Homopolar sequence. Same magnitude and 0� between phases.

Then, in Figure A.1, it is possible to see an example of an unbalanced
currents system and their decomposition in a three phasorial balanced sys-
tems:

Fortescue’s theorem

Direct sequence Inverse sequence hompolar sequence

Figure A.1: Example of Fortescue's decomposition of an unbalanced system

Writing Fortescue's theorem in equations8<:
ua = uda + uia + uha
ub = udb + uib + uhb
uc = udc + uic + uhc

(A.3)

If a de�ned as a = e
2�
3
j , all referencing to the voltage Va, it is possible to

deduce: 8<:
ua = uda + uia + uha
ub = a2 uda + a uia + uha
uc = a uda + a2 uia + uha

(A.4)

where can easily be extracted the transformation matrix between the orig-
inal voltages and direct, inverse and homopolar voltage is0@uaub

uc

1A =

0@ 1 1 1
a2 a 1
a a2 1

1A0@udauqa
uha

1A (A.5)

This matrix is invertible. The relation A.4 can be expressed in reverse,
leaving to 8<:

ud = 1=3(ua + a ub + a2 uc)
ui = 1=3(ua + a2 ub + a uc)
uh = 1=3(ua + ub + uc)

(A.6)
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In Equation A.6, can be drawn that if the system is balanced, it do not
have homopolar component. Similarly, if it is considered that the device is
a three-phase without neutral, voltages are composed like8<:

uab = (1� a2) uda + (1� a) uia
ubc = (a2 � a) uda + (a� a2) uia
uca = (a� 1) uda + (a2 � 1) uia

(A.7)

From the last expression A.7 can be observed that the homopolar voltage
does not appear, therefore, the system can only be decomposed into direct
and inverse sequence. To clarify the use of direct, inverse and homopolar or
positive, negative and zero nomenclature it is possible to stablish a relation
between them as depicted in FigureA.2 [242].

abc

0,α,β 

0,+,-

0,d,q 

0,f,b 

Co Co

F

S

A
B

Real transformations
Complex transformations

Figure A.2: Overview of di�erent transformations

S is the complex transformation matrix introduced by Fortescue

S =

0@ 1 1 1
a2 a 1
a a2 1

1A (A.8)

A and B are Clarke and Park transforms detailed in the following sub-
sections A.2 and A.3 as T and P , respectively. F is the forward-backward
transformation

F =

0@1 0 0
0 ej� 0
0 0 e�j�

1A (A.9)

and, �nally, Co is the complex transformation

Co =
1p
2

0@p2 0 0
0 1 1
0 �j j

1A (A.10)
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On the other hand, from Equations A.1 and A.2 can be concluded that
the positive and negative components are contained on the plane � and
the zero sequence components are perpendicular to that plane. Given any
three-phase magnitude, the space vector ~s(t) concept can be described as a
vector that represents each voltage in the canonic orthonormal abc reference
C = f[1 0 0],[0 1 0],[0 0 1]g when a spacial analysis is applied. In this sense
ua(t) is linked with ~u1 = [1 0 0], ub(t) with ~u2 = [0 1 0] and uc(t) with
~u3 = [0 0 1]. Although C reference is perfectly useful it is not practical for
electric systems where the habitual case is more related with positive and
negative sequences rather than with zero sequence. Figure A.3 allows to
see how is described the trajectory of the space vector ~s(t) over time for a
considered positive fundamental component. The green hexagon represents
the plane �. The trajectory of ~s(t) turns at the ! rad/s.

(a) Persepecive 1 (b) Persepecive 2

Figure A.3: 3D representation of basis C (black axes) and the space vector
trajectory over time for a positive sequence component (blue
trajectory)

To decouple the information of positive/negative sequences from the zero
sequence a new axes reference can be considered. The widely used one for
the instantaneous case is known as Clarke transformation [242]. Essentially,
it consists in the projection of the vector ~v1 = [1 0 0] over the plane �. This

mathematical application implies a rotation over ~v2 of acos(
q

2
3) rad, obtain-

ing ~v1
0, ~v3 0 with ~v2 0 = ~v2. To provide a new orthonormal reference with two

vectors contained on the plane �, a new rotation over ~v1
0 of acos(

p
2
2 ) rad is

applied, obtaining ~v2
00, ~v3 00 and ~v1 00 = ~v1

0.
Thus, the new basis C1 = f[

q
2
3
�1p
6
�1p
6
],[0 1p

2
�1p
2
],[ 1p

3
1p
3

1p
3
]g can be achieved.

Figure A.4(a) shows basis C in black and C1 in fuchsia.
Once this second rotation is applied a decoupled axis over � is achieved,
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A.1 Introduction

where the information of the positive and negative sequence is described
by ~v1

00 and ~v2
00 whereas the zero sequence is completely described by ~v3

00.
Figure A.4(b) shows how the space trajectory of ~s(t) over � is seen in the
natural abc reference and when the new basis C1 is considered.

(a) abc axes and Clarke axes (b) ~s(t) trajectory over
abc axes and over Clarke
axes

Figure A.4: Orthonormal basis C (black axes) and C1 (fuchsia axes). Space
vector ~s(t) trajectory over time for a positive sequence compo-
nent (blue line) and when Clarke transformed (green line)

A.1.1 Other space vector trajectories

In case of a system with positive and inverse sequence of the fundamental
component the trajectory of ~s(t) follows an elliptical path over the plane �,
as is shown in Figure A.5.Informe intern - CITCEA/UPC, 2014 
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Figura 1.16 Trajectòria del vector espacial d’un sistema desequilibrat sense homopolar 

 

 Desequilibris que mantenen la trajectòria circular: 

Aquest tipus de desequilibris només es donen en el cas de canviar el signe d’alguna de les 
tres components del sistema trifàsic. 

Per exemple: 

           (  )      

            (   
  

 
)  

           (   
  

 
) 

 

 

Figura 1.17 Vista frontal del pla que conté la trajectòria del vector espacial d’un sistema desequilibrat amb vector 
espacial d’amplitud constant 

Figure A.5: Space vector ~s(t) trajectory over time for a 50 Hz positive and
inverse component

When harmonics components or unbalanced systems are taken into ac-
count ~s(t) adopts di�erent trajectories that can be contained in � or not.
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Appendix A The space vector and Clarke & Park transforms

Figure A.6 shows di�erent possibilities when di�erent harmonics components
are added to the fundamental component. It is possible to con�rm that only
harmonics that are a multiple of the third harmonic component follow a
trajectory out of �.

As a conclusion, can be deduced that positive and negative sequence com-
ponents are contained in � and moves following an elliptical trajectory while
zero sequence components moves only over the homopolar axis following a
linear trajectory.

Informe intern - CITCEA/UPC, 2014 
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Figura 1.5 Trajectòria del vector espacial d’un sistema equilibrat (diferents vistes) 

Aquesta representació pot ajudar molt a la comprensió dels sistemes elèctrics trifàsics en 
general i també, com a conseqüència directa, als efectes de la generació de tensions 
mitjançant un inversor (Punt 3 i Punt 4.) 

1.3. Visió tridimensional d’un sistema trifàsic equilibrat amb 

harmònics 

Sense voler aprofundir en excés, és molt recomanable aturar-se a observar com són els 
recorreguts dels vectors espacials de les tensions trifàsiques equilibrades amb contingut 
harmònic, per alguns harmònics característics. 

 Fonamental amb contingut de segon harmònic del 10% (Figura 1.6 i Figura 1.7): 

 

Figura 1.6 Representació temporal d’uns sistema trifàsic amb i sense segon harmònic (10%)  

   

Figura 1.7 Trajectòria del vector espacial d’un sistema equilibrat amb segon harmònic (10%) 

(a) Only fundamental

Informe intern - CITCEA/UPC, 2014 
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harmònic, per alguns harmònics característics. 

 Fonamental amb contingut de segon harmònic del 10% (Figura 1.6 i Figura 1.7): 

 

Figura 1.6 Representació temporal d’uns sistema trifàsic amb i sense segon harmònic (10%)  

   

Figura 1.7 Trajectòria del vector espacial d’un sistema equilibrat amb segon harmònic (10%) 

(b) Adding second harmonic
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El segon harmònic deforma l’amplitud del vector espacial, però l’absència de component 
homopolar fa que tot el seu recorregut transcorri en el pla (1,1,1). 

 Fonamental amb contingut de tercer harmònic del 10% (Figura 1.8 i Figura 1.9): 

 

Figura 1.8 Representació temporal d’uns sistema trifàsic amb i sense tercer harmònic (10%) 

   

Figura 1.9 Trajectòria del vector espacial d’un sistema equilibrat amb tercer harmònic (10%) 

Si negligim l’efecte de la homopolar, el tercer harmònic no deforma el recorregut del vector 
espacial, però fa fluctuar la component homopolar tres vegades cada volta (    ). 

però fa fluctuar la component homopolar amb una senoide de freqüènica triple. 

 Fonamental amb contingut de cinquè harmònic del 10% (Figura 1.10 i Figura 1.11): 

 

Figura 1.10 Representació temporal d’uns sistema trifàsic amb i sense cinquè harmònic (10%) 

(c) Adding third harmonic
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Figura 1.11 Trajectòria del vector espacial d’un sistema equilibrat amb cinquè harmònic (10%) 

El cinquè harmònic deforma l’amplitud del vector espacial, però l’absència de component 
homopolar fa que tot el seu recorregut transcorri en el pla (1,1,1). 

 Fonamental amb contingut de setè harmònic del 10% (Figura 1.12 i Figura 1.13): 

 

Figura 1.12 Representació temporal d’uns sistema trifàsic amb i sense setè harmònic (10%) 

   

Figura 1.13 Trajectòria del vector espacial d’un sistema equilibrat amb setè harmònic (10%) 

El setè harmònic deforma l’amplitud del vector espacial, però l’absència de component 
homopolar fa que tot el seu recorregut transcorri en el pla (1,1,1). 

 

 

(d) Adding �fth harmonic
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Figura 1.13 Trajectòria del vector espacial d’un sistema equilibrat amb setè harmònic (10%) 

El setè harmònic deforma l’amplitud del vector espacial, però l’absència de component 
homopolar fa que tot el seu recorregut transcorri en el pla (1,1,1). 

 

 

(e) Adding seventh harmonic
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 Fonamental amb contingut de novè harmònic del 10% (Figura 1.14 i Figura 1.15): 

 

Figura 1.14 Representació temporal d’uns sistema trifàsic amb i sense novè harmònic (10%) 

   

Figura 1.15 Trajectòria del vector espacial d’un sistema equilibrat amb novè harmònic (10%) 

Si negligim l’efecte de la homopolar, el novè harmònic no deforma el recorregut del vector 
espacial, però fa fluctuar la component homopolar nou vegades cada volta (    ). 

1.4. Visió tridimensional d’un sistema trifàsic desequilibrat 

Des de un punt de vista tridimensional, els desequilibris provocaran una deformació de la 
trajectòria circular del vector espacial. Sempre que no hi hagi contingut harmònic, es poden 
explicar els desequilibris en varis casos diferenciats. 

 Desequilibris sense contingut homopolar: 

Sempre i quan no aparegui contingut homopolar, la trajectòria del vector espacial transitarà 
pel pla (1,1,1). 

Per exemple: 

           (  )      
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 )

      (   
  

 
 
  

 
)  
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)
      (   
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(f) Adding ninth harmonic

Figure A.6: Space vector ~s(t) trajectory over time for a 50 Hz direct com-
ponent plus a 10% of harmonic content

A.2 Clarke transform

Once introduced the behaviour of a three-phase system in space, can be con-
�rmed that Clarke transformation is a useful mathematical tool for three-
phase electric magnitudes. However, in the electrical scope di�erent require-
ments could be required. In this sense, the norm of the Clarke application
can be focused on a module invariant or power invariant perspective [110].
Concatenating the rotations cited above, a T matrix and its inverse can be
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A.2 Clarke transform

obtained

T =

r
2

3

0B@ 1 �1
2 �1

2

0
p
3
2 �

p
3
2

1p
2

1p
2

1p
2

1CA T�1 = T t =

r
2

3

0BB@
1 0 1p

2

�1
2

p
3
2

1p
2

�1
2 �

p
3
2

1p
2

1CCA (A.11)

In this sense, X�� = TXabc and Xabc = T�1X�� . It should be noticed
that T is orthonormal.

A.2.1 Power invariant

The instantaneous power of a balanced three-wire three-phase system is
de�ned in the abc reference as

pabc = uaia + ubib + ucic (A.12)

and using T , in the �� reference, as

p�� = u�i� + u�i� (A.13)

Thus,

u� =

r
2

3
(uan � 1=2ubn � 1=2ucn)

i� =

r
2

3
(ia � 1=2ib � 1=2ic)

u� =

r
2

3

p
3

2
(ubn � ucn)

i� =

r
2

3

p
3

2
(ib � ic)

Expanding p��(t) using previous de�ned u�� and i��,

p�� = pabc (A.14)

In case of an electrical system with homopolar sequence, this can be com-
puted in a decoupled way as

p = ui = �in(uan + ubn + ucn) (A.15)

393



Appendix A The space vector and Clarke & Park transforms

being in the current of the neutral wire. Thus, for the power-invariant case,
the Clarke transformation T1 and its inverse T�11 are

T1 =

r
2

3

0B@ 1 �1
2 �1
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0
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3
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2
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1CA T�11 = T t =
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0BB@
1 0 1p
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�1
2 �

p
3
2

1p
2

1CCA
(A.16)

A.2.2 Module invariant

If the matrix T is normalized with a factor k it is possible to obtain a Clarke
transformation that maintains the module of the magnitudes in respect with
the abc reference. In this sense, a new T2 transformation is considered

T2 = k

0B@ 1 �1
2 �1

2

0
p
3
2 �

p
3
2

1p
2

1p
2

1p
2

1CA (A.17)

Considering a balanced three-phase system where

fa = sin(!t)

fb = sin(!t� 2�

3
)

fc = sin(!t+
2�

3
)

then

f� = k

�
sin(!t)� 0:5sin(!t� 2�

3
)� 0:5sin(!t+

2�

3
)

�
= � � � = k

3

2
sin(!t)

f� = k

p
3

2

�
sin(!t� 2�

3
)� sin(!t+

2�

3
)

�
= � � � = k

3

2
sin(!t+

�

2
)

where it is possible to observe that when k = 2
3 , the norm in both references

are equal, implying that kX��k = kXabck.
In this case, for the homopolar component, if k = 2

3 , f results

f =

p
2

3
(fa + fb + fc)
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Thus, for the module invariant case, the Clarke transformation T2 and its
inverse T�12 are

T2 =
2

3

0B@ 1 �1
2 �1

2

0
p
3
2 �

p
3
2

1p
2

1p
2

1p
2

1CA T�12 =
1

2

0@ 2 0
p
2

�1 p
3

p
2

�1 �p3 p
2

1A (A.18)

A.3 Park transform

Park's transformation is widely known in its �nal form that concatenates
Clarke transformation with a new rotation that can be or not time depen-
dent. Thus, when the rotation is in clockwise (same sense that positive
sequence in electric systems), Park's transformation is de�ned by

P =

0@cos(�) �sin(�) 0
sin(�) cos(�) 0
0 0 1

1AT (A.19)

In this sense, Xdqh = PXabc andXabc = P�1Xdqh. The subscripts d, q and
h represents the direct, quadrature and homopolar components, respectively.
It is possible to observe that the rotation is done over the �� components
whereas  is maintained invariant. The idea behind this transformation is
move from a static reference to a synchronous reference frame. In this sense,
the rotation angle � used will depend on the �nal application. For example,
in the electric motor literature there are three remarkable cases [243]:

- Synchronous reference. The angle � = !st where !s is the synchronism
angular frequency.

- Rotor reference. The angle � = 0.

- Stator reference. The angle � = !m where !m is the rotor angular
frequency. In asynchronous machines

s =
!s � !m

!s
(A.20)

being s the slip.

Thus, for the case of grid-connected inverters, � = !gt where !g is the
angular frequency of the grid. Then, when the power invariant Clarke trans-
formation is used,

P =

r
2

3

0@ cos(�) cos(� � 2�
3 ) cos(� + 2�

3 )
�sin(�) �sin(� � 2�

3 ) �sin(� + 2�
3 )

1p
2

1p
2

1p
2

1A (A.21)
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and its inverse

P�1 = P t =

r
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3
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When the module invariant is used,

P 0 =
2

3

0@ cos(�) cos(� � 2�
3 ) cos(� + 2�
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and its inverse

P 0�1 =

0B@ cos(�) �sin(�) 1p
2

cos(� � 2�
3 ) �sin(� � 2�

3 )
1p
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1CA (A.24)
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Appendix B

Droop control

B.1 Introduction

Classical distribution airlines are usually considered predominantly induc-
tive. For this reason the ordinary di�erential equation that describe an
inductance L with a parasitic series resistance R is

u1(t)� u2(t) = Ri(t) + L
di(t)

dt
(B.1)

where u1(t) and u2(t) are the voltages applied at its terminals and i the
current owing through the inductance. Figure B.1 shows an scheme of the
system under study. Applying the Laplace transformation to Equation B.1
is deduced

U1(s)� U2(s) = RI(s) + sLI(s) (B.2)

Thus, it is possible to obtain the transmittance

I(s)

U1(s)� U2(s)
=

1

Ls+R
(B.3)

The droop control equations will be presented in the following section from
an static and a dynamic perspective.

LR

i
u1 u2

Figure B.1: Scheme of a RL impedance
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B.2 Static model

The current I that ows through and impedance accomplishes the Ohm's
law

I =
U1 � U2

Z
(B.4)

In this sense, the power computed at node 2 is

S = U2I
� = U2

�
U1 � U2

Z

��
(B.5)

If �U2 = 0 and �U1 = � is considered, then

S = U2

�
U1 cos � + jU1 sin � � U2

R+ j!L

��
=
U1U2 cos � � U2

2 � jU1U2 sin �

R� j!L
(B.6)

=

�
U1U2 cos � � U2

2 � jU1U2 sin �
�
(R+ j!L)

R2 + !2L2

Collecting the real part as the active power P and the imaginary part as the
reactive power Q

P =

�
U1U2 cos � � U2

2
�
R

R2 + !2L2
+
(U1U2 sin �)!L

R2 + !2L2
(B.7)

Q =

�
U1U2 cos � � U2

2
�
!L

R2 + !2L2
� (U1U2 sin �)R

R2 + !2L2
(B.8)

For small � angles it can be used the approximation of sin � � � and cos � � 1.
Thus,

P =

�
U1U2 � U2

2
�
R

R2 + !2L2
+
(U1U2�)!L

R2 + !2L2
(B.9)

Q =

�
U1U2 � U2

2
�
!L

R2 + !2L2
� (U1U2�)R

R2 + !2L2
(B.10)

B.2.1 Inductive lines

In a predominantly inductive line where !L >> R ! R � 0 it is possible
to simplify Equations B.9 and B.10 as

P � U1U2

!L
� (B.11)

Q � U2

!L
(U1 � U2) (B.12)
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B.2.2 Resistive lines

In a predominantly inductive line where R >> !L ! L � 0) it is possible
to simplify Equations B.9 and B.10 as

P � U2

R
(U1 � U2) (B.13)

Q � �U1U2

R
� (B.14)

B.3 Dynamic model

It is desired to obtain a dynamic model that decouples the relation between
two complex variables; power (active and reactive) and voltage (module and
phase). With this purpose the use of dynamic phasors [137{140,142,143] is
considered. Equation B.1 in phasorial terms is

U1(t)� U2(t) = RI(t) + L
d

dt
I(t) (B.15)

It can be understood that any phasor can be represented by separating the
amplitude and the phase. However, identifying the dynamics of the phasor,
the phase itself can also be separated in a constant rotation (no dynamics),
altered by a �(t) time-varying function, that symbolizes the dynamics that
a�ects the rotation variations. Thus, the current can be expressed as

I(t) = I(t)ej(!t+�(t)) = I(t)ej!tej�(t) (B.16)

De�ning the dynamic current phasor ID(t) = I(t)ej�(t) as that one that
collects the dynamics of the original phasor

I(t) = ej!tID(t) (B.17)

it is possible to rewrite Equation B.15 as

U1(t)� U2(t) = Rej!tID(t) + L
d

dt

�
ej!tID(t)

�
(B.18)

Expanding the derivative term of Equation B.18

U1(t)� U2(t) = Rej!tID(t) + Lj!ej!tID(t) + Lej!t
dID(t)

dt
(B.19)
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Now, if the Laplace transformation is applied and considering the rotation
term ej!t as a constant (it rotates at constant speed),

U1(s)� U2(s) = Rej!tID(s) + Lj!ej!tID(s) + Lej!tsID(s) (B.20)

from where recombining it with Equation B.17, but in the Laplace domain

U1(s)� U2(s) = RI(s) + j!LI(s) + sLI(s) (B.21)

I(s) =
U1(s)� U2(s)

R+ j!L+ sL
(B.22)

Thus, from Equation B.22, the power transmitted is de�ned by

S = P + jQ = U2I
� = U2

�
U1 � U2

R+ j!L+ sL

��
(B.23)

Considering �U2 = 0 and �U1 = �

S = U2

�
U1 cos � + jU1 sin � � U2

R+ sL+ j!L

��
= U2

�
U1 cos � � jU1 sin � � U2

R+ sL� j!L

�
(B.24)

=

�
U1U2 cos � � U2

2 � jU1U2 sin �
�
(R+ sL+ j!L)

(R+ sL� j!L) (R+ sL+ j!L)

Collecting the real part as the active power P and the imaginary part as the
reactive power Q

P =

�
U1U2 cos � � U2

2
�
(R+ sL)

(R+ sL)2 + (!L)2
+

(U1U2 sin �)!L

(R+ sL)2 + (!L)2
(B.25)

Q =

�
U1U2 cos � � U2

2
�
!L

(R+ sL)2 + (!L)2
� (U1U2 sin �) (R+ sL)

(R+ sL)2 + (!L)2
(B.26)

For small � angles it can be used the approximation of sin � � � and cos � � 1.
Thus,

P =

�
U1U2 � U2

2
�
(R+ sL)

(R+ sL)2 + (!L)2
+

(U1U2�)!L

(R+ sL)2 + (!L)2
(B.27)

Q =

�
U1U2 � U2

2
�
!L

(R+ sL)2 + (!L)2
� (U1U2�) (R+ sL)

(R+ sL)2 + (!L)2
(B.28)
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B.3 Dynamic model

B.3.1 Inductive lines

In a predominantly inductive line where !L >> R ! R � 0 it is possible
to simplify Equations B.27 and B.28 by

P � U1U2�!L

(R+ sL)2 + (!L)2
(B.29)

Q �
�
U1U2 � U2

2
�
!L

(R+ sL)2 + (!L)2
(B.30)

Linearising, using a �rst order Taylor term around an equilibrium point
P0 = 0, Q0 = 0, �0 = 0 and U10 = U2,

�P � @P

@U1
�U1 +

@P

@�
�� (B.31)

�Q � @Q

@U1
�U1 +

@Q

@�
�� (B.32)

where � represents the variation around the equilibrium point

�P � U2�!L

(R+ sL)2 + (!L)2
�U1 +

U1U2!L

(R+ sL)2 + (!L)2
�� (B.33)

�Q � U2!L

(R+ sL)2 + (!L)2
�U1 � U1U2�!L

(R+ sL)2 + (!L)2
�� (B.34)

For small � angles and U1 � U2

�P � U1
2!L

(R+ sL)2 + (!L)2
�� (B.35)

�Q � U1!L

(R+ sL)2 + (!L)2
�U1 (B.36)

Evaluating in the equilibrium point and substituting the delay between volt-
ages U1-U2 by � = �U1 � �U2 ,

P � U1
2!L

(R+ sL)2 + (!L)2
(�U1 � �U2) (B.37)

Q � U1!L

(R+ sL)2 + (!L)2
(U1 � U2) (B.38)
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B.3.2 Resistive lines

In a predominantly inductive line where R >> !L ! L � 0) it is possible
to simplify Equations B.27 and B.28 by

P �
�
U1U2 � U2

2
�
(R+ sL)

(R+ sL)2 + (!L)2
(B.39)

Q � � U1U2� (R+ sL)

(R+ sL)2 + (!L)2
(B.40)

Linearising, using a �rst order Taylor term around an equilibrium point
P0 = 0, Q0 = 0, �0 = 0 and U10 = U2,

�P � @P

@U1
�U1 +

@P

@�
�� (B.41)

�Q � @Q

@U1
�U1 +

@Q

@�
�� (B.42)

where � represents the variation around the equilibrium point

�P � U2 (R+ sL)

(R+ sL)2 + (!L)2
�U1 � U1U2� (R+ sL)

(R+ sL)2 + (!L)2
�� (B.43)

�Q � � U2� (R+ sL)

(R+ sL)2 + (!L)2
�U1 � U1U2 (R+ sL)

(R+ sL)2 + (!L)2
�� (B.44)

For small � angles and U1 � U2

�P � U1 (R+ sL)

(R+ sL)2 + (!L)2
�U1 (B.45)

�Q � � U1
2 (R+ sL)

(R+ sL)2 + (!L)2
�� (B.46)

Evaluating in the equilibrium point and substituting the delay between volt-
ages U1-U2 by � = �U1 � �U2 ,

P � U1 (R+ sL)

(R+ sL)2 + (!L)2
(U1 � U2) (B.47)

Q � � U1
2 (R+ sL)

(R+ sL)2 + (!L)2
(�U1 � �U2) (B.48)
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