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Chapter 1

Introduction

To elucidate what European integration means today, it is critical to review the catastrophic

socioeconomic situation in Europe directly following World War II (1939{1945),1 when avoiding

further international con
ict ranked among Europe's top concern. However, in the postwar con-

text, Europe's eastern and western parts were ideologically divided, and each proposed starkly

di�erent solutions to the situation a�ecting all nations and Europe as a whole. Whereas Western

European countries sought stronger integration among all European nations, Eastern European

countries, heavily in
uenced by the political and economic leadership of the Soviet Union, in-

stead suggested the solution of a socialist planned economy.

Amid this social, political, and economic landscape, a sharp debate among countries of the

Western Bloc sought to clarify how the proposed integration of European nations would be im-

plemented. The group of countries supporting supranationalism|Austria, France, Luxembourg,

the Netherlands, and Germany|advocated the creation of a federalist structure, in which part

of the powers traditionally reserved for nations would be delegated to new supranational institu-

tions. The other group of countries|Denmark, Iceland, Ireland, Norway, Sweden, Switzerland,

and the United Kingdom|instead endorsed intergovernmentalism, which would minimize the

reach of new supranational institutions and the in
uence of common policies. This somewhat

antifederalist faction strongly supported the independence of European nations and sought limit

cooperation among them to selected scopes.2

The �rst major step toward European federalism was taken in 1952, with the implementa-

1World War II left 15.6 million soldiers and 19.5 million civilians dead, 50 million people without home, cities
and town in ruins, and water, heating, electricity, and transport infrastructure destroyed (Staab, 2013).

2Two models for intergovernmentalism were the Organisation for European Economic Cooperation in 1948,
which evolved today's Organisation for Economic Co-operation and Development, and the Council of Europe
created in 1949.
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tion of the Schuman Plan inspired by Jean Monnet. French Foreign Minister Robert Schuman

proposed the creation of a supranational authority that would control the production of coal and

steel in France and Germany, chie
y in order to avoid another Franco{German military con
ict,

Six countries|Belgium, France, Germany, Italy, Luxembourg, and the Netherlands|joined the

pact by signing the Treaty of Paris in 1951, and the European Coal and Steel Community (ECSC)

was created the following year. Although the ECSC was a successful supranational institutions,

it involved only the economic activity of two speci�c sectors. An additional measure of economic

integration emerged in 1957, when the Treaty of Rome created the European Economic Commu-

nity (EEC) and the European Atomic Energy (Euratom).3 For the supranational cooperation of

the EEC, three communitarian institutions were created: the European Parliament Assembly,

the European Court of Justice, and the European Commission. Unlike the ECSC, the EEC was

a true customs union involving all economic sectors.4 The EEC additionally pursued the free

movement of services, labor, and capital, the informal coordination of exchanges rates, and a

less clearly de�ned commitment to common agricultural policy. Of course, most of those ends

took several years to take complete e�ects. In the meantime, European nations less in favor of

a federalist structure responded by creating the European Free Trade Association (EFTA) in

1960.5

During the next two decades, however, no progress occurred in the European integration

process. Both negative political and economic conditions worldwide and the priority of protect-

ing domestic industries generally thwarted the introduction of policies that would have fostered

integration. Nevertheless, in 1973, three EFTA members| Austria, Ireland, and the United

Kingdom|joined the EEC, citing purely economic reasons. Most notably, the economic perfor-

mance of EEC countries was far superior to that of EFTA members. In fact, during 1950{1970,

the gross domestic product of the six nations more than doubled that of the seven EFTA nations,

and EEC incomes were growing twice as fast (Baldwin and Wyplosz, 2012).6

During 1985{1995, European Commission President Jacques Delors introduced the most

3The Treaty of Rome was rati�ed by the six countries that signed the Treaty of Paris in 1951|Belgium,
France, Germany, Italy, Luxembourg, and the Netherlands. Also known as the Six, these nations are considered
to be the founders of the European Union. Throughout this paper, we refer to these six countries as the EEC-6
or EU-6.

4The �rst step in an economic integration process|that is, the free trade agreement|was bypassed. Any
free trade agreement guarantees only the free movement of goods among member states, whereas a customs union
upholds the same trade policies toward third-party countries as well.

5The EFTA constituted a free trade agreement among Austria, Denmark, Norway, Portugal, Sweden, Switzer-
land, and the United Kingdom and involved all economic sectors except the agricultural production.

6The British government was the �rst to react to this large di�erence in the economic performance between
the EEC and EFTA countries and in 1961 applied for EEC membership, but its application was not well perceived
by France.
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important measures toward true economic integration since the 1950s. Upon the approval of the

Single European Act (1986), promises made by the Treaty of Rome were �nally kept. For one,

the act eased the creation of a single market for goods, services, capital and labor. At the same

time, important changes in the functioning of European institutions facilitated progress toward

a more integrated political and economic community. The Council of the EU applied qualify

majority voting to take new decisions, for instance, thereby making it more di�cult for a single

country to veto proposed legislation.

Another important agreement during this period and a pillar of the European integration

process was the Treaty of the European Union (i.e., the EU Treaty), signed in signed in Maas-

tricht in 1992.7 The EU Treaty created a monetary union and introduced measures to achieve

a truly political union|for instance, European citizenship|as well as policies addressing com-

mon foreign and internal a�airs. After the rati�cation of the EU Treaty, the EEC was o�cially

renamed as European Union. Both before and after this period, the enlargement process con-

tinued; Greece joined in 1981, Portugal and Spain in 1986, and Austria, Finland, and Sweden

in 1995. In 1995, the European Union was composed of 15 members|hence, the EU-15|and

the number of member states remained unchanged until 2004.

At the end of the 1980s, European socialist economies initiated a glasnost process, which

induced the transformation of their planned economies into free market economies. By and

large, this process coincided with signi�cant political turmoil. In 1990, Estonia, Latvia, and

Lithuania declared their independence from the Soviet Union, which �nally disintegrated in

1991. During the early 1990s, ten Central and Eastern European Countries (CEECs) applied

for EU membership. Yet, due to major socioeconomic di�erences between the CEECs and

EU-15 countries, it was necessary to implement a trial period in order to prepare member

candidates for integration. The process mostly consisted of establishing and achieving milestones

in shifting their economies from planned to market ones, as well as consolidating their democratic

institutions. In May 2004, ten countries|Cyprus, Czech Republic, Estonia, Hungary, Latvia,

Lithuania, Malta, Poland, Slovakia, and Slovenia|joined the European Union (i.e., the EU-10).

To ful�ll similar membership requirement, however, Bulgaria and Romania had to wait three

more years.

In the 2000s, the European Union was a far larger institution than that created a half-century

earlier and therefore was required to face new challenges in meeting the top goal of improving

the standard of living of all citizens, as established by the Treaty of Rome. To that end, all

7The EU Treaty took force in November 1993, after a di�cult rati�cation process in Denmark.
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EU member states agreed upon a newly de�ned agenda eventually formalized with the Lisbon

Treaty in 2007,8 which introduced a range of new policies aimed to make the European Union a

more democratic, e�cient organization. Some speci�c goals related to employment level, gender

equality, environment protection, and the quality of life of European citizens|that is, targets

that had often been neglected. In fact, these principles provide the basis for the research and

innovation program currently implemented by the European Union under the framework of the

Horizon 2020 program.

At present, the European Union counts 28 members (after the entry of Croatia in 2013).

Social, cultural, and economic di�erences remain important among member states. If cultural

di�erences can be appreciated as distinguishing signs of identity, then economic imbalances could

limit the positive e�ects associated with the integration process.

From this perspective, the objective of this dissertation is to examine the bene�ts and draw-

backs of a number of selected features of the European integration process summarized above.

Our research is relevant in the context of policy, since understanding the limits of EU policies

from an economic viewpoint can a�ord insights into and suggestions for overcoming current ob-

stacles, as well as for conceiving strategies for a more e�ective integration process. In the spirit

of evaluating the integration process, this dissertation addresses three distinct aspects: trade

integration among EU member states after the �fth EU enlargement (2004), the free mobility

of capital and workers across EU member states, and the true e�ectiveness of the Common

Agricultural Policy (CAP) as a pillar of the European communitarian policies.

Among our means toward those ends, in Chapter 2 we assess the extent to which the �fth EU

enlargement induced the e�ective economic integration of new EU member states, by checking

if they made EU-15 countries their privileged trade partners at the expense of other commercial

partners in order to ful�ll the economic predictions of a canonical customs union agreement. By

extension, in Chapter 3 we address the true e�ectiveness of the integration process by referring

to the degree of mobility among �rms and workers within the European Union, with Spain as

our point of reference. Lastly, in Chapter 4 we focus on analyzing the e�ectiveness of one of the

European policies aiming at improving the integration in terms of production. Since its creation,

the European Union has �nanced and implemented speci�c actions to improve the e�ciency and

productivity of economic activities across members. Among the most controversial and complex

policies has been that concerning agriculture. In this dissertation, we therefore aim to bring

8The Lisbon Treaty entered into force in December 2009, following a di�cult rati�cation process in Ireland.
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new evidence to this discussion by developing a study that assess the e�ectiveness of the CAP

in the case of the Spanish economy.

In what follows, we more precisely outline the content of the three core chapters of the

dissertation. Our attention �rst focuses on a building block of integration theory: trade 
ow

e�ects among countries party to the agreement.

Chapter 2: What Are the Most Important Partners of the Most Recently Admitted EU

Countries?

An extract of this Chapter has been published in:

Economics of Transition (2015), Volume 23, Issue 1, pages 247{292.

In this chapter, we investigate whether the �fth EU enlargement truly generated a trade

integration e�ect for new member states. To answer this question, we construct a database

by compiling information regarding trade 
ows among EU-10 countries and 180 commercial

partners in 6 di�erent sectors during 1999{2011. This large body of commercial partners allows

us to control for multilateral resistance in the spirit of Anderson and van Wincoop (2003),

namely in terms of characteristics of third-party countries. Using the standard gravity model

and estimating a di�erence-in-di�erences speci�cation, we analyze how joining the European

Union has a�ected the intensity and direction of EU-10 trade 
ows, not only toward EU-15

countries, but also among both EU-10 and non-EU countries. Though our results show that

trade 
ows among EU-15 and EU-10 countries increased after 2004, the e�ects were far stronger

within the EU-10 group, particularly among EU-10 countries. Brie
y, this �nding con�rms

that the historical background of EU-10 countries conditioned their trade integration with EU-

15 countries, though not as much as expected, especially in sectors with more technological

content.

As previously mentioned, an important step of completing the EU integration process has

been implementing the free movement of capital and people, which has notable implications for

economic agents, particularly companies and consumers (Baldwin and Wyplosz, 2012). In a

single market, companies can select from a range of inputs and factors of production, as well as

extend their activity to non-domestic markets, which a�ords the companies greater e�ciency.

Yet, this dynamic also implies increased competition, for only the most productive �rms can

survive in the market, largely due to the selection e�ect. At the same time, the most productive
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companies also generate positive spatial spillovers in the territory in which they are located,

mostly by enhancing agglomeration forces that a�ect the location choices of �rms and citizens

alike. In response to this situation, in Chapter 3 we analyze the interplay of the movement

of capital and people (i.e., network e�ects) represented by foreign direct investment (FDI) and

migration in
ows in Spain.

Chapter 3: Foreign Direct Investment and Immigration In
ows in Spain

This chapter addresses an important aspect of the European integration process: the deter-

minants of locating FDI in
ows in Spain. After joining the EEC in 1986, Spain experienced the

entry of signi�cant investment in its domestic economy, mostly from other EEC countries. For

these and other foreign investors, Spain exhibited important location advantages, mostly associ-

ated with low-cost factors of production. However, the country lost its principal attractiveness

as an FDI recipient after EU enlargements to the east in 2004 and 2007, since new member states

could o�er locations that allowed �rms to reduce production costs to an even greater degree.

More speci�cally, in this chapter we provide a quantitative assessment of the importance

of agglomeration economies, network e�ects, and labor market composition in terms of FDI

attractiveness. To conduct our analysis, we create a novel database after adapting and merging

information from two micro-data sources: one for �rms and the other for workers. Spanning

2005{2012, our analysis encompasses both part of a cycle of expansion until 2007 and part of

an economic recession, from 2008 onward. Our results highlight that incoming foreign investors

privilege the hiring of medium-skilled workers instead of high-skilled ones, as is often found

in empirical research of FDI determinants. By contrast, domestic �rms privilege the hiring of

low-skilled workers, the demand for which during the 2000s made Spain a preferred destination

for many low-skilled immigrants, mostly from Latin American and Eastern European countries.

Of course, the combination of both factors reveals the existence of structural problems in the

Spanish business environment|namely, that foreign investors are attracted by transitory factors

that temporally limit their interest in locations. In e�ect, this condition prevents Spain from

enjoying quali�ed business environment able to attract more long-term FDI.

Having centered our attention on two highly relevant features of the integration process

in Europe, we turn our attention to the CAP, one of the oldest and most controversial EU

policies. Established in 1962, the CAP has sought to ensure an adequate food supply and

increase the income of farmers. Though important reasons justify regulating the agricultural
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sector (Staab, 2013), the CAP system has nevertheless been criticized since its early years as

an ine�cient, expensive policy that bene�ts farmers with the largest businesses only. Over

time, the CAP has thus become the subject of several studies and evaluations, typically with

controversial results. In Chapter 4, we thus provide an original empirical analysis to objectively

quantify how the CAP a�ects the level of agricultural production in Spain, a major recipient of

CAP subsidies.

Chapter 4: Land Specialization in Spain: The E�ects of the Common Agricultural Policy

In this chapter, we investigate the extent to which the CAP has a�ected the level of agricul-

tural production in Spain. To that end, we perform an empirical analysis of a novel database

that considers 50 provinces and 25 crops during 1975{2011. In that sense, Spain is an interesting

case for two reasons. First, it is among countries that bene�t the most from the CAP budget,

meaning that the policy is not simply a marginal source of income for Spanish farmers. Second,

since Spain entered the EEC when the CAP had already been established, with these data we

can track the evaluation of the level of production over time, thereby distinguishing a period

during which Spain was not an EU member and one in which it was and therefore enjoyed

CAP subsidies. Following Costinot and Donaldson (2012), the pivotal technique of our strategy

involves comparing actual output with potential output, the latter of which derives from a op-

timization problem relying upon the Ricardian idea of opportunity cost. Ultimately, our results

identify improved production e�ciency after Spain entered the EEC (1986), and especially after

the Fischler reform (2003). We therefore provide evidence that the 2003 CAP reform, which

dissolved the linkage between subsidies and production, positively a�ected real production in

Spain, possibly due to changes in incentivizing agricultural production, after which farmers

became more e�ective by relying more on market features instead of subsidy requirements.

The results of our analysis thus reveal the victories and frustrations concerning the e�ec-

tiveness of the European integration process. Overall, we conclude that integration has created

remarkable advantages for EU member states, though there is room to improve its e�ectiveness

for the socioeconomic environment of EU �rms and citizens. In our conclusions, we articulate

insights into this issue and sketch out feasible extensions of our empirical analysis.
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Chapter 2

What are the most Important
Partners of the most Recently
Admitted EU Countries?1

2.1 Introduction

The European Union (EU) has experienced one of the most complete integration processes in

the world since its creation in 1957. After its fourth enlargement in 1995, the EU was comprised

of 15 countries (EU-15). The �fth enlargement in 2004 added ten member countries (henceforth

the EU-10).2 In principle, trade liberalization is expected to reinforce the intensity of trade 
ows

among EU members. In this context, we aim to investigate the evolution of trade integration

among EU members since the �fth enlargement in 2004, namely, between the new and old

member countries.

Strong former ties between the EU-10 and communist countries made the Eastern enlarge-

ment one of the most challenging from an economic viewpoint. A few EU-10 members (Estonia,

Latvia, and Lithuania) were part of the Union of Soviet Socialist Republics (USSR), and others

(Bulgaria, the former Czechoslovakia, Hungary, Poland, and Romania), with the USSR, founded

the Council for Mutual Economic Assistance (CMEA or COMECON) in 1949. As a result, these

countries shared a remarkable interdependence until 1991, when the USSR collapsed. Neverthe-

less, during the 1990s, the EU-10 and some post-Soviet states continued their strong commercial

relationships (Bussi�ere et al., 2008). In this respect, we also investigate how the �fth EU en-

1This chapter bene�ts from comments and feedbacks from the participants of the Applied Lunch Seminar at
the UAB (Barcelona, 2011), the International Workshop on Recent Issues in European Economic Integration and
EU Enlargement (Brussels, 2011), the VIII Jornadas sobre Integraci�on Econ�omica (Valencia, 2011), the XREPP's
Doctoral Day (Barcelona, 2012), the XXXVII SAEe (Vigo, 2012), the seminar in the Department of Economics
at the University of Li�ege (Li�ege, 2013), the IRES internal seminar in international economics (Louvain-la-Neuve,
2013) and the XXVIII Jornadas de Econom��a Industrial (Segovia, 2013).

2EU-10: Cyprus, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia, and
Slovenia.
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largement a�ected the nature of trade 
ows between the EU-10 and countries of the former

Soviet Union (henceforth the FSU).

The instrument selected to develop the empirical analysis is the gravity model. This model

has been successful in explaining the intensity and direction of trade 
ows between countries

(Baier and Bergstrand, 2007; Combes et al., 2008; Feenstra, 2004). Our theoretical framework is

based on the one developed by Anderson and van Wincoop (2003). We add additional features

to the original model in order to facilitate data analysis by, for example, distinguishing home

goods from foreign goods and considering the presence of several economic sectors. The main

implications of the model, however, are unchanged. The intensity of trade 
ows from coun-

try i to country j depend on some unilateral and bilateral characteristics (that is, exporter's

gross domestic product (GDP), importer's GDP, and trade cost), as well as some multilateral

characteristics.

To perform our empirical exercise, we construct a panel of data at reporter{partner{sector

level from 1999 to 2011 using three data sources. The 180 potential EU-10 commercial partners

are divided into four groups: EU-15, EU-10, FSU, and the rest of the world (ROW), which is

used as the reference. From the standard gravity model, we include a select group of dummy

variables (DVs) that capture the variation of the intensity of trade 
ows between the EU-10

and the four commercial partners groups over time. These DVs were designed based on the

di�erence-in-di�erences (DID) strategy, which is usually used to evaluate the causal e�ect of

implementing a speci�c program or policy in a target group, the EU-10 in this case.

We investigate how the �fth EU enlargement favored a true trade integration between the

EU-10 and EU-15 and how it a�ected commercial relations between the EU-10 and countries of

the FSU. To achieve our objective, we examine variations in the intensity and direction of the

EU-10's export and import 
ows. The advantages of referring to both exports and imports are

related to the possibility of detecting the factors that could explain the change in the nature of

the EU-10's trade 
ows. While the determinants of export 
ows are associated with the degree

of competition among the local producers, the determinants of import 
ows rely more on the

preferences and demand of the destination countries.

Two di�erent (but complementary) estimation exercises are proposed to analyze the potential

e�ects of the EU-10's trade 
ows over time. These exercises di�er in how the temporal dimension

is managed. In the �rst exercise, we distinguish two periods: one prior to 2004 (that is, from

1999 to 2003) and one 2004 and later (that is, from 2004 to 2011). The goal is to identify, for

each commercial partner group, whether or not the variation of intensity of the EU-10's trade
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ows between the two periods was relatively higher than, equal to, or lower than those for the

other groups. We then propose a complementary exercise to check whether or not the results

are sensitive to the time period used as the reference. The second exercise analyzes the trend of

the intensity of the EU-10's trade 
ows with each commercial partner group during the period

1999{2011, using 1999 as the reference year. This technique emphasizes the speci�c moment

when the �fth EU enlargement a�ected the intensity of the EU-10's trade 
ows.

We �nd some remarkable results. We discover that the EU-10's export 
ows to the EU-

15 and EU-10 increased more than to the ROW after 2004, while the exports were redirected

from the FSU to the ROW during the years prior to the �fth enlargement. At the sectoral

level, we �nd an interesting heterogeneity in the behavior of the EU-10's export 
ows to the

EU-15. After 2004, the EU-10's export 
ows to the EU-15 increased more than to the ROW

in some sectors (chemicals, food and beverages, and manufactured goods classi�ed by material)

but less in others (machinery and vehicles, other manufactured articles, and raw materials and

energy). This may have been the result partly because of competitiveness issues. That is, in

some sectors the EU-10 products were not su�ciently competitive for the EU-15 markets, and

markets outside the EU-15 had to be sought. Among imports, we �nd trade redirection from the

ROW to the EU-15, EU-10, and FSU after 2004. Interestingly, the impact was higher among

the EU-10; their import 
ows from the EU-10 were greater than from the other groups in nearly

all sectors. This result could be explained by a strong bias in the demand of EU-10 consumers

toward EU-10 products.

Finally, we implement two extensions to prove the robustness of the main results. In the

former extension, we deal with the missing values problem. Instead of excluding missing val-

ues from the sample, they are replaced by zeros (see, for instance, Gleditsch, 2002). Then, an

alternative method, the �xed-e�ects (FE) Poisson maximum-likelihood (ML) estimator, is im-

plemented in order to handle with a sample where the dependent variable has a large proportion

of zero values. The latter extension is associated with the strong relationship between trade


ows and foreign direct investment (FDI) discussed in the economic literature (Markusen, 2002

is the main reference). We determine whether, after controlling for bilateral FDI, the coe�cients

of interest change their magnitude and statistical signi�cance. Both extensions con�rm that our

results are robust.

This chapter is organized as follows. Section 2.2 is a review of the relevant literature. Section

2.3 is an overview of the international relationships between the EU and other countries, espe-

cially those of the FSU. Section 2.4 presents the theoretical framework. Section 2.5 focuses on
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the empirical strategy, the description of the data and the explanation of the two di�erent (but

complementary) estimation exercises. Section 2.6 presents and discusses the results obtained

from the two estimation exercises, while Section 2.7 presents the extensions, proving the robust-

ness of the main results. Finally, Section 2.8 concludes and addresses policy recommendations.

2.2 Literature Review

The Eastern enlargement was not an unpredictable event; since the beginning of the 1990s, some

Central and Eastern European countries (CEECs)3 expressed interest in joining the EU. For this

reason, a relevant part of the literature discusses the degree of trade integration among Western

and Eastern Europe during the 1990s. Many studies con�rm that there was an important trade

integration process among these European areas during the 1990s (Abraham and Konings, 1999;

Bussi�ere et al., 2008; Brenton and Gros, 1997; Fontagn�e et al., 1999; Gros and Steinherr). Others

argue, however, that this integration was far from complete (Faucompret and Vandenbussche

1999; Paas, 2003).

In particular, Gros and Steinherr (1995) explain that during the 1980s, the trade activity of

Central and Eastern Europe (CEE) occurred mostly within the COMECON bloc and that trade

among socialist economies accounted for approximately 60 to 70 percent of all CEE trade. From

1989 to 1992, however, CEE trade was redirected toward developed countries, which by 1992

accounted for two thirds of all CEE trade. Brenton and Gros (1997) study the transition pro-

cesses of the CEECs and post-Soviet states after the dissolution of the USSR by analyzing trade

in the intra-Organisation for Economic Co-operation and Development. They conclude that, in

terms of geographical composition, the trade of some CEECs (the Czech Republic, Hungary,

and Poland) was indistinguishable from a few EU-15 members (Austria and Spain).4 They thus

con�rm that in some CEECs there was trade reorientation from the former COMECON partners

toward the Western countries, particularly the ones belonging to the EU. Bussi�ere et al. (2008)

show that Russia and Ukraine remained important trading partners for CEECs at the end of the

1990s. Conversely, Faucompret and Vandenbussche (1999) consider that the trade reorientation

during the 1990s was incomplete because the EU followed overly restrictive measures for goods

imported from non-EU countries. In fact, the EU shifted from being a net importer to a net

exporter between 1990 and 1996, meaning that the intensity of the EU's export 
ows to the

3Bulgaria, the former Czechoslovakia, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, and Slovenia.
4Gros and Gonciarz (1996) already showed that the distribution if trade of the CEECs was quite close to

those of EU countries of similar size.
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CEECs experienced a sharp increase.

Similarly, other studies focus on the e�ects of European trade agreements on the intensity

and direction of trade 
ows among European countries. Herderschee and Qiao (2007) con�rm

that the Europe Agreements (EAs) contributed signi�cantly to bilateral trade 
ows between

the EU and some CEECs. Some years later, Egger and Larch (2011) con�rm that the EAs

fostered trade between the EU and CEECs and reduced trade 
ows between CEECs and other

commercial partners, namely the post-Soviet states and former Yugoslavia. They also �nd

negative intra-group e�ects|that is, the intensity of trade 
ows within the EU and within the

CEECs decreased.

Despite the abundance of studies on the e�ects of the trade liberalization process during the

1990s, those that focus on the potential e�ects on the intensity and direction of the EU-10's

trade 
ows after 2004 are limited (Hornok, 2010 and Antimiani and Costantini, 2013 are two of

them). In light of the previous discussion, the main contribution of this chapter is to provide

empirical evidence of the potential e�ects of the �fth EU enlargement on the EU-10's trade


ows.

From a technical perspective, this study acknowledges the gravity framework. In the standard

gravity model (Tinbergen, 1962), bilateral trade 
ows are positively correlated with the size of

each partner and negatively a�ected by trade cost. The size of the countries is often measured by

the GDP, while trade cost is measured by the distance between countries. This model has been

characterized by the quality of its empirical results. It has been used to estimate the impact of

common borders (Chen, 2004; McCallum, 1995; Nitsch, 2000), preferential trading blocs (Baier

and Bergstrand, 2007; Carr�ere, 2006), and currency union (Glick and Rose, 2002; Rose and van

Wincoop, 2001), among other things, on the intensity and direction of trade 
ows.

One of the major weakness of gravity models was the absence of any theoretical foundation

endorsing the setting. Then, economic literature counted on several contributions that �lled

up that gap (see, for instance, Anderson, 1979; Anderson and van Wincoop, 2003; Baier and

Bergstrand, 2007; Bergstrand, 1985; Chaney, 2008; Chaney, 2013; and Morales et al., 2014).

Anderson (1979) was the �rst in developing a theoretical foundation for the gravity model in

international trade. He assumes that preferences are identical and homothetic among regions

and that products are di�erentiated by place of origin, which is known as Armington assumption.

Then, each region is completely specialized in the production of its own good (there is a good

for each country). Through the manipulates of an expenditure function, he obtain interesting

predictions that detects that the usual estimator of the gravity equation may be biased. Based
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on the Anderson (1979)'s foundations, Anderson and van Wincoop (2003) provide one of the

most complete frameworks for the gravity model in both directions, theoretical and empirical.

Their model predicts that trade 
ows between two regions depend not only on the trade costs

between these two regions but also on the trade costs between these two regions and the ROW,

which became known as the multilateral resistance term. They prove that the standard gravity

model, which considers only bilateral trade costs, produces biased results and, therefore, yields

misleading interpretations. In this study we extend their model distinguishing home goods from

foreign goods and by considering several economic sectors.

Implementing a gravity framework to study the dynamics resulting from preferential trade

agreements (PTAs) is not new. Some studies (for example, Frankel, 1997, chapter 5) introduce

two DVs to the standard model equation to capture information about both trade creation and

trade diversion. Carr�ere (2006), Soloaga and Winters (2001), and Westerlund and Wilhelmsson

(2011) introduce a third DV to account for the diversion of exports. Unlike these studies, our

sample does not allow us to identify the e�ects of trade creation or trade diversion because

our reporter countries are limited to those belonging to the EU-10.5 Taking into account this

limitation, we devise an econometric strategy that exploits the existence of several EU-10's

commercial partner groups (EU-15, EU-10, FSU, and ROW) and, at temporal dimension, rec-

ognizes the date of their acceptance into the EU (2004). Then, implementing a technique of

policy evaluation, the DID strategy, we are able to identify if, after inclusion, they experienced

an important variation in the intensity and direction of trade 
ows.

On the technical side, economists have attempted to improve the speci�cations of the empir-

ical gravity model to �t theoretical advances. According to Baltagi (2008), the characteristics

of the panel econometric framework reduce the probability of obtaining biased results. The �rst

gravitational studies using longitudinal data appeared in the 1990s. M�aty�as (1997), for example,

estimates the volume of exports in eleven countries of the Asia-Paci�c Economic Cooperation

from 1982 to 1994. He selects two models, one that does not account for �xed e�ects and one that

includes exporter, importer, and year �xed e�ects. The proposed exercise allows us to detect

important di�erences in the magnitude of the estimated coe�cients of the explanatory variables

(GDP, population, foreign currency reserves, and real exchange rates) in the two models. Some

years later, Egger and Pfa�ermayr (2003) exploits M�aty�as' data and gravity equation to prove

that the correct speci�cation of the gravity model should also include bilateral interaction ef-

fects, or exporter{importer �xed e�ects. Though this type of �xed e�ects does not allow users

5To correctly interpret Vinarian trade creation and trade diversion, we needed a sample with countries be-
longing to some PTA and, for a control, countries not belonging to any trading bloc.
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to evaluate time-invariant variables such as distance, border, and language, it does capture all

unobservable heterogeneity. Baltagi et al. (2003) also include country-time DVs to control for

trends speci�c to each country. Baldwin and Taglioni (2006) discuss that both the country-pair

and the country-time DVs can eliminate what they call `gold medal' bias (the omitted variable

bias or the multilateral resistance term). Nevertheless, they also remark that the inclusion of

all these �xed e�ects generate many DVs and, consequently, an important loss in degrees of

freedom. In this study, we introduce di�erent types of �xed e�ects in our econometric speci�ca-

tion. The sectoral dimension of the database (ten sections of the Standard International Trade

Classi�cation (SITC)) will be relevant in describing and interpreting parts of our results.

Finally, another important concern in the empirical trade literature is the presence of zero

values, which occur frequently when considering bilateral trade 
ows in a sample with a large

number of countries. Santos Silva and Tenreyro (2006) demonstrate that the standard log-

linearized gravity equation estimated by ordinary least squares (OLS) produces biased results

because of the heteroskedasticity problem and truncation of the data (the log-linearization model

drops the zero values). They propose a Poisson pseudo-ML estimation technique to solve both

issues. Similarly, Westerlund and Wilhelmsson (2011) show that the standard gravity model

estimated by OLS produces biased and ine�cient results in the presence of heteroskedasticity

and zero trade 
ow values. They propose a FE Poisson ML estimator using a panel of countries

to analyze the e�ects of the adhesion of Austria, Finland, and Sweden to the EU in 1995 via the

intensity of import 
ows. In light of these results, we perform a robustness exercise, adhering

to these methods, to control for the truncation problem in our database.

2.3 International Context: An Overview

In this section, we provide a synthetic overview of the historical background in Europe, starting

with the dissolution of the USSR (1991) and ending in the early 2000s. We �rst discuss relations

between the EU and some CEECs and then describe relations between the EU and countries of

the FSU, especially the Russian Federation, the leading member of the USSR.

The CEECs were accustomed to having strong political and economic ties with the USSR. In

1949 the USSR, Bulgaria, Czechoslovakia, Hungary, Poland, and Romania founded the COME-

CON, with the primary goal of establishing strong economic relationships between socialist

countries. Among the EU-10, only the Baltic countries (Estonia, Latvia, and Lithuania) were

part of the USSR, and they became independent states in 1991. Ten countries in the CEECs
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applied for EU membership in the early 1990s. As a step toward complete integration, the EU

decided to sign EAs with them to progressively establish bilateral free trade for manufactured

products and ultimately remove all trade barriers between the EU and these CEECs by the

end of the 1990s.6 In addition, the EAs also aimed to shift national economies from planned

to market economies. Nevertheless, according to Baldwin and Wyplosz (2012), these free trade

agreements were incomplete because the EU maintained tari�s and trade restrictions on some

industrial products.7 Importantly, in June 1993, the European Council advanced the integra-

tion process by deciding that countries signing the EAs could become o�cial members once they

ful�lled the Copenhagen criteria. In May 2004, the �fth EU enlargement occurred and ten new

countries received membership.

Since the end of the 1990s, the EU concluded similar partnership and cooperation agreements

(PCAs) with Russia and nine Newly Independent States.8 These agreements aimed to promote

trade and investment among both EU and FSU countries.9 At the St. Petersburg Summit

in May 2003, the EU and Russia agreed to reinforce their cooperation by gradually creating

four common spaces in the framework of the PCA: a common economic space; a common space

of freedom, security, and justice; a space of cooperation for external security; and a space

of research, education, and cultural exchange. Furthermore, the EU was a strong supporter of

Russia joining the World Trade Organization from the beginning of the process until its accession

in 2012.

Despite past ties among CEECs and Russia, some controversial situations occurred during

the 2000s. Russia imposed a ban on Polish meat imports from 2005 to 2007 because of allegations

that Poland exported low-quality, unsanitary meat products. As a consequence, Poland blocked

a proposed bilateral treaty between the EU and Russia at the Samara Summit in May 2007. The

Baltic countries also reacted against these talks: Estonia complained of Russian cyber attacks

upon its government, news media, and banking websites; Lithuania faced a Russian oil blockage;

and Latvia opposed Russia's Baltic pipeline plan on environmental grounds (Rettman, 2007).

6The EU signed EAs in 1991 (Poland and Hungary), 1993 (Bulgaria, the Czech Republic, Romania, and Slo-
vakia), 1995 (Estonia, Latvia, and Lithuania), and 1996 (Slovenia). The agreements came into force approximately
two or three years afterward (EC, 2001a).

7A group of `sensitive' products (textiles, coal and steel products, and agricultural products) continued to
receive strong protection.

8The Republic of Armenia, the Republic of Azerbaijan, Georgia, the Republic of Kazakhstan, the Kyrgyz
Republic, the Republic of Moldova, Ukraine, the Republic of Uzbekistan, and Tajikistan.

9Source: http://europa.eu/legislation summaries/external relations/index en.htm.
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2.4 Theoretical Framework

This section aims to sketch a theoretical setting to endorse the interpretation of our empirical

exercise. The building blocks of our gravity model owe much to the one presented by Anderson

and van Wincoop (2003). Their model relies on three key assumptions: each region is specialized

in the production of only one (tradable) good, preferences are identical and homothetic, and

the trade costs are symmetric. We adopt the second and third assumptions, but we add some

extensions, namely the distinction between home and foreign goods and the existence of several

economic sectors. As Anderson and van Wincoop (2003)'s setting, we only consider the demand

side of any given economy. We assume that countries are endowed with a �xed supply of goods,

which depends on the total capacity of the economy, or total income.10

Preferences We consider C symmetric countries and, in each country, we distinguish two

types of goods: the home good (H) and the foreign good (F ). Domestic and foreign goods

are not perfect substitutes: there exists a home bias in the consumption decisions. Preferences,

identical and homothetic across countries, are represented by the following Cobb-Douglas (CD)

utility function:

Uj = H
1��
j F�j 0 < � < 1 , (2.1)

Then, the utility of the representative consumer in country j depends on the quantity of the

home good (Hj), the quantity of the foreign good or the total imports (Fj), and the elasticities

of the home good and the foreign good (1 � � and �, respectively). At aggregate level, the

following condition has to be ful�lled:

HjPHj + FjPFj � Yj 8j , (2.2)

where PHj is the price index of the home good, PFj is the price index of the foreign good, and

Yj is the country j's income. The previous constraint states that the consumers in country j

cannot spend more than the country j's income.

The home good (Hj) is consider as the num�eraire while the foreign good (Fj) is represented

by a CD-type function:

Fj =
SQ
s=1

�
fsj
�
s

=
�
f1j
�
1 � �f2j �
2 � :::� �fSj �
S , s = 1; :::; S and

SX
s=1


s = 1 , (2.3)

10We then assume that the representative �rm is e�cient, meaning always produces at its maximum capacity.
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where fsj is the quantity imported by country j in the sector s and 

s is the elasticity for each

imported sector s.11 According to the Armington (1969)'s assumption, products are di�erenti-

ated by place of origin. The idea is that for each sector s, each country produces a representative

commodity. Therefore, fsj is a composite good composed by a group of representative commodi-

ties, namely one for each trading country.12 Along this section we refer fsj as the (foreign)

composite good s, and it takes the form of a constant elasticity of substitution (CES) function:

fsj =

24 C�1X
i=1;i6=j

�
�sijc

s
ij

���1
�

35 �
��1

, i = 1; :::; j; :::; C � 1 , s = 1; :::; S , and 1 < � <1 , (2.4)

where csij is the consumption in country j of the representative commodity produced by country

i in sector s, �sij is the weight attributed by consumers in country j to the representative

commodity produced by country j in sector s, and � is the elasticity of substitution among

commodities.13

Aggregate Demand In order to obtain the country j's demand function for the home and

foreign goods, country j consumers maximize the utility (2.1) subject to the budget constraint

(2.2). So we get the following maximization problem:

max Uj = H1��
j F�j (2.5)

s.t. Yj = HjPHj + FjPFj .

We build the Lagrangian multiplier (L1j ) and solve for �rst order conditions (FOCs).

L1j = H
1��
j F�j + �(Yj �HjPHj � FjPFj ) (2.6)

FOCs

@L1j
@Hj

= 0! (1� �)H��
j F�j � � = 0 (2.6.1)

@L1j
@Fj

= 0! �H1��
j F��1j � �PFj = 0 (2.6.2)

11We assume that sectors are complementary in the sense that the representative consumer has to consume all
these goods (fs 6= 0 8s).

12For each sector s, country j's consumers import C � 1 (representative) commodities.
13The elasticity of substitution indicates how di�erent (or similar) are the representative commodities. A low

value indicates that commodities are not good substitutes while a high value indicates that commodities can be
easily substituted. The extreme case, � !1, indicates that commodities are perfect substitutes.
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@L1j
@�

= 0! Yj �HjPHj � FjPFj = 0 (2.6.3)

After some algebraic manipulation between equations (2.6.1) and (2.6.2), we obtain the

following relationship between the home good and foreign good:

Fj
Hj

=
�

1� �
PHj
PFj

. (2.6.4)

From equation (2.6.4) we obtain:

(a) HjPHj =
1� �
�

FjPFj and (b) FjPFj =
1� �
�

HjPHj . (2.6.4')

Plugging equation (2.6.4'a) into equation (2.6.3), we obtain that the demand function for

the foreign good is equal to

F �j =
�Yj
PFj

. (2.6.5)

As one can expect, the demand function of the foreign good depends positively on the income

and negatively on its price index. Moreover, the share of expenditure on the foreign good is

equal to �, namely the power of the foreign good in the utility function (2.1).14

Finally, plugging equation (2.6.4'b) into (2.6.3), we obtain that the demand function for the

home good s equal to

H�
j =

(1� �)Yj
PHj

, (2.6.6)

which depends positively on the income devoted on the home good ((1� �)Yj) and negatively

on its price index.

Prices and Transport Costs Countries trade because their own citizens love varieties:

they like to consume a mix of commodities. For any given representative commodity belonging

to the sector s and produced by the country i (namely csij), let p
s
ij the price that country j

consumers have to pay and let psi the price at home before delivery.
15 Following the idea of

iceberg trade costs (Samuelson, 1954), trade costs are modelled as follows:

psij = � ijp
s
i , � ij > 1 and i 6= j , (2.7)

14We assume that this share is independent of the country's characteristics (income or income per capita).
15The price psij includes transport costs from country i to country j on a c.i.f. basis (that is, considering cost,

insurance and freight), while the price psi is net of any transport cost on a f.o.b. basis (that is, free of board).
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where � ij is a positive parameter greater than one. The idea behind the iceberg trade costs is

that when a good is traded form country i to country j, the amount (� ij � 1) melts down along

the way and the consumers of the importing country pay for it. Therefore, the nominal value of

exports in sector s from country i to country j (that is, country j's payments to country i) is

equal to the sum of the value of production at origin (psi c
s
ij) and the trade costs ((� ij � 1)psi csij),

xsij = p
s
i c
s
ij + (� ij � 1)psi csij = � ijpsi csij = psijcsij . (2.8)

Demand for the Representative Commodity In order to obtain the country j's de-

mand function for each representative commodity produced by country i in sector s (namely

csij), we consider the following maximization problem for each (foreign) composite good s:

max fsj =

0@ C�1X
i=1;i6=j

�
�sijc

s
ij

���1
�

1A �
��1

(2.9)

s.t. (� � 
s)Yj =
C�1X

i=1;i6=j
(csijp

s
ij) ,

where the representative country j's consumer maximize equation (2.4) subject to the budget

constraint for the (foreign) composite commodity s.16 We build the Langrangian multiplier (L2j )

and solve for FOCs.

L2j =

0@ C�1X
i=1;i6=j

�
�sijc

s
ij

���1
�

1A �
��1

+ �

0@(� � 
s)Yj � C�1X
i=1;i6=j

(csijp
s
ij)

1A (2.10)

FOCs

@L2j
@csij

(i 6= j) = 0!
�
fsj
� 1
�
�
�sij
���1

� (csij)
� 1
� � �psij = 0 (2.10.1)

@L2j
@�

= 0! (� � 
s)Yj �
C�1X

i=1;i6=j

�
csijp

s
ij

�
= 0 (2.10.2)

where fsj =

0@ C�1X
i=1;i6=j

�
�sijc

s
ij

���1
�

1A �
��1

Rearranging (2.10.1) we obtain the following equation:

16The term � � 
s is the income share devoted to each (foreign) composite good s.
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csij = (�)
�� fsj

�
�sij
���1

(psij)
�� , (2.10.1')

and multiplying both sides by the price psij we obtain:

csijp
s
ij = (�)

�� fsj

�
psij
�sij

�1��
. (2.10.1")

Plugging equation (2.10.1") into (2.10.2), we obtain the following expression for (�)�� fsj :

(�)�� fsj =
(� � 
s)Yj

C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
� . (2.10.2')

Finally, plugging equation (2.10.2') into equation (2.10.1'), we obtain that the country j's

demand function for each representative commodity produced in country i in sector s is equal

to

csij =

�
�sij
���1

(psij)
��

C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
� (� � 
s)Yj . (2.11)

The country j's demand of the each representative commodity is a function that depends on the

price (psij), the weight attributed by consumers in country j to the representative commodity

produced by country i in sector s (�sij), the level of expenditure on the (foreign) composite good

s ((� � 
s)Yj), and the scaled prices of all the commodities belonging to the (foreign) composite

good s (this is the denominator).

Price Index of (Foreign) Composite Good s We can compute the price index of the

(foreign) composite good s replacing equation (2.11) into the CES-type index (2.4) and arranging

terms.

fsj =

26666664
C�1X

i=1;i6=j

2666664�ij
0BBBBB@

�
�sij
���1

(psij)
��

C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
� (� � 
s)Yj

1CCCCCA

3777775

��1
�

37777775

�
��1

!

21



! fsj =

266666664

C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
�

24 C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
�35��1

�

377777775

�
��1

(� � 
s)Yj !

! fsj =

0@ C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
�1A 1

��1

(� � 
s)Yj !

! (� � 
s)Yj = fsj

0@ C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
�1A 1

1��

(2.12)

This last equation states that the expenditure on the (foreign) composite commodity s must be

equal to the amount imported and consumed times its price index. So we can de�ne the price

index of the (foreign) composite good s as

Pfsj =

0@ C�1X
i=1;i6=j

��
�sij
���1

(psij)
1��
�1A 1

1��

. (2.13)

Taking into account the price index and the transport costs, the country j's demand for any

representative commodity produced by country i in sector s (csij), can be expressed as follows:

xsij =

 
� ijp

s
i

�sijPfsj

!1��
(� � 
s)Yj . (2.11')

Market Clearing Condition The equilibrium of the model relies on the market clearance

of the external sector (namely, trade balance for each sector s):

(� � 
s)Yi =
C�1X

j=1;j 6=i
xsij =

C�1X
j=1;j 6=i

 
� ijp

s
i

�sijPfsj

!1��
(� � 
s)Yj . (2.14)

This condition implies that the value of the country i's import 
ows (left-side) must be equal

to the value if the country i's export 
ows.17

From equation (2.14) we solve for the term (psi )
1��:

17The idea of this assumption is that in the long-run the external sector must be in equilibrium (value of
exports equal to value of imports).
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(psi )
1�� =

(� � 
s)Yi
C�1X

j=1;j 6=i

"�
� ij

�sijPfsj

�1��
(� � 
s)Yj

# . (2.15)

Finally, plugging equation (2.15) into demand equation (2.11'), we obtain the following

gravity model:

xsij = (� � 
s)2 YiYj

 
� ij

�sijPfsj

!1��

i , (2.16)

where (
i) =
1

C�1X
j=1;j 6=i

"�
� ij

�sijPfsj

�1��
(� � 
s)Yj

# .

The exports from country i to country j in sector s (that is, the country j's imports of the

representative commodity produced by country i in sector s) depend on the share of expenditure

devoted to the (foreign) composite good s (� � 
s), the exporter's income (Yi), the importer's

income (Yj), the transport costs between country i and country j (� ij), the weight attributed

by consumers in country j to the representative commodity produced by country i in sector s

(�sij), the price index of the (foreign) composite good s (Pfsj ), and the elasticity of substitution

between products (�).18

In the spirit of Anderson (1979) and Anderson and van Wincoop (2003), the characteristics

of third countries are important to explain the intensity of trade 
ows among any two commer-

cial partners. The term Yj�
1��
ij describes how attractive is market j for country i, that is, how

important is the country j's demand (after considering the trade costs). The model also incor-

porates a multilateral variable (
i), a term which captures the characteristics of third countries.

This means that if, on average, ROW countries are more attractive than the importing country

j, the export 
ows from country i to country j will be negatively a�ected. This is closely related

to the multilateral resistance term introduced by Anderson and van Wincoop (2003). In the em-

pirical analysis, we use reporter{partner{sector �xed e�ects (when all the sectors are estimated

together) and reporter-partner �xed e�ects (when each sector is estimated separately) in order

to control for the invariant-unobservable characteristics.

18The impact of the elasticity of substitution is the following: � > 1 implies that (1 � �) < 1, so the export

ows from country i to country j in sector s depend positively on �sij and Pfsj and negatively on � ij . In addition,
export 
ows depend negatively on � because a greater elasticity of substitution means that the representative
commodity produced by country i in sector s (namely csij) is less di�erentiated.
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2.5 Empirical Strategy

In this section we present the empirical strategy implemented to assess the potential e�ects

of the �fth EU enlargement on the EU-10's trade 
ows. We present the empirical strategy in

two parts. First, we describe the data and discuss empirical evidence of the evolution of the

intensity of the EU-10's trade 
ows with respect to the four commercial partner groups. Second,

we present the two di�erent (but complementary) estimation exercises.

2.5.1 Data

To implement our empirical strategy we use trade 
ow data (exports and imports) between

the EU-10 countries and 180 countries (25 EU countries and 155 non-EU countries)19 during

the period 1999{2011. For each country-pair entry we distinguish between the reporter and the

partner. The reporter is one of the ten countries composing the EU-10 (reporting the total value

of exports and imports), and the partner is any of the 180 potential commercial partners.20

The database has been built using three sources of data. Information on trade 
ows is

extracted from Eurostat database EU Trade since 1988 by SITC.21 The SITC divides exports

and imports into ten broad sections, numbered 0 through 9. Following the sectoral classi�cation

implemented in Eurostat (2012), the sections are aggregated into six groups: chemicals, food

and beverages (F&B), machinery and vehicles, manufactured goods classi�ed by materials, other

manufactured articles, and raw materials and energy.22 Nominal GDP data are taken from the

World Economic Outlook database published by the International Monetary Fund (IMF, 2012).

To analyze trade data and GDP in the same nominal currency (current euro), we use the bilateral

exchange rate (EUR/USD) reported by Eurostat. Finally, geographical variables for the gravity

model (distance and the dummy variable indicating contiguity) are extracted from the CEPII

database GeoDist (Mayer and Zignago, 2011). Using this information, we construct a panel of

data at the reporter-partner-sector level for the period 1999{2011.23 The panel structure of the

database allows us to better control for heterogeneity because the trade 
ow intensity between

19The list of countries appears in Appendix 2.9 (Tables 2.12 and 2.13)
20In order to take into consideration the theoretical condition of symmetry among countries, our sample of

reporter countries include only the new member states joining EU in the �fth enlargement (2004).
21This database distinguishes between zeros and missing values. When a country-pair trade 
ow is equal to

zero, this means `less than half the �nal digit shown and greater than real zero;' that is, higher than 0 and less
than 0.5 euros. But when a value is missing, this means that the information is unavailable.

22Aggregation is as follows: SITC sections 0 and 1 comprise F&B, 2 and 3 comprise raw materials and energy, 5
comprises chemicals, 6 comprises manufactured goods classi�ed by materials, 7 comprises machinery and vehicles,
and 8 comprises other manufactured articles.

23This period was selected for two reasons. First, Eurostat provides information about the EU-10's trade 
ows
only since 1999. Second, the EU-10 countries went through a transition process during the 1990s. Our objective
is to study the impact of becoming a member of the EU rather than the transition process.
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any given two countries in any speci�c economic activity could be followed through time. The

full sample includes 139,620 potential observations. After dropping missing values as in Harris

et al. (2012), the sample is reduced to 87; 125 entries in the case of the exports and 79; 848

entries in the case of the imports.24

Some empirical evidence of the evolution of the intensity of the EU-10's trade 
ows is pre-

sented in Figure 2.1 (exports in upper panels and imports in bottom panels). Panel a is a plot

of the EU-10's export 
ows (in billions of euros) for the period 1999{2011. During the entire

period, exports to the EU-15 were higher than to other groups. The scale of the y-axis does

not allow proper appreciation of the trends in exports to the FSU and ROW. Panel b presents

a correction for this scale e�ect, normalizing all values so that the exports from the EU-10 to

any group is equal to 100 in 1999. With this correction, we can see that since the �fth EU en-

largement in 2004, export growth rates considerably diverged among the groups. Exports to the

EU-15 grew at the slowest rate. This could be explained by the EAs signed between the EU-15

and some CEECs during the 1990s, which might have anticipated the trade e�ect of the Eastern

enlargement a few years before the o�cial entry. This could also be because the initial level of

the EU-10's export 
ows to the EU-15 was higher than to the other destinations, in
uencing

export growth rates throughout the period. Panel 1b is replicated by sector (see Appendix 2.9,

Figure 2.4). Exports to the FSU experienced the highest growth rate in three sectors (chemicals,

machinery and vehicles, and manufactured goods classi�ed by materials). The EU-10's greatest

export growth rate in the F&B sector was to the EU (EU-15 and EU-10). Exports to the ROW

experienced the highest growth rate in the raw materials and energy sector.25

We use the same exercise on the import data. Panel c is a plot of the EU-10's import 
ows

(in billions of euros) for the period 1999{2011. Imports from the EU-15 were higher than from

other groups. To avoid the scale e�ect, the data were normalized in the same way as the export

data, and are presented in panel d. Import growth rates varied among commercial partner

groups at the beginning of the period and intensi�ed after 2004. The intensity of the EU-10's

import 
ows from the EU-10 experienced the highest growth rate. This result, generalized for

all sectors, was specially notable in machinery and vehicles and the other manufactured articles

sectors (see Appendix 2.9, Figure 2.5).

24Missing values indicate that data are unavailable for either trade 
ows or GDP.
25According to the EU o�cial webpage (http://europa.eu/index en.htm), Poland is rich in natural mineral

resources such as iron, zinc, copper, and rock salt, while Hungary is endowed with other natural resources (for
example, bauxite, coal, and natural gas).
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2.5.2 Econometric Speci�cation

In this subsection we present the two di�erent (but complementary) estimation exercises imple-

mented to study the potential e�ects of the �fth EU enlargement on the intensity and direction

of the EU-10's trade 
ows.

Our gravity equation (2.16) identi�es that the trade intensity form country i to country j

relies on selected unilateral and bilateral features, as well as some multilateral e�ects. Taking

natural logarithms of (2.16) we obtain the following equation:

lnXs
ij = 2 ln (� � 
s)+lnYi+lnYj+(1��) ln � ij+(��1) ln�sij+(��1) lnPfsj +ln (
i) , (2.17)

where lnXs
ij is the logarithm of the exports from country i to country j in sector s, ln (� � 
s) is

the logarithm of the income share spent in the (foreign) composite good s, lnYi and lnYj are the

logarithms of the exporting country's income and the importing country's income, respectively,

ln � ij is the logarithm of the trade costs between country i and country j, ln�sij is the logarithm

of the to country j's preference bias toward the representative commodity produced by country

i in sector s, lnPfsj is the logarithm of the price index of the (foreign) composite good s,

and ln
i represents the logarithms of the multilateral e�ects, a indicator that include all the

characteristics of the country i's potential commercial partners (excluding country j).

We begin our empirical exercise with estimating the canonical gravity model. Then we

progressively augment the baseline speci�cation by introducing several �xed e�ects according

to the dimension of the panel to properly control for the multilateral characteristics de�ned by

Equation (2.17). The baseline speci�cation is de�ned as follows:

lnTijst = �0 + �1 lnGDPit + �2 lnGDPjt + �3 ln distij + �4borderij +

+�i + �j + �s + �t + "ijst

i = 1; :::; 10, j = 1; :::180 (i 6= j), s = 1; :::; 6, t = 1999; :::2011 , (2.18)

where i is the reporter country, j is the partner country, s is the sector, and t is the year. The

dependent variable (lnTijst) is the logarithm of the annual exports (Xijst) or imports (Mijst)

in sector s and year t (in current euro).26 This dependent variable is expected to be a�ected

26The sample has a potential of 139; 620 observations (that is, 10 � 179 � 13 � 6 = 139; 620). Concerning the
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by a constant (�0),
27 the logarithm of the reporter's GDP in year t (lnGDPit), the logarithm

of the partner's GDP in year t (lnGDPjt), the logarithm of the distance between the reporter

and the partner (ln distij), a dummy variable that indicates if the reporter and partner share a

common border (borderij), and the error term ("ijst). These explanatory variables are part of the

standard gravity model and control for the countries' sizes and for the trade costs between any

two commercial partners. The signs of the coe�cients �1, �2, and �4 are expected to be positive,

indicating that the intensity of trade 
ows between two commercial partners increases with the

size of their economies as well as their cultural links (measured by the border dummy variable),

while �3 is expected to be negative, indicating that the intensity of trade 
ows between two

commercial partners decreases with their geographical distance. Moreover, in this econometric

speci�cation, we control for unobserved individual characteristics, namely �xed e�ects of the

reporter (�i), partner (�j), sector (�t), and time (�t).
28 As we said before, these individual �xed

e�ects are not capturing the multilateral e�ects of our theoretical model. But the objective of

Equation (2.18) is to easily describe the two econometric strategies.

With the goal of determining the impact of the �fth EU enlargement on the intensity and

direction of the EU-10's trade 
ows, we introduce in the baseline speci�cation (2.18) a select

group of DVs based on the DID strategy. This strategy is typically used to measure the causal

e�ect of implementing a speci�c program or policy in a target group. In our case, the �fth EU

enlargement represented a larger single market, completing a set of 25 countries that exchange

goods and services without tari�s or quantitative controls. Our target group is those countries

comprising the EU-10, and we are interested in measuring the e�ectiveness of the EU enlargement

for this speci�c group. One canonical feature of the DID strategy is the choice of a temporal

break, usually related to the time the policy is implemented. We thus de�ne two complementary

exercises. In the former, the temporal break corresponds to the year of the �fth EU enlargement

(2004), and on the latter we do not make such a choice.

Our �rst empirical exercise proposes a pure DID strategy with the objective of determining

whether or not the new EU member (the EU-10) experienced a change in intensity of their trade


ows after becoming part of the existing single market. After de�ning our temporal periods and

trade 
ow data, there are a lot of missing values (37 percent in the case of exports and 43 percent in the case of
imports), but the number of zeros is small (233 in the case of exports and 456 in the case of imports). In Sections
2.5 and 2.6 we address the zero values problem by adding one unit to the trade 
ow data before taking logarithms
(Chen, 2004), while missing values are excluded from the sample (Harris et al., 2012). We need to take care of
the potential bias that the exclusion of missing values might have on estimations (Gleditsch, 2002).

27For the sake of simplicity lnA in Equation (2.17) has been replaced by �0.
28In this study, time �xed e�ects control for economic events that a�ect all countries and sectors, such as a

�nancial crisis.
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four partner groups we created several DVs: af04 equals one when the year is 2004 or later;

eu15 equals one when the partner belongs to the EU-15; eu10 equals one when the partner

belongs to the EU-10; and fsu equals one when the partner belongs to the FSU. We interact

the temporal DV with the three partner DVs to generate commercial partner DVs after 2004,

namely, eu15af04, eu10af04, and fsuaf04.
29 These DVs are added to the baseline speci�cation

(2.18) to get the following expression:

lnTijst = �0 + �1 lnGDPit + �2 lnGDPjt + �3 ln distij + �4borderij +

+
af04eu15eu15af04 + 

af04
eu10eu10af04 + 


af04
fsu fsuaf04 +

+
eu15eu15 + 
eu10eu10 + 
fsufsu+ af04 + �i + �j + �s + �t + "ijst (2.19)

i = 1; :::; 10, j = 1; :::180 (i 6= j), s = 1; :::; 6, t = 1999; :::2011 .

The countries belonging to the ROW and the period 1999-2003 are the references (or control

groups) used to interpret the econometric results. Therefore, the coe�cient 
af04g (g = eu15,

eu10, or fsu) in Equation (2.19) can be expressed as follows:


af04g =
�
T g, af04 � T g, bef04

�
�
�
T row , af04 � T row , bef04

�
, (2.20)

where T represents the annual average level of trade 
ows (exports or imports) for the corre-

sponding period (bef04 refers to the period 1999{2003, while af04 refers to the period 2004{

2011). In other words, the coe�cient 
af04g describes the increase in the exports (or imports)

between the two de�ned periods by comparing group g versus the ROW. A positive sign indi-

cates that the intensity of the EU-10's export 
ows (or import 
ows) increased to (from) group

g more than it did to (from) the ROW, which could be interpreted as trade redirection from the

ROW to group g.30 A priori 
af04eu15 and 

af04
eu10 are expected to be positive and 


af04
fsu is expected

to be negative. In other words, we expect trade redirection from the ROW to the EU countries

(EU-15 and EU-10) because they are part of the same economic community, and we expect no

such e�ect to the FSU.
29For instance, the DV eu15af04 equals one when the partner belongs to the EU-15 and the year is 2004 or

later.
30It is important to take into account that this coe�cient must be interpreted as di�erences and not as levels.

If 
af04g > 0, we cannot claim that the level of exports to group g was higher than the level of exports to the
ROW, yet we can claim that the increase in export 
ows to group g was higher than the increase in export 
ows
to the ROW.
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Because trade 
ow data is reported annually, 2004 (the year of the �fth EU enlargement)

has to be included in either the treatment or control group. In the �rst exercise, it is included

in the treatment group.31 To test whether this decision could determine the results, we propose

a second exercise where each commercial partner DV (eu15, eu10, and fsu) interacts with the

temporal DVs, now de�ned for each year. Using 1999 as the time reference, we can study the

tendency of each group throughout the entire period, year by year.32 To do this, we introduce

in the baseline speci�cation (2.18) a new set of DVs, and the equation becomes:

lnTijst = �0 + �1 lnGDPit + �2 lnGDPjt +

2011X
t=2000


teu15eu15
t +

2011X
t=2000


teu10eu10
t +

2011X
t=2000


tfsufsu
t + �ijs + �t + "ijst

i = 1; :::; 10, j = 1; :::180 (i 6= j), s = 1; :::; 6, t = 1999; :::2011 , (2.21)

where eu15t, eu10t, and fsut are the commercial partner DVs in year t and �ijst is the three-

dimensioned �xed e�ects (at the reporter{partner{sector level).33

This technique allows us to compare the changes in the intensity of trade 
ows between the

EU-10 and each commercial partner group g against the changes in the intensity of trade 
ows

between the EU-10 and the ROW for any period of time. For example, the coe�cient of the

partner group g multiplied by the year dummy year03 is equal to:


2003g =
�
T g, 2003 � T g, 1999

�
�
�
T row , 2003 � T row , 1999

�
, (2.22)

where T represents the annual average level of trade 
ows (exports or imports). The coe�cient


2003g describes the change in the intensity of trade 
ows between 1999 and 2003 between two

groups, group g and the ROW. A positive (negative) sign indicates that the trade variation was

higher (lower) for group g than for the ROW.

This technique is more 
exible than the usual DID strategy in the way it manages the

temporal dimension. In addition, it emphasizes the precise moment at which the trade variation

took place, using 1999 as the reference. Henceforth, we refer to the �rst econometric speci�cation

as the DID strategy de�ned by Equation (2.19), and the second as the trend of the commercial

partner groups over time de�ned by Equation (2.21).

31Hornok (2010) tackles the mid-year accession problem by considering only the odd years. In this case, the
treatment group includes the years 2005 and 2007, and the control group includes the years 1999, 2001, and 2003.

32Carr�ere (2006) and Head et al. (2010) propose a similar exercise to study the e�ects of regional trade
agreements and former colonies, respectively, on the intensity of trade 
ows along a period of time.

33Because we consider reporter{partner{sector �xed e�ects, we indirectly consider the e�ect of each commercial
partner group for the entire period. Therefore, we were forced to use eu151999, eu101999, and fsu1999 as control
groups.
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2.6 Results

To present the results clearly, this section is divided into two parts. The �rst focuses on the

standard DID strategy and the second on the trend analysis. For the �rst time, we study the

e�ects of the EU accession on both the EU-10's export and import 
ows. Changes in export


ows usually rely on competitiveness factors (Antimiani and Costantini, 2013), while changes

in import 
ows are associated with trade creation and trade diversion mechanisms created by

the existence of a regional trade agreement (Carr�ere, 2006). We compute, in each exercise, the

e�ects based on all the sectors jointly and again with each sector individually. The latter exercise

allows us to identify the existence of sector-speci�c e�ects that could be hidden if the analysis

were done only on all sectors jointly.

2.6.1 Di�erence-in-Di�erences Strategy

The objective of this estimation exercise is to assess whether or not there was variation in the

intensity of the EU-10's trade 
ows after 2004. To this end, we split the time period into two

parts and compare the level of the EU-10's trade 
ows between the two periods for each of the

four commercial partner groups, as described by Equation (2.19).

Focusing on export 
ows and taking all sectors jointly, the results in Table 2.1 are presented

according to the way heterogeneity has been controlled, by including various �xed e�ects and

interactions. In column 1, the estimation is run by OLS and all individual �xed e�ects are

considered|that is, reporter (�i), partner (�i), sector (�i), and year (�t). Column 2 includes

the reporter{partner �xed e�ects (�ij). Because these �xed e�ects capture all the time invariant

characteristics, some variables (ln distijt and borderijt) are dropped.
34 Finally, column 3 includes

the reporter-partner-sector �xed e�ects (�ijs). The model is run using the �xed-e�ects (FE) or

within transformation estimator. In all cases, the standard errors (SEs) are clustered at the

reporter-partner level, then some dependence among country-pairs is allowed.

We discuss only the results in column 3, which is our preferred speci�cation. The coe�cients

of the GDP are positive and statistically signi�cant. If the exporting country's GDP increases by

one percent, the export 
ows increase by 0:87 percent; if the importing country's GDP increases

by one percent, the export 
ows increase by 0:68 percent. As expected, the coe�cients b
af04eu15

and b
af04eu15 are positive and statistically signi�cant, meaning that after 2004 the variation of the

34To run this regression we employed the program reg2hdfe in Stata, implementing the algorithm developed
by Guimar~aes and Portugal (2010). This program allows us to control for high-dimensional �xed e�ects (in our
case reporter{partner) without incurring in storage problems. But it does not report a constant.
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intensity of the EU-10's export 
ows to the EU-15 and EU-10 increased more than that to the

ROW. Speci�cally, the EU-10's export 
ows to the EU-15 and EU-10 increase by 14:85 percent

and 23:93 percent, respectively, versus the reference group.35 If we compare these two coe�cients

we cannot reject the null hypothesis that their di�erence is equal to zero. Therefore, we can

conclude that after 2004 there was a trade integration process toward the EU, meaning that

the EU-10 found EU markets attractive for selling their products. Furthermore, the coe�cientb
af04fsu is not statistically di�erent from zero, meaning that after 2004, the variation of the EU-10's

export 
ows to the FSU was not di�erent from that to the ROW.

From an econometric viewpoint two comments must be made. First, the introduction of

�xed e�ects that account for more than one dimension a�ects the magnitude and signi�cance

of the coe�cients of interest, namely b
af4eu15, b
af04eu10 , and b
af04fsu . The last of these is positive and

statistically signi�cant in the �rst two speci�cations but not in the last one. Second, column 3

reports a constant, but its interpretation is not very intuitive. The within transformation model

considers more than 9; 000 unobserved individual e�ects, one for each reporter{partner{sector

combination (there are 9; 369 groups), and an intercept is estimated for each reporter{partner{

sector combination (b�ijs). The constant reported by the FE model (b�0) is the average of them all
(Wooldridge, 2006), but also captures the average values of the quantitative regressors (lnGDPit

and lnGDPjt) and the e�ects of the control groups of the DVs (namely, row, year99, and

year04).

Another interesting exercise is to assess whether or not the e�ects of the �fth EU enlargement

on the intensity and direction of the EU-10's export 
ows were homogeneous across all sectors.

Table 2.2 reports the results for the FE model by sector. In the chemicals and F&B sectors,

we see trade redirection from the ROW to the other partner groups. The greatest impact in

the F&B exports was to the EU-15.36 The machinery and vehicles sector (Machinery) is one

of the most heterogeneous sectors in the sense that it is composed of several types of products

of di�erent qualities. The estimation referring to this sector emphasizes that after 2004, the

EU-10 experienced export redirection from the EU-15 to the ROW, meaning that the intensity

of the EU-10's export 
ows to the ROW increased more than that to the EU-15. An explanation

could be related to competitiveness: the quality of the products from the EU-10 might not �t

35For example, b
af04eu15 = 0:1385 indicates that the increase in exports is equal to [exp(0:1385)� 1] � 100 = 14:85
percent (Halvorsen and Palmquist, 1980).

36The coe�cient b
af04eu15 is statistically di�erent from the other two coe�cients (b
af04eu10 and b
af04fsu ) at the one per-
cent level. According to the EU o�cial webpage (http://europa.eu/index en.htm), the Czech Republic produces
a world-famous beer (namely, Pilsner) and wine. The Hungarian wines (for example, Tokaji) are also known
worldwide.
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Table 2.1: EU-10 export 
ows

Dependent variable: ln(exportsijst+1)

(1) (2) (3)

Estimator: OLS OLS FE

lnGDPit 0.6859*** 0.7515*** 0.8719***

(0.1111) (0.1089) (0.1083)

lnGDPjt 0.5381*** 0.6033*** 0.6764***

(0.0619) (0.0610) (0.0608)

lndistij -2.1620***

(0.1077)

borderij 0.6205***

(0.1654)

eu15af04 0.2119*** 0.1964*** 0.1385***

(0.0502) (0.0501) (0.0502)

eu10af04 0.2935*** 0.2735*** 0.2146***

(0.0691) (0.0684) (0.0679)

fsuaf04 0.1910** 0.1700** 0.1188

(0.0789) (0.0797) (0.0823)

constant 1.5831 -25.1250***

(3.2604) (2.9830)

Fixed e�ects:

reporter (r) x

partner (p) x

sector (s) x x

time x x x

r-p x

r-p-s x

Observations 87195 87195 87195

Number of groups 9369

R-sq 0.6273 0.6870

R-sq (overall) 0.3506

R-sq (between) 0.4300

R-sq (within) 0.1222

F 131.0451 196.5873

pvalue 0.0000 0.0000

sigma u 2.8049

sigma e 1.5503

rho 0.7660

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Speci�cation (1) includes the DVs eu15, eu10, fsu, and af04.

Speci�cations (2) and (3) include the DV af04.
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Table 2.2: EU-10 export 
ows by sector

Dependent variable: ln(exportsijt+1) - Estimator: FE

Chemicals F&B Machinery Manufbymat Othermanuf Rawmat

lnGDPit 0.3312 0.1487 1.9443*** 0.4903** 1.2729*** 0.3354

(0.2276) (0.2635) (0.1756) (0.2113) (0.2169) (0.2806)

lnGDPjt 0.6046*** 0.2358* 0.8182*** 0.6956*** 0.7543*** 0.9544***

(0.1128) (0.1423) (0.1043) (0.1154) (0.1220) (0.1453)

eu15af04 0.5447*** 1.1560*** -0.2480*** 0.1620** -0.3538*** -0.4051***

(0.1162) (0.1240) (0.0795) (0.0823) (0.0879) (0.1232)

eu10af04 0.3214* 0.7485*** -0.1585 0.5386*** -0.0713 -0.0387

(0.1679) (0.1532) (0.1109) (0.1210) (0.1125) (0.1564)

fsuaf04 0.2588** 0.3999** 0.2213 0.4977*** -0.2457* -0.3849**

(0.1220) (0.1576) (0.1450) (0.1571) (0.1451) (0.1946)

constant -10.6567* 2.8638 -53.4858*** -15.9440*** -37.0651*** -19.9111***

(6.1788) (7.0843) (4.9601) (5.9512) (5.7887) (7.3706)

Observations 14783 12725 16624 15357 16074 11632

Number of groups 1579 1502 1684 1605 1639 1360

R-sq (overall) 0.3509 0.2373 0.4252 0.4226 0.3662 0.2313

R-sq (between) 0.4264 0.3081 0.5308 0.5324 0.4726 0.2628

R-sq (within) 0.1629 0.0773 0.2336 0.0508 0.1286 0.1726

F 64.2422 31.4486 113.6239 25.8378 55.2661 52.8541

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

sigma u 2.7705 3.0871 2.5345 2.8864 2.6771 2.9600

sigma e 1.4272 1.6625 1.4392 1.5060 1.5697 1.6434

rho 0.7903 0.7752 0.7562 0.7860 0.7442 0.7644

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij). All regressions include time DVs (af04 and �t).
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well with the preferences of the EU-15, causing the EU-10 to search for new markets. This

argument is supported by the evidence discussed in Head and Mayer (2004), where trade is

found to be more attractive between countries with similar GDPs because citizens' preferences

are more comparable. Exports of manufactured goods classi�ed by material (Manufbymat)

were redirected from the ROW to the other groups. Exports of other manufactured articles

(Othermanuf ) were redirected from the EU-15 and FSU to the ROW. The argument put forth

for the machinery and vehicle sector holds for this sector as well, which includes goods of high

technological worth.37 Finally, exports of raw materials and energy (Rawmat) were redirected

from the EU-15 and FSU to the ROW. This is not surprising because Russia, the largest country

of the FSU, is a major exporter of gas, and the EU is a major importer of Russian natural gas

(No�el, 2008).

Hence, our results suggest that the e�ects of the �fth EU enlargement on the EU-10's export


ows to the EU-15 were not homogeneous across all sectors. We �nd that after 2004, the EU-10's

export 
ows to the EU-15 increased more than those to the ROW in some sectors (chemicals,

F&B, and manufactured goods by material), but increased less in others (machinery and vehicles,

other manufactured articles, and raw materials and energy).

To complete our �rst estimation exercise, we apply the same empirical analysis to the EU-

10's imports. First, all sectors are analyzed jointly (Table 2.3). Again, we focus on the results

in the third column, containing the FE model. The coe�cients of the GDP are positive and

statistically signi�cant. If the importing country's GDP increases by one percent, the import


ows increase by 0:62 percent; if the exporting country's GDP increases by one percent, the

import 
ows increase by 0:24 percent. We observe that the increase in the intensities of the

EU-10's import 
ows from the EU-15, EU-10, and FSU are higher than those from the ROW.

Nevertheless, the most important change occurred from the EU-10 (b
af04eu10 = 1:22).
38 Therefore,

trade liberalization had an important impact on internal EU-10 trade 
ows, which could be

related to time-variant bias in EU-10 consumer preferences; the EU-10's buyers might have

perceived EU-10 products ipso facto to be di�erent from non-EU-10 products. Hence, buyers

preferred to import commodities from EU-10 countries instead of from EU-15 countries, which

illustrates a group-biased demand e�ect.39 Unlike that seen among exports, the incorporation

37For example, Division 87 of the SITC comprises professional, scienti�c and controlling instruments and
apparatus, n.e.s., while Division 88 comprises photographic apparatus, equipment and supplies and optical goods,
n.e.s.; watches and clocks (UN, 2006).

38The coe�cient b
af04eu10 is statistically di�erent from the other two coe�cients (b
af04eu15 and b
af04fsu ) at the one
percent level.

39Head and Mayer (2000) use the home-biased demand assumption to explain EU market fragmentation in the
mid-1980s.
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of �xed e�ects that captures more than one dimension did not a�ect the magnitude of the

coe�cients of interest as much.

To assess whether or not the variation of the intensity of the EU-10's import 
ows was

common among all sectors, we propose sectoral analysis (Table 2.4). It is important to remark

that the capacity of prediction of the model for changes in the EU-10's import 
ows (by sector)

is more limited than the one for exports. We �nd that the EU-10 increased its import 
ows

more from the FSU than from the ROW in chemicals, F&B, and other manufactured articles

sector, while the EU-10 increased its import 
ows more from the EU-15 and EU-10 than from

the ROW in all sectors. In addition, except for the F&B, the highest variation was within the

EU-10, meaning that group-biased demand was a generalized e�ect that extended to almost all

sectors.
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Table 2.3: EU-10 import 
ows

Dependent variable: ln(importsijst+1)

(1) (2) (3)

Estimator: OLS OLS FE

lnGDPit 0.3732*** 0.3870*** 0.6169***

(0.1263) (0.1255) (0.1213)

lnGDPjt 0.2260*** 0.2326*** 0.2440***

(0.0702) (0.0708) (0.0681)

lndistij -1.9184***

(0.1040)

borderij 0.6932***

(0.1889)

eu15af04 0.5943*** 0.6078*** 0.6963***

(0.0480) (0.0484) (0.0491)

eu10af04 1.0733*** 1.0998*** 1.2158***

(0.0878) (0.0884) (0.0864)

fsuaf04 0.4839*** 0.4672*** 0.4509***

(0.0986) (0.1022) (0.0951)

constant 9.7911*** -8.5088**

(3.5842) (3.2999)

Fixed e�ects:

reporter (r) x

partner (p) x

sector (s) x x

time x x x

r-p x

r-p-s x

Observations 79848 79848 79848

Number of groups 9003

R-sq 0.6715 0.7099

R-sq (overall) 0.2964

R-sq (between) 0.3961

R-sq (within) 0.0355

F 285.2938 75.6782

pvalue 0.0000 0.0000

sigma u 3.9221

sigma e 1.5972

rho 0.8577

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Speci�cation (1) includes the DVs eu15, eu10, fsu, and af04.

Speci�cations (2) and (3) include the DV af04.
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Table 2.4: EU-10 import 
ows by sector

Dependent variable: ln(importsijt+1) - Estimator: FE

Chemicals F&B Machinery Manufbymat Othermanuf Rawmat

lnGDPit 0.0660 0.1848 1.0004*** 1.1158*** 0.9785*** 0.1472

(0.2630) (0.2311) (0.2407) (0.2116) (0.2026) (0.2695)

lnGDPjt -0.0969 0.2738** 0.6156*** 0.1773 0.3341*** 0.0135

(0.1568) (0.1341) (0.1330) (0.1384) (0.1175) (0.1518)

eu15af04 0.3488*** 1.2846*** 0.4000*** 0.4585*** 0.8014*** 0.6985***

(0.0927) (0.0903) (0.0834) (0.0740) (0.0692) (0.1200)

eu10af04 1.3801*** 1.5234*** 0.9277*** 1.0230*** 1.0568*** 1.2715***

(0.1689) (0.1550) (0.1433) (0.1456) (0.1272) (0.1771)

fsuaf04 0.7397*** 0.8309*** 0.0523 0.3515 0.7604*** 0.0038

(0.2309) (0.1905) (0.2003) (0.2181) (0.1909) (0.2277)

constant 13.1428* 1.5326 -26.6676*** -18.7123*** -19.8917*** 8.3681

(7.3710) (6.4755) (6.6953) (6.0676) (5.5840) (7.3220)

Observations 10726 14081 13821 13520 15444 12256

Number of groups 1294 1537 1586 1522 1637 1427

R-sq (overall) 0.0008 0.3936 0.3896 0.0905 0.2583 0.1112

R-sq (between) 0.0118 0.5209 0.4890 0.1484 0.3630 0.1976

R-sq (within) 0.0696 0.0522 0.0507 0.0314 0.0341 0.0368

F 27.5769 30.6800 33.2839 21.3612 23.3854 19.4571

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

sigma u 4.6799 3.3640 3.7842 4.2857 3.8846 3.7372

sigma e 1.5430 1.4915 1.7180 1.5796 1.4794 1.7341

rho 0.9020 0.8357 0.8291 0.8804 0.8733 0.8228

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij). All regressions include time DVs (af04 and �t).
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2.6.2 The Trend of the Commercial Partner Groups over Time

This additional empirical exercise aims at overcoming the time issue that could not be addressed

by the usual DID strategy. The DID strategy relies heavily on the de�nition of a temporal control

group, which by construction, is de�ned as 1999{2003. Nevertheless, if entrance to the single

market had an anticipated trade e�ect, the period 1999{2003 might not be an adequate control.

In this exercise, we �x the initial year of the period (1999) as the reference point, and observe

the variation in the intensity of trade 
ows between the EU-10 and its commercial partners over

time, using the ROW as the partner reference, as shown in Equation (2.21). In this way, we can

con�rm whether or not the results obtained from the DID strategy are consistent or sensitive to

the de�nition of the temporal control group.

The results are presented graphically to summarize and favor their interpretation. The

results of the regressions that consider all sectors jointly are illustrated in Figures 2.2 and 2.3,

for exports and imports, respectively. These regressions are estimated using reporter{partner{

sector �xed e�ects (�ijs). The graphs depict the values of the coe�cients of interest over the

period 2000{2011 (
teu15, 

t
eu10, and 


t
fsu, t = 2000; :::; 2011), as well as their con�dence intervals

at the �ve percent level.40 The sectoral analysis is included in Appendix 2.9 (Figures 2.6{2.11).

In this case, the �xed e�ects are at reporter{partner level (�ij).

We analyze the EU-10's export 
ows to each commercial partner group separately (Figure

2.2). We �nd that from 2004 to 2010 there are di�erences between exports 
ows to the EU-15

and those to the ROW (control group), evidenced by the positive and statistically signi�cant

coe�cient 
teu15. The coe�cient does not follow any speci�c trend; thus we can assume that

the redirection of the EU-10's export 
ows was an isolated event that occurred in the year of

the �fth EU enlargement (2004).41 Figure 2.6 in Appendix 2.9 shows the same conclusions for

chemicals and F&B sectors, but a negative or null e�ect for all other sectors. These results

support the heterogeneous behavior in the variation of the intensity of the EU-10's export 
ows

to the EU-15 previously detected. We �nd exports to the EU-10 increased more than those to

the ROW from 2006 to 2011, evidenced by the positive and statistically signi�cant coe�cientb
teu10. In contrast, the coe�cient b
tfsu is negative and statistically signi�cant from 2001 to 2004,
suggesting that there was export redirection from the FSU to the ROW prior to the �fth EU

enlargement. At the sectoral level this pattern is also found in the chemicals sector (see Figure

40A coe�cient is statistically signi�cant if the range of its con�dence interval does not contain the value zero.
Graphically this means that the horizontal line y = 0 does not cross the con�dence interval, which is represented
in grey.

41The variation between two consecutive coe�cients is not statistically di�erent from zero except between 2008
and 2009, when negative changes were caused by economic crisis.
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2.8 in Appendix 2.9). This outcome encourages us to re�ne the conclusions reported in the

previous subsection, where we �nd that the �fth EU enlargement did not impact the intensity

of the EU-10's exports to the FSU.

Finally, we examine the EU-10's import 
ows (Figure 2.3). We �nd that from 2004 to 2011,

imports from the EU-15 increased more than those from the ROW, evidenced by the positive

and statistically signi�cant coe�cient b
teu15. In this case, trade redirection was not isolated; we
identify a positive trend from 2003 to 2006 and from 2008 to 2010.42 Meanwhile, the coe�cientb
teu10 is positive and statistically signi�cant from 2004 to 2011, following a slight positive trend

(except from 2006 to 2007, where it is constant). In Figure 2.10 (Appendix 2.9), we present

evidence for the existence of a positive change from 2003 to 2004 for all sectors. The coe�cientb
tfsu is positive and statistically signi�cant from 2005 to 2011 (except in 2009), a pattern that

is also found in the F&B sector (see Figure 2.11 in Appendix 2.9).

We can highlight several interesting �ndings resulting from this second empirical exercise.

For one, we can con�rm that the redirection of the EU-10's exports from the ROW to the EU-15

was an isolated event occurring in a few sectors in 2004. We also �nd a negative change of the

intensity of exports to the FSU immediately prior to the o�cial entry of the EU-10 into the

EU. Additionally, we �nd a huge variation of the intensity of the EU-10's import 
ows from the

EU-10 from 2003 to 2004 in all sectors.43 Unlike the DID strategy, this technique shows the

trend of each commercial partner group during the entire period, using 1999 as the reference.

In general, the e�ects on the EU-10's imports were stronger than those on their exports.

42This means that the variation between two consecutive coe�cients is positive and statistically signi�cant.
43The coe�cient b
teu10 is statistically di�erent from b
teu15 in all sectors except F&B. In Appendix 2.9, Figure

2.9 shows the trend of the latter coe�cient over time and Figure 2.10 shows the same for the former coe�cient.
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Figure 2.2: Trend of the commercial partner DVs over time: EU-10 exports
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Figure 2.3: Trend of the commercial partner DVs over time: EU-10 imports
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2.7 Extensions

In this section, we implement two additional exercises to check the consistency of the results

discussed in Section 2.6. In the former exercise, we deal with the missing values problem in a

di�erent way. Now, missing values are not excluded from the sample and they are replaced by

zeros. Then, an alternative estimator method is implemented in order to deal with the large

number of zero values. In the latter exercise, an additional explanatory variable is included in

the baseline econometric speci�cation (2.18).

Although one of the most important concerns of the trade 
ow literature is how to deal

with missing values and zeros, there is not a consensus about how to handle this important

issue. In some studies, missing values are treated as zeros (Brun et al., 2005; Coe et al.,

2007; Felbermayr and Kohler, 2006; Gleditsch, 2002), while others insists that these values are

conceptually di�erent (Harris et al., 2012). In Sections 2.5 and 2.6 we address the zero values

problem by adding one unit to the trade 
ow data before taking logarithms (Chen, 2004), while

missing values were excluded from the sample. Nevertheless, excluding the missing observations

is not riskless. Gleditsch (2002) discusses and demonstrates that the removal of missing values

could lead to non-random samples that produces misleading inferences and results. King et al.

(2001) con�rm that the consequences from the missing values can be worse than those from

the omitted variable bias problem. Gleditsch (2002) proposes several procedures to solve the

problem, one among others to replace the missing values by zeros. He argues that when a trade


ow data reported by two commercial partners are missing, it means that the intensity of trade


ows among these countries is expected to be small or negligible. Following this reasoning, as a

�rst robustness check, we assume the most extreme working hypothesis and we consider that a

missing value is equal to a zero value. In this way, it is possible to test whether or not excluding

missing values created a biased sample.

When equalizing missing values to zero values, we need to face the necessity of �nding a

robust estimator for a sample where the dependent variable has a high proportion of zeros.

The literature suggests exploiting the Poisson distribution (Santos Silva and Tenreyro, 2006),

which is usually implemented in count data models, where the dependent variable can take

nonnegative values (zeros and positive values). In our case, the value of the exports (or imports)

is the response variable. The Poisson regression shapes the logarithm of the expected count

as a function of a group of selected explanatory variables. For instance, the coe�cient 
af04g

of Equation (2.19) indicates the di�erence (in units) in the logarithms of the expected counts
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between group g and the ROW after 2004 (assuming that the other variables are constant).

Following Westerlund and Wilhelmsson (2011) we implemented a FE Poisson ML estimator.

This model allows us to correct not only for the zero values (or missing values) but also for the

heteroskedaticity inherent in log-linearized models (Santos Silva and Tenreyro, 2006).

Because the coe�cients reported by the FE Poisson ML model are not directly comparable

with those obtained from the FE model (Tables 2.1{2.4), we focus primarily on the signi�cance

of the coe�cients of interest without making cross comparisons. Table 2.5 shows the results

for all sectors jointly; column 1 for the exports and column 2 for the imports. Among exports,

the coe�cients b
af04eu15 and b
af04eu10 are not statistically di�erent from zero while they are in the FE

model (Table 2.1, column 3). Among imports, these coe�cients are statistically signi�cant at

the one percent level as they are in the FE model (Table 2.3, column 3). This new estimator

con�rms that there was a redirection of the EU-10's imports from the ROW to the EU markets

after 2004, above all toward the EU-10 market.

We use the sectoral analysis to check the validity of our results at a more disaggregated level

(see Table 2.6 for exports by sector and Table 2.7 for the imports by sector). Among exports,

some of the results are consistent with those found in the FE model (Table 2.2). For instance,

the coe�cient b
af04eu15 is positive in two of the sectors and negative in three. Among imports

(Table 2.7), the coe�cients b
af04eu15 and b
af04eu10 are positive and statistically signi�cant for four

and �ve sectors, respectively.44 Then, we can declare that our main results are robust to the

implementation of another estimator method that handles the problem of the missing and zero

values.

44Table 2.7 does not report results for the machinery and vehicles sector because the FE Poisson ML estimator
did not converge. We attempt to �x this technical problem by following the suggestions of Santos Silva and
Tenreyro (2011), but unfortunately they do not apply to our case because we have a panel of data. One of the
possible sources of the problem is the existence of perfect collinearity between regressors in the sample where the
dependent variable (the imports) is positive.
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Table 2.5: EU-10 trade 
ows: extension 1

Estimator: FE Poisson ML

(1) (2)

Dependent variable: exportsijst importsijst

lnGDPit 0.5649*** 0.6773***

(0.1138) (0.1072)

lnGDPjt 0.7418*** 0.5635***

(0.0730) (0.0731)

eu15af04 -0.0392 0.2694***

(0.0538) (0.0617)

eu10af04 0.0328 0.4541***

(0.0613) (0.0736)

fsuaf04 -0.0269 -0.1132

(0.0833) (0.0953)

Observations 120694 115362

Wald 4384.4776 5251.6186

pvalue 0.0000 0.0000

iterations 5 4

SEs clustered by reporter{partner{sector are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner{sector (�ijs).

All regressions include time DVs (af04 and �t).
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Table 2.6: EU-10 export 
ows by sector: extension 1

Dependent variable: exportsijt - Estimator: FE Poisson ML

Chemicals F&B Machinery Manufbymat Othermanuf Rawmat

lnGDPit 0.1806 0.5265** 0.9590*** 0.0861 0.7211*** -0.2336

(0.1814) (0.2455) (0.1945) (0.0943) (0.1701) (0.2098)

lnGDPjt 0.2161* 0.2968* 0.9587*** 0.5908*** 0.8559*** 0.7641***

(0.1116) (0.1635) (0.1351) (0.1016) (0.1084) (0.1611)

eu15af04 0.2161** 0.7565*** -0.1015 0.0680 -0.1603** -0.4700**

(0.0897) (0.1179) (0.0927) (0.0609) (0.0765) (0.2332)

eu10af04 0.0698 0.6165*** 0.1196 0.1388* 0.0777 -0.3966*

(0.0899) (0.1268) (0.1270) (0.0757) (0.0975) (0.2293)

fsuaf04 0.3874*** 0.2067 0.0826 0.1598* -0.2148 -0.7201***

(0.1104) (0.1609) (0.1506) (0.0928) (0.1466) (0.2602)

Observations 20334 19341 21703 20667 21132 17517

Number of groups 1576 1498 1682 1602 1638 1357

Wald 1700.1019 872.8663 2835.5171 7087.0012 1650.1746 1448.2662

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

iterations 5 4 5 4 4 4

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij). All regressions include time DVs (af04 and �t).
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Table 2.7: EU-10 import 
ows by sector: extension 1

Dependent variable: importsijt - Estimator: FE Poisson ML

Chemicals F&B Manufbymat Othermanuf Rawmat

lnGDPit 0.3471*** 0.3294** 0.6488*** 1.0346*** 0.0369

(0.0992) (0.1535) (0.1102) (0.1923) (0.2346)

lnGDPjt 0.5173*** -0.2752* 0.4143*** 0.3533*** 0.0201

(0.1159) (0.1471) (0.0933) (0.1273) (0.1019)

eu15af04 0.4523*** 0.9735*** 0.0738 0.3020** 0.4522**

(0.0965) (0.1352) (0.0881) (0.1457) (0.1775)

eu10af04 0.5355*** 1.1665*** 0.2000** 0.5385*** 0.5382***

(0.0986) (0.1356) (0.0984) (0.1056) (0.1883)

fsuaf04 -0.0582 0.5862*** -0.2862* -0.1455 0.2843

(0.1140) (0.2049) (0.1678) (0.1411) (0.1779)

Observations 16538 19761 19486 20929 18381

Number of groups 1281 1530 1510 1622 1421

Wald 3357.1812 1443.2650 3558.8817 2696.3660 2624.6489

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000

iterations 4 4 4. 4 5

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij).

All regressions include time DVs (af04 and �t).

The estimator does not converge for machinery and vehicle sector.
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Finally, we propose another extension to study the e�ects on the coe�cients of interest when

we include other relevant explanatory variables, such as FDI, in the baseline speci�cation (2.18).

According to the economic literature, FDI is considered complementary or substitutes for exports

(Markusen, 2002; Pantulu and Poon, 2003). Under this perspective, there is the possibility that

the intensity and direction of the EU-10's trade 
ows after 2004 could be associated with the

potential entry or exit of FDI in the EU-10 countries. If FDI and trade 
ows were complementary,

more FDI from country i to country j would positively a�ect the exports from country i to

country j. On the contrary, if FDI and trade 
ows were substitutes, more FDI from country i

to country j would have a negative e�ect on the exports from country i to country j.

We use FDI stock data, extracted from Eurostat database EU Direct Investments - Main

Indicators. These data capture the size of the foreign stock of capital in the host economy.45

In monetary terms, the EU-10's inward FDI stocks were much more considerable than the EU-

10's outward FDI stocks. In 1999, the EU-10's inward FDI stock represented 300; 510 million

euros and their outward FDI stock represented 144; 150 million euros. This di�erence sharply

increased in 2011; inward FDI stock represented 2; 446; 158 million euros and outward FDI stock

represented 159; 462 million euros. Table 2.8 tabulates the EU-10's inward FDI stock. The main

investor in the EU-10 market was the EU-15, representing around 80 percent of the total FDI.

According to Lipsey (2006), the CEECs became one of the major locations for FDI from Europe,

particularly from Germany, starting in 1990.

Table 2.8: EU-10 inward FDI stock, 1999 and 2011

Year 1999 Year 2011

investor Million euros % Million euros %

EU-15 243,288 80.96 1,961,172 80.17

EU-10 6,696 2.23 171,288 7.00

FSU 1,350 0.45 19,806 0.81

ROW 49,176 16.36 293,892 12.01

Total 300,510 2,446,158

Source: Own elaboration based on data from Eurostat.

45The FDI stocks are measured according the value of the foreign investment at the end of the period.
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The econometric speci�cation for this extension becomes an augmented version of baseline

econometric speci�cation (2.18):

lnTijst = �0 + �1 lnGDPit + �2 lnGDPjt + �3 lnFDI
d
ijt +

+
af04eu15eu15af04 + 

af04
eu10eu10af04 + 


af04
fsu fsuaf04 + af04 + �ijs + �t + "ijst (2.23)

i = 1; :::; 10, j = 1; :::180 (i 6= j), s = 1; :::; 6, t = 1999; :::2011 ,

where d represents outward stocks when the dependent variable describes export 
ows, and d

represents inward stocks when the dependent variable describes import 
ows. Unfortunately,

FDI information is not disaggregated at the sector level, so we can capture only bilateral relations

between countries. Focusing on exports we control for the logarithm of the investment that

country i holds in country j at the end of year t (lnFDIoutwardijt ). When treating imports, we

control for the logarithm of investment that country j holds in country i at the end of year t

(lnFDIinwardijt ).46

The results are presented as follows: Table 2.9 considers all sectors jointly, column 1 for

exports and column 2 for imports; Table 2.10 reports the exports by sector; and Table 2.11

reports the imports by sector. In all cases, the coe�cient b�3 is not statistically di�erent from
zero. Though FDIdijt is a time-variant variable, its variability seems to be captured by the

country-pair �xed e�ects. We can also see that after the inclusion of this new regressor, the

signi�cance of our variables of interest does not change; in only a few of cases the magnitudes

of the coe�cients slightly decrease. Hence, we can declare that our results are robust to the

inclusion of bilateral FDI data.

46Following the strategy implemented in Sections 2.5 and 2.6, we address the zero values problem by adding
one unit to the trade 
ow data before taking logarithms (Chen, 2004), while missing values are excluded from
the sample (Harris et al., 2012).
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Table 2.9: EU-10 trade 
ows: extension 2

Estimator: FE

(1) (2)

Dependent variable: ln(exportsijst+1) ln(importsijst+1)

lnGDPit 0.9163*** 0.9966***

(0.1156) (0.1495)

lnGDPjt 0.6798*** 0.2126***

(0.0672) (0.0792)

lnFDIoutwardijt -0.0003

(0.0013)

lnFDIinwardijt -0.0036

(0.0027)

eu15af04 0.1368*** 0.5910***

(0.0502) (0.0545)

eu10af04 0.1640** 1.0603***

(0.0642) (0.0963)

fsuaf04 0.0571 0.3640***

(0.0893) (0.0899)

constant -26.0340*** -16.2332***

(3.2588) (4.0537)

Observations 59098 52264

Number of groups 8911 7980

R-sq(overall) 0.3689 0.1949

R-sq(between) 0.4053 0.1760

R-sq(within) 0.1462 0.0503

F 175.1592 80.4853

pvalue 0.0000 0.0000

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner-sector (�ijs).

All regressions include time DVs (af04 and �t).
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Table 2.10: EU-10 export 
ows by sector: extension 2

Dependent variable: ln(exportsijt+1) - Estimator: FE

Chemicals F&B Machinery Manufbymat Othermanuf Rawmat

lnGDPit 0.7045*** 0.5391* 1.8612*** 0.2763 1.1488*** 0.3444

(0.2250) (0.3041) (0.1910) (0.2300) (0.2279) (0.3107)

lnGDPjt 0.6082*** 0.3081* 0.8600*** 0.6283*** 0.7721*** 0.8657***

(0.1182) (0.1717) (0.1144) (0.1331) (0.1251) (0.1562)

lnFDIoutwardijt -0.0012 -0.0029 0.0009 0.0041 -0.0016 -0.0009

(0.0027) (0.0038) (0.0026) (0.0026) (0.0022) (0.0031)

eu15af04 0.5285*** 1.2577*** -0.2270*** 0.2234*** -0.3696*** -0.5646***

(0.1064) (0.1363) (0.0839) (0.0839) (0.0884) (0.1273)

eu10af04 0.1972 0.7487*** -0.1322 0.5315*** -0.2009** -0.1014

(0.1198) (0.1676) (0.1041) (0.1186) (0.1001) (0.1650)

fsuaf04 0.3588*** 0.3921** 0.0810 0.4897*** -0.3079** -0.6566***

(0.1369) (0.1914) (0.1583) (0.1699) (0.1537) (0.2283)

constant -19.3271*** -7.9886 -52.2712*** -9.0323 -34.3097*** -17.7407**

(6.2999) (8.3203) (5.3130) (6.6637) (6.1588) (7.9633)

Observations 9953 8629 11201 10370 10787 8158

Number of groups 1505 1397 1625 1532 1581 1271

R-sq (overall) 0.3842 0.2718 0.5159 0.4153 0.4149 0.2271

R-sq (between) 0.4259 0.2685 0.5467 0.4723 0.4602 0.2329

R-sq (within) 0.1738 0.1076 0.2696 0.0664 0.1617 0.1942

F 56.6287 30.1166 102.8110 26.4668 55.1624 43.9197

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij). All regressions include time DVs (af04 and �t).
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Table 2.11: EU-10 import 
ows by sector: extension 2

Dependent variable: ln(importsijt+1) - Estimator: FE

Chemicals F&B Machinery Manufbymat Othermanuf Rawmat

lnGDPit -0.1969 0.9539*** 1.5514*** 1.2707*** 1.4440*** 0.6928**

(0.3067) (0.2871) (0.2648) (0.2552) (0.2439) (0.3298)

lnGDPjt -0.1087 0.1251 0.9631*** 0.0969 0.2668** -0.1325

(0.1816) (0.1454) (0.1537) (0.1538) (0.1343) (0.1823)

lnFDIinwardijt -0.0074 -0.0123** 0.0008 -0.0002 -0.0016 -0.0025

(0.0070) (0.0059) (0.0053) (0.0054) (0.0046) (0.0077)

eu15af04 0.3729*** 1.1906*** 0.4140*** 0.3281*** 0.6340*** 0.5127***

(0.1006) (0.0974) (0.0865) (0.0858) (0.0801) (0.1253)

eu10af04 1.2898*** 1.2713*** 0.7497*** 0.8750*** 0.8979*** 1.2129***

(0.1719) (0.1528) (0.1553) (0.1642) (0.1346) (0.1879)

fsuaf04 0.4543** 0.7359*** -0.2092 0.3435 0.4297** 0.3914*

(0.2210) (0.1928) (0.1827) (0.2274) (0.2066) (0.2175)

constant 20.6052** -12.5772 -47.7998*** -19.8707*** -28.9018*** -0.5275

(8.2483) (7.8966) (7.8217) (7.3631) (6.8984) (8.8250)

Observations 7273 8965 9079 8798 10010 8139

Number of groups 1092 1352 1425 1348 1508 1255

R-sq (overall) 0.0230 0.1466 0.4203 0.0759 0.1936 0.0237

R-sq (between) 0.1039 0.1349 0.4268 0.0552 0.1545 0.0047

R-sq (within) 0.0862 0.0649 0.0710 0.0488 0.0476 0.0507

F 26.6196 28.6910 30.4926 26.0563 27.2791 19.3360

pvalue 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Standard errors clustered by reporter{partner are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Fixed-e�ects dimension: reporter{partner (�ij). All regressions include time DVs (af04 and �t).
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2.8 Conclusions

In this paper, we investigate the trade integration between the members of the EU. Following

Anderson and van Wincoop (2003)'s gravity model, we develop our own model by adding some

further ad hoc feature. Then, we propose an empirical analysis to evaluate the potential e�ects

of the EU-10's trade 
ows after the �fth EU enlargement in 2004. Our database contains

information on bilateral trade 
ows (exports and imports) between EU-10 countries and 180

partners, divided into 6 sectors during the period 1999{2011. Using the gravity framework and

estimating a DID speci�cation, we analyze how joining the EU has a�ected the intensity and

direction of the EU-10's trade 
ows.

We �nd three interesting results. First, we �nd that trade exchanges between the EU-10

and EU-15 intensi�ed after 2004; however, this trade integration was not homogeneous across

all sectors. For sectors that include goods of high technological worth (machinery and vehicles

and other manufactured articles), the variation of intensity of the EU-10's export 
ows to the

EU-15 decreased with respect to the reference group, the ROW. This result could suggest that

the quality of the production of the EU-10 members either does not always meet the preferences

of the EU-15 buyers or that the EU-10 producers cannot compete with those of the EU-15,

causing the EU-10 to search for new markets. Second, there was export redirection from the

FSU to the ROW between 2001 and 2004, meaning that the past strong commercial connections

between the EU-10 and the FSU deteriorated before the o�cial entry of the EU-10 into the EU.

Finally, we �nd that EU-10 consumer demand was strongly biased toward EU-10 products, and

this pattern was a generalized e�ect that extended to almost all the sectors.

Therefore, we detect two reasons that could explain the lack of a complete trade integra-

tion between the EU-10 and EU-15 countries, one related to competitiveness and the other to

preferences. It would be interesting to further investigate the reasons behind the previous ar-

guments to design and implement public policies more suitable for achieving a deeper economic

integration within the EU as a whole. It would also be reasonable to think of more suitable

industrial policies to be implemented in the EU-10 countries to foster their competitiveness in a

few technologically-sensitive sectors jointly with a clear strategy to favor the di�usion of EU-10

products into the rest of Europe, by promoting, for instance, trade facilities that reduce trade

cost.
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2.9 Appendix

Table 2.12: The EU member states

Country ISO 3-alpha Year entry EU subgroup

Austria AUT 1995 EU-15

Belgium BEL 1958 EU-15

Cyprus CYP 2004 EU-10

Czech Republic CZE 2004 EU-10

Denmark DNK 1973 EU-15

Estonia EST 2004 EU-10

Finland FIN 1995 EU-15

France FRA 1958 EU-15

Germany DEU 1958 EU-15

Greece GRC 1981 EU-15

Hungary HUN 2004 EU-10

Ireland IRL 1973 EU-15

Italy ITA 1958 EU-15

Latvia LVA 2004 EU-10

Lithuania LTU 2004 EU-10

Luxembourg LUX 1958 EU-15

Malta MLT 2004 EU-10

Netherlands NLD 1958 EU-15

Poland POL 2004 EU-10

Portugal PRT 1986 EU-15

Slovakia SVK 2004 EU-10

Slovenia SVN 2004 EU-10

Spain ESP 1986 EU-15

Sweden SWE 1995 EU-15

United Kingdom GBR 1973 EU-15
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Table 2.13: List of non-EU countries

Africa (52 countries):

Algeria, Angola, Benin, Bostwana, Burkina Faso, Burundi, Cameroon, Cape Verde, Central African Rep.,

Chad, Comoros, Democratic Rep. of Congo, Republic of Congo, Côte d' Ivoire, Djibouti, Egypt,

Equatorial Guinea, Eritrea, Ethiopia, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Kenya,

Lesotho, Liberia, Lybian Arab Jamahiriya, Madagascar, Malawi, Mali, Mauritania, Mauritius,

Morocco, Mozambique, Namibia, Niger, Nigeria, Rwanda, Sao Tome and Principe, Senegal,

Seychelles, Sierra Leone, South Africa, Sudan, Swaziland, United Rep. of Tanzania, Togo, Tunisia,

Uganda, Zambia, Zimbabwe

America (34 countries):

Antigua and Barbuda, Argentina, Bahamas, Barbados, Belize, Bolivia, Brazil, Canada, Chile,

Colombia, Costa Rica, Dominica, Dominican Rep., Ecuador, El Salvador, Grenada, Guatemala,

Guyana, Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, St.Kitts and Newis,

St. Lucia, St. Vicent and the Grenadines, Suriname, Trinidad and Tobago, United States of America,

Uruguay, Venezuela

Asia (47 countries):

Afghanistan, *Armenia, *Azerbaijan, Bahrain, Bangladesh, Bhutan, Brunei Darussalam, Cambodia,

China, *Georgia, Hong Kong, India, Indonesia, Islamic Rep. of Iran, Iraq, Israel, Japan, Jordan,

*Kazakhstan, South Korea, Kuwait, *Kyrgyz Republic, Lao People's Democratic Republic, Lebanon,

Malaysia, Maldives, Mongolia, Myanmar, Nepal, Oman, Pakistan, Philippines, Qatar,

*Russian Federation, Saudi Arabia, Singapore, Sri Lanka, Syrian Arab Rep., Taiwan, *Tajikistan,

Thailand, Timor-Leste, *Turkmenistan, United Arab Emirates, *Uzbekistan, Vietnam, Yemen

Europe (12 countries):

Albania, *Belarus, Bosnia and Herzegovina, Croatia, Iceland, the Former Yugoslav Rep. of Macedonia,

*Republic of Moldova, Norway, San Marino, Switzerland, Turkey, *Ukraine

Oceania (10 countries):

Australia, Fiji, Kiribati, New Zealand, Papua New Guinea, Samoa, Solom Islands, Tonga, Tuvalu, Vanuatu

*FSU countries: 12 members (without taking into account Estonia, Latvia, and Lithuania).
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Figure 2.4: EU-10 export 
ows by trading partner and sector

 

Source: Own elaboration based on data from Eurostat. 
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Figure 2.5: EU-10 import 
ows by trading partner and sector

 

Source: Own elaboration based on data from Eurostat. 
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Figure 2.6: Trend of the commercial partner DVs over time: EU-10 exports, grup EU-15
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Figure 2.7: Trend of the commercial partner DVs over time: EU-10 exports, group EU-10
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Figure 2.8: Trend of the commercial partner DVs over time: EU-10 exports, group FSU
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Figure 2.9: Trend of the commercial partner DVs over time: EU-10 imports, group EU-15
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Figure 2.10: Trend of the commercial partner DVs over time: EU-10 imports, group EU-10
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Figure 2.11: Trend of the commercial partner DVs over time: EU-10 imports, group: FSU
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Chapter 3

Foreign Direct Investment and
Immigration In
ows in Spain1

3.1 Introduction

During the second half of the twentieth century, increasingly pervasive globalization induced

remarkably stronger 
ows of foreign direct investment (FDI) around the world. From 1970 to

1997, the worldwide nominal FDI grew by nearly 31 percent, whereas nominal gross domestic

product (GDP) and international trade 
ows, measured by worldwide nominal import 
ows,

increased by 7 percent and 12 percent, respectively (Brakman et al., 2011 p. 324).

Such features were particularly crucial for EU countries, where the removal of barriers to

trade exchanges and capital mobility strongly a�ected trade patterns and volumes, as well as

FDI 
ows, both in and out the European Union (EU; see for instance, Barrell and Pain, 1999;

Lafourcade and Paluzie, 2011).2

The activity of foreign multinational enterprises (MNEs) is thought to pose advantages

for a host economy, mostly in terms of economic performance, productivity, and job creation

(Barba Navaretti, 2004; Barrell and Pain, 1999; Crozet et al., 2004).3 Given these anticipated

bene�ts, governments are often willing to implement costly public policies, including tax holidays

and tax waivers, in order to attract foreign investors (Amiti and Javorcik, 2008; Blalock and

Gertler, 2008; Haskel et al., 2002). However, if FDI is ultimately ine�ective, then it produces no

tangible e�ects in that economy (Konings, 2001). Indeed, an important critique versus FDI as

1This chapter bene�ts from comments and feedbacks from the participants to the Applied Lunch Semi-
nar at UAB (Barcelona, 2015), the Doctoral Workshop of the Department of Applied Economics at the UAB
(Barcelona, 2015), the XII Jornadas sobre Integraci�on Econ�omica (Valencia, 2015), and the XREPP's Doctoral
Day (Barcelona, 2015).

2In 1980, the EU-15 inward FDI represented 5:3 percent of the EU-15 GDP, yet represented 22:2 percent
in 1999 (Ekholm and Midelfart-Knarvic, 2004, p. 146), an increase due primary to increased intra-EU FDI
(Passerini, 2001).

3Per Markusen (2002, p. 5), MNEs are �rms that engage in FDI|that is, invest abroad in order to establish
a subsidiary or gain control over a foreign �rm.
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a reliable tool for growth is often its volatility; MNEs are liable to temporary exploit location-

speci�c advantages|above all, favorable �scal treatment|yet suddenly leave to take advantage

of ever better agreement elsewhere (Cebri�an de Miguel et al., 2007). As a result, instead of

implementing costly public policies, governments should implement speci�c measures to cultivate

an attractive long-term environment for FDI, for example, skill-abundance composition in the

local labor market, opportunities for technological partnerships, and selective consumer{provider

collaborations.

To clarify the e�ectiveness of these measures, the chief goal of this study is to analyze

the extent to which the entry of new foreign �rms in Spain has been in
uenced by locational

determinants and labor market composition. In a sense. we bridge two di�erent strands of

literature addressing FDI: one focusing on FDI determinants and the other on relationships

within the international movement of capital and people. In this context, Spain is an interesting

case for two reasons. First, as a member of the EU, Spain fully enjoys EU membership status

and participated in the tremendous increase in FDI in
ows. Second, the Spanish labor market

is somewhat subject to notable structural problems, including higher unemployment and lower

productivity,4 features that clearly work against the attractiveness of Spain as host country. At

the same time, Spain in the 2000s recorded remarkably increased in
ows of immigrants, from

mostly outside the EU (de la Rica et al., 2014), a phenomenon that exacerbated more the natural

imbalances of the local labor market.

The bulk of FDI entry in Spain has been associated with the country's accession to the

European Economic Community (EEC) in 1986 (Barrios and Strobl, 2002).5 During the second

half of the 1980s, Spain o�ered location-advantages to MNEs|most of them related to cheaper-

cost production options|and consequently the country became a major FDI receiver in Europe

(Ferreiro et al., 1997). In fact, during 1986{1991, Spain received 8:8 percent of all EEC FDI

in
ows, or the fourth most behind the United Kingdom, France, and the Netherlands, as well

as 18:9 percent of total intra-EEC FDI, which was second only to the United Kingdom.6

However, since the 1990s, Spain has su�ered from two important external reallocation of

companies, namely during 1992{1999 and 2000{2007 (Myro and Fern�andez-Otheo, 2008). The

�rst wave involved the relocation of companies to more developed European countries in search

of more sophisticated technology, which accordingly a�ected primarily high-tech industries such

4Of all EU-15 countries during 2004{2014, Spain and Greece had the greatest unemployment rates (Eurostat,
2015a, Table 2). In particular, Spanish unemployment rate was 9:2 percent in 2005 and 24:8 percent in 2012.

5Along these lines, some evidence suggests that EEC membership had led a signi�cant increases in FDI for
both Spain and Portugal (Baldwin et al., 1996; Ekholm and Midelfart-Knarvic, 2008).

6Ferreiro et al. (1997) provide additional statistics.
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as manufactures of o�ce machinery and computers, electrical machinery, and medical instru-

ments.7 By contrast, the second wave entailed the relocation of companies to Central and

Eastern European Countries and emerging Asian countries, search of new location opportuni-

ties that could reduce production costs. In e�ect, Spain lost its principal advantages as a venue

for FDI after EU enlargements in 2004 and 2007.

But nowadays what are the most important factors attracting FDI in Spain? In line with

the existing literature, in this study we provide a quantitative assessment of the importance

of agglomeration economies, network forces, and labor market composition in attracting FDI.

To implement our empirical strategy, we develop a novel database that merges information

from two sources of micro-level data: one for �rms and the other for workers. To make both

sources comparable, we organize available information by considering 6 home-country groups,

50 provinces, and 22 sectors during 2005{2012. Our approach's most novel feature is the study

of the impact of locational determinants and labor market composition upon FDI entry by

measuring the number of workplaces opened by foreign investors. As such, our measure of FDI

is a real-type proxy, not a nominal one.

We develop a simple econometric analysis by using a �xed-e�ects (FE) estimator and by

de�ning two econometric speci�cations. In the �rst, we aim to capture how speci�c determinants

such as agglomeration economies and networks forces in
uence the opening of foreign workplaces,

whereas in the second we focus on the in
uence of local labor market composition, de�ned by

the skill and origin of newly hired workers. With the second speci�cation, we also compare

determinants that can explain the creation of new domestic workplaces, which we consider as

our benchmark, and those that can explain the creation of new foreign workplaces. By these

means, we seek to assess the di�erences and similarities, if any, between domestic and foreign

companies in terms of their requirements for hiring employees.

Among our results, agglomeration economies (speci�cally, localization economies) are rele-

vant to explaining the entry of foreign investors in Spain, as is nationality|that is, the presence

of other investors for the same geographical area. This �nding suggests that the number of

new workplaces opened by investors from a speci�c home-country group positively depends on

investments made one year prior by investors from the same home-country group, but negatively

on investments made by foreign investors from other groups.

7This relocation arguably stems from Spanish industrial characteristics. Midelfart-Kanarvic et al. (2000)
point out the primary di�erences among industrial characteristics between \northern" and \southern" Europe,
the latter of which|Spain concluded|is characterized by lower returns to scale, poorer technology, and less
skilled labor.
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Unlike the empirical evidence found for other studies (Markusen, 2002; Brakman et al., 2011,

chapter 8), our results determine that, in Spain, foreign �rms do not demand high-skilled em-

ployees, since their employment vacancies are mostly �lled by medium-skilled workers. This

result poses a clear mismatch between the creation of new foreign vacancies in Spain and

its labor market composition On the one hand, although MNEs require medium-skilled em-

ployees, the percentage of the Spanish working-age population with secondary education is far

below the average reported by the Organisation of Economic and Co-operation Development

(OECD).8 On the other hand, even the percentage of the working-age population with higher

(i.e., tertiary) education degrees is close to the OECD average|approximately 32 percent in

2012 (OECD, 2015a)|Spanish graduates face problems with �nding positions that match their

degrees (OECD, 2015b). Therefore, since a highly-quali�ed labor force is an important FDI de-

terminant in the long-term, further e�ort is needed to make Spanish high-skilled workers more

attractive to foreign investors.

The rest of the paper is organized as follows. Section 3.2 is a review of the relevant liter-

ature, after which Section 3.3 introduces our data and the descriptive statistics. Following an

explanation of our econometric speci�cations in Section 3.4, Section 3.5 discusses our primary

results. Lastly, Section 3.6 concludes our paper by presenting few implications for policy.

3.2 Literature Review

Referring to the literature addressing FDI determinants, a seminal contribution comes from

Markusen (2002), who presents MNEs activity as part of international trade context and con-

structs an analytical framework to accommodate that view. In his work, Markusen integrates

the ownership, internalization, and location framework (John Dunning,1977; 1981) with �rm-

and country-speci�c characteristics for a model that relies on knowledge capital, a term encom-

passing a set of intangible elements such as human capital, patents, blueprints, trademarks, and

reputation|to which he refers to investigate FDI determinants and patterns. Knowledge-based

assets often have a joint-input or public-good property within the �rm, and this characteristic

facilitates the internalization of companies. In this context, MNEs tend to more intensively

exploit knowledge capital than do domestic �rms.

In general, FDI can be classi�ed in two types: horizontal and vertical. Whereas horizontal

FDI signi�es a �rm's replication of its production processes abroad in order to meet the de-

8In 2012, 22:28 percent of Spanish population aged 25-64 had secondary education, whereas the OECD average
for similar educated people of the same age was 43:88 percent (OECD, 2015a).
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mand of the new local market (i.e., market access target), vertical FDI suggests that the �rm's

production processes are geographically fragmented into several stages as a means to reduce

production costs (i.e., comparative advantage target). Despite the frequent di�culty of pre-

cisely disentangle these two types of investment,9 empirical evidence shows that most FDI is

horizontal (Markusen, 2002, Markusen and Maskus, 2002).

Several countries have exerted signi�cant e�ort toward attracting FDI for the positive ef-

fects that foreign investors are thought to induce in host economies (Barrios and Strobl, 2002;

Crozet et al., 2004). Most of these bene�ts are achieved via technological spillovers|namely, via

technology transfer or labor training.10 A generalized proposition is that knowledge spillovers

generated by MNEs support e�ciency and production gains for domestic �rms (Blalock and

Gertler, 2008; Haskel et al., 2002). However, empirical evidence remains inconclusive, for results

are not robust against changes in methodology and datasets (Barba Navaretti, 2004; Barrios and

Strobl, 2002; Kemeny, 2010). For instance, Gri�th et al. (2003) and Haskel et al. (2002) �nd

evidence of positive spillovers in the United Kingdom, Blalock and Gertler (2008) in Indonesia,

and Javorcik (2004) in Lithuania, whereas Konings (2001) �nds no evidence in Bulgaria, Poland,

or Romania. Other studies point out that these positive externalities are e�ective only when

domestic �rms have the appropriate \absorptive capacity" (Barrios and Strobl, 2002; Kemeny,

2010) or belong to research and development intensive sectors (Sembenelli and Siotis, 2008).

Interactions between foreign and domestic �rms are also crucial for making these positive exter-

nalities e�ective for domestic �rms (Barba Navaretti and Venables, 2004b; Javorcik, 2004).

Since empirical results concerning how FDI a�ects a host economy remain far from being

conclusive, an important open question for public policy is whether host governments should

endorse costly programs|for example, that subsidize the construction of infrastructure, o�er

tax holidays, and implement duty exemptions|in order to attract FDI (Amiti and Javorcik,

2008; Blalock and Gertler, 2008; Haskel et al., 2002). Given the lack of consensus in answering

this question, case-by-case evaluation seems to be necessary.11

Following Ekholm and Midelfart-Knarvic (2004), we divide FDI determinants into three

groups.12 The �rst group includes industry- and �rm-speci�c characteristics, including level of

9For instance, Markusen and Maskus (2001) split average a�liate sales into sales designated to the local
foreign market as a proxy of horizontal FDI and sales designated to exports as a proxy of vertical FDI.

10The other two important transmission channels are product market and factor market (see Barba Navaretti
and Venables, 2004b).

11For instance, Ireland has enacted deliberate, successful policy in order to attract FDI, from both the EU and
other countries worldwide (Barry, 2004).

12See Blonigen (2005) and Ekholm and Midelfart-Knarvic (2004) for a review of literature discussing FDI
determinants.
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scale economies, costs and bene�ts of disintegrating stages of production, and �rm productivity.

Along these lines, it is worth mentioning the contribution of Helpman et al. (2004), who by

modeling trade and FDI activity assess the way in which productivity, as a measure of �rm

heterogeneity, is a truly discriminating feature in explaining how FDI activity can serve foreign

markets.

A second group of determinants focuses on characteristics at the country level, such as trade

costs, tax di�erentials, production costs, factor endowments, and market size. Carr et al. (2001)

exploit country-speci�c characteristics (namely, size, size di�erences, relative endowment di�er-

ences, trade, and investment costs) and certain interactions among these variables in order to

assess the magnitude of their e�ects upon FDI location decisions. Their results indicate that US

outward investment is attracted by more skilled labor-abundant countries. Along the same lines

in investigating the relationship between education and the location of multinational a�liates,

Shatz (2003) �nd that US multinational companies seek production locations in populations

with high levels of education.

The third group includes other factors that bear important weight in the location of FDI, in-

cluding regional integration and agglomeration economies. Clearly, reduced internal trade costs

associated with regional integration can trigger FDI in
ows (Barrell and Pain, 1999; Lafourcade

and Paluzie, 2011). At the same time, proximity to other �rms could play an important role in

determining FDI location during the creation of agglomeration economies or external economies

of scale (Basile, 2004; Brakman et al., 2011, chapter 8; Figueiredo et al., 2002; Head et al.,

1995).

Yet, though domestic and foreign companies are subject to the same market conditions, their

performance often di�ers sharply (Gri�th et al., 2004; Markusen, 2002). Empirical evidence

strongly suggests that MNEs perform better than national �rms in terms of labor productivity

because they are usually larger, invest more in research and development, have larger capital

endowments, and hire more skilled labor (Barba Navaretti, 2004). Among these perspectives, by

exploiting the principal �rms location determinants for both domestic and foreign �rms in Portu-

gal, Guimar~aes et al. (2000) �nd that foreign location choices depend heavily on agglomeration

economies and proximity to major urban areas.

Lastly, another important, more recent strand of empirical literature focuses on the relation-

ship between FDI and migration 
ows. Most of these studies report a positive link between the

international movement of capital and people. For instance, Bhattacharya and Groznik (2008)

�nd that the size of a foreign group from a speci�c country living in the United States, is posi-
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tively correlated with US investment in that country. Gao (2003) meanwhile �nds that Chinese

networks in other countries bene�t inward FDI from these countries to China. Other papers by

authors such as Buch et al. (2006) and Foad (2012) examine the regional distribution of immi-

grants and inward FDI stocks in Germany and the United States, respectively. Both authors

detect a positive correlation between the stock of FDI and the size of the foreign group from the

same country. The reason for this positive relationship relies on the network mechanism; for one,

since immigrants create business and social networks that reduce the information barriers for

their home-country enterprises, the movement of capital between their home and host countries

is expected to 
ow more easily.13 Empirical evidence suggests that any positive relationship

between FDI and migration is stronger as the level of education among immigrants increases

(Foad, 2012; Javorcik et al., 2011; Kugler and Rapoport, 2007). This strand of literature is of

particular import for Spain, which since the late 1990s until the beginning of the economic crisis

in 2008 has experienced a higher rate of immigrant in
ows than other European countries (de la

Rica et al., 2014). This massive in
ow could have a�ected the local features of Spanish labor

market and, consequently, the in
ows of FDI in the country as well. This e�ect could occur, at

least according to Docquier et al. (2014), because immigrants in Spain on average tend to be

more educated than natives.

3.3 Data

To investigate the determinants of FDI in
ows in terms of locational factors and labor market

composition, we create a novel database of information representing 2005{2012, a period that

interestingly includes both a cycle of expansion (until 2007) and an economic recession (2008{

2012).

3.3.1 Database Structure and Relevant Variables

Our database encompasses information from two data sources: Sistema de An�alisis de Balances

(SABI, source: Bureau van Dijk (BvD)) and Muestra Continua de Vidas Laborales (MCVL,

source: Social-Security). The former provides information concerning �rms activity, whereas

the latter provides information about the Social Security records of workers.

13The idea of the network e�ects was �rst exploited in studying the relationship between factors of production
and trade 
ows (Combes et al., 2005; de la Mata and Llano, 2013; Gould, 1994; Head and Ries, 1998; Rauch,
2001). Among the earliest studies, Gould (1994) assesses how immigrants' ties with their home countries can foster
bilateral trade between home and host countries|immigrants' ties meaning knowledge of home-country markets
(e.g., cultural preferences and business opportunities) that contributes to reducing information asymmetries.
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Although micro data at the �rm and worker levels are available, we cannot merge this

information given the lack of a joint identi�er. In response, we follow other studies (e.g., Buch

et al., 2006) by semi-aggregating our raw data. The level of aggregation that allows us to

merge available information is that of origin{province{sector. In particular, origin refers to

one of the seven places from where investors or workers come: Spain and the six home-country

groups of Asia{Paci�c, Africa, EU-15, Latin America, and North America, and rest of Europe.14

Meanwhile, province refers to the host place, for which we consider 50 Spanish provinces.15

Lastly, we apply an ad hoc classi�cation by sector to render information in the SABI (NACE-93)

comparable with the sector classi�cation adopted by the MCVL (NACE-93 and NACE-2009).

Our own classi�cation identi�es 22 sectors of production, as detailed in Appendix 3.7, Table 3.5.

Our �rst data source|the SABI|contains information at the �rm level extracted from �rms'

balance sheets available as disclosed by Registro Mercantil.16 To construct our key variables|

that is, the proxy for FDI entry|we adopt the following selection criteria. First, we select

�rms established in Spain during 2005{2012 with at least two employees; all self-employment

enterprises are excluded. Second, we distinguish domestic �rms from foreign ones; to qualify as

a foreign �rm, a �rm has to ful�ll one of two conditions: have a parent company located abroad

or account for a foreign stake holder with at least 10 percent of total capital.17 If neither of

these conditions is ful�lled, then the �rm is considered to be domestic. After classifying new

�rms by country of origin, we identify the number of workplaces|namely, the headquarters

and its delegations, if any|created by each �rm. We identify new foreign workplaces, which

accommodates our de�nition of FDI in
ows, as well as new domestic workplaces.

One advantage of our FDI indicator is its being a real variable una�ected by values-related

concerns. According to Markusen (2002), this approach allows MNEs to be considered as real

production units in the economy. Following Foad (2012), who considers the number of foreign

a�liates in the United States as a proxy for US inward FDI, we similarly focus on the number

of workplaces associated with the opening of new establishments by foreign investors.18

14\North America" includes Canada and the United States, whereas the \rest of Europe" includes all non-EU-
15 European countries.

15The provinces correspond to the third level of the nomenclature of territorial units for statistics (NUTS 3)
according to the Eurostat geographical classi�cation of regions in Spain. Ceuta and Melilla have been excluded.

16Though neither random nor strati�ed, this sample of more than a million Spanish �rms has a size that makes
it a reliable reference for economic studies at the national level (Duch et al., 2009).

17According to the OECD's and the International Monetary Fund (IMF)'s de�nition, FDI is any investment in
which a foreign investor owns at least 10 percent of the ordinary shares of a company and that aims to establish
a long-term relationship to in
uence the �rm's management.

18We also have information about the number of employees at new �rms, which could be used to purport FDI
intensity|that is, the number of vacancies created by new foreign �rms. The problem is that because the total
number of employees at a company is reported by company headquarters, we do not know how these employees
are distributed within the delegations, if any.
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Our second data source|the MCVL|contains individual, anonymous data extracted and

compiled by Spanish Social Security o�ce, which record information regarding individuals living

in Spain, including their gender, age, civil status, country of birth, nationality, highest level of

education achieved, and employment status.19

A person is included in the MCVL in a speci�c year if he or she ful�lls two independent

criteria. The �rst condition is to having a personal identi�er number, that is, the identi�cador

de persona f��sica (IPF), which in Spain is the Documento Nacional de Identidad for natives and

the N�umero de Identi�caci�on de Extranjeros for foreigners. The second condition is being part

of the reference population group, which is de�ned as people with a relationship with the Social

Security o�ce in the year of reference, that is, if they are a�liated within any regimen or receive

a contributive pension. The �nal sample is obtained by a simple random sampling method, in

which people from the reference population group are selected if their IPF contains some speci�c

digits, yet randomly selected digits.20 The MCVL not only allows tracking an individual across

time (as long as he or she maintains the same IPF and is part of the reference population), but

furthermore includes new people registered by automatic devices, as detailed in Social-Security

(2015).

To match worker and �rm information, we focus on people who have entered the Spanish

labor market|namely, new hirees. As before, we aggregate the information for each year at the

levels of origin{province{sector, and use as our de�nition of immigration in
ows the number of

new foreign workers. We similarly compute new native workers.

In all, our �nal database contains information about new foreign workplaces and new foreign

workers as a proxies for FDI and immigration in
ow, respectively, during 2005{2012.21

3.3.2 Descriptive Statistics

In this subsection, we provide a descriptive analysis in order to examine the relationship between

new workplaces and new hiring.

First, we focus on the average number of vacancies at new �rms, which could indirectly be

used as a proxy for the size of investment, and distinguish domestic from foreign �rms. Figure 3.1

depicts the massive di�erence in the average size of these two groups of �rms; new domestic �rms,

on average had 8 employees, whereas foreign �rms, on average had 48. This result supports the

19Social Security o�ce merges their information with the census extracted from the Instituto Nacional de
Estad��stica (INE) and the Personal Income Tax extracted from the Spanish Tax Agency.

20For instance, in 2006 the reference population group was 29:3 million people and the sample was 1:17 million
people (i.e., approximately 4 percent).

21The �nal database contains additional variables, all explained in the Econometric Speci�cations section.
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stylized fact that MNEs are usually larger than domestic �rms (Barba Navaretti and Venables,

2004a). If we compute the average �rm size by sector, this di�erence continues to be larger. In

the case of foreign �rms, some sectors had more than 80 employees,22 whereas among domestic

�rms, only the energy sector (code 800) had more than 20 employees.

Figure 3.2 describes new workplaces by investor origin. Panel A draws its trend over time,

and due to high scale di�erences, we distinguish domestic values in the left-hand y-axis and

foreign values on the right-hand y-axis. If we focus on new domestic workplaces, as represented

with grey bars, we can observe a decreasing trend: from 228; 905 new workplaces in 2005 to only

63; 783 in 2012. This substantial drop is likely a consequence of the economic crisis. Concerning

the origin of foreign investors, foreign workplaces are chie
y created with capital from the EU-15.

But the home-country group is better presented in Panel B of Figure 3.2, where foreign work-

places for a speci�c year are normalized to 100. In this way, we depict the relative importance of

each home-country group. In e�ect, the graph con�rms the large relative importance of EU-15

as a foreign investor; excluding 2010, more than 50 percent of foreign workplaces were created

with capital from the EU-15. Workplaces created with capital from North America represented

around 17 percent of all foreign workplaces created, whereas investments from Asia-Paci�c and

Africa were insigni�cant.23

Figure 3.3 depicts new hirees by country of birth; Panel A describes the trend over time,

whereas Panel B represents the relative distribution by regional cohorts. We observe that new

native workers, as represented with grey bars, show a decreasing trend from 257; 927 in 2005 to

185; 063 in 2012, though such was not as strong as in domestic workplaces. As Panel B indi-

cates, immigrants from Latin American countries represented nearly 50 percent of new foreign

workers.24 Other important groups were those of people from Africa and the rest of Europe,

which on average represented 16:6 and 17:7 percent of new foreign-born workers, respectively.25

The relative importance of the other home-country groups was quite constant over time, as the

EU-15 represented 10:6 percent, Asia-Paci�c 6:1 percent, and North America only 1 percent.

22These sectors are food, beverages, and tobacco (code 100), chemical, plastic, and petroleum re�nery (code
400), metallurgy and mechanical equipment manufacture (code 500), and hotel (code 1100).

23Our results are consistent with the data provided by the United Nations Conference on Trade and Devel-
opment (UNCTAD, 2014). In 2005, most inward FDI in Spain came from the EU-15 (76:3 percent) and North
America (15:08 percent).

24de la Rica et al. (2014) point out that in 2008 more than 2 million immigrants entered Spain from Latin
America, a number representing nearly 50 percent of the foreign-born working population. For this same year,
we �nd that Latin American workers represented 49:4 percent of new foreign workers, which indicates that our
database is consistent with that study.

25These results are consistent with other studies of immigration patterns in Spain. For instance, de la Rica
et al. (2014) indicate that the most populous immigrant groups in 2011 were from Romania, Morocco, and
Ecuador, which represented 12:4, 11:5, and 7 percent of the foreign-born population, respectively.
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We describe composition by sector by referring to Figure 3.4 (Panel A for new workplaces

and Panel B for new hirees). More than 67 percent of new domestic workplaces were created in

only 5 sectors.26 In the case of foreign workplaces, the concentration is even larger, only 2 sectors

accounted for nearly 50 percent of new establishments.27 Moreover, as Myro and Fern�andez-

Otheo (2008) point out, the presence of foreign capital in some manufacturing activities (e.g.,

textiles, leather, wood, plastic, mechanical equipment, and electronic machinery) is expected to

reduce over time. On the contrary, a starkly di�erent sectoral pattern is depicted for new foreign-

born workers. The construction sector (code 900) accounted for 23:5 percent of new hiring of

foreigners, but only 1:2 percent of new foreign workplaces. Along similar lines, the hotel sector

(code 1100) accounted for 20 percent of new hiring of foreigners, but only 2:4 percent of new

foreign workplaces. These results are consistent with those of Gonz�alez and Ortega (2011), who

emphasize that immigrant employment in construction, hotel and restaurants, and domestic

services rose noticeably in Spain during 1997{2007.

Another important feature of labor force composition is the level of education of newly hired

workers. We distinguish three categories of educational attainment (i.e., low, medium, and high

skilled) that correspond with primary, secondary, and tertiary education, respectively. Among

the total of new hirees registered during the period of study (to be exact, 2; 283; 996 new workers)

60:57 percent were low skilled, 28:24 medium skilled, and 11:19 percent high killed. However,

according to data provided by the OECD (2015a), 28:51 percent of the working-age population

had a college degree in 2005, a percentage that increased to 32:31 percent in 2012. In that sense,

our data capture a clear mismatch between the jobs created and the level of education of Spain's

working-age population.

We lastly focus on the relationship between level of education attained and economic activity.

Table 3.1 reports the relative importance of economic activities in each level of education, show-

ing that most new workers with primary education were hired in the construction (25:5 percent),

hotel (17:4 percent), and administration (16:4 percent) sectors. This group roughly coincides

with the distribution of new foreign workers among sectors, thereby con�rming a strong rela-

tion between immigrant and low-skilled labor.28 Most new workers with secondary education

were hired in the wholesale, retail sale, and motor vehicle repairs sector (23:1 percent) and the

26These sectors are construction (code 900), wholesale, retail sale, and vehicle motor repair (code 1000), hotel
(code 1100), administrative and support activity (code 1900), and other services (code 2200).

27These sectors are wholesale, retail sale, and vehicle motor repair (code 1000) and administrative and support
activity (code 1900).

28New workers can be classi�ed according to either country of birth or level of education attained, though both
classi�cations cannot be applied at the same time.
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administration sector (23:5 percent). At the same time, nearly 40 percent of new workers with

tertiary education were hired in services, speci�cally in education (19:1 percent) and health and

leisure (20:2 percent).

Altogether, our evidence shows that FDI and immigration in
ows in Spain follow di�erent

patterns. FDI in
ows originate primarily from the EU-15 and North America and are con-

centrated in services. Meanwhile, immigrant in
ows originate primarily from Latin America,

Africa, and the rest of Europe and are concentrated in the construction, hotel, and administra-

tion sectors, all characterized by a preponderance of low-skilled jobs (see Table 3.6 in Appendix

3.7).
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Figure 3.1: Average �rm size (new �rms, 2015{2012)

 

Panel B: By capital origin and sector 

Panel A: By capital origin 

Source: Own elaboration based on data from SABI. 
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Figure 3.2: New workplaces

 

Panel B: Foreign workplaces: distribution by origin 

Panel A: Trend by origin 

Source: Own elaboration based on data from SABI. 
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Figure 3.3: New hirees

 

Panel B: Foreign hirees: distribution by country of birth 

Panel A: Trend by country of birth 

Source: Own elaboration based on data from MCVL. 
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Figure 3.4: New workplaces versus new hirees: relative importance by sector, 2005{2012

 

Panel B: New hirees 

Panel A: New workplaces 

Source: Own elaboration based on data from SABI (panel A) and MCVL (panel B). 
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Table 3.1: New hirees by level of education: relative importance by sector, 2005{2012

Code Sector Primary Secondary Tertiary Total

100 Food, beverages, and tobacco 2.74 0.97 0.83 2.02

200 Textile, leather, and wood 2.34 0.74 0.44 1.68

300 Paper and publishing 0.52 0.68 0.76 0.59

400 Chemical, plastic and petroleum re�nery 1.55 0.83 1.09 1.29

500 Metallurgy and mechanical equipment manufacture 2.95 0.81 1.17 2.15

600 Electrical machinery, computer systems and medical instrument manuf. 0.47 0.25 0.67 0.43

700 Automotive 0.85 0.15 0.63 0.63

800 Energy 0.33 0.18 0.48 0.31

900 Construction 25.50 3.58 5.19 17.05

1000 Wholesale, retail sale, and motor vehicle repairs 10.18 23.09 8.16 13.59

1100 Hotel 17.43 7.24 4.01 13.05

1200 Transport 4.19 3.23 2.18 3.69

1300 Telecommunications 0.30 2.68 0.97 1.05

1400 Financial activity 0.04 2.59 2.59 1.04

1500 Real estate activity 0.58 1.86 1.10 1.00

1600 Renting 0.57 0.72 0.40 0.59

1700 Information technology and computer services 0.24 1.67 4.07 1.07

1800 Research and development 0.03 0.16 1.42 0.22

1900 Administrative and support activity 16.44 23.50 16.62 18.45

2000 Public administration 5.22 5.25 7.93 5.53

2100 Education 0.86 4.67 19.06 3.97

2200 Services (e.g., Health, leisure, sports, and culture) 6.68 15.14 20.20 10.58

Total 100 100 100 100

Note: The table reports, for each level of education, the relative importance of each sector.

3.4 Econometric Speci�cations

The core contribution of this study is the investigation of the importance of a group of FDI

determinants is Spain. We focus our analysis on agglomeration economies, network forces, and

labor market composition, de�ned by the skill and origin of newly hired workers.

To that end, we implement two di�erent econometric speci�cations. The former follows

the standard speci�cation exploited in empirical studies of agglomeration and network e�ects,

whereas the latter focuses on the role of labor force composition.

The �rst econometric speci�cation is represented as follows:
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workpopst = �1 + �2workpopst�1 + �3workp
other
opst�1 + �4workp

domestic
pst�1 + (3.1)

+�5hiringopst�1 + �6hiring
other
opst�1�+ �7hiring

es
pst�1 +

+�Vopt�1 + 
Xpst�1 + �Zpt�1 + �ops + �t + "opst ,

where o = 1; :::; 6 is the home-country group, p = 1; :::; 50 is the province, s = 1; :::; 22 is the

sector, and t = 2006; :::; 2012 is the year.

The dependent variable is the number of new workplaces created by home-country group

o in province p in sector s in year t. Its values are expected to constitute a linear function

of a constant, a group of variables of interest, control variables (Vopt�1, Xpst�1 and Vpt�1),

�xed e�ects (�ops), year dummies (�t), and the error term ("opst). Following empirical studies

(e.g., Alegr��a, 2006 and Basile, 2004), the explanatory variables are lagged one year because we

assume that the act of investing and thereby creating new plants is carried out one year after

making the decision to do so.29

In Equation (3.1) we introduce a few regressors to capture the impact of agglomeration

economies and network forces on FDI in
ows. Agglomeration economies merge when companies

settle in certain locations, and this concentration triggers bene�ts in terms of production capacity

via spillover e�ects. Agglomeration is usually represented by the number of companies or the

proportion of workers belonging to the same industry that are located in a speci�c area, as is

the case of the so-called localization economies or intra-industry externalities. In that respect,

we follow Crozet et al. (2004) by implementing a measure of agglomeration that refers to the

nationality of the investor. Our reason for doing so is to con�rm whether �rms tend to cluster

with other �rms of same home-country group (workpopst�1) instead of other foreign groups

(workpotheropst�1) or domestic �rms (workp
domestic
opst�1 ), if not both.30 If so, then the coe�cient �2 is

expected to be statistically signi�cant and with a magnitude greater than both �3 and �4.

Another important group of regressors is that which represents network e�ects. According

to the network e�ects mechanism, the presence of a sizeable group of immigrants from the same

home country should reduce the information costs for home entrepreneurs regarding market

considerations in the host economy. Consequently, an increase in capital 
ows between the two

countries is expected. To capture this e�ect, we introduce new workers from the same home-

29According to Alegr��a (2006), a rational �rm opening a plant in location p and in year t, makes its decision
based on characteristics that location p had at t� 1.

30For instance, Head et al. (1995) �nd that Japanese investments in the United States were signi�cantly
in
uenced by previous location decisions of other Japanese �rms in the same industry.
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country group hired in the same province and sector one year earlier (hiringopst�1), new workers

from other foreign groups (hiringotheropst�1), and new native workers (hiring
es
pst�1). Again, if network

e�ects are relevant, then the coe�cient �5 is expected to be statistically signi�cant and greater

than �6 and �7.

In addition to these proxies, other explanatory variables (Vopt�1, Xpst�1 and Vpt�1) are

included in order to control for speci�c characteristics of local markets that could attract foreign

capital.31 To this end, we select trade openness (trade opennessopt�1) as a proxy for competi-

tiveness (Bloom and Van Reenen, 2007) computed as total trade 
ows (i.e., sum of exports and

imports 
ows) over GDP.32 Using the SABI data, we compute a measure of risk or business

instability in the host economy as the number of �rms (headquarters) that close down in a

province{sector combination (�rms closingpst�1).

We also add control variables at the province level. From the INE dataset, we access GDP

per capita and the percentage of the working-age population, that is, the population aged 15{

64. GDP per capita is transformed into real values (real GDPpcpt�1) using the Penn World

Table (PWT) dataset (Feenstra et al., 2015).33 For the working-age population, we distinguish

natives (working-agenativespt�1 ) and foreigners (working-ageforeignerspt�1 ).34 We also include a measure

of human capital (human capitalpt�1), represented by the average years of education of the

working-age population, and capital stock (capital stockpt�1).35

In addition to the �rst speci�cation, we propose another to further analyze how labor market

composition a�ects FDI in
ows in Spain (Equation (3.2)). Although our dependent variable

is again the number of new foreign workplaces, our new explanatory variables here refer to

the composition of newly hired employees. We classify members in this group into skill-based

categories in accordance to their highest level of education achieved (i.e., hiringhighedupst�1 for tertiary

education, hiringmededupst�1 for secondary education, and hiring lowedupst�1 for primary education), as

well as into the seven regional groups (Spain, EU-15, Latin America, Africa, Asia{Paci�c, USA{

Canada, and rest of Europe).

The most convenient way to create a proxy of quality of labor is combining the level of

31Table 3.7 in Appendix 3.7 provides detailed de�nitions of all variables.
32Information concerning total trade 
ows is extracted from DataComex (MINECO) and available at the

origin{province level. GDP at the province level is extracted from the INE database Contabilidad Regional de
Espa~na.

33Speci�cally, we use the price level of GDP (variable pl gdpo), where the reference is the United States in
2005.

34Since the INE includes all EU countries in a group, it is impossible to divide foreigners according to our
classi�cation.

35Information about human capital is extracted from the Fundaci�on-Bancaja and Ivie database, whereas in-
formation regarding capital stock is extracted from the FBBVA and Ivie database.
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education attained with the origin of the worker (for instance, new workers from the EU-15

with tertiary education). Nevertheless, we do not dispose that information.36 To embed this

feature while controlling for data limitations, we introduce several interaction terms into our

econometric model. Speci�cally, we host an interaction among the three most representative

regional groups of workers in Spain during the period 2005{2012|namely, natives workers,

workers from the EU-15 and Latin America|with the three skill categories. The interactions

control for the contingent features of the local recruiting process.37

Our second econometric speci�cation is thus:

workpopst = �1 + �2workpopst�1 + �3workp
other
opst�1 + �4workp

domestic
pst�1 + �hhiring

highedu
pst�1 + (3.2)

+�mhiring
mededu
pst�1 + �lhiring

lowedu
pst�1 + �eshiring

es
pst�1 + �eu15hiring

eu15
pst�1 + �lamhiring

lam
pst�1 +

+�h;eshiring
highedu
pst�1 hiringespst�1 + �h;eu15hiring

highedu
pst�1 hiringeu15pst�1 + �h;lamhiring

highedu
pst�1 hiringlampst�1 +

+�m;eshiring
mededu
pst�1 hiringespst�1 + �m;eu15hiring

mededu
pst�1 hiringeu15pst�1 + �m;lamhiring

mededu
pst�1 hiringlampst�1 +

+�l;eshiring
lowedu
pst�1 hiring

es
pst�1 + �l;eu15hiring

lowedu
pst�1 hiring

eu15
pst�1 + �l;lamhiring

lowedu
pst�1 hiring

lam
pst�1 +

+�Vopt�1 + 
Xpst�1 + �Zpt�1 + �ops + �t + "opst ,

where o = 1; :::; 6 is the home-country group, p = 1; :::; 50 is the province, s = 1; :::; 22 is the

sector, and t = 2006; :::; 2012 is the year.

We are also interested in assessing potential di�erences in the weight of the selected de-

terminants between domestic and foreign entrepreneurs. To that end, we replicate Equation

(3.2) by considering two dependent variables: workplaces created by domestic entrepreneurs

(workpdomesticpst ) and those created by foreign investors (workpfdipst ).
38 Referring to estimations of

determinants for the creation of new domestic workplaces, we can gauge whether the business

environment has a similar or di�erent impact upon the creation of new foreign workplaces.

The longitudinal structure of our database allows us to control for unobservable time-

invariant characteristics, as the home{province{sector level (�ops) in the case of foreign work-

places by origin-country group (workpopst) and at the province{sector level (�ps) in the cases

36Taking into account all possible combinations (3 di�erent skill levels, 50 provinces, and 22 sectors) would
generate several zeros in our database.

37Modelling with interactions allows the marginal e�ect of one explanatory variable to depend upon the levels
of other explanatory variables (Wooldridge, 2006).

38Total foreign workplaces are computed as follows: workpfdipst =
P6

o=1 workpopst, where o = 1; :::; 6 is the
home-country group.
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of total foreign workplaces (workpfdipst ) and domestic workplaces (workp
domestic
pst ). We control for

unobservable characteristics using the FE or within-transformation estimator.39

3.5 Results

With Equation (3.1), we concentrate on the impact of agglomeration economies and network

forces on FDI in
ows. Table 3.2 reveals interesting results on this point (column 1 excludes

control variables, whereas column 2 includes all control variables).40

We �nd that localization economies matter greatly for the location decisions of foreign in-

vestors. The coe�cient of the variable workpopst�1 is positive and statistically signi�cant, mean-

ing that the existence of available workplaces established during the previous period encourages

other investors from the same home-country group to invest in the same location.41 The exis-

tence of domestic workplaces established during the previous period also exerts a positive yet

minor e�ect upon foreign investment. However, the presence of other foreign groups imposes a

negative impact, possibly related to the e�ect of competition among �rms (Disdier and Mayer,

2004). As such, we can con�rm a tendency among foreign investors to cluster in those province{

sector combinations where other companies from the same home-country group were established

one year before.

Concerning network e�ects, our results seem at odds with outcomes found in other empirical

studies. We conclude that the presence of new workers from a speci�c home-country group

exerted a negative impact on FDI in
ows from their home country to their host place. Yet, this

result is unsurprising for our speci�c setting, since our descriptive analysis revealed that capital

and labor in
ows in Spain follow di�erent patterns (see Figure 3.4). New foreign workers from

other groups also have a negative impact on FDI in
ows, whereas the number of newly hired

native workers has a positive, yet minor impact.

Referring to the control variables, only two variables are positive and statistically signi�cant:

trade openness and the percentage of the native working-age population. Our interpretation is

39Our dependent variables take non-negative values, and in the case of new foreign vacancies by origin-country
group, there are many of zeros (see Table 3.8 in Appendix 3.7). We sought to overcome this dilemma by running a
negative binomial (NB) FE estimator, but the model does not perform well statistically. Although the NB random
e�ects estimator converges, it relies on the strong assumption that time-invariant unobservable characteristics are
purely random, that is, uncorrelated with regressors. Accordingly, we prefer to use the panel FE or within-
transformation estimator.

40To reduce the number of zeros, we exclude province{sector combinations, in which no foreign workplace was
established during 2005{2012. Though 6; 600 groups are possible (i.e., 6 � 50 � 22 = 6; 00), following this procedure
we work with only 2; 838 groups.

41Speci�cally, ceteris paribus, if the number of new workplaces from home-country group o established in
province p and sector s at year t� 1 increases by 10 units, then the new workplaces from home-country group o
in this province{sector at year t increases by 3 units.
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fairly straightforward. A dynamic commercial relationship between a given country and a given

province encourages investors from that country to establish �rms in that province. It could

signify competitiveness, for the more a province is open to the external market, the larger the

amount of FDI in
ows. We observe that the percentage of the native working-age population

positively a�ects the number of new foreign workplaces, meaning that foreign investors have

incentives to locate in provinces with a larger availability of workers.42 Although we identify

this quantitative e�ect, we cannot isolate any e�ect related to the skill of the workers; the variable

referring to human capital does not have any impact on the opening of foreign vacancies.

This last issue is better addressed in Equation (3.2), the results of which are summarized

in Table 3.3, where column 1 refers to new hirees by skill attainment, column 2 to new hirees

by country of birth, and column 3 to selected interaction e�ects. In these three columns,

agglomeration economies pose a positive, signi�cant e�ect upon FDI entry, thereby indicating

that the results found in Table 3.2 are robust.

Concerning the level of education (column 1), we observe that the hiring of medium-skilled

workers bene�ts FDI in
ows, whereas the hiring of high- and low-skilled workers has a negative

e�ect. These results counter those of other empirical studies, according to which most FDI is

concentrated in skill- and technology-intensive industries. It seems that MNEs invest in Spain

to perform standardized-type activities that require medium-skilled employees instead of high-

skilled ones.

When we distinguish the labor force by regional cohorts (column 2), we �nd that immigrants

from North America (i.e., the United States and Canada) generate a positive e�ect upon FDI

in
ows, whereas immigrants from the Asia{Paci�c region generate a negative e�ect upon FDI

in
ows. This latter result is not entirely surprising, since o�cial reports released by Spanish

institutions, including Social Security o�ce and the Agencia de Trabajadores Aut�onomos (ATA),

show that a large amount of Asian immigrants in Spain|speci�cally Chinese ones|are self-

employed.43 These people usually set up their own business and remain disconnected from the

international FDI movements.

The interaction terms (column 3) show that new workers from Spain and the EU-15 attract

42Ceteris paribus, province with 10 percent more native working-age population have on average 0:3 more new
foreign workplaces.

43At the end of 2004, the number of foreign self-employees in Spain was 85; 409, of which 11; 112 were Asian
(Social-Security, 2004). At the end of 2012, these numbers increased to 85; 409 in the case of foreign-born self-
employees and to 29; 920 in the case of Asian ones (Social-Security, 2012). These �gures imply hat the growth rate
of Asian self-employed individuals has been far more signi�cant than that of all foreign-born self-employed people,
at a rate of 169:26 percent against 64:63 percent. According to the ATA (2014), at the end of 2012, self-employed
Chinese-born immigrants in Spain represented 18:47 percent of the total foreign-born self-employed.
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Table 3.2: Foreign workplaces by origin (1)

Estimator: Fixed e�ects

Dependent variable: workpopst

(1) (2)

workpopst�1 0.3353*** 0.3280***

(0.1241) (0.1216)

workpotheropst�1 -0.0186*** -0.0216***

(0.0062) (0.0074)

workpdomestic
pst�1 0.0040*** 0.0028**

(0.0015) (0.0013)

hiringopst�1 -0.0028*** -0.0028***

(0.0005) (0.0005)

hiringotheropst�1 -0.0008** -0.0009**

(0.0004) (0.0003)

hiringespst�1 0.0008*** 0.0008***

(0.0002) (0.0002)

Controls:

trade opennessopt�1 2.9884***

(0.8927)

�rms closingpst�1 -0.0058

(0.0038)

real GDPpcpt�1 -1.608e-05

(0.0000)

% working-agenativespt�1 0.0308*

(0.0176)

% working-ageforeignerspt�1 0.0012

(0.0149)

human capitalpt�1 -0.0731

(0.0714)

capital stockpt�1 -3.909e-12

(0.0000)

constant -0.2256* -0.9650

(0.1170) (1.4411)

Fixed e�ects:

origin-province-sector Yes Yes

year Yes Yes

Observations 19,836 19,836

Number groups 2,838 2,838

R-sq (overall) 0.6059 0.5066

sigma u 1.1283 1.3237

sigma e 1.1351 1.1317

rho 0.4970 .5777

Home-country group (o), province (p), sector (s), year (t).
Standard errors clustered by province{sector are in parenthesis.
* p < 0:10, ** p < 0:05, *** p < 0:01

foreign capital in locations with large population of new medium-skilled employees, (b�m;es > 0
and b�m;eu15 > 0), but not in locations with large populations of low-skilled employees (b�l;eu15 <
0). In the case of immigrants from Latin America, a reverse pattern is clear, since these workers

attract foreign capital in locations with large populations of new low-skilled employees (b�l;lam >
0).
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Overall, these results point out that foreign capital in Spain targets a speci�c combination of

level of education and country of birth. In particular, native workers and those from the EU-15

with a medium level of education and workers from Latin America with a low level of education

positively a�ect FDI entry.

Table 3.3: Foreign workplaces by origin (2)

Estimator: Fixed e�ects

Dependent variable: workplaceopst

(1) (2) (3)

workpopst�1 0.3106*** 0.3200*** 0.2966***

(0.1173) (0.1189) (0.1110)

workpotheropst�1 -0.0404*** -0.0310*** -0.0545***

(0.0129) (0.0116) (0.0199)

workpdomestic
pst�1 0.0042*** 0.0037** 0.0030***

(0.0013) (0.0014) (0.0009)

hiringhighedupst�1 -0.0032*** 0.0007

(0.0009) (0.0013)

hiringmededu
pst�1 0.0032*** 0.0006

(0.0008) (0.0007)

hiringlowedupst�1 -0.0008*** 0.0000

(0.0003) (0.0002)

hiringespst�1 0.0006*** 0.0002

(0.0002) (0.0003)

hiringeu15pst�1 0.0061 0.0056

(0.0047) (0.0036)

hiringlampst�1 0.0011 0.0005

(0.0017) (0.0013)

hiringaspapst�1 -0.0092**

(0.0040)

hiringafpst�1 -0.0049

(0.0033)

hiringusacanpst�1 0.0144*

(0.0078)

hiringreuropepst�1 -0.0038

(0.0025)

Controls:

trade opennessopt�1 3.0075*** 3.0166*** 2.9721***

(0.8962) (0.9007) (0.8860)

�rms closingpst�1 -0.0063* -0.0063* -0.0048

(0.0036) (0.0037) (0.0030)

real GDPpcpt�1 -1.769e-05 -1.188e-05 -2.683e-05*

(0.0000) (0.0000) (0.0000)

working-agenativespt�1 0.0140 0.0314* 0.0221

(0.0184) (0.0166) (0.0144)

Interactions:

hiringhighedupst�1 �hiringespst�1 -3.341e-07

(0.0000)

hiringhighedupst�1 �hiringeu15pst�1 -3.022e-05
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Table 3.3: Foreign workplaces by origin (2) (cont.)

Estimator: Fixed e�ects

Dependent variable: workplaceopst

(1) (2) (3)

(0.0000)

hiringhighedupst�1 �hiringlampst�1 -2.863e-06

(0.0000)

hiringmededu
pst�1 �hiringespst�1 3.583e-07*

(0.0000)

hiringmededu
pst�1 �hiringeu15pst�1 3.122e-05**

(0.0000)

hiringmededu
pst�1 �hiringlampst�1 -1.241e-06

(0.0000)

hiringlowedupst�1 �hiringespst�1 -1.339e-07

(0.0000)

hiringlowedupst�1 �hiringeu15pst�1 -1.083e-05***

(0.0000)

hiringlowedupst�1 �hiringlampst�1 7.258e-07**

(0.0000)

constant -2.808e-01 -9.723e-01 -7.886e-01

(1.3035) (1.4703) (1.3647)

Fixed e�ects:

origin-province-sector Yes Yes Yes

year Yes Yes Yes

Observations 19,836 19,836 19,836

Number groups 2,838 2,838 2,838

R-sq (overall) 0.5245 0.4764 0.5869

sigma u 1.2441 1.3638 1.1493

sigma e 1.1210 1.1283 1.1079

rho 0.5519 0.5937 0.5183

Home-country group (o), province (p), sector (s), year (t).

Standard errors clustered by province{sector are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Country of birth: Spain (es), EU-15 (eu15), Latin America (lam), Asia{Paci�c

(aspa), Africa (af), North America (usacan), rest of Europe (reurope).

Other controls: working-age (foreigners), human capital, and capital stock.

We lastly aim to analyze potential di�erences between domestic and foreign entrepreneurs.

Results shown in columns 1{3 of Table 3.5 refer to domestic workplaces (workpdomesticpst ), whereas

those in columns 4{6 refer to foreign workplaces (workpfdipst ).
44

Among results regarding these di�erences, localization economies are clearly much more

important for domestic entrepreneurs than foreign investors. Since we here do not consider

investor origin, notable e�ects found in previous estimations do not appear, thereby stressing

44In order to reduce the number of zeros, we exclude the province{sector combinations in which no domestic
workplace was set up along the period 2005{2012. There are 1; 100 potential groups (i.e., 50 � 22 = 1; 100), but
after this procedure we work with 477 groups.
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that localization economies that account for the nationality of investors are critical.

Considering how level of education a�ects new investment (Table 3.5, columns 1 and 4),

locations that hire medium-skilled employees attract new entrepreneurs, both domestic and

foreign, whereas locations that hire high-skilled employees produce the opposite e�ect, especially

in the case of domestic entrepreneurs.45 As before, we observe that foreign workplaces are not

located in places where low-skilled employees are hired.

Respecting to the origin-country group of new workers (Table 3.5, columns 2 and 5), we de-

tect some remarkable di�erences. Although domestic and foreign workplaces seem encouraged

by the presence of native workers, this e�ect is stronger in the case of domestic entrepreneurs.

Asian immigrants do not encourage the creation of new workplaces, whether domestic or foreign.

As previously discussed, workers in this group are usually self-employed and establish their own

businesses. By some contrast, African workers trigger the creation of domestic workplaces only,

a result likely associated with the rapid expansion of the Spanish construction sector at the

beginning of the 2000s. Workers arriving from North America positively a�ect the creation of

foreign workplaces, but negatively a�ect domestic ones. These workers have speci�c professional

quali�cations, suggesting that their immigration 
ows are likely linked to established working

opportunities within speci�c a�liates in Spain. Overall, foreign entrepreneurs seek an environ-

ment with more quali�ed workers than do domestic entrepreneurs, as generally con�rmed by

speci�cations that include the interaction terms (Table 3.5, columns 3 and 6).

Di�erences in targets between both groups of entrepreneurs take supported from other results

as well. Trade openness is positive and statistically signi�cant at 10 percent in the case of

domestic workplaces, but not for foreign workplaces.46 The number of �rms that close down

negatively a�ects the number of new domestic workplaces, but not foreign ones. Although

the percentage of the native working-age population is important in the creation of workplaces

for both types of entrepreneurs, the e�ect is stronger in the case of domestic entrepreneurs.47

Furthermore, human capital negatively a�ects the number of new domestic workplaces. This

and the previous result con�rm the idea that foreign investors settle in places with a relatively

high concentration of human capital.

45The di�erence among coe�cients is statistically di�erent from zero.
46This coe�cient is positive and statistically signi�cant at 1 percent in Tables 3.2 and 3.3. The change in its

signi�cance stems from the aggregation of the six home-country groups.
47Ceteris paribus, if the native working-age population increases by 10 percent, then the number of new

domestic workplaces increases by an average of 18 units, though this number drops to 1:8 in the case of foreign
workplaces.
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Table 3.4: Domestic versus foreign workplaces

Estimator: Fixed e�ects

Dependent variable: Domestic workplace (workpdomestic
pst ) Foreign workplaces (workpfdipst )

(1) (2) (3) (4) (5) (6)

workpdomestic
pst�1 0.7262*** 0.6475*** 0.6650*** 0.0252*** 0.0223*** 0.0182***

(0.0462) (0.0419) (0.0460) (0.0080) (0.0086) (0.0056)

workpfdipst�1 1.0810** 0.9750** 1.0895** 0.1087 0.1651* 0.0241

(0.4618) (0.4472) (0.4485) (0.0854) (0.0928) (0.0743)

hiringhighedupst�1 -0.0604* -0.1318*** -0.0191*** 0.0046

(0.0359) (0.0382) (0.0056) (0.0078)

hiringmededu
pst�1 0.0209** -0.0055 0.0191*** 0.0033

(0.0093) (0.0167) (0.0051) (0.0041)

hiringlowedupst�1 0.0074 -0.0102 -0.0046*** 0.0002

(0.0058) (0.0128) (0.0015) (0.0013)

hiringespst�1 0.0286*** 0.0441*** 0.0036*** 0.0013

(0.0056) (0.0127) (0.0010) (0.0019)

hiringeu15pst�1 -0.0962 -0.0793 0.0362 0.0326

(0.1828) (0.2174) (0.0284) (0.0217)

hiringlampst�1 -0.0187 -0.0976*** 0.0064 0.0029

(0.0216) (0.0264) (0.0100) (0.0080)

hiringaspapst�1 -0.3363** -0.0550**

(0.1528) (0.0239)

hiringafpst�1 0.1060* -0.0290

(0.0550) (0.0200)

hiringusacanpst�1 -1.7390*** 0.0876*

(0.5549) (0.0471)

hiringreuropepst�1 -0.1635** -0.0233

(0.0639) (0.0152)

Controls:

trade opennesspt�1 2.6276 3.1861 3.9690* 0.0560 0.0825 -0.0983

(2.3713) (2.2397) (2.2458) (0.3781) (0.4102) (0.3584)

�rms closingpst�1 -0.1892*** -0.2167*** -0.2048*** -0.0376* -0.0375* -0.0285

(0.0685) (0.0704) (0.0724) (0.0219) (0.0223) (0.0180)

working-agenativespt�1 1.6971*** 1.5895*** 1.8112*** 0.1272 0.2276** 0.1765**

(0.5022) (0.5087) (0.5058) (0.1070) (0.0993) (0.0833)

human capitalpt�1 -5.4912* -4.9498* -4.5150* -0.5018 -0.1964 -0.2998

(2.8893) (2.8178) (2.5519) (0.3792) (0.4651) (0.3512)

Interactions:

hiringhighedupst�1 �hiringespst�1 -7.902e-06 -2.015e-06

(0.0000) (0.0000)

hiringhighedupst�1 �hiringeu15pst�1 1.137e-03 -1.824e-04

(0.0012) (0.0002)

hiringhighedupst�1 �hiringlampst�1 -5.448e-05 -1.715e-05

(0.0001) (0.0000)

hiringmededu
pst�1 �hiringespst�1 2.903e-07 2.150e-06*

(0.0000) (0.0000)

hiringmededu
pst�1 �hiringeu15pst�1 2.574e-05 1.879e-04**

(0.0005) (0.0001)

hiringmededu
pst�1 �hiringlampst�1 -8.439e-06 -7.466e-06

(0.0000) (0.0000)
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Table 3.4: Domestic versus foreign workplaces (cont.)

Estimator: Fixed e�ects

Dependent variable: Domestic workplace (workpdomestic
pst ) Foreign workplaces (workpfdipst )

(1) (2) (3) (4) (5) (6)

hiringlowedupst�1 �hiringespst�1 3.580e-06 -8.001e-07

(0.0000) (0.0000)

hiringlowedupst�1 �hiringeu15pst�1 -2.877e-04 -6.496e-05***

(0.0002) (0.0000)

hiringlowedupst�1 �hiringlampst�1 2.702e-05*** 4.323e-06*

(0.0000) (0.0000)

constant -80.6345* -81.3748* -140.3253*** -1.3486 -5.7805 -4.2572

(47.4535) (45.7610) (48.8466) (7.7692) (8.6680) (8.1876)

Fixed e�ects:

province-sector Yes Yes Yes Yes Yes Yes

year Yes Yes Yes Yes Yes Yes

Observations 3,331 3,331 3,331 3,331 3,331 3,331

Number groups 477 477 477 477 477 477

R-sq (overall) 0.9645 0.9387 0.9454 0.4867 0.2523 0.6605

sigma u 9.8010 19.3504 19.1509 4.6725 5.7887 3.5431

sigma e 16.2833 15.6348 15.6339 2.6304 2.7402 2.4212

rho 0.2659 0.6050 0.6001 0.7594 0.8169 0.6817

Home-country group (o), province (p), sector (s), year (t).

Standard errors clustered by province{sector are in parenthesis.

* p < 0:10, ** p < 0:05, *** p < 0:01

Country of birth: Spain (es), EU-15 (eu15), Latin America (lam), Asia{Paci�c (aspa), Africa (af), North America

(usacan), and rest of Europe (reurope).

Other controls: real GDP pc, working-age (foreigners), and capital stock.

3.6 Conclusion

In this paper, we emphasize the importance of the in
uence of agglomeration economies, network

forces, and labor market composition upon the intensity of foreign workplaces creation in Spain

during 2005{2012. To complete our analysis, we elaborate a novel database by aggregating and

merging information from two di�erent data sources: the SABI, which contains information

about �rms, and the MCVL, which contains information about workers.

We �nd that localization economies are relevant to explaining the entry of new foreign

�rms, whereas human capital does not play any important role. Accordingly, though unlike

other empirical studies, we �nd that a population of high-skilled workers does not a�ect the

speci�c setting|namely, foreign �rms in Spain do not seek highly quali�ed employees, and

their vacancies are �lled by medium-skilled workers. This result indirectly con�rms that foreign

investors do not privilege quality in the local production environment, but instead pursue better
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opportunity-costs when investing in Spain.

Our results also generally reveal Spain's problem with incentivizing FDI. On the one hand,

MNEs seek medium-skilled-type employees, whereas Spanish workers' education falls below the

OECD average of secondary education. In this sense, if one aimed to ful�ll current MNEs demand

in terms of labor, it would be rather convenient to foster vocational education programs. On the

other hand, if Spanish authorities aimed to favor the long-term interest of foreign investors in the

domestic economy, it would be advisable to adopt the incentive scheme already consolidated in

other countries that relies on making high-skilled local workers a key determinant for attracting

FDI.

One weakness of this research is the exploitation of aggregated data. Aggregating information

entails the loss of important individual features at the �rm and worker levels. A valuable

extension would thus be to exploit an employer{employee database that allows us to complete a

micro-level analysis and control for �rm and worker characteristics. Doing so would yield more

precise results concerning the e�ects of local labor force composition on the intensity of FDI

in
ows.

Finally, according to our database, foreign investors from the EU-15 represent 60{80 percent

of new foreign workplaces in Spain. In that case, it would be interesting to provide a tailored

investigation referring to the MNEs with headquarters in EU-15 countries, with the aim to

further deepen the understanding of the connection between the determinants of FDI entry in

Spain with the evolution of the European integration process.

89



3
.7

A
p
p
e
n
d
ix

T
ab
le
3.
5:
C
la
ss
i�
ca
ti
on
of
ec
on
om
ic
ac
ti
v
it
y

C
o
d
e

D
e
s
c
r
ip
t
io
n

C
N
A
E
-9
3
R
e
v
1

C
N
A
E
2
0
0
9

1
0
0

F
o
o
d
,
b
e
v
e
ra
g
e
s,
a
n
d
to
b
a
c
c
o

1
5

1
6

1
0

1
1

1
2

2
0
0

T
e
x
ti
le
s,
le
a
th
e
r,
a
n
d
w
o
o
d

1
7

1
8

1
9

2
0

3
6

1
3

1
4

1
5

1
6

3
1

3
2

3
0
0

P
a
p
e
r
a
n
d
p
u
b
li
sh
in
g

2
1

2
2

1
7

1
8

5
8

4
0
0

C
h
e
m
ic
a
l,
p
la
st
ic
,
a
n
d
p
e
tr
o
le
u
m
re
�
n
e
ry

2
3

2
4

2
5

2
6

1
9

2
0

2
1

2
2

2
3

5
0
0

M
e
ta
ll
u
rg
y
a
n
d
m
e
ch
a
n
ic
a
l
e
q
u
ip
m
e
n
t
m
a
n
u
fa
c
tu
re

2
7

2
8

2
9

2
4

2
5

2
8

6
0
0

E
le
c
tr
ic
a
l
m
a
ch
in
e
ry
,
c
o
m
p
u
te
r
sy
st
e
m
s,
a
n
d
m
e
d
ic
a
l
in
st
ru
m
e
n
t
m
a
n
u
fa
c
tu
re

3
0

3
1

3
2

3
3

2
6

2
7

7
0
0

A
u
to
m
o
ti
v
e

3
4

3
5

2
9

3
0

8
0
0

E
n
e
rg
y

4
0

4
1

3
5

3
6

3
7

3
8

3
9

9
0
0

C
o
n
st
ru
c
ti
o
n

4
5

4
1

4
2

4
3

1
0
0
0

W
h
o
le
sa
le
,
re
ta
il
sa
le
,
a
n
d
v
e
h
ic
le
m
o
to
r
re
p
a
ir
s

5
0

5
1

5
2

4
5

4
6

4
7

1
1
0
0

H
o
te
l

5
5

5
5

5
6

1
2
0
0

T
ra
n
sp
o
rt

6
0

6
1

6
2

6
3

4
9

5
0

5
1

5
2

1
3
0
0

T
e
le
c
o
m
m
u
n
ic
a
ti
o
n
s

6
4

5
3

6
1

1
4
0
0

F
in
a
n
c
ia
l
a
c
ti
v
it
y

6
5

6
6

6
7

6
4

6
5

6
6

1
5
0
0

R
e
a
l
e
st
a
te
a
c
ti
v
it
y

7
0

6
8

1
6
0
0

R
e
n
ti
n
g

7
1

7
7

1
7
0
0

In
fo
rm
a
ti
o
n
te
ch
n
o
lo
g
y
a
n
d
c
o
m
p
u
te
r
se
rv
ic
e
s

7
2

6
2

6
3

3
3

1
8
0
0

R
e
se
a
rc
h
a
n
d
d
e
v
e
lo
p
m
e
n
t

7
3

7
2

1
9
0
0

A
d
m
in
is
tr
a
ti
v
e
a
n
d
su
p
p
o
rt
a
c
ti
v
it
y

7
4

6
9

7
0

7
1

7
4

7
8

8
2

2
0
0
0

P
u
b
li
c
a
d
m
in
is
tr
a
ti
o
n

7
5

8
4

2
1
0
0

E
d
u
c
a
ti
o
n

8
0

8
5

2
2
0
0

S
e
rv
ic
e
s
(e
.g
.,
H
e
a
lt
h
,
le
is
u
re
,
sp
o
rt
s,
a
n
d
c
u
lt
u
re
)

8
5

9
0

9
1

9
2

9
3

8
6

8
7

8
8

9
0

9
1

9
2

9
3

9
4

9
5

9
6

N
o
te
s:
C
o
d
es
fr
o
m
1
0
0
to
8
0
0
re
fe
r
to
in
d
u
st
ry
,
co
d
e
9
0
0
to
co
n
st
ra
u
ct
io
n
,
a
n
d
co
d
es
fr
o
m
1
0
0
0
to
2
3
0
0
to
se
rv
ic
es
.
T
h
e
p
ri
m
a
ry
se
ct
o
r
is
ex
cl
u
d
ed
.

90



Table 3.6: New hirees by sector: relative importance by level of education, 2005{2012

Code Sector Primary Secondary Tertiary Total

100 Food, beverages, and tobacco 81.88 13.50 4.62 100

200 Textile, leather, and wood 84.61 12.44 2.94 100

300 Paper and publishing 53.03 32.58 14.39 100

400 Chemical, plastic and petroleum re�nery 72.49 18.07 9.44 100

500 Metallurgy and mechanical equipment manufacture 83.27 10.64 6.09 100

600 Electrical machinery, computer systems and medical instrument manuf. 66.14 16.37 17.49 100

700 Automotive 81.90 6.87 11.23 100

800 Energy 65.61 16.84 17.55 100

900 Construction 90.67 5.92 3.41 100

1000 Wholesale, retail sale, and motor vehicle repairs 45.38 47.89 6.73 100

1100 Hotel 80.93 15.63 3.44 100

1200 Transport 68.69 24.69 6.62 100

1300 Telecommunications 17.46 72.12 10.42 100

1400 Financial activity 2.04 70.09 27.87 100

1500 Real estate activity 35.26 52.35 12.38 100

1600 Renting 58.21 34.19 7.60 100

1700 Information technology and computer services 13.69 43.83 42.48 100

1800 Research and development 8.40 20.64 70.96 100

1900 Administrative and support activity 54.00 35.90 10.10 100

2000 Public administration 57.17 26.77 16.06 100

2100 Education 13.07 33.17 53.76 100

2200 Services (e.g., Health, leisure, sports, and culture) 38.27 40.33 21.40 100

Note: The table reports, for each sector, the relative importance of each level of education.
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Table 3.7: Data de�nition and sources

Variable De�nition Source

New workplaces Number of new workplaces. SABI (BvD)
This variable varies by home country, province, and
sector.

FDI in
ows Workplaces created by new �rms that ful�ll at least
one of the following conditions: (i) have a parent
company located abroad and/or (ii) account for a
foreign stake holder with at least 10 percent of total
capital.

SABI (BvD)

This variable varies by home country, province, and
sector.

New hirees People entering in the Spanish job market. MCVL, Spanish Social Security
This variable varies by home country, province, and
sector.

Immigrant in
ows New workers born in a foreign country. MCVL, Spanish Social Security
This variable varies by home country, province, and
sector.

GDP / GDP per capita The INEbase contains information about the GDP
in current euros Contabilidad Regional de Espa~na.
Using the price index (pl gdpo) provided by the
PWT, nominal values are converted into real ones.
We compute the GDP per capita using informa-
tion about population, which is also available at the
INEbase (Cifras de Poblaci�on).

INE; PWT (Feennstra et al., 2015)

This variable varies by province

Trade openness DataComex provides information about trade 
ows
(exports and imports) by province. For each
province, total trade 
ows is aggregated according
to the six di�erent (foreign) origin country-groups.
Using the GDP, we calculate an index of trade open-
ness as trade 
ows over GDP.

DataComex (MINECO); INE

This variable varies by home country and province.

Risk Number of �rms that close down. SABI (BvD)
This variable varies by province and sector.

Working age Data about population are extracted from the INE
database Cifras de Poblaci�on. We calculate the
working age population as people aged between 15
and 64. We distinguish between natives and foreign-
ers.

INE

This variable varies by province.

Human capital Average years of education of the working-age pop-
ulation.

Fundaci�on Bancaja and Ivie

This variable varies by province.

Capital stock Net capital stock. Using the price index (pl gdpo)
provided by the PWT, nominal values are converted
into real ones.

FBBVA and Ivie; PWT (Feenstra et al., 2015)

This variable varies by province.
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Table 3.8: Distribution of new workplaces, 2005{2012 (percentage values)

0 1 2 3 4 5 6 7 >8

Foreign (by origin)1 workpopst 91.66 4.03 1.73 0.88 0.43 0.31 0.19 0.15 0.62

Foreign (total)2 workpfdipst 65.60 13.78 7.45 3.21 1.80 1.92 0.99 1.11 4.14

Domestic2 workpdomesticpst 6.48 6.39 4.71 5.13 4.38 3.30 2.91 2.85 63.85

Notes:
1The table reports the percentage of home{province{sector with 0, 1, 2, ... new workplaces.
2The table reports the percentage of province{sector with 0, 1, 2, ... new workplaces.
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Chapter 4

Land Specialization in Spain: The
e�ects of the Common Agricultural
Policy1

4.1 Introduction

The Common Agricultural Policy (CAP) is one of the oldest and most controversial policies

of the European Union (EU).2 The CAP was established in 1962 as one of the pillars of the

European integration process, and its main objectives were to ensure adequate food supply and

to increase farmers' income.

Although important reasons have been claimed for the regulation of the agricultural sector

(Staab, 2013), the CAP system has been criticized since its early years as being considered an

ine�cient and expensive policy.

In the 1970s and 1980s, the CAP represented around two-thirds of the annual EEC budget

(Stead, 2007). Although its relative weight has been falling steadily over time, it still absorbs

an important part of the EU budget. In 2011 the CAP cost European taxpayers over 55.6

billion euros, representing 42 percent of the total budget.3 This amount of �nancial resources is

huge compared with the relative weight of this sector in the composition of the European gross

domestic product (GDP). To ease the comparison of the data across time, we focus only on the

six founding members of the EEC (henceforth EEC-6).4 The agricultural sector accounted for

11:5 percent of GDP in 1955 and only 0:1 percent in 2011. In terms of employment, the loss

1This chapter bene�ts from comments and feedbacks from the participants of the Applied Lunch Seminar
at UAB (2014), the Seminar of the AQR Group at University of Barcelona (2014), the Doctoral Workshop of
the Department of Applied Economics at the UAB (2014), and the XVI Conference of International Economics
(2015).

2The EU was created in 1957 with the Treaty of Rome. Until 1992 it was o�cially called the European
Economic Community (EEC).

3Data retrieved from the EU webpage (http://ec.europa.eu/budget/�gures/2011/2011 en.cfm).
4The six EEC founding members were Belgium, France, Germany, Italy, Luxembourg, and the Netherlands.
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of the relative weight has also been important, decreasing from 21:2 percent (in 1955) to only

2:1 percent (in 2011).5 Nevertheless, agriculture is still responsible for an important part of the

land and water resources used in the EU (OECD, 2012).

Other important criticism of the CAP system is the uneven distribution of its bene�ts, since

the biggest farms (usually owned by rich people or big corporations) accumulate the major share

of money transfers. In this respect, Baldwin and Wyplosz (2012, p. 251) provide some data to

show the uneven distribution of CAP payments in 2008. Almost half of the EU farmers (48:1

percent) received only 2:1 percent of the total payments, whereas the top 17:6 percent of the

recipients received 85:3 percent of the money.6

Hence, an open discussion exists about the rationale of continuing to implement this com-

munitarian policy. In this paper, we partially address this issue by focusing on a particular case.

We propose an original empirical strategy in order to quantify objectively the e�ects of the CAP

in the Spanish agricultural sector.7

Spain is an interesting case because it joined the EEC in 1986, when the CAP was already

consolidated. This country experienced an important transformation in its agricultural sector

during the 1970s.8 Thus, the possibility of incorporating the CAP measures could be interpreted

as a device to further modernize this sector. In addition, as a recipient of around 13 percent of

the total payments, Spain is among the countries that bene�t the most from the CAP system.9

In the literature, a branch of contributions evaluates the impact that the adoption of an

agricultural-oriented policy has on a speci�c crop or territory (for instance, Donald et al., 2002

and O~nate et al., 2007). This paper, however, contributes to the literature in a more general

way: we analyze the extent to which the CAP was able to in
uence agricultural production in

Spain.

In order to perform our analysis, we refer to the seminal contribution by Costinot and

Donaldson (2012). Their strategy consists of identifying a potential output that is computed

by applying a maximization problem that relies on the Ricardian framework and the concept

of opportunity costs. The Ricardian model predicts that countries should produce goods for

which they are relatively more productive. The main problem with testing this prediction

5If we consider the EU-27, the sector accounted for 1:2 percent of GDP and 5:3 percent of employment in
2011. Sources: EC (2012a) and Zobbe (2001).

6Similar results can be found in Je�ery (2003) and the BBC's article \Q&A: Reform of the EU farm policy"
(2013).

7We are not doing a complete policy evaluation (namely, a cost-bene�t analysis).
8As a consequence of this important transformation, farm workers lost relative weight in the total Spanish

workforce, decreasing from 29:5 percent in 1970 to 19:3 percent in 1980 (EC, 2001b).
9Source: BBC's article \Q&A: Reform of the EU farm policy" (2013).
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is that relative di�erences in productivity are not always observable, since not all goods are

produced everywhere.10 However, thanks to the nature of the agricultural sector, it is possible,

by using an agronomic model, to identify the productivity of all crops in any part of the world.

Their approach implies looking at land heterogeneity (namely, di�erences in crop productivity)

and product prices in order to formulate novel predictions about the most convenient spatial

specialization of production.

Furthermore, this strategy holds for this sector because it ful�lls the key assumption of

the Ricardian model: the sources of technological comparative advantages remain quite stable

over time. Of course, agriculture experiences changes in production techniques (such as new

chemicals, new machinery, and better technology), but their e�ectiveness is generally re
ected

in the medium term, and their impact is less radical than in other sectors.

We rely on the creation of a novel database to account for agricultural production in Spain.

This database includes 50 provinces and 25 crops and covers the period 1975{2011. It was built

using information from two data sources: the Anuario de Estad��stica Agraria (AEA) and the

Global Agro-ecological Zones (GAEZ) project. The key variable to implement in our empirical

exercise is potential productivity. Using an agronomic model and information concerning cli-

mate, soil, land cover, and protected areas, the GAEZ project provides information about the

potential productivity (kg/ha) of each crop. One of the most important characteristics of the

GAEZ project is its level of precision. The Spanish territory is divided into 8,178 grid-cells, and

a speci�c level of potential productivity is associated with each grid-cell.

In the wake of Costinot and Donaldson (2012), the key tool in our strategy is comparing and

understanding the similarities and di�erences between actual and potential agricultural output.

In order to assess this issue, we regress the logarithm of actual output over logarithm of the

potential output after considering several types of �xed e�ects that control for unobservable

characteristics. The estimated coe�cient between these two variables is a proxy to predict how

far current production is from potential production, and from there can be interpreted as an

e�ciency measure of the actual agricultural system.

We obtain two interesting results: the former is associated with the e�ects of the economic

integration process and the implementation of the CAP measures, and the latter with the 2003

CAP reform.

First, we detect an improvement in terms of production e�ciency during the second half of

the 1980s, namely, after Spain joined the EEC. Unfortunately, our identi�cation strategy does

10A good could not be produced in a speci�c country because its productivity is very low, its selling price is
very low, or both.
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not allow us to identify which part of this improvement is due to being part of the common

market and which part is due to the implementation of the CAP measures.

Second, we detect an e�ciency improvement with the Fischler reform (2003). The main

element of this reform was to break the link between subsidies and the level of production.

This produced a reduction in market distortion, since the farmers' production decisions were

based more on market conditions (such as demand, production costs, and prices) rather than

on subsidy conditions. Therefore, we provide evidence that the decoupling of money transfers

from the level of output had a positive impact on real agricultural output in Spain. We then

discuss this result from the perspective of future CAP reforms regarding incentive schemes:

future reforms should consider lump-sum money transfers that are not subject to output levels

or pecuniary conditions.

Finally, we address our attention to checking the robustness of our results. Our benchmark

depends on the value of a few factors: potential productivity, market prices, and land area

devoted to agricultural production. In order to check the robustness of our results, we propose

three further alternative scenarios. In each of them, we modify one of the essential elements

used to determine the e�cient scenario. In the �rst robustness check, we consider another proxy

for the potential productivity being provided by the GAEZ project. In the second robustness

exercise, we replace Spanish prices with Greek and Portuguese prices in order to test the inde-

pendence of the results from the level of the nominal component. Finally, we consider a new

de�nition of land endowment devoted to the agricultural production. These tests con�rm the

consistency of the main results.

The rest of the paper is organized as follows. The next section brie
y describes and examines

the CAP. Section 4.3 details the data, and Section 4.4 presents the identi�cation strategy. Section

4.5 discusses the main results, and Section 4.6 proposes three robustness checks. Finally, Section

4.7 concludes.

4.2 A Brief Overview of the Common Agricultural Policy

The agricultural sector in Europe was drastically a�ected by the Second World War since natural

resources were damaged and infrastructures were destroyed. In order to recover the prewar

standard of production, some European countries met at the beginning of the 1950s to discuss

the creation of a common policy for agriculture. Talks took place within the Council of Europe

and the Organisation for European Economic Co-operation; the main concerns were to ensure
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adequate food supply and increase farmers' income (Zobbe, 2001). Nevertheless, because of the

strong di�erences between the European countries, negotiations failed to yield an agreement.

One issue was that France and the Netherlands wanted a supranational policy, and the United

Kingdom was opposed to such a policy (Zobbe, 2001).

The �rst agreements concerning agricultural matters took place in the Treaty of Rome (1957).

The treaty dedicated some of its chapters to the agricultural sector, but it was in very broad

terms. Although some objectives were detailed, the mechanisms to achieve these objectives were

not speci�ed until 1962 when the CAP was o�cially established. The CAP started as a price

support policy with the objective of keeping agricultural prices high and stable and near target

prices, which were set by the Council of Ministers every year.11

During the early years, the design of the CAP was strongly in
uenced by the national agri-

cultural policies of the EEC-6 (Fearne, 1997). Di�erent common market organizations (CMOs)

were created to manage regulated products (namely, cereals, sugar, dairy, beef, wine, and olive

oil). Each CMO de�ned a set of rules concerning quality requirements and market price support.

Other products such as eggs, poultry meat, pork, fruits, and vegetables were also protected by

external producers, but the price interventions were more limited, and products such as seed

potatoes were not regulated (Silvis and Lapperre, 2010). Therefore, there were important dif-

ferences in regulation of di�erent crops during the early years of the CAP. In our empirical

exercise, we distinguish between the crops that were regulated from the beginning of the policy

and the crops that were historically less regulated in order to analyze whether these di�erences

were re
ected in actual agricultural output in Spain.

The �rst criticisms and worries about the implemented policy soon arose. The European

Commission pointed out that price support without any form of structural policy (common to all

the EEC members) would never result in the achievement of the important objective of raising

farmers' income. Sicco Mansholt, European Commissioner for Agriculture from 1958 to 1972

and principal architect of Europe's farm policy (EC, 2012b), insisted on the need to modernize

farming in order to raise its e�ciency. One of the problems of the CAP has been the slow

implementation of any reform because of the existence of sensitive groups and lobbies opposed

to any change.12

As expected, one of the consequences of the price support policy was that the production of

11For instance, import levies were imposed in order to ensure that imports never pushed the internal EEC
prices down below a de�ned threshold (Baldwin and Wyplosz, 2012 and Ritson, 1997).

12Paniagua-Mazorra (2001) contrasts three di�erent interest groups' viewpoints concerning the development
and implementation of agri-environmental policy in Spain.
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agricultural products grew faster than consumption. During the period 1973-1988, the annual

production growth of agricultural products was 2 percent, whereas the annual consumption

growth was only 0:5 percent (Staab, 2013, p. 215). The EEC started to buy the generated

surplus, and part of the surplus was sent to the world market. Consequently, two important

problems arose during the 1970s and 1980s. The former was related to the communitarian bud-

get, since an important part of it was used to buy the surplus generated by this sector. The latter

was the international pressures from non-EEC countries, above all the net exporter countries,

which complained about the protectionist measures (above all export subsidies) implemented

by the EEC.

A proposed solution to overcome these problems was to establish production quotas and

replace the price support policies with measures referring to income payment compensations.

Taking into account this orientation, important changes were introduced by the MacSharry

reform (1992) and the Agenda 2000: price reductions,13 farm income compensations, volume

restrictions, and market oriented measures, among others. Nevertheless, these measures were

not enough to eliminate the overproduction generated by the sector. On the one hand, the pro-

duction ceilings were established at a high level, and the �nes to those producers that exceeded

them were low. On the other hand, direct payments were not completely decoupled from current

levels of farm output, which generated incentives to produce more.

The decoupling of direct payments from the level of output was introduced with the Fischler

reform in 2003.14 In order to manage these direct payments, the Council of Ministers estab-

lished the Single Payment Scheme for farmers and landowners. This system came into force

between 2005 and 2007. Each country could decide, among three options, how to distribute

the direct payments. Spain applied the historic approach; namely, the amount received for each

farmer corresponded to the hectares used to grow and the payment received during a reference

period. Direct payments were conditional on some minimal standard requirements concerning

food safety, hygiene, environment, animal welfare, and land management (also known as cross-

compliance). The aim was to contribute to the development of sustainable agriculture as well

as to make the CAP more compatible with social expectations (Jongeneel and Brand, 2010).

In 2007 the CAP matters were divided into two pillars. The �rst pillar dealt with the policies

related to income support and market price support, while the second pillar managed new issues

13Intervention prices for cereals dropped by 29 percent, for beef, by 15 percent, and for butter, by 5 percent
(Staab, 2013, p. 215).

14By 2006, 82 percent of EU direct payments were decoupled from speci�c output or resource levels (Jongeneel
and Brand, 2010, p. 193).
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related to rural development, the environment, forests, and �sheries. Although the second pillar

gained relative importance over time, the �rst pillar continued to be the most important in terms

of budget resources.15 Concerning the current crops regulated by the policy, in 2007 the Council

of the EU passed regulation on the creation of a new single CMO (Regulation 1234/2007). This

new regulation supposed a simpli�cation and homogenization of the policy, moving from 21

separated CMOs to only one CMO.16

4.3 Data

We create a novel database for the Spanish agricultural sector by considering 50 provinces and

25 crops over the period 1975-2011. We set 1975 as the starting point of the analysis to avoid

the e�ects of the crisis in traditional agriculture in Spain, which took place during the period

1962-1972 (Barciela et al., 2005).

Our �nal database contains information about actual and potential production by province,

crop, and year. The potential production is calculated by following the numerical exercise

proposed by Costinot and Donaldson (2012), in which each parcel of land is specialized in the

crop that generates the highest land revenue. This variable indirectly re
ects the most e�cient

way to exploit the agricultural resources, and it represents our benchmark or e�cient scenario.

In order to build our database, we extract information from two main data sources: the AEA

and the GAEZ project. The former contains Spanish historical information about production

and prices of 150 crops, while the latter contains information about the potential productivity of

49 crops. Since we have to merge information from these two data sources, the �rst important

step is the selection of crops. We choose 25 crops that are available in both databases and,

according to the AEA classi�cation, are divided into 9 groups (Table 4.1).17

The �rst data source|the AEA|has been published by the Ministerio de Agricultura,

Alimentaci�on y Medioambiente (MAGRAMA) since 1904. We extract information about actual

production and market prices. The former variable is reported by province, crop, and year,

while the latter variable is de�ned as \the price received by the farmer" and is available only

15In 2011 the �rst pillar represented around 31 percent of the total EU budget, while the second pillar repre-
sented around 11 percent. Source: EU webpage (ec.europa.eu/budget/�gures/2011/2011 en.cfm).

16The single CMO was fully active in 2009 and included the following products: cereals, rice, sugar, dried
fodder, seeds, hops, olive oil and table olives, 
ax and hemp, bananas, live plants and 
owers, raw tobacco, beef
and veal, milk and dairy products, pig meat, sheep and goat meat, eggs, poultry meat, fruits and vegetables, and
wine (Silvis and Lapperre, 2010).

17The selected crops were representative of the Spanish agricultural sector during the period of study (detailed
statistics are available upon request). In the case of citrus, we had to adopt a speci�c technique to make both
data sources comparable (see Appendix 4.8).
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Table 4.1: List of crops

GROUPS CROPS

cereals barley, maize, oat, (wetland) rice, rye, sorghum, wheat
legumes dry bean, chickpea, dry pea
tubers (white) potato

industrial crops cotton, soybean, sugar beet, sun
ower, tobacco
fodders alfalfa

vegetables cabbage, carrot, onion, tomato
citrus representative crop (orange, mandarin, lemon)
grapes grape (to transformation)
olives table olives, olive oil

at the national level.18 From our second data source|the GAEZ project|we extract the key

variable to develop our empirical exercise: potential productivity.19

The GAEZ project was created by the Food and Agriculture Organization (FAO) and the

International Institute for Applied Systems Analysis (IIASA) in 2002 with the aim of providing

data and relevant information to farmers, researchers, and politicians. The last and most com-

plete version was published in May 2012 (IIASA/FAO, 2012a). Relying on an agronomic model

and exploiting detailed data about climate, soil, land cover, and protected areas, the GAEZ

project delivers information about the potential productivity (kg/ha) of 49 crops in all locations

around the world.20 One of the most important characteristics of the GAEZ project is its level

of precision: the earth is divided into more than 9 million grid-cells (4,320 columns and 2,160

rows). In our case, Spain is divided into 8,178 grid-cells.21

The computation of potential productivity is achieved by referring to some complex algo-

rithms.22 Furthermore, for a speci�c crop, di�erent potential productivity values are computed

18From 1975 to 2000, data were entered manually into our database. In a few cases, there is no information
about real production; these speci�c cases are excluded from the analysis. Speci�cally, the AEA contains missing
values for the following crops and years: rice (1982{1984), maize (1990), cotton (1975{1992 and 1995), and
sun
ower (1975{1995). Nevertheless, when price data are not available, we use di�erent techniques to approximate
them (see Appendix 4.8). To have all prices in the same nominal currency (euro/ECU), we use bilateral exchange
rates reported by Eurostat.

19The GAEZ project does not report information for grape to transformation. This crop represented almost
6 percent of actual production in 2011 (author's computation using the AEA information). Since this is a repre-
sentative crop for Spanish agriculture, we implement a technique in order to approximate potential productivity
for grape to transformation (see Appendix 4.8).

20Data from the GAEZ project have been exploited in the economic literature. Nunn and Qian (2011) use
information about regional suitability for growing potatoes in countries of the Old World (Africa, Asia, and
Europe), Costinot and Donaldson (2012) extract information about the potential production capacity of 17 crops
in 55 countries, and Bustos et al. (2015) use data on potential yield for soy and maize in Brazil considering
di�erent levels of technology.

21In order to extract and manipulate the information that is available in raster �les, we use the geographical
software ArcGIS 10 (ESRI, 2011).

22First, the best conditions in terms of climate and land resources for each crop are established. Then, taking
into account the agro-climatic and agro-edaphic constraints, the expected potential productivity is calculated by
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by taking into account di�erent scenarios concerning water supply (rain-fed or irrigation), the

input and technology levels (low, intermediate, or high), and the time period (historic levels,

average levels, or future time periods).

Speci�cally, in our exercise we use the variable potential production capacity for current

cultivated land (PPC), de�ned as the potential average yield (kg/ha) of the current cultivated

land share of each grid-cell.23 Concerning the di�erent assumptions behind the agronomic model,

we approximate them as much as possible to the real characteristics of Spanish agriculture. We

choose to adopt the assumptions of irrigation and high technology.24

In order to justify the selection of the irrigation assumption, we rely on statistics. Figure

4.1 shows the relative importance of the production techniques concerning water supply in the

Spanish agricultural sector. For each crop, total actual production is normalized to 100, and

the dark and white shadows indicate which part of this production is obtained as rain-fed and

irrigation production, respectively. We appreciate that the production of some crops (citrus,

rice, and vegetables) comes mainly from the irrigation production system, while the production

of other crops (rye, chickpea, and oat) comes mainly from the dry production system. Figure 4.1

illustrates that the irrigation production system is intensively employed in Spanish agriculture.

Overall, irrigation is used in Spain more than in other EU countries because large areas of

the country have a semi-arid climate with signi�cant droughts throughout the year (Eurostat,

2015b).

4.4 Identi�cation Strategy

The key tool in our empirical strategy consists of de�ning a hypothetical scenario in which the

land is used in the most e�cient way, namely, to maximize its revenues. Then, this scenario is

compared with the actual one to get elements for interpreting the real situation in the Spanish

agricultural sector, and to assess the potential impact of the CAP policies on actual production.

In order to deal with this issue, �rst we focus on the computation of the benchmark scenario.

Then, through a descriptive exercise, we compare our predictions with the real data in order to

check the main similarities and di�erences. Finally, we present the econometric speci�cation.

crop and grid-cell. For a more detailed description, see IIASA/FAO (2012b), Module V.
23The PPC in a speci�c grid-cell is equal to �1 when no share of the parcel of land is being used to agriculture,

meaning that this area is not suitable for agricultural production.
24High technology assumes a complete market-oriented system where production is fully mechanized and the

most advanced techniques are used.
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Figure 4.1: Water supply by crop: rain-fed versus irrigation (Spain, 1975{2011)

Source: AEA (MAGRAMA). Calculus: Author.

0 20 40 60 80 100
Percentage

rye
chickpea

oat
grape (to transf.)

barley
wheat

olive oil
sunflower

olives
dry pea
potato

dry bean
cabbage

sorghum
sugar beet

alfalfa
maize
onion
cotton

soybean
carrot

tomato
tobacco

citrus
rice

rain-fed irrigation

4.4.1 Potential Production

The benchmark scenario owes a lot to the original exercise developed by Costinot and Donaldson

(2012), who calculate predicted output in an economy where the factor of production is allocated

according to the Ricardian idea of opportunity costs.25

Let's consider an economy with r = 1; :::; R regions, c = 1; :::; C crops, and f = 1; :::; F

heterogeneous factor of production, where each f corresponds to a distinct parcel of land. A

parcel of land can be used to produce any type of crop, but with di�erent returns. Let us de�ne

Acf � 0 as the productivity (kg/ha) of crop c in parcel f .26 We assume full specialization,

namely, a parcel of land f is specialized in only one crop. Each region is endowed with a �xed

number of parcels. Lrf � 0 denotes the endowment (ha) of parcel f in region r. The total

output of crop c in region r is given by

Qcr =
FP
f=1

AcfL
c
rf , (4.1)

where Lcrf are the hectares of parcel f allocated to crop c in region r. It represents the land

allocation across crops and is the variable we are interested in. We aim at de�ning the best land

allocation across di�erent crops by exploiting all the available land in each region.

We focus on the supply side of the economy, and market prices (pc) are taken as given.

The e�cient land allocation across crops is expected to be achieved by the ful�llment of two

25Their empirical exercise is based on the theoretical framework presented by Costinot (2009).
26Ac1f > Ac2f means that the parcel f is more productive in producing crop 1 (c1) than crop 2 (c2).
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requirements: (1) maximizing the value of production in all regions and (2) being feasible.

Hence, this implies solving the following maximization problem:

max
Lcrf

RP
r=1

CP
c=1
pcQcr (4.2)

st
CP
c=1
Lcrf � Lrf .

The linearity of aggregate output makes its solution relatively easy: each parcel of land f should

be employed in the crop that maximizes land revenue (namely, pcAcf ), independently from the

crops that are cultivated in other parcels.27

Assuming that the e�cient factor allocation is unique,28 the potential (or predicted) output

of crop c in region r can be expressed as

�
Qcrf

��
=
P
f2
cr

AcfLrf , (4.3)

where 
cr is the set of parcels where the crop c is produced, and it is de�ned as follows:


cr =

"
f = 1; :::; F j

Acf

Ac
0
f

>
pc

0

pc
if c 6= c0

#
. (4.4)

In other words, crop c is produced only in those parcels in which it brings the maximum land

revenue.

Equation (4.4) captures the idea that land heterogeneity plays an important role in determin-

ing the patterns of specialization. Costinot and Donaldson (2012) use a sample of 55 countries

and 17 crops in the year 1989 to empirically test this idea. They compute predicted output

by country and crop. By regressing real output against predicted output (in logarithms), they

determine the presence of a positive and signi�cant elasticity, meaning that the Ricardian idea

of opportunity cost has signi�cant explanatory power in their analysis. Put di�erently, this

elasticity can be also read as a measure of the e�ciency of a current production system: when

it is close to one, it implies that the current production system converges near the e�cient one,

which maximizes the pro�tability of the available resources. In practical terms, this is also the

tool we are exploiting for testing how close we are to the e�cient level of production for the

agricultural sector in Spain.

27Appendix 4.9 provides a further discussion about the assumptions of the model.
28This term means that for each parcel of land f , there is only one crop that maximizes its revenue. Costinot

(2009) reports that uniqueness is more likely in economies with a large number of regions or a large number of
factors. Speci�cally, in our numerical exercise the e�cient land allocation is unique.
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In order to de�ne our benchmark scenario, �rst we have to determine the e�cient land

allocation by province and year, assuming that the land is used in the most e�cient way, namely,

to maximize its revenues (Euros/ha). Two variables are essential for calculating land revenues:

potential productivity, which is constant over time, and market prices, which are time-variant.

The former is a proxy for the GAEZ variable PPC, and its value depends on the characteristics

of the land (nutrients, slope, etc.), as well as the climate conditions (precipitation, frequency

of wet days, mean temperature, temperature range, etc.). The latter variable, market prices, is

extracted from the AEA.

It could be interesting to further investigate the behavior of these two variables, since they are

crucial for determining the e�cient land allocation and, indirectly, potential production. Land

heterogeneity across provinces plays a crucial role in determining e�cient spatial specialization

in agriculture (Costinot and Donaldson, 2012). In the case of Spain, Figure 4.2 illustrates an

example of land heterogeneity. The map shows the ratio of potential productivity in wheat

relative to potential productivity in olives. Black areas have low productivity in olives and

strictly positive productivity in wheat, while in white areas the productivity of wheat is zero.

High di�erences in relative prices could also be crucial in determining the e�cient land allocation

in a speci�c year. To this extent, Figure 4.3 presents the real price trend for six di�erent

panels.29 We appreciate that the real price level of dry bean, chickpea, tobacco, and olive oil is

considerably higher than the price level for the other crops. These higher prices should increase

the pro�tability of producing these crops, although the agronomic conditions to produce them

will not be the most rentable ones.

Once the e�cient land allocation is de�ned, namely, the determination of what to produce

in each parcel of land, we consider potential productivity and the parcel dimension to compute

potential production by province, crop, and year (Equation (4.3)).30

Concerning the parcel dimension, we consider each grid-cell as a di�erent parcel of land f

and its total area as the endowment Lrf � 0.31 We assume that all the available land is used for

agricultural production except for the urban areas, which are de�ned according to the shape�le

called N�ucleos de Poblaci�on published by the Sistema Integrado de Informaci�on de Agua (SIA,

source: MAGRAMA).32 Figure 4.4 provides an example using the province of Madrid. The

29In order to convert the values from nominal to real ones, we use the Penn World Table database 8.0 (Feenstra
et al., 2015). Speci�cally, we use the price level of household (pl c), where the reference is the United States in
2005.

30Appendix 4.10 provides a schematic description of the numerical exercise.
31The median grid-cell measures 6,278.91 hectares (ha) or 62.79 square kilometers.
32We erase the urban areas from a grid-cells map, and then we match the resulting map with the Spanish

political map, provided by the SIA (MAGRAMA).
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Figure 4.2: Relative productivity di�erences: wheat versus olives

Source: GAEZ project v3.0 (IIASA/FAO, 2012a). Calculus: Author.
Notes:

Variable: PPC (kg/ha). Water supply: irrigation. Technology: high.
Areas shaded yellow are grid-cells in which PPC is equal to -1.

shaded black areas are urban areas not suitable for agricultural production. As we can observe,

the same parcel of land f can belong to more than one province. For this reason, it is important

to distinguish and quantify the part of the parcel of land that belongs to each province.33

33To calculate the area of the parcels of land located in a province, we use the geographical software ArcGIS
10 (ESRI, 2011).

107



Figure 4.3: Real prices trend (Spain, 1975{2011)

 

 

 

 

 

 

 

 

 

  

Source: AEA (MAGRAMA, 2013). Calculus: Author. 
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Figure 4.4: Parcels of land: Madrid

4.4.2 Actual versus Potential Output

In order to compare our predictions with the real data, we calculate the pattern of specializa-

tion by province, namely, how important is the production of a speci�c crop group over total

production, considering the real scenario (Figure 4.5) and the potential scenario (Figure 4.6).

First we focus on the actual pattern of specialization (Figure 4.5). The provinces located in

the center (namely, Burgos, Cuenca, Guadalajara, Madrid, Navarra, Palencia, Segovia, Soria,

and Teruel) specialized in cereals (panel 1), while the provinces located in the northwest (A

Coru~na, Asturias, Cantabria, Lugo, Pontevedra, and Ourense) specialized mainly in tubers

(panel 3). �Avila, C�adiz, and Valladolid specialized in the production of industrial crops (panel

4). The provinces that specialized in fodders (panel 5) were located in the north (Cantabria,

Guip�uzcua, and Vizcaya) and the northeast (Huesca, Girona, Lleida, and Zaragoza). Almer��a,

Las Palmas de Gran Canarias, and Santa Cruz de Tenerife specialized in the production of

vegetables (panel 6). The Mediterranean regions (mainly, Alicante, Castell�on, and Valencia)

specialized in the production of citrus (panel 7), Ciudad Real in the production of grapes (panel

8), and Ja�en in the production of olives (panel 9).34

Nevertheless, according to our predictions presented in Figure 4.6, we observe that most

34Appendix 4.11 reports these �gures by subperiod in order to check whether the actual pattern of special-
ization by province changed over time. Nevertheless, if we aggregate the data across provinces, the pattern of
specialization in Spain during the period 1975{2011 was the following: cereals (29:41 percent), fodders (20:21
percent), industrial crops (13:31 percent), vegetables (8:24 percent), grapes (8:06 percent), citrus (7:34 percent),
tubers (6:72 percent), olives (5:95 percent), and legumes (0.25 percent). (Author's computation using the AEA
information.)
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of the provinces, the ones situated in the center, south, and the Mediterranean and the two

provinces that form the Canary Islands, should have specialized in the production of olives

(panel 9). Asturias and Ourense should have specialized in the production of cereals (panel 1),

and the northeast provinces, Barcelona, Girona, and Teruel, in legumes (panel 2). Finally, a

group of provinces (Baleares, C�adiz, Ciudad Real, Huelva, Lleida, and La Rioja) should have

specialized in the production of grapes.

Therefore, our potential scenario predicts that most provinces should have specialized in

legumes and olives. This prediction could be due to the price e�ect, namely, the real prices of

legumes and olives were considerably higher than the prices of the other crops (see Figure 4.3).

Under these circumstances, the pro�tability (namely, the crop revenues) obtained with these

products was higher than with the ones that were expected to be most suitable.
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4.4.3 Econometric Speci�cation

In order to quantify the relationship between actual and potential output, we propose an econo-

metric exercise. The key issue is understanding whether the measures implemented by the CAP

a�ected the relationship between these two variables.

Following Costinot and Donaldson (2012), we regress the logarithm of actual output on the

logarithm of potential output.35 Then the general econometric speci�cation is de�ned as follows:

ln(actual output)rct = �+ � ln(potential output)rct + 
r + �c + �t + urct , (4.5)

where � is the constant, � is the elasticity between actual and potential output, 
r is province

�xed e�ects, �c is crop �xed e�ects, �t is time �xed e�ects, and urct is the error term. Our

coe�cient of interest is �. A value close to one means that the current production system

converges near the potential one, indicating that real agricultural production is close to the

most e�cient one.

The previous estimation delivers an average slope coe�cient (�) that does not allow us to

assess whether important changes occurred over time. Therefore, we propose another technique

in which a regression is run every year: there is a year-by-year comparison between actual and

potential output.36 Then, for year t, we de�ne the following econometric speci�cation:

ln(actual output)rc = �+ �t ln(potential output)rc + 
r + �c + urc , (4.6)

where t = 1975; :::; 2011. To ease its interpretation, the estimated coe�cient (�t) and its corre-

sponding 5 percent con�dence interval will be presented graphically. Then, we are able to follow

the trend of �t over time and to detect whether it has been a�ected by the adoption of the CAP

rules and its corresponding reforms.

However, in order to better capture the e�ects of the policy, we need to separate the crops

that were regulated since the beginning of the CAP from the others. To this extent, we create

a dummy variable called r crops to distinguish these two groups of crops.37 Then we include

this dummy and its interaction with potential production (in logarithms) in the econometric

35Logarithms serve to control in part for heterogeneity. In order to avoid the missing values observations, we
add one unit to all observations before taking logarithms. Costinot and Donaldson (2012) use this technique as
a robustness check.

36Namely, we run several cross-section regressions instead of exploiting the panel data structure.
37The dummy variable r crops includes 11 crops: barley, maize, oat, rice, rye, sorghum, wheat, sugar beet,

grape to transformation, olives, and olive oil.
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speci�cation:

ln(actual output)rct = �+ � ln(potential output)rct + �
r crops ln(potential output)rct � r crops+

+r crops+ 
r + �c + �t + urct , (4.7)

where �r crops is the elasticity between actual and potential output of those crops that were

historically more regulated. A positive coe�cient means that the crops that were regulated

initially are closer to their e�cient scenario with respect to the later regulated crops (which are

in the control group).

One weakness of speci�cation (4.7) could be related to the fact that the crops that were

regulated since the beginning of the CAP were not selected exogenously. Then, the dummy

r crops could be correlated with some unobservable variables (included in the error term) that

also a�ect actual output. If so, one should expect that initially regulated crops recorded lower

levels of productivity at the beginning of the 1960s and higher productivity growth over time.

Using data from the AEA, Figure 4.7 depicts actual productivity in four di�erent panels, one

for each subperiod. The x-axis enumerates the 25 crops, and the y-axis represents the median

(actual) productivity measured in tons per hectare (t/ha).38 This �gure allows us to analyze

whether initially regulated crops were the least productive ones and whether their productivity

followed a di�erent trend with respect to the later regulated crops.

We observe that in the 1970s, a group of crops records very low productivity levels (less

than 10 t/ha). Within this group there are crops that were regulated by the CAP since the

beginning (barley, maize, oat, rice, rye, sorghum, wheat, olives, and olive oil) and crops that

were not (dry bean, chickpea, dry pea, sun
ower, and tobacco). Nevertheless, the sugar beet,

an initially regulated crop, is one of the most productive crops (30 t/ha). Therefore, in our

sample we cannot take for granted that initially regulated crops were the least productive at the

beginning of the period.

Concerning the productivity trend over time, among the crops that were regulated by the

CAP since the beginning, we observe a slight improvement in the productivity of maize and

a considerable improvement in the productivity of sugar beet (from 30 t/ha to 70 t/ha). As

for other less regulated crops, such as vegetables (cabbage, carrot, onion, and tomato), we also

detect an improvement in their real productivity. Thus, we can also conclude that not only

38Median productivity refers to the representative province.
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initially regulated crops improved their productivity in time.

Overall, the previous results show that in Spain, the real productivity of the crops that

were regulated since the beginning of the CAP was not di�erent from the real productivity of

the other crops. Moreover, according to Fearne (1997), the design of the CAP was strongly

in
uenced by the national agricultural policies of the EEC-6. Since Spain joined the EEC in

1986, one could reasonably assume that the dummy r crops is exogenous for Spain.

Finally, in order to detect the e�ects of the CAP during the period of study, again we propose

an exercise in which a regression is run every year t:

ln(actual output)rc = �+ �t ln(potential output)rc + �
r crops
t ln(potential output)rc � r crops+

+r crops+ 
r + �c + urc . (4.8)

where t = 1975; :::; 2011. For the sake of simplicity, the estimated coe�cient (�r cropst ) and its

corresponding 5 percent con�dence interval will be presented graphically.
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4.5 Results

In order to better interpret the econometric results, �rst we map the real production patterns

in the Spanish agricultural sector across time.

We achieve this objective by computing the Her�ndahl-Hirschman index (henceforth HH

index). This index provides information about the degree of specialization in production, and

it is computed as the sum of the square of the shares of each crop in total agricultural output

(namely, HH =
P25
c=1(

qc

Q )
2, where qc is the output of crop c and Q =

P25
c=1 q

c is total output).

The index takes values between zero and one. Values close to zero indicate a low degree of

specialization (in other words, diversi�cation in production), while values close to one mean a

high degree of specialization.

Figure 4.8 represents the HH index at the province level in 1975 and 2011. Looking at

this picture, we can easily detect whether Spanish agriculture became more specialized as a

consequence of the progressive European integration process and associated policies. According

to Donald et al. (2002), European farmers have been encouraged to increase productivity by

becoming more specialized, resulting in a polarization of production areas and a loss of mixed

farming.

We observe that the provinces situated in the east|the Mediterranean area|achieve higher

HH values in 2011 than in 1975, indicating a larger degree of specialization at the end of the

period. Speci�cally, the index increases in 24 provinces, is relatively constant in 8 provinces,

and decreases in 16 provinces. (See Table 4.8 in Appendix 4.11 for quantitative details.)

Overall, we observe an increase in the specialization in production by province over time, but

we need to rely on the econometric exercise because we are interesting in assessing the existence

of potential e�ects associated with the adoption of the CAP.
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Following the general econometric speci�cation (4.5), we regress the logarithm of actual

output over the logarithm of potential output. Our coe�cient of interest is a measure of the

correlation between these two variables. A high correlation means that actual output is close

to potential output, whereas a low correlation means that actual output is far from potential

output.39

Econometric outputs are presented in Table 4.2.40 Column 1 refers to the baseline speci�ca-

tion, without controlling for unobservable characteristics, while columns 2 and 3 include �xed

e�ects. Column 2 includes individual �xed e�ects, namely, province, crop, and time dummy

variables. Province dummy variables control for speci�c spatial, time-invariant characteristics,

such as the weather or type of soil. Crop dummy variables control for speci�c, time-invariant

characteristics related to each crop (for instance, the GAEZ agronomic models could be more ac-

curate for some crops than for others). Time dummy variables control for economic shocks that

could a�ect all crops and provinces. Finally, column 3 presents heavily constrained estimations

by including bilateral �xed e�ects, namely, province-time and crop-time dummy variables. The

former control for natural phenomena that a�ect the productivity of all the crops in a speci�c

province in some years (for instance, freezes during the winter or �res during the summer), while

the latter control for crop-speci�c regulations and policies that are time-variant. The inclusion

of high-dimensional �xed e�ects could be crucial to solving the omitted variables problem.41

According to our �ndings, the estimated coe�cient (b�) is positive and statistically signi�cant
in the three speci�cations. Its magnitude is equal to 0:08 in columns 1 and 3, and 0:06 in column

2. Therefore, our �rst set of results identi�es a positive (though weak) relationship between the

actual and potential output.42

In order to track the evolution of the level of e�ciency achieved by the Spanish agricultural

sector, we estimate speci�cation (4.6) by year. Then, instead of obtaining an average estimated

coe�cient (b�), we get an estimated time-speci�c coe�cient (b�t).
The estimated coe�cient (b�t) and its corresponding 5 percent con�dence interval are pre-

sented in Figure 4.9. We observe that from 1986 to 1992, the estimated coe�cient follows a

39A priori we do not know whether actual output is above or below its benchmark, then the ine�ciency could
be due to overproduction (actual output is above its benchmark) or underproduction (actual output is below its
benchmark).

40All regressions include standard errors that are clustered by province to account for potential within-province
(across crops) interdependence.

41To run this regression, we employ the program reg2hdfe in Stata (StataCorp, 2012), implementing the
algorithm developed by Guimar~aes and Portugal (2010). It allows us to control for high-dimensional �xed e�ects
without incurring storage problems. But the value of the constant is not included in the statistical output.

42We compare our results with the ones obtained in Costinot and Donaldson (2012), taking into account that
the spatial dimension of our exercises is very di�erent. Their preferred coe�cient is equal to 0:212, though it
decreases to 0:096 after including country dummy variables.
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Table 4.2: Actual versus potential outputs

Dependent variable: ln(actual output)

(1) (2) (3)

ln(potential output) 0.0834*** 0.0656*** 0.0814***

(0.0215) (0.0180) (0.0217)

constant 11.9720*** 4.1079***

(0.3711) (0.6934)

Fixed e�ects:

province X

crop X

time X

province-time X

crop-time X

Observations 42,350 42,350 42,350

R-square 0.0080 0.5421 0.5634

Estimator: Ordinary least squares.

Standard errors clustered by province are in parentheses.

* p < 0:10, ** p < 0:05, *** p < 0:01

positive trend from b�1986 = 0:06 to b�1992 = 0:13 (and the di�erence between these two coe�-

cients is statistically signi�cant). This means that the di�erence between actual and potential

output decreases over time. Therefore, we can con�rm that the entry to the EEC and the

adoption of the CAP policies boosted e�ciency in the Spanish agricultural sector.

Unfortunately, we cannot distinguish which part of this e�ciency improvement is explained

by being part of a common market and which part by the introduction of the CAP measures.

One of the bene�ts of being part of a common market is the increase in trading among partners

(namely, trade creation e�ects). This means that each country specializes in the goods that it

produces more e�ciently and imports the remaining ones. Indirectly, a country could experi-

ence an improvement in the allocation of resources, which in our case is re
ected through land

use. Alternatively, the implementation of speci�c CAP measures could have a�ected farmers'

production incentives.

Although from 1992 to 1996 the estimated coe�cient follows a decreasing trend, the esti-

mated values are statistically higher than the ones obtained before 1986. Instead, from 1997

onward, the estimated values are not statistically di�erent from the ones obtained before 1986.

Therefore, these results suggest that the entry of Spain in the EEC and the implementation
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of the CAP measures had some e�ects that vanished over time, while the 2003 CAP reform

did not have an impact on the production decisions. At this point, it could be interesting to

discriminate among crops to assess the true e�ectiveness of the policy.

Figure 4.9: Actual versus predicted output by years
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Following speci�cation (4.7), we include some new variables in our general econometric spec-

i�cation in order to check whether there are important di�erences, in terms of e�ciency, between

the crops that were historically more regulated by the policy and the others. Estimation results

are in Table 4.3. As before, we run three speci�cations that di�er according to the inclusion of

a set of dummy variables that control for unobservable characteristics. We are interested in the

estimated coe�cient b�r crops, which re
ects the relationship between the actual and potential
output of the crops that were historically more regulated. The estimated coe�cient is positive

and statistically signi�cant in the three columns (0:17, 0:15, and 0:17, respectively), meaning

that initially regulated crops are closer to their benchmark if compared with the later regulated

crops (control group).43

Again we exploit the temporal dimension of our sample by running a year-by-year regression

according to the econometric speci�cation (4.8). We represent the estimated coe�cient (b�r cropst )

and its 5 percent con�dence interval over time (Figure 4.10). Again, we observe that the entrance

of Spain to the EEC and the implementation of the CAP policies a�ected e�ciency, since

the estimated coe�cient follows a jump from b�r crops1986 = 0:0811 to b�r crops1987 = 0:1820, and the

43It does not mean that the actual production of the regulated crops is higher than the actual production of
the nonregulated crops. Remember that the coe�cient only provides information about how far actual output is
from its benchmark, potential output.
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Table 4.3: Actual versus potential outputs: regulated crops

Dependent variable: ln(actual output)

(1) (2) (3)

ln(potential output) -0.0018 -0.0130 -0.0204

(0.0244) (0.0210) (0.0316)

ln(predicted output)�r crops 0.1659*** 0.1539*** 0.1731***

(0.0300) (0.0333) (0.0416)

r crops 0.1288 -2.9031* omitted

(0.3330) (1.5312)

constant 11.9720*** 4.1079***

(0.3711) (0.6934)

Fixed e�ects:

province X

crop X

time X

province-time X

crop-time X

Observations 42,350 42,350 42,350

R-square 0.0186 0.5452 0.5665

Estimator: Ordinary least squares.

Standard errors clustered by province are in parentheses.

* p < 0:10, ** p < 0:05, *** p < 0:01

r crops: barley, maize, oat, rice, rye, sorghum, wheat, sugar beet,

grape to transformation, olives, and olive oil.

di�erence between these coe�cients is statistically signi�cant.

Furthermore, in Figure 4.10 we obtain a new and interesting result. Since 2000 we observe

that the estimated coe�cient follows a positive trend, which means that initial regulated crops

are closer to their e�cient scenario with respect to later regulated crops (the control group).44

In addition, these estimated values are signi�cantly higher than the ones obtained before 1986.

Then, we detect an improvement in the e�ciency level for a sample of speci�c crops. This

improvement could be an e�ect of the Fischler reform (2003), where direct payments were de-

coupled from the level of output. Under this perspective, the incentives for increasing production

of the regulated crops in order to enjoy the bene�ts of the communitarian policy disappeared,

and consequently actual production of these crops approached potential production.

44The peak is reached in 2009, where b�r crops2009 = 0:39.
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Therefore, through speci�cation (4.8), we provide evidence that the communitarian policy

had a tangible impact on the production decisions in Spain. The 2003 CAP changes, mainly a

more signi�cant decoupling of payments from production, produced greater market orientation

and lower market distortions (OECD, 2004).

Figure 4.10: Actual versus predicted output by years: regulated crops
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4.6 Robustness Checks

We �nd that the entry of Spain to the EEC and the Fischler reform (2003) had an impact on

the e�ciency level achieved by Spanish agricultural production. Nevertheless, these results rely

on the de�nition of an e�cient scenario, which is used as a benchmark. In order to overcome

this critique, we run some robustness checks by varying some of the key variables that were used

to compute the benchmark.

Our strategy is to deal with three new scenarios. In the �rst robustness exercise, we select

another GAEZ variable as a proxy for potential productivity. In the second robustness exercise,

we replace Spanish market prices with those of other countries. Finally, in the third robustness

exercise, we rede�ne the land area devoted to agricultural production.

4.6.1 Potential Productivity

The �rst robustness exercise consists of using a new variable as a proxy for potential productivity

(Acf ). This is a key variable to determine both e�cient land allocation and potential output.
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We replace the PPC variable with the total production capacity (TPC) variable.45

We repeat the general econometric estimation (4.5) and results are presented in Table 4.4.46

The estimated coe�cient (b�) is positive and statistically signi�cant in the three columns, which
means that our results are consistent to the change of one of the key variables.

Table 4.4: Actual versus potential output: potential productivity

Dependent variable: ln(actual output)

(1) (2) (3)

ln(potential output) 0.1144*** 0.0486*** 0.0649***

(0.0202) (0.0169) (0.0199)

constant 11.8360*** 5.5296***

(0.3713) (0.3895)

Fixed e�ects:

province X

crop X

time X

province-time X

crop-time X

Observations 43,150 43,150 43,150

R-square 0.0128 0.5409 0.5634

Estimator: Ordinary least squares.

Standard errors clustered by province are in parentheses.

* p < 0:10, ** p < 0:05, *** p < 0:01

45The TPC reports potential production capacity in terms of output density (kg/ha) by grid-cell. This is the
variable used in the Costinot and Donaldson (2012) empirical exercise. We do not use this variable in the main
analysis because it prevents us from taking into account the adoption of the irrigation technique that evidence
identi�es as important in Spain.

46The number of observations is higher because the TPC variable has information for rape. According to the
classi�cation presented in Table 4.1, this crop belongs to the group industrial crops.
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4.6.2 Market Prices

The second robustness exercise considers alternative market prices in order to assess whether

our results are driven by nominal values.47 We repeat the analysis by replacing the Spanish

agricultural prices with an average between the Greek and Portuguese agricultural prices. We

select these countries because they joined the EEC during the 1980s and their weather and soil

characteristics are similar to those in Spain.

In order to perform this exercise, we extract data from the FAOSTAT database Producer

prices.48 Unfortunately, this database does not contain information about all the crops used in

our analysis. Therefore, we reduce our sample from 25 to only 19 crops.49

Results are presented in Table 4.5. We observe that the estimated coe�cient (b�) is positive
and signi�cant in the three columns, though its magnitude is smaller than the one obtained

in the main analysis, particularly in the speci�cations that include �xed e�ects. This decrease

is expected because we are computing the e�cient scenario of the Spanish agricultural sector

using external market prices, whereas the actual scenario captures the e�ects of actual Spanish

market prices. But again, we can con�rm that our main results are robust to the variation of

an important variable.

4.6.3 Land Endowment

Finally, we focus on the whole size of land devoted to agriculture. Previously, we use all avail-

able land, except urban areas, to compute potential output. Here we consider the actual area

according to a speci�c de�nition elaborated by an EU project.

In 1985 the EU launched the coordination of information on the environment (CORINE)

program with the objective of compiling and coordinating information about the environment

and natural resources in the European territory. One of the projects included in this program

was CORINE Land Cover (CLC), which was taken over by the European Environmental Agency

(EEA) in 1995. The objective of this project was to build a European database on e�ective land

cover uses.50

At the moment we have information for only three years: 1990, 2000, and 2006. In order to

47The role of the prices in the numerical exercise is very important. A drastic change in relative prices could
a�ect the land allocation across crops, and indirectly this would a�ect potential output.

48To have all prices in the same nominal currency (euro/ECU), we use bilateral exchange rates reported by
Eurostat.

49We do not have information for the following crops: alfalfa, cotton, olives, dry pea, soybean, and sorghum.
50Land cover nomenclature comprises three levels according to the level of precision: the �rst level considers 5

items, the second level considers 15 items, and the third level considers 44 items (for additional information, see
EC, 1995, p. 21). In this exercise we use the �rst level, speci�cally the item called \Agricultural areas."
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Table 4.5: Actual versus potential output: market prices

Dependent variable: ln(actual output)

(1) (2) (3)

ln(predicted output) 0.0761*** 0.0151* 0.0239*

(0.0180) (0.0088) (0.0128)

constant 12.8293*** 3.7241***

(0.3671) (0.5618)

Fixed e�ects:

province X

crop X

time X

province-time X

crop-time X

Observations 33,250 33,250 33,250

R-square 0.0097 0.4703 0.4939

Estimator: Ordinary least squares.

Standard errors clustered by province are in parentheses.

* p < 0:10, ** p < 0:05, *** p < 0:01

compute the new benchmark, we need to extend the available information on e�ective land use

throughout our whole period. As such, we are forced to introduce an operative hypothesis. The

1990 database (namely, the land area devoted to agriculture in 1990) is exploited to calculate

potential production for the period 1975{1999, the 2000 database for the period 2000{2005, and

the 2006 database for the period 2006{2011.

Results are presented in Table 4.6. Once more, the estimated coe�cient (b�) is positive and
signi�cant in the three columns, which means that our results are also robust to a change in

selected land areas.
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Table 4.6: Actual versus potential output: land endowment

Dependent variable: ln(actual output)

(1) (2) (3)

ln(predicted output) 0.0824*** 0.0719*** 0.0901***

(0.0232) (0.0188) (0.0227)

constant 11.9947*** 4.2089***

(0.3689) (0.6940)

Fixed e�ects:

province X

crop X

time X

province-time X

crop-time X

Observations 42,350 42,350 42,350

R-square 0.0070 0.5422 0.5635

Estimator: Ordinary least squares.

Standard errors clustered by province are in parentheses.

* p < 0:10, ** p < 0:05, *** p < 0:01

4.7 Conclusions

In this paper, we analyze the extent to which the CAP a�ected the level of agricultural produc-

tion in Spain. To achieve our objective, we create a novel database by considering 50 provinces

and 25 crops, and we compare the di�erences between current and potential output over the

period 1975|2011.

Our results assess the improvement in production e�ciency that occurred after Spain entered

the EEC (1986) and especially after the Fischler reform and the decision to decouple money

transfers from the level of output (2003).

One of the limitations of our empirical strategy is that although we observe an e�ciency

improvement in the agricultural sector during the second half of the 1980s, we are not able to

disentangle the causes. It could be because Spain joined the common market|namely, the trade

creation e�ects|or because the implementation of the CAP measures produced speci�c produc-

tion incentives. Further investigation in this direction is recommended in order to capture the

role of these two di�erent e�ects and provide better insights with respect to policy conclusions.
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However, this contribution provides evidence that the 2003 CAP reform, which broke the

link between subsidies and production, had a positive impact on real production in Spain. This

impact could be due to a change in farmers' production incentives, since they became more

e�cient as they relied more on market characteristics rather than just on subsidy requirements.

In light of these results, any future CAP modi�cation or reform should be designed by taking

into account this policy scheme to maintain the e�ciency target: lump-sum money transfers

independent from the output level or other pecuniary incentives.

As for our research strategy, we propose two further extensions, the former to overcome the

limitation previously discussed and the latter to obtain a much more complete evaluation of the

policy.

In order to distinguish the impact of the CAP measures from the e�ects of being part of a

common market, we can extend the analysis to other industrial sectors (which were also a�ected

by the entrance of Spain to the EEC). The idea is to estimate the potential e�ects of being part

of a common market, in terms of production level and trade 
ows, for each sector separately

as well as for the whole economy (an average e�ect). Then, we can compare this average e�ect

with the results obtained by each sector. This comparison is especially interesting in the case

of agriculture, since part of the di�erences (if any) could be explained by the implementation

of the CAP. Therefore, through this exercise we could identify the e�ective impact of the CAP

measures in Spanish agricultural production, particularly during the second half of the 1980s.

A further extension would be to enlarge the sample of analysis by including other countries

both inside and outside the EU. The rationale is to gather information by referring to other case

studies in order to assess whether they also experienced an improvement in the level of production

and, if so, compare the magnitude of these improvements with the Spanish one. Under this

perspective, a second interesting question to address is checking whether the EU membership

(and therefore the possibility of enjoying the CAP policy) has truly been a discriminating device

to record a larger improvement in the performance of agricultural production. This extension,

which is very challenging in terms of data compilation, will allow us to elaborate a deeper

evaluation of the CAP, since it will include a larger spatial dimension.
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4.8 Appendix A

Our database is built by considering two main data sources: potential productivity values are

taken from the GAEZ project elaborated by the FAO and IIASA, while prices and actual outputs

are taken from the AEA published by the MAGRAMA. Whenever data (concerning potential

productivity and price) are not available, we need to approximate them. This appendix outlines

our strategy for managing the information from these two sources in order to obtain an adequate

database for implementing the numerical exercise described in Appendix 4.10.

4.8.1 Representative Value: Citrus

We apply a special adjustment technique for citrus. The GAEZ reports information about

citrus, while the AEA reports more disaggregated information (the group of citrus is composed

of oranges, mandarins, and lemons). Using the AEA information, we calculate a representative

value for citrus.

First, using information about quantities (q) and prices (p), we calculate the total revenue

for citrus in province r and year t:

Revenuecitrusrt = qortp
o
t + q

m
rtp

m
t + q

l
rtp

l
t ,

where o refers to oranges, m refers to mandarins, and l refers to lemons.

Then, for each year t we de�ne the representative price of citrus as

pcitrust = pot

�
qot

qot + q
m
t + q

l
t

�
+ pmt

�
qmt

qot + q
m
t + q

l
t

�
+ plt

�
qlt
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t + q
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�
,

where pit (i = o;m; l) is the price in year t and qit =
P50
r=1 q

i
rt (i = o;m; l) is the national

production in year t. The relative weight of the price of each product in the representative price

of citrus pcitrust is measured according to the weight that each variety has in total production.

Finally, using total revenue and representative price, we calculate a representative output of

citrus by province r and year t:

qcitrusrt =
Revenuecitrusrt

pcitrust

:

This output is considered to be the real one and will be compared with the predicted one.
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4.8.2 Prices

Prices are needed in order to determine the e�cient land allocation. Unfortunately, prices are

not available for some speci�c crops and years. We implement di�erent strategies to approximate

the missing values in the AEA.

Since the AEA and FAOSTAT databases do not have many di�erences, the �rst method

consists of complementing the missing values with data reported by the FAOSTAT database

Producer prices. We use information from the FAOSTAT for the following crops and years:

oranges (1976{1979), lemons (1976{1979), table olives (1976{1979), potatoes (1986), and carrots

(1975{1984).

However, when the information is not available in FAOSTAT, we use a second method: we

calculate an average value of prices, taking into account the last and the �rst available prices

of the period with missing information. This method is implemented for alfalfa and mandarins.

The average price is calculated using the prices reported for the years 1975 and 1980. Then,

this average is used to cover the period 1976{1979.

The third method consists of determining a representative group. We implement it by

comparing the prices of two crops that belong to the same category (for instance, table olives

and olive oil), where one variety possesses complete information and the other has none. The

strategy is to use the available prices to calculate a ratio between the prices of the two varieties.

Then, this ratio is exploited as a proportional factor to complete the missing values in the series.

Crops to which we apply this adjustment are olive oil and grape to transformation. The

price of olive oil is available since 1985. In order to complete the period (1975{1984), we use

the prices of table olives as a reference. We focus on the available prices during the 1980s (that

is, from 1986 to 1989). For each year, a ratio between the price of table olives and the price of

olive oil is established. The ratio in year t is de�ned as r
p(oo)
t =

polivet

polive oilt
. We get the following

ratios: r
p(oo)
85 = 0:58, r

p(oo)
86 = 0:26, r

p(oo)
87 = 0:22, r

p(oo)
88 = 0:32, and r

p(oo)
89 = 0:21. An average

of these ratios is calculated and is equal to 0:32. Then, the price of olive oil in year t is equal

to polive oilt =
polivet
0:32 for the period 1975{1984 (namely, the price of table olives in year t over the

average ratio).

For grape to transformation, we perform a similar exercise but, in this case, we use the prices

of table grapes as a reference group. The price of grape to transformation is available by varieties

and regions but only for three years: 1995, 2000, and 2008.51 We choose a representative variety

51Information about prices are extracted from Lissarrague Garc��a-Guti�errez and Mart��nez de Toda Fern�andez
(2009, p. 70, table 31). According to the previous study, the price source is La Semana Vitivin��cola, No 2565
(1995), 2826 (2000), 3240 (2008).
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(tempranillo) and calculate an average price, one per year.52 Then we compare the prices of

table grapes and grape to transformation and calculate a ratio for each year. The ratio in year

t0 is de�ned as r
p(gg)
t0 =

pgrape
t0

pgrape transf
t0

, t0 = 95; 00; 08. We get the following ratios: r
p(gg)
95 = 0:74,

r
p(gg)
00 = 0:65, and r

p(gg)
08 = 1:13. Using these ratios and the prices of table grapes, we estimate

a price for grape to transformation. The price of grape to transformation in year t is equal to

pgrape transft =
pgrapet

r
p(gg)

t0
where t0 = 95; 00; 08. The ratio r

p(gg)
95 is used for the period t 2 [1975; 1996],

the ratio r
p(gg)
00 is used for the period t 2 [1997; 2000], and the ratio rp(gg)08 is used for the period

t 2 [2001; 2011].

4.8.3 Potential Productivity: Grapes

Grapes is a group composed of table grapes and grape to transformation (mainly for the pro-

duction of wine). This group is important in Spanish agriculture. According to the AEA data,

it represents around 6 to 8 percent of total agricultural production. Unfortunately, the GAEZ

database does not report information for either of these two varieties. But it is relevant to in-

clude at least the grape to transformation in our analysis.53 Therefore, we have to approximate

potential productivity for the grape to transformation.

In order to calculate potential productivity, we choose another type of crop with similar char-

acteristics: olives.54 First, using information from the AEA, we calculate the aggregate actual

productivity (kg/ha) for olives (prodolive) and for grape to transformation (prodgrape transf ).55

Second, a ratio between the actual productivity of olives with respect to grape to transfor-

mation is calculated in order to establish a relation between both crops, that is, r(og) =

prodolive

prodgrape transf
. Finally, using this ratio and the information reported by the GAEZ about olives

(Aolivef ), we establish potential productivity for grape to transformation, one for each grid-cell

f , Agrape transff =
Aolivef

r(og) . In this way, we can include this relevant crop in our sample of analysis

to determine the e�cient land allocation problem.

52According to WineAccess Search, tempranillo is arguably the most famous of Spain's native grapes. Source:
http://www.wineaccess.com/wine/grape/tempranillo.

53In 1975 table grapes represented 8:87 percent of the total production of grapes, while the grape to transfor-
mation represented 91:13 percent. In 2011 this di�erence was even higher: table grapes represented 4:19 percent of
the total production of grapes, while the grape to transformation represented 95:8 percent. (Author's computation
using the AEA information.)

54Olives and grapes follow similar production systems, since they are very common crops in the Mediterranean
area because of weather characteristics, temperate winters, and hot and dry summers (Espasa, 1998).

55Aggregate means that we consider all provinces
�P50

r=1

�
and all years

�P37
t=1

�
.
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4.9 Appendix B

The objective of this appendix is to provide an argument for the independence of the e�cient

factor allocation from demand conditions.56

In the case of Leontief technology, the e�cient input allocation is independent from demand

conditions and total output. The Leontief model considers an economy with C commodities

and M elementary activities. An elementary activity is a combination of inputs to produce a

good, such that each activity involves a di�erent technique. But there is one commodity, say,

the Cth, which is not produced by any activity but instead represents a primary factor (in our

case, land). The technology has constant returns to scale, and there is no joint production.57

In the Leontief model without substitution possibilities, if a good should be produced by using

a �xed combination of inputs, then there is one speci�c elementary activity for each good. In

the Leontief model with substitution possibilities, however, a good may be produced with several

techniques (for instance, a1; :::; aM1 is the list of M1 elementary activities capable of producing

good c1). Although the substitution of techniques is possible, it will never occur because it can

be shown that a single optimal technique is associated with each good. Because of the constant

returns to scale technology, the optimal technique is independent from demand conditions and

the total level of output. This is known as the nonsubstitution theorem (Samuelson, 1951). The

theorem depends critically on the presence of only one factor of production. With more than

one factor of production, the optimal choice of technique should depend on the relative prices

of these factors (see Chakravarty, 2005, p. 578).

Furthermore, according to the First Welfare Theorem, if a production vector �!y 2 Y is pro�t

maximizing for some strictly positive price vector �!p >> 0, then �!y is e�cient (here, the land

allocation).

56For a more complete discussion, see Mas-Colell et al. (1995), chapter 5.
57Joint production occurs when more than one good is created sumultaneusly from one speci�c elementary

activity.
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4.10 Appendix C

This appendix provides a complete description of the numerical analysis implemented to deter-

mine the e�cient land allocation and potential output for a speci�c province r.

(a) First, we have to compute the land revenue (Euros/ha) using information about the

potential productivity and market prices. For year t and parcel of land f , the land revenue for

each crop c is expressed as follows:

crop revenue (Euros/ha)

1 Ac1f p
c1
t

2 Ac2f p
c2
t

:::

25 Ac25f pc25t

The crop that maximizes the land revenue is the one that is chosen to be produced in parcel

f . It is important to check uniqueness, that is, only one crop maximizes the land revenue.

(b) Given a province r, the sequence of computation at part (a) is repeated for all the

parcels of land. For instance, in the case of Valencia (r = 46), 212 parcels are identi�ed as

f8984; f8985; :::; f9195 (see Table 4.7).

(c) The e�cient land allocation is de�ned (
crt): each crop c is produced in a set of parcels

of land.

(d) The potential output of crop c in year t is calculated by taking into account the e�cient

land allocation, potential productivity, and the endowment, namely, [Qcrt]
� =

P
f2
crt A

c
fLrf .

The endowment Lrf is the total surface (ha) of each parcel of land f after excluding the

urban areas (see Figure 4.11).

(e) Since prices are a time-variant variable, we need to repeat the actions of parts (a){(d)

for each year t (t = 1975; :::; 2011).
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Figure 4.11: Parcels of land

Notes: 

Spain is divided into 8,178 parcels. 

Black areas represent urban areas (MAGRAMA). 
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Table 4.7: Provinces and grid-cells

Code Province Surface (ha)1 Surface (ha)2 id grid-cells3 Total grid-cells

1 �Alava 303,511.75 296,298.39 [1, 84] 84
2 Albacete 1,491,726.15 1,477,252.79 [85, 362] 278
3 Alicante 581,978.64 571,776.96 [363, 483] 121
4 Almer��a 876,338.89 862,412.99 [484, 648] 165

5 �Avila 804,872.28 798,673.06 [649, 811] 163
6 Badajoz 2,179,020.85 2,167,784.96 [812, 1207] 396
7 Baleares 501,711.08 482,355.50 [1208, 1335] 128
8 Barcelona 775,678.54 743,692.05 [1336, 1491] 156
9 Burgos 1,428,085.43 1,409,511.47 [1492, 1786] 295
10 C�aceres 1,988,898.21 1,973,598.81 [1787, 2152] 366
11 C�adiz 744,090.26 733,281.59 [2153, 2295] 143
12 Castell�on 663,644.66 657,513.80 [2296, 2431] 136
13 Ciudad Real 1,980,110.93 1,968,997.11 [2432, 2790] 359
14 C�ordoba 1,376,898.90 1,361,251.81 [2791, 3042] 252
15 A Coru~na 799,335.65 793,373.68 [3043, 3212] 170
16 Cuenca 1,712,891.89 1,702,891.36 [3213, 3524] 312
17 Girona 593,522.79 576,745.27 [3525, 3657] 133
18 Granada 1,263,509.25 1,252,104.11 [3658, 3887] 230
19 Guadalajara 1,220,292.53 1,208,379.84 [3888, 4125] 238
21 Guip�uzcoa 198,093.95 190,603.62 [4126, 4176] 51
21 Huelva 1,014,602.14 1,007,739.09 [4177, 4366] 190
22 Huesca 1,564,748.98 1,549,344.46 [4367, 4667] 301
23 Ja�en 1,348,633.00 1,337,381.50 [4668, 4911] 244
24 Le�on 1,559,129.12 1,538,902.20 [4912, 5210] 299
25 Lleida 1,219,338.68 1,199,767.70 [5211, 5451] 241
26 La Rioja 504,152.31 496,182.65 [5452, 5563] 112
27 Lugo 988,042.80 983,008.71 [5564, 5758] 195
28 Madrid 802,532.89 758,441.09 [5759, 5927] 169
29 M�alaga 730,686.24 718,275.30 [5928, 6076] 149
30 Murcia 1,131,311.86 1,115,461.11 [6077, 6288] 212
31 Navarra 1,038,561.22 1,023,830.61 [6289, 6505] 217
32 Ourense 729,351.27 721,670.09 [6506, 6658] 153
33 Asturias 1,060,902.89 1,042,849.76 [6659, 6871] 213
34 Palencia 804,946.92 797,018.60 [6872, 7040] 169
35 Las Palmas 419,167.63 408,387.45 [7041, 7135] 95
36 Pontevedra 451,187.03 445,047.56 [7136, 7242] 107
37 Salamanca 1,236,083.26 1,223,903.17 [7243, 7476] 234
38 Santa Cruz de Tenerife 351,564.52 342,252.51 [7477, 7553] 77
39 Cantabria 532,420.12 513,254.94 [7554, 7673] 120
40 Segovia 691,860.00 687,318.11 [7674, 7811] 138
41 Sevilla 1,404,454.96 1,387,309.96 [7812, 8069] 258
42 Soria 1,029,945.65 1,020,339.19 [8070, 8277] 208
43 Tarragona 631,536.56 624,117.81 [8278, 8409] 132
44 Teruel 1,481,064.10 1,472,030.85 [8410, 8691] 282
45 Toledo 1,536,034.62 1,522,083.87 [8692, 8983] 292
46 Valencia 1,080,997.96 1,066,068.36 [8984, 9195] 212
47 Valladolid 810,893.91 800,775.12 [9196, 9366] 171
48 Vizcaya 221,624.57 210,619.64 [9367, 9427] 61
49 Zamora 1,056,918.48 1,047,750.03 [9428, 9638] 211
50 Zaragoza 1,727,267.04 1,704,896.27 [9639, 9977] 339

Notes:
1; 2 Author's computation using the geographic software ArcGIS.
2 Excluding urban areas (MAGRAMA, 2014).
3 The identi�er "id grid-cells" is de�ned by grid-cell and province. For this reason, there are
9,977 identi�ers instead of 8,178 (total number of grid-cells in Spain).
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4.11 Appendix D

We present the actual pattern of specialization by province and subperiod in Figures 4.12{

4.20. We appreciate that there was an increase in the number of provinces specializing in the

production of cereals, citrus, and grapes (namely, these crop groups represented more than 40

percent of total production). Nevertheless, there was a reduction in the number of provinces

specializing in fodders.

Table 4.8 reports the HH values at the province level in 1975 and 2011 in order to complement

Figure 4.8.
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Table 4.8: Her�ndahl-Hirschman index, 1975 and 2011

Code Province HH 1975 HH 2011

1 Alava 0.1192 0.2132
2 Albacete 0.2280 0.1502
3 Alicante 0.2514 0.5122
4 Almer��a 0.2033 0.5571
5 Avila 0.2292 0.1829
6 Badajoz 0.1400 0.1927
7 Baleares 0.3630 0.1586
8 Barcelona 0.1664 0.2378
9 Burgos 0.1918 0.2573
10 C�aceres 0.1221 0.1995
11 C�adiz 0.2035 0.0952
12 Castell�on 0.5006 0.8153
13 Ciudad Real 0.2617 0.3071
14 C�ordoba 0.1598 0.4160
15 A Coru~na 0.4230 0.2659
16 Cuenca 0.1895 0.3266
17 Girona 0.3327 0.3144
18 Granada 0.1334 0.2376
19 Guadalajara 0.2162 0.3198
20 Guipuzcoa 0.5022 0.1943
21 Huelva 0.1687 0.5381
22 Huesca 0.3674 0.4842
23 Jaen 0.3384 0.8956
24 Le�on 0.2316 0.2175
25 Lleida 0.4178 0.3979
26 La Rioja 0.1537 0.2039
27 Lugo 0.4844 0.3352
28 Madrid 0.1394 0.1945
29 M�alaga 0.1307 0.2760
30 Murcia 0.2803 0.2914
31 Navarra 0.2050 0.1624
32 Ourense 0.4033 0.3555
33 Asturias 0.4200 0.6239
34 Palencia 0.1885 0.2088
35 Las Palmas de Gran Canaria 0.7207 0.4094
36 Pontevedra 0.3404 0.2862
37 Salamanca 0.1956 0.1631
38 Santa Cruz de Tenerife 0.2864 0.3008
39 Cantabria 0.3440 0.1698
40 Segovia 0.2472 0.1968
41 Sevilla 0.1332 0.0868
42 Soria 0.2648 0.3449
43 Tarragona 0.1720 0.2049
44 Teruel 0.1716 0.2571
45 Toledo 0.1806 0.1825
46 Valencia 0.4165 0.6293
47 Valladolid 0.2815 0.1913
48 Vizcaya 0.7946 0.2041
49 Zamora 0.2071 0.1635
50 Zaragoza 0.2690 0.4834

Note: 0 � HH � 1.
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Chapter 5

Conclusions

Today, the meaning of the European Union stems from the commitment of all member states to

unite their e�orts toward peace and prosperity. Although the origin of the European integration

project arose from a desire to avoid another international military con
ict, it has evolved to

meet new necessities and face new challenges.

The failure of the European Constitution in 2005, troubles during the rati�cation of the Lis-

bon Treaty, and the absence of e�ective instruments to alleviate the Eurozone crisis have together

prompted discussion about the future of Europe's ambitious integration project. Nevertheless,

su�cient evidence suggests that the project has clearly bene�ted the welfare of citizens of all

member states, despite equally clear evidence that there is room to improve the e�ectiveness of

Europe's communitarian initiatives.

This dissertation has addressed certain relevant issues related to the �rst steps of the Eu-

ropean integration project. In Chapter 2, we have evaluated the extent to which the �fth EU

enlargement yielded e�ective trade integration among EU member states, and in Chapter 3, we

have emphasized determinants of the mobility of capital

As de�ned by Jacques Delors in July 1987, among the most valuable assets of being an EU

member is the possibility of sharing a unique European market: \By its size|the biggest in the

world|the single market without frontiers is an invaluable asset to revitalize our business and

make them more competitive. It is one of the main engines of the European Union." (Source:

Baldwin and Wyplosz, 2012, p. 165.) Our results, however, tend to underscore that not all

EU members have fully bene�ted from the advantages of the European Union's unique market.

Speci�cally, we have identi�ed in Chapter 2 that the trade integration of EU-10 and EU-15

countries since 2004 has not been as thorough as expected and, in Chapter 3, that the mobility

of capital and labor across member states has not been as 
uid as hoped.
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In Chapter 4, we have examined the European agricultural sector in terms of a controversial

communitarian policy|namely, the Common Agricultural Policy (CAP)|considered to com-

prise a set of mixed, complex, and expensive policies with poorly de�ned objectives that makes

its evaluation exceptionally di�cult. In response, we have proposed an original empirical strat-

egy to objectively quantify the e�ects of the policy in Spain. In doing so, we have identi�ed

improvement in production e�ciency subsequent to the Fischler reform of 2003, which e�ectively

broke the link between subsidies and level of output.

We have furthermore detected speci�c circumstances in which the e�ects of European inte-

gration have been di�erent from the expected ones. In sum, if the European integration project

seeks to progress, these weaknesses|most of them associated with the lack of strong economic

ties among all member states|need to be overcome.

Methodological matters

This dissertation has scrutinized speci�c topics related to the European integration project

by using original databases and updated empirical tools. Altogether, investigating why EU

member states are less integrated than expected is clearly essential to rectify current weaknesses

and advance the situation toward greater achievement. Of course, many other fascinating issues

related to the European integration process have not been addressed here, including regional

disparities and, by extension, the impacts of regional policy.

Empirical research is always conditioned by the availability and quality of data. The database

built to conduct our analysis in Chapter 3 is based upon two micro-data sources: one for �rms

and the other for workers. Without a common identi�er to match both sources of data, we

had to aggregate information at the province{sector level, which entailed the loss of individual

characteristics at the �rm and worker levels. Accordingly, a valuable extension would involve

exploiting an employer{employee database to allow us a complete micro-level analysis that con-

siders matching a job opening with the skills of the employee �lling the position. In the same

spirit|and as discussed in the corresponding chapters|a potential extension of our research

questions is thus to enlarge the sample of analysis by including other countries, which would

allow us to make valuable international comparisons mostly overlooked in parts of this disserta-

tion.

Another frequent problem in our empirical research relates to econometric issues and man-

aging missing values and zeros. In Chapter 3, we sought to overcome the abundance of zeros
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for the dependent variable by using a count data model; however, our strategy did not perform

well statistically when we accounted for �xed e�ects. To reduce the number of zeros, we thus

excluded province{sector combinations in which no new workplaces were established during our

period of study. Nevertheless, further developments need to be pursued in the line of these count

models.

Lastly, the numerical exercise presented in Chapter 4 also presents a limitation. The max-

imization problem used to allocate crops across parcels of land does not consider any technical

restriction|for instance, crop rotation and fallow periods. It would therefore be interesting to

employ another algorithm that would allow us to control for these restrictions and, in turn,

approximate the e�cient scenario as much as possible to the real features of the agricultural

sector.

Policy implications

This dissertation has highlighted a latent problem of competitiveness in some EU economies.

We have identi�ed that EU-10 countries have su�ered from this problem, especially in high-tech

industries, for evidence shows that after 2004, exports in some high-tech sectors increased more

toward non-EU countries than toward EU-15 ones. If the competitiveness gap between EU-10

does not shrink, it would generate strong, irreversible structural di�erences, which would also

a�ect the well-being of EU-10 citizens. Along those lines, European national governments should

implement speci�c measures to manage competitiveness in their economies. For instance, they

could prompt transitions toward more technology-oriented production by fueling the creation

of ad-hoc structures, in which knowledge could be shared among companies, or by supporting

high-tech programs to update the production process of their industrial sectors.

In Europe's transition to international integration, concerns with competitiveness take di�er-

ent forms. Beyond the lack of certain features such as technology, the dearth of competitiveness

may also refer to a poor economic and business environment. Indeed, this dilemma emerged

as a result in our study of FDI in
ows in Spain. Our �ndings stress that Spain seems to have

been unable to foster a long-term environment for attracting foreign investors, most of whom

are enticed by low-cost options. As a consequence, current features of productivity in Spain are

attractive to low-skilled immigrants, but not high-skilled ones who could reinforce the highly

skilled workforce usually recognized to rank among the building blocks of any healthy business

environment. If Spanish authorities sought to appeal to the long-term interests of foreign in-
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vestors in their domestic economy, then it would be advisable to adopt the incentive scheme

already consolidated in other countries that relies on positioning high-skilled local workers as

vital to attracting FDI, as well as other intangible assets such as technology and an adequate

business climate. Indirectly, this strategy also entails reinforcing how the educational content

of training programs matches employer needs.

As a �nal comment regarding the CAP, despite criticism of the policy, an active and e�ec-

tive agricultural sector in Europe is necessary to guarantee high-quality products and preserve

the environment and natural resources. However, the CAP should place fewer demands upon

resources and better de�ne its objectives. We have found that when direct payments are in-

dependent of the level of output, the market distortions produced by subsidies decrease. In

the wake of this e�ect, it is advisable that any measure implying subsidies to farmers targets

lump-sum money transfers independent of output levels and all other pecuniary conditions.
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