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Preface 

Among the molecules in space, H2 is one of the most relevant of the universe. It is the most 

abundant one in the interstellar medium and is a key intermediate for the formation of 

bigger molecules. Its formation is complex, but due to its inherent relevance understanding 

its interaction and its formation can be considered as a paradigm of the astrophysical 

process. 

The present thesis is structured in four chapters. Chapter 1 introduces the astrochemical 

framework in which the thesis is located, pointing out the presence of interstellar hydrogen 

in the interstellar medium and where it takes place, in the interstellar dust grains around. 

After presenting the goals this thesis aims, Chapter 2 overviews the general theoretical 

aspects behind it, such as electronic structure, density functional methods, solids modelling 

and tunnelling effects, providing finally the computational details entailed. Chapter 3 

corresponds to results and discussion and is divided into different sections. Section 3.1 

presents some physicochemical properties of the crystalline bulk structure and the 

corresponding surfaces of Mg2SiO4 forsterite and of the Fe-containing Mg1.5Fe0.5SiO4 

olivine systems. Section 3.2 reports the adsorption of H atoms and their recombination to 

form a H2 molecule on the crystalline Mg2SiO4 forsterite (010) surface and Section 3.3 

analyses the relevance of surface morphology by considering the H2 formation on the 

crystalline Mg2SiO4 forsterite (001) and (110) surfaces. Finally, Section 3.4 investigates 

the influence of Fe2+ atoms by modelling the physisorption/chemisorption of H atom on 

the Fe-containing (010) surface, subsequently taking place the formation of H2. Chapter 4 

addresses the general conclusions of the present thesis and possible future perspectives, 

Chapter 5 includes the references cited and Appendix A and B supports the information 

given in Chapter 3. 

Additionally, at the beginning of this work, a list of abbreviations of some terms used 

throughout the text is appended. 
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1. Introduction 

We live in a molecular Universe; that is, a Universe where molecules are abundant and 

widespread; a Universe with a rich organic inventory, particularly in regions of star and 

planet formation; a Universe where the formation of stars and the evolution of galaxies is 

driven in many ways by the presence of molecules; a Universe where prebiotic interstellar 

molecules may represent the first steps towards life; a Universe where molecules can be 

used as “dye” to trace important processes in the interstellar medium; a Universe where 

molecules provide unique information on the physical conditions of a wide variety of 

regions; and a Universe where molecules can work together to form such complex species. 

Our knowledge on cosmic matter, particularly on the ice, dust and gas of the interstellar 

medium, has actually progressed by merging results from observations, laboratory 

experiments and numerical astrochemical models. However, these approaches do not 

provide detailed atomistic views of neither of them nor the role of the gas-grain 

interactions accounting for their electronic structure features, which is essential to deeply 

understand their physicochemical properties and the role they play in the increment of the 

chemical complexity in the Universe. This can be improved by adding a fourth level of 

investigation grounded on rigorous quantum mechanical methods. The present thesis 

investigates the H2 formation and the role of silicates by means of this fourth approach. 

 

1.1. Interstellar Medium 

The Milky Way is largely empty. At first glance, the outer space seems to be constituted 

uniquely of stars separated by great distances (around 1013 km in the solar neighbourhood) 

with a complete vacuum between them. Observations with telescopes have shown that this 

is not the case; there are regions that contain considerable material, although by earthly 

standards such regions still constitute a pretty good vacuum. For example, whereas the best 

man-made vacuum is about 1012 atoms per cubic centimetre and a cubic centimetre of the 

air in the room has about 1019 atoms in it, on average the “typical” gas density in space is 

one atom per cubic centimetre. However, the space is not uniform in density and it can 

have densities up to a thousand or a million atoms per cubic centimetre. 
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The stuff out of which stars are made, namely the gas and dust that is present throughout 

the Galaxy, is collectively known as the interstellar medium (ISM), the material between 

the stars. The interstellar medium plays a central role in the evolution of galaxies. It is the 

repository of the ashes of previous generations of stars enriched by the nucleosynthetic 

products of the fiery cauldrons in the stellar interiors. These are injected either with a bang, 

in a supernova explosion of massive stars, or with a whimper, in the much slower-moving 

winds of low-mass stars during the asymptotic giant branch (AGB) phase of stellar 

evolution (see Figure 1.1). In this way, the abundances of heavy elements in the ISM 

slowly increase. This is part of the stars cycle of life, because the ISM itself is where future 

generations of stars will be created. It is this constant recycling and its associated 

enrichment that drives the evolution of galaxies, both physically and in their emission 

characteristics [1]. 

 

Figure 1.1 The life cycle of the interstellar medium (ISM), taken from Tielens [1]. It starts with the 

injection of material from stars either in the form of wind or in an explosion. In the interstellar medium, 

material circulates rapidly, and often between more diffuse phases and molecular clouds. Molecular 

clouds can become gravitationally unstable and form new stars and associated planetary systems. The 

central star eventually evolves and in its death throes ejects much of its gas back into the ISM. The whole 

life cycle from old star to new star takes a few billion years. 

Dust outside our local group of galaxies is still surprisingly poorly understood, especially 

given its fundamental importance to our understanding of the history of star-formation, its 

effects on the formation of early stars, and its role in the formation of planets and hence 

life. From observations, we know that dust must have been formed on short timescales in 

the early Universe, simply because significant dust is observed from epochs previous to 

about one billion years after the Big Bang. In the present Universe the long-lived stars 
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seem to be the main dust producers (although this may not have been thus early on). One 

possibility is that intermediate-mass stars, the high-mass end of the AGB, may have 

contributed very substantially to dust mass at early times. It remains, however, very 

uncertain how much dust could have been formed from these high-mass AGB stars, and 

whether enough intermediate mass stars could have been produced from metal-free and 

metal-poor stars. Indeed, very little is firmly known about the production and destruction 

of dust in the high-mass end of late stage stellar evolution compared to the low-mass end 

[2], as well as about effectiveness of these high-mass AGB stars in injecting dust into the 

ISM at different metallicities (in astronomy and physical cosmology the metallicity of an 

object is the proportion of its matter consisting of chemical elements other than hydrogen 

and helium). An extensive detail about the interstellar dust is provided in Section 1.3. 

Stardust grains with enriched isotopic compositions in Earth crust’s compounds have been 

isolated from meteorites. Meteorites offer a unique window on the solar nebula – the disk-

shaped nest of gas and dust that enveloped the early Sun some ~4.57 billion years ago – 

from which planetesimals and planets accreted [3]. Minuscule presolar grains have been 

found in some meteorites, providing an opportunity to analyse directly the chemistry of 

interstellar matter. Even so, some of these tiny grains provide constraints on our 

understanding of how elements were forged inside stars before the Sun’s birth (a portrait of 

star-forming region can be appreciated in Figure 1.2). Once formed, these grains were 

released to the interstellar medium, where dust cycles occur many times from diffuse to 

dense cloud phases and vice versa (see Figure 1.1). An interstellar cloud is an aggregation 

of gas and dust in the ISM containing large quantities of atoms, molecules and dust, with a 

typical mass ratio of 100 and with temperatures ranging from 10 to 100 K [4]. The dust in 

these regions is typically cold and thus, can be detected through its thermal emission at 

submillimetre and millimetre wavelength. 

The interstellar chemistry is rich and diverse as shown in Table 1.1, where all the gas-

phase molecules identified in the ISM are reported. The interstellar medium is filled 

primarily by diffuse gases, mostly hydrogen and helium, but with oxygen, carbon, and 

nitrogen contributing about 1% by mass and all the other elements mostly in micrometre-

size dust motes. Molecules, in addition, are present in all different phases of this life cycle 

(see Figure 1.1). About 170 molecules have been identified through their rotational 

(millimetre, ~10%& m), rotational-vibrational (infrared, ~10%& − 10%( m), and/or 
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electronic (ultraviolet or visible, ~10%( − 10%) m) transitions (see Table 1.1). We 

recognize simple hydrides such as H2, H2O, and NH3, a diverse array of hydrocarbon chain 

species such as the cyanopolyynes (e.g., HC3N), but also cyclic species including possibly 

benzene, common simple organics such as alcohols and aldehydes, highly reactive species 

such as ions and radicals, and very stable species such as the C60 and C70 fullerenes. 

Besides these specific molecules it has also been shown that, as a class of molecules, 

polycyclic aromatic hydrocarbons (PAHs) are the most abundant polyatomic species in 

space [5]. 

 

Figure 1.2 Celestial Valentine. Generations of stars can be seen in this infrared portrait from NASA's 

Spitzer Space Telescope. In this wispy star-forming region, called W5, the oldest stars can be seen as blue 

dots in the centers of the two hollow cavities (other blue dots are background and foreground stars not 

associated with the region). Younger stars line the rims of the cavities, and some can be seen as pink dots 

at the tips of the elephant-trunk-like pillars. The white knotty areas are where the youngest stars are 

forming. Red shows heated dust that pervades the region's cavities, while green highlights dense clouds.  

Image Credit: NASA/JPL-Caltech/Harvard-Smithsonian 

Roughly speaking there are two kinds of interstellar clouds in the ISM, diffuse and dense 

clouds (for a definitive study of the classification of interstellar clouds see Snow and 

McCall [5]). Diffuse clouds constitute the first step in the evolutionary pathway from low-

density atomic hydrogen clouds to the molecular Universe. They are transitions between 

the atomic and molecular phases of the interstellar medium, and provide a relatively simple 

laboratory for the study of fundamental chemical processes. Diffuse interstellar clouds are 

regions of relatively low density, roughly 100–300 particles cm-3, and are characterized by 

an average temperature of ~100 K corresponding to a thermal pressure of 4000 K cm-3. 

Typical sizes and masses of diffuse clouds are ~1014 km and ~1033 kg but actually diffuse 

clouds show a broad mass and size distribution which joins quite smoothly into those of 

molecular clouds [6]. They are quite transparent to the ambient interstellar radiation field. 
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Hence, UV radiation field of approximately ~108 photons s-1 cm-2 plays an important role 

in their physics and chemistry, such as preventing the formation of larger molecules. 

Table 1.1 Identified interstellar and circumstellar molecules 

Simple hydrides, oxides, sulphides, halogens 

H2 (IR, UV) CO NH3 CS HCl 

O2 H2O2 PO CO2 (IR) NaCl* 

H2O SO2 OCS H2S KCl* 

PN SiO SiH4
* (IR) SiS AlCl* 

N2O CH4 (IR) HSCN HF AlF* 

HONC HNCO AlOH   

Nitriles and acetylene derivatives 

C2 (IR) HCN CH3CN HNC C2H4
* (IR) 

C3 (IR, UV) HC3N CH3C3N HNCO C2H2 (IR) 

C5
* (IR) HC5N CH3C5N HNCS C6H2 (IR) 

C3O HC7N CH3C2H HNCCC C3H6 

C3S HC9N CH3C4H CH3NC C3H7CH 

C4Si* HC11N CH3C6H HCCNC H2C4 

HC2CHO CH2CHCN CH2CCHCN   

Aldehydes, alcohols, ethers, ketones, amides 

H2CO CH3OH HCOOH HCOCH CH3CH2CN 

CH3CHO CH3CH2OH HCOOCH3 CH3NH2 NH2CH2CN 

CH3CH2CHO CH2CCHOH CH3COOH CH3CONH2 NH2CN 

NH2CHO (CH2OH)2 (CH3)2O H2CCO CH2CHCN 

CH2OHCHO (CH3)2CO H2CS C2H5OCHO CH3SH 

Cyclic molecules 

C3H2 SiC2 c-C3H CH2OCH2 C6H6 (IR) ? 

c-SiC3 H2C3O C2H4O   

Molecular cations 

CH+ CO+ HCNH+ OH+ HN2
+ 

CH3
+ HCO+ HC3NH+ H2O+ H3

+ (IR) 

HS+ HOC+ H2COH+ H3O+ SO+ 

HCS+ HOCO+ CF+   
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Molecular anions 

C4H– C6H– C8H– CN– C3N– 

C5N–     

Radicals 

OH C2H CN C2O C2S 

CH C3H C3N NO NS 

CH2 C4H HCCN* SO SiC* 

NH (UV) C5H CH2CN HCO SiN* 

NH2 C6H CH2N C5N* CP* 

SH C7H NaCN KCN MgCN 

C3H2 C8H MgNC FeCN C4H2 

HNO H2CN HNC3 HO2 C6H2 

AlNC SiNC C4Si SiCN HCP 

CCP AlO    

Fullerenes 

C60 (IR) C70
* (IR) C60

+ (VIS) ?   
Species denoted with * have been detected only in the circumstellar envelope of carbon-rich stars. Most molecules have 

been detected at ratio and millimetre wavelengths, unless otherwise indicated (IR, VIS, or UV). Species labelled with a 

question mark await confirmation. 

The known molecular content of diffuse clouds in interstellar space consists primarily of 

simple diatomic molecules – only a few polyatomic species have been identified to date – 

particularly simple hydrides. Initially, such studies were limited to the visible and near-UV 

wavelength ranges and, hence, focused on transitions of species with low-lying electronic 

states (e.g., radicals and ions). The first interstellar molecules, CH, CN neutrals and CH 

ions, were discovered this way in the late 1930s and early 1940s of the previous century 

[7] but they have now also been observed through millimetre and submillimetre adsorption 

lines [8]. However, spectroscopic surveys lead to the discovery of new molecules with 

filled electronic shells, and many more molecules have been detected in the photon-

dominated diffuse medium, although at lower abundances than found in dense clouds. The 

detected species include the most abundant molecular species, H2, as well as a slew of 

others like HD, CO, OH, CH2, H2O, C2, and recently C2H and c-C3H2 molecules in several 

extragalactic diffuse clouds. The simple carbon chains, C2 and C3, have also been observed 

in the visible and far-IR wavelength ranges [9], [10]. The C2H abundance varies little from 
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diffuse to dense clouds whereas the c-C3H2 abundance is markedly higher in dense clouds 

[8]. Over the last decade, the emission from molecules in diffuse clouds has been studied 

through their rotational transitions at submillimetre wavelengths (e.g., CO, HCO+). 

Rotational–vibrational transitions of the important H3
+ ion have also been discovered in the 

near-IR (~3.7 µm) [11]. Besides these simple species, reactions of the neutral molecules 

CH and CH2 molecules with C ions leading to the formation and build-up of large 

polycyclic aromatic hydrocarbons in the diffuse ISM have been postulated due to the 

strong IR emission bands that dominate the near- and mid-IR emission spectrum [12]. 

However, the presence of large carbon-bearing species is strongly dependent on their 

formation and survival rate because the diffuse medium is controlled by photochemistry. 

The larger carbonaceous molecules that enter the diffuse interstellar gas are detected in 

circumstellar envelopes around late-type stars. Finally highlight SiC and SiO molecules, 

precursors of silicates and silicon carbides that form the core of dust. 

Dense clouds, also referred to as cloud cores or dense cores, differ in a number of 

important aspects from the diffuse clouds. They tend to contain a dense condensation up to 

a few tens of solar masses of material, and gas densities can reach 103 to 106 particles cm-3, 

high values according to interstellar standards. As a result, the intensity of the dissociating 

far-UV radiation field (in the wavelength range 912–2000 Å) is lower and gas-phase 

chemistry in these clouds is primarily driven by cosmic-ray ionization [13]. These dense 

clouds are also much cooler than diffuse clouds, temperatures around ~10 K, so that 

interstellar grains become coated in ices. 

Much of the chemistry in the ISM occurs within relatively dense clouds [14], [15]. 

Reactions between ice mantles and gas molecules produced organic compounds that can be 

extracted from meteorites and identified by their bizarre isotopic compositions [16]. In 

fact, the interaction between the gas phase and the solid state becomes one of the driving 

forces of molecular diversity in dense clouds. A final difference with diffuse clouds is the 

importance of self-gravity in dense clouds. New stars are only formed in dense clouds and 

such embedded protostars can influence their environment through shocks driven by their 

powerful outflows. Protostars will also heat the surrounding dust and this energy is coupled 

to the gas through gas-grain collisions [17]. This heating of the dust can evaporate 

previously accreted ice mantles when the temperature is raised above the sublimation 

temperature [18], [19]. Many dust grains were undoubtedly destroyed in the ISM, but some 
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hardy survivors were incorporated into the nebula when the dense cloud collapsed, and 

thence were accreted into meteorites. 

Over the last three decades, rotational spectroscopy in the millimetre wavelength region 

has revealed that dense clouds contain a large variety of molecules (see Table 1.1). In fact, 

most of the over 140 molecules (out of ~170) discovered to date in space are found in 

dense clouds. Given the overabundance of hydrogen in the ISM, one might expect the 

molecular composition to be dominated by saturated hydrides such as H2O [20], NH3 [21], 

and CH4. Simple hydrides and oxides are indeed present in dense clouds (see Table 1.1). 

However, interstellar clouds also contain a variety of unsaturated radicals and ions [22]. 

These species are very reactive under terrestrial laboratory conditions and indeed some 

were discovered in space before they were even identified in the laboratory. The degree of 

unsaturation is particularly remarkable, attesting to the importance of kinetics over 

thermodynamics in interstellar molecular clouds. Except for molecular hydrogen 

formation, much of the chemistry occurs in the gas phase and is driven by penetrating far-

UV photons and cosmic rays [23], [24]. Molecular species do accrete onto dust grains 

where they can undergo further reactions. In this way an ice mantle is formed. Evidently, 

other chemical routes have opened up under these conditions [25]. This is generally 

attributed to the chemistry of ice molecules evaporating into the warm gas through the 

heating action of the protostar [26]. 

In the denser media, gas-phase species can accrete onto grains forming a mantle. In diffuse 

clouds, the accreted species may be predominantly bound by chemisorbed forces, partly 

because physisorbed species will be rapidly photodesorbed by the high flux of far-UV 

photons. In dense clouds, the accretion process leads to the formation of an icy mantle 

consisting of simple molecules such as H2O, CO, CO2, and CH3OH [27]. These ices may 

be processed by UV photons and high-energy cosmic rays into larger, more complex 

species, which could be more tightly bound to the cores. While there is compelling 

experimental evidence for these processes [28], their importance in an interstellar setting is 

more controversial and, presently, there is little direct observational support. Coagulation, 

the mechanism by which dust grains grow into larger entities in the ISM and 

protoplanetary disks, may also play a role in increasing the grain size inside diffuse and 

dense clouds. 
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Analogous gas and grain chemistry can be expected to produce a wide range of complex 

organic species. The six biogenic elements required to build such structures on our planet 

include some of the most common elements: H, O, C, N, S and P. Phosphorous, although 

about 1000 times less abundant than carbon, is critical in the transition from prebiotic to 

biotic chemistry. Only the two most abundant elements (hydrogen and oxygen) are 

required to produce water. Four elements (H, O, C, and N) are sufficient to form all of the 

nucleic acids (with phosphorous) and eighteen of the twenty amino acids commonly found 

in biological structures. Remaining two amino acids, cysteine and methionine, require the 

availability of sulphur. Thus, with five elements (H, O, C, N, and S) a prebiotic system 

could form in an appropriate solvent (water), take on shape (structural proteins, 

lipoproteins, and polysaccharides), and facilitate chemical reactions (enzymatic proteins). 

Star formation occurs within cloud cores. The combination of high densities, heating by 

young embedded stars, and illumination by nearby sources of hard radiation drives the 

chemical evolution in these regions. Here, one can expect enhancement of both gas-phase 

chemical reactions and grain-surface chemistry [29]. The higher temperatures open many 

chemical pathways, which are kinetically hindered at lower temperatures. High densities 

increase the rate of collisions of chemically interacting partners. Penetrating X-rays and 

UV radiation ionize atomic and molecular species, thereby greatly increasing their 

chemical interaction cross-sections. This radiation may also dissociate larger molecules 

and thus provide additional chemical pathways for producing smaller molecules. 

Hard radiation also creates radicals on grain surfaces, which – combined with the mobility 

due to elevated grain temperatures – leads to enhanced chemical processing. If grain 

reactions are sufficiently exothermic, the resulting molecules will be directly released from 

the grain surface. If not released at their creation, they could leave the surface later when 

the grain temperature is sufficiently high. Alternatively, the molecules could become part 

of the grain’s molecular coating, influencing its optical properties [30], could help 

coagulating with other grains to produce larger particles (a necessary step towards planet 

formation), or simply be present and participate in the creation of more complex species. 

To conclude, the interstellar medium is vitally important to the evolution of galaxies, the 

formation of planets and the origin of life. Interstellar dust is an important constituent of 

these galaxies and is crucial for interstellar chemistry by reducing the UV radiation which 
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causes molecular dissociations and providing the site of the formation of the most 

abundant interstellar molecule, H2. 

 

1.2. Interstellar Hydrogen 

In the first moments after the Big Bang, the Universe was extremely hot and dense. As the 

Universe cooled, conditions became just right to give rise to the building blocks of matter – 

the quarks and electrons of which we are all made. A few millionths of a second later, 

quarks aggregated to produce protons and neutrons. Within minutes, these protons and 

neutrons combined into nuclei. As the Universe continued to expand and cool, things 

began to happen more slowly. It took 380,000 years for electrons to be trapped in orbits 

around nuclei, forming the first atoms. These were mainly hydrogen and helium, which are 

still by far the most abundant elements in the Universe. 1.6 million years later, gravity 

began to form stars and galaxies from clouds of gas. Heavier atoms such as carbon, oxygen 

and iron, have since been continuously produced in the hearts of stars and catapulted 

throughout the Universe in spectacular stellar explosions called supernovae. 

 

1.2.1. Relevance 

Molecular hydrogen, besides being the most abundant molecule in the Universe – 

comprises approximately 90% of the matter of the Universe by number density and about 

75% of the Universe by mass [4] – plays a fundamental role in many astrophysical and 

astrochemical contexts [31]. It is found in all regions where the shielding of the UV 

photons, responsible for its photo-dissociation, is sufficiently large. The spectral lines of 

hydrogen are prominent in a great variety of astronomical objects and the role of hydrogen 

in astrochemistry has been a subject of much study. Astronomers have discovered spectral 

lines from H+, H-atoms, H2 molecules, H2
+ and H3

+ in vast clouds of gas and dust in the 

interstellar medium [32]. H2 makes up the bulk of the mass of the dense gas in galaxies and 

could represent a significant fraction of the total Universe’s baryonic mass (that is, 

excluding so-called dark matter and dark energy). 

Further on, H2 plays two main roles that render it key for our understanding of the 

interstellar medium, in particular of the processes regulating star formation and the 
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evolution of galaxies. Firstly, H2 is recognized as a major contributor to the cooling of 

astrophysical media. In interstellar clouds, collisions will excite hydrogen molecules to 

higher levels, and they will eventually de-excite returning to a lower energy state through 

photon emission, which will carry the energy out of the region cooling the cloud, so that 

gases could begin to collapse under gravity to form the first stars (metal-free stars) and 

galaxies. Cooling mechanisms are essential to allow gravitational collapse because the 

pressure of hot gas resists further contraction unless heat can be emitted in the form of 

radiation, both in the early Universe and in the ISM. H2 is also an effective coolant for 

gases at T~100 K, where collisions result in rotational excitation, followed by emission; 

hence H2 cooling mechanisms also take place in the ISM and remain of great importance to 

the present day. H2 has also specific radiative and collision properties that make it a 

diagnostic probe of unique capability. Many competing mechanisms could contribute to its 

excitation and H2 can serve as probe of a wide range of physical environments. Thus, as we 

understand reasonably well its radiative and collision properties, we can construct realistic 

models of the response of H2 to its surroundings. Secondly, the formation of H2 on grains 

initiates the chemistry of interstellar gas due to the H2 → H3
+ source of protonation (as it is 

discussed in section 1.2.5). 

 

1.2.2. Spectroscopic Detection 

Molecular hydrogen has always been expected to be abundant in diffuse clouds [33] but, 

despite its importance, it is also the most difficult species to observe directly. The reason is 

that H2 is a simple, highly symmetric and homonuclear molecule. As it consists of two 

atoms of identical mass, the centre of mass and the centre of charge of the molecule 

coincide, resulting in no permanent dipole moment. With no dipole moment, only 

quadrupole rotational transitions can occur. This means that only the ∆J=0 and ∆J=±2 

rotational transitions occur, while the ∆J=±1 (dipole) rotational transitions are strictly 

forbidden. Thus, the most abundant molecule in the ISM, carrying most of the mass and 

playing a key role in excitation, thermal balance, and gas-phase chemistry, is virtually 

invisible to direct observation. This means that unlike other molecules, H2 emits no long-

wavelength rotational lines. 

The only directly observable probes of H2 in the diffuse ISM are: 
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1. Absorption at far-UV wavelengths in the diffuse ISM (towards nearby stars) by 

electronic transitions in the Lyman and Werner bands lying below 0.112 µm [34], 

[35]. These lines arise in both cold and warm H2. 

2. Emission by IR rotational-vibrational transitions in the electronic ground state of 

H2 at wavelengths between 1 and 28 µm in relatively warm regions [36], [37]. The 

molecular gas must be warm (500–2000 K), excited either by shocks, outflows, or 

UV fluorescence from nearby stars. 

However, the gas in the interstellar clouds is generally too much cold to populate even the 

lowest rotational-vibrational levels (a few 10 K compared to level energies corresponding 

to temperatures of more than 6000 K even for the lowest rotational-vibrational levels). 

Temperature-promoted population of the highly excited states, thus giving rise to emission 

of the H2 lines, is hampered. Nevertheless, other mechanisms leading to this population are 

possible. The excitation mechanisms of H2 are observed in photon-dominated regions 

(PDRs) where the excitation of rotational-vibrational and high rotational levels within the 

electronic ground state dominates. Observations with Copernicus and FUSE (Far 

Ultraviolet Spectroscopic Explorer) show that in most diffuse clouds – where this pumping 

is important [38] – there is a substantial population of H2 in rotational levels up to about 

J=6 [5]. 

The mechanisms for populating H2 in the ISM, often called pumping mechanisms, are 

mainly via collisional excitation and UV radiation (the H2 pumping diagram is shown in 

Figure 1.3). Inelastic collisions are the dominant excitation mechanism if the gas density 

and temperature (typically of order 2000–3000 K) are high enough, at least for the lower 

energy levels [39], [40]. Therefore, by collisions with other H2 molecules, atoms or 

electrons the rotational-vibrational levels are populated. These thermal collisions are 

particularly important in dense PDRs (nH > 104 cm-3) and shocked regions of the ISM, such 

as molecular outflows [41], where collisions maintain the lowest rotational levels in 

thermal equilibrium. In another excitation mechanism, the molecule absorbs ultraviolet 

photons (as is observed) and is radiatively pumped into its electronically excited states, the 

above mentioned Lyman and Werner bands. As it decays back into the electronic ground 

state, it populates the high vibrational levels via quadrupole transitions, and the subsequent 

cascade to ν=0 gives rise to optical and IR fluorescent emission, and a characteristic 

distribution of level populations [42], [43]. In 10–15% of UV absorption events, the 
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molecule will dissociate [44]. Other H2 pumping mechanisms also occur in the ISM. For 

example, H2 formation in excited states can also contribute to the excitation of the 

molecule. Finally, in environments such as active galactic nuclei (AGNs) or X-ray emitting 

young stellar objects (YSOs), where hard X-rays are capable to penetrate deeply into zones 

that are opaque to UV photons, H2 excitation can be dominated by X-rays [45]. 

 

 

Figure 1.3 The schematic diagram of the H2 pumping, taken from Hollenbach and Tielens [44]. 

Similar to the existing direct methods to observe the abundance of H2 in the ISM, indirect 

observations also exist. In fact, most of what we know about interstellar molecules comes 

from observations of so-called tracer species [4], [46]. The CO, which is observed in its 

J=1–0 rotational transition at λ=2.6 mm, is commonly used as a tracer of molecular gas in 

the Galaxy. H2 is thought to be the dominant molecular species, with a H2/CO ratio of 104–

105 [4], [47], consistent with expectations based on diffuse cloud gas-phase chemistry 

models. Since the formation of molecular species like CO occurs under conditions 

favourable for H2 formation, the amounts of H2 can be estimated from the observed 

amount of CO with the assistance of a few simplified assumptions. 
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1.2.3. Formation 

It was determined that a H2 molecule in a diffuse cloud has a lifetime of ~1000 years, 

which is very short in an astrophysical timescale [48]. Thus, there must be an efficient 

mechanism for the formation of H2 in the ISM to account for the high abundance. There is 

no good way to produce molecular hydrogen through gas-phase reactions. Even so, there 

are two primary ways that H2 can be formed in the gas phase. The first is Radiative 

Association in which two H atoms collide to form H2 followed by radiation of the excess 

4.5 eV reaction energy as photons: 

𝐻+ + 𝐻+ → 	𝐻/ + ℎ𝜈 

After the H0–H0 collision the reaction energy is converted into internal energy (excitation 

of rotational-vibrational levels of the ground state) and must be released because the 

newly-formed H2 molecule is stable. Because radiative transitions in a homonuclear 

molecule are highly forbidden, the radiation of the reaction energy is very inefficient and 

the molecule is much more likely to dissociate before it relaxes. The rate coefficient for 

radiative attachment is < 10-23 cm3 s-1, so this mechanism is too slow and inefficient to 

form H2 in sufficient quantities to be important in the ISM [49]. Three-body processes, in 

which three H0 atoms collide and the third H0 atom carries off the excess reaction energy, 

are similarly unlikely at ISM densities (important only at high density, nH > 1015 particles 

cm-3) [4], though they have been proposed as a way to form H2 in protoplanetary disks. 

The second gas-phase mechanism to form molecular hydrogen is Associative Detachment 

and can also be formed through the H– ion, which in turn is formed through the radiative 

association reaction: 

𝐻+ + 𝑒% → 𝐻% + ℎ𝜈 

𝐻% + 𝐻+ → 𝐻/ + 𝑒% 

The first step is slow, having a temperature-dependent rate coefficient of ~10-18 T cm3 s-1 

[48]. The second step is much faster, with a nearly temperature-independent rate 

coefficient of ~1.3x10-9 cm3 s-1, and competes with photodissociation of H–, which has a 

rate of ~2.4x10-7 s-1 for diffuse clouds. Overall, this mechanism is also very inefficient at 

forming H2 in the ISM, especially at low temperatures (though it is about an order of 

magnitude faster than direct radiative attachment). While it is too slow to explain the 
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observed abundances of H2 in the present-day ISM, it may be important in the first 

generation of stars in the early Universe, when no dust grains exist and copious electrons 

were present from partial ionization of H0. In cold neutral clouds, and comparing the rates 

of these two gas-phase routes, none of these processes is nearly fast enough to account for 

the formation of H2 and justify the observed H2 abundances, so it is clear that there has to 

be an efficient alternative. 

Because of the difficulty of forming H2 in the gas-phase, it is now generally accepted that 

the currently favoured H2 formation mechanism in the ISM proceeds on the surfaces of 

interstellar dust grains through a grain-surface heterogeneous catalysis [33], [49]–[69]. 

This formation channel was suggested by van de Hulst in 1948 [70], first described by 

McCrea & McNally in 1960 [71] and then first modelled giving its classic treatment by 

Gould & Salpeter in 1963 [50]. This formation mechanism is thought to be highly efficient, 

in such a way that almost all H-atoms adsorbed onto a dust grain leave as part of a H2 

molecule [33], [50]. But due to our limited understanding of the relevant properties of 

interstellar grains (composition, structure and hydrogen coverage) and hence of grain 

surface reactions, the H2 formation mechanism is not fully understood yet. 

At the low temperatures of the ISM, an H atom colliding with a dust grain will have a 

certain probability of sticking to the surface, provided that it is not moving too fast and that 

the grains themselves are not too hot, which makes the surfaces energetically less “sticky” 

[52], [60]. Once the H atom has been adsorbed by the grain surface, it will migrate around 

until it reaches a site on the grain surface where it is more tightly bound by either 

chemisorption (i.e., bound covalently with surface materials) or physisorption (i.e., bound 

by intermolecular van der Waals forces). The adsorbed hydrogen atom can move around 

the surface via thermal hopping or quantum tunnelling [58] as shown by Figure 1.4, 

although such sites act as “sinks” for H atoms. It is while trapped in this site that the atom 

is likely to encounter another H atom, and the two can react to form H2. Upon formation, 

the 4.5 eV of reaction energy must be distributed into: i) translational or kinetic energy of 

the molecule (after breaking the bond with the grain surface), ii) heating the dust grain at 

the formation site, and iii) internal energy of the molecule in the form of excitation of 

rotational-vibrational states within the electronic ground state. The exact distribution of 

energy depends on the details of formation that are fundamentally unknown, and so 

formation excitation is difficult to assess observationally [72]. 
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Figure 1.4 The two major mechanisms of surface chemistry following accretion onto a dust grain with 

lattice sites shown as potential energy minima in one dimension. Diffusion occurs via hopping or 

tunnelling from one lattice site to another. Figure reproduced from S. T. Bromley, T. P. M. Goumans, E. 

Herbst, A. P. Jones and B. Slater, Phys. Chem. Chem. Phys, vol. 16, pp. 18623-18643, 2014. 

There are three proposed mechanisms through which molecular hydrogen is thought to be 

formed at the dust grain surfaces: the Langmuir-Hinshelwood (LH) mechanism, the Eley-

Rideal (ER) mechanism and the hot atom (HA) mechanism, which are shown in Figure 

1.4. In the LH mechanism [73], [74], both reactants first adsorb onto the surface, then react 

by recombination and finally the reaction product desorbs from the surface (surface 

diffusion facilitates the interaction between adsorbed molecules): 

𝐻(4)
𝑘7 E 𝑘78
𝐻(9:;) +

𝑘7
𝐻(4)
E

𝐻(9:;)
𝑘78 <

𝐻/	(4)
E

𝐻/	(9:;)
 

In the ER mechanism [75], [76], only one of the reactant adsorbs onto the surface, after 

which the other reactant interacts with the adsorbed species directly from the gas phase, 

followed by the desorption of the reaction product: 

𝐻(4)
𝑘7 E 𝑘78
𝐻(9:;) + 𝐻(4) < 𝐻

 

The previous two mechanisms represent the extremes in terms of coverage. However, 

Harris and Kasemo [77] considered the case where one of the reactants is adsorbed while 

the other one has a high translational energy to reach to the surface, losing part of its 

energy by diffusion, and reacting with the pre-adsorbed atom. This is the hot precursor or 

hot atom (HA) mechanism. All three of these mechanisms have been studied theoretically 
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[52], [60]–[63], [65]–[69], [78], with most work done on the ER mechanism as it is the 

easiest one to model. However, in interstellar conditions, the LH mechanism is thought to 

dominate, since at such low pressures, there will be very low coverage of H-atoms. There 

will be so few adsorbed atoms on the surface that it is unlikely that a gas phase atom will 

collide with a pre-adsorbed atom on impact with the dust grain. 

 

1.2.4. Previous Astrochemical Modelling and Experimental Studies  

As aforementioned, Gould and Salpeter [50] developed the first astrochemical model of H2 

formation in the ISM in 1963, modelling a “dirty-ice” surface between temperatures of 10–

20 K, and Hollenbach and Salpeter [33], [79] extended the treatment to model dust grains 

as irregular surfaces below a critical temperature of 40–50 K and to include H-atoms 

bound to defects. 

Cazaux and Tielens [57], [58] found that H2 can form efficiently on dust at T=6–300 K. It 

was found that physisorbed H-atom recombines efficiently with a chemisorbed H-atom up 

to ~100 K. At higher temperatures, the residence time of physisorbed atoms on the surface 

was too short to react and form H2; hence at high temperature regions of the ISM, two 

chemisorbed H-atoms are required to form molecular hydrogen. The reaction between two 

chemisorbed H-atoms was found to be less efficient than the reaction between a 

physisorbed and a chemisorbed atom [57]. 

These astrochemical studies considered dust particles as “ideal” grains, and this will affect 

the applicability of these modelling results to astrophysical regions in the ISM and also to 

any laboratory experiments considered. Nevertheless, the general conclusion from the 

above astrochemical studies is that the formation of H2 on a dust grain surface is efficient, 

and that nascent molecules may exhibit significant vibrational and rotational excitation. 

Laboratory investigations into H2 formation have produced a variety of results, being the 

group of Pirronello, Vidali and coworkers [51], [53]–[56] some of the most important. 

They carried out temperature-programmed desorption (TPD) studies of H2 formation on 

various surfaces of astrophysical relevance, such as silicate surfaces by using olivine as the 

dust grain analogue, amorphous carbon surfaces and amorphous water-ice surfaces. On 

olivine, the Pirronello group found that the recombination efficiency was lower than 
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seminal model-based estimates [54]. However, it could be improved with estimates of the 

recombination efficiency from astrophysical observations and more developed models, in 

which dust grains are taken to be coarser and larger. By studying HD formation on olivine 

as a function of surface temperature, Pirronello et al. [53] concluded that at low surface 

temperatures there are two main regimes of surface coverage by H-atoms that are of 

astronomical importance. The most important result is for the high coverage regime, which 

indicates that the H2 formation nascent energy (~4.5 eV) will not cause the molecule to be 

desorbed directly into the gas phase, but that the surface may act as a reservoir for a 

significant amount of energy. In a further study, the Pirronello group also found that the 

recombination of H2 is efficient for olivine held at a range of temperatures from 6 to 10 K 

and for carbon surfaces held at a range of temperatures from 10 to 20 K [55]. 

The Pirronello group also investigated H2 formation on amorphous ice on top of an inert 

surface [56], using both low and high density amorphous solid water (ASW). Low density 

ASW is microporous and has a higher surface area to volume ratio than high density ice. It 

was found that H2 formation was more efficient on low density ASW but also that the 

efficiency increases at low surface temperatures, at T = 10 K. 

 

1.2.5. Chemical Role of H2 

A good recent perspective about the role of molecular hydrogen and the interstellar 

chemistry is the work by Herbst [80]. Much of the formation of molecules found in the 

ISM can be explained using gas-phase chemistry initiated by cosmic rays. Cosmic rays are 

fast particles, mostly protons, electrons, and helium ions, and they pervade the entire 

volume of interstellar space. They range widely in energy, but those that interact most 

effectively with the gas have energies from a few MeV up to a few hundred MeV. Cosmic 

rays (c.r.) of such high energies are obviously capable of ionising all interstellar species 

and will ionise molecular hydrogen, for which the most likely channel leads to the 

hydrogen molecular ion (H2
+). In dense clouds, where much of the hydrogen is molecular 

due to the negligible photodissociation rate for the galactic UV field, the most likely 

reaction for the hydrogen molecular ion is with another hydrogen molecule to form 

protonated molecular hydrogen (H3
+), a stable molecule of triangular form and the most 
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fundamental polyatomic molecule [4], whose presence was predicted originally in regions 

where H2 is partially ionized, and formed through the reactions [81]: 

𝐻/ + c. r.→ 𝐻/@ + 𝑒% + c. r. 

𝐻/@ + 𝐻/ → 𝐻&@ + 𝐻 

H2 has a rather low proton affinity (i.e., low reaction energy between H2 and H+), so H3
+ 

once formed readily donates its extra proton to just about any atom or molecule, thereby 

initiating a network of ion-molecule reactions that is thought to be responsible for the 

formation of many interstellar species. The ionization state of heavy elements in the diffuse 

ISM depends on the ionization energy of the atoms in the ground state. For the common 

elements C, N, O and S, they are likely to be in ionization states of C+ and S+, while N and 

O remains non-ionized. Reactions with atomic oxygen to form water and the OH radical 

(both are found in high relatively abundance) are: 

𝐻&@ + 𝑂 → 𝑂𝐻@ + 𝐻/ 

𝑂𝐻@ + 𝐻/ → 𝐻/𝑂@ + 𝐻 

𝐻/𝑂@ + 𝐻/ → 𝐻&𝑂@ + 𝐻 

𝐻&𝑂@ + 𝑒% → 𝑂𝐻 + 𝐻/	or	2𝐻 

𝐻&𝑂@ + 𝑒% → 𝐻/𝑂 + 𝐻	or	2𝐻 

Separate from the hydrogen–oxygen chemistry, one of the rare examples in which a 

radiative association reaction plays an important role in forming molecules in space is the 

process that initiates the hydrogen–carbon chemistry. Simple hydrocarbons, such as CH2, 

can be produced via: 

𝐶@ + 𝐻/ → 𝐶𝐻/@ + ℎ𝜈 

𝐶𝐻/@ + 𝐻/ → 𝐶𝐻&@ + 𝐻 

𝐶𝐻&@ + 𝑒% → 𝐶𝐻 + 𝐻/	or	2𝐻 

𝐶𝐻&@ + 𝑒% → 𝐶𝐻/ + 𝐻	or	2𝐻 

where H2 is needed in the first and second step. 
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CO is the second most abundant molecule in the ISM. It is of major importance in star 

formation and at low cloud temperatures (between 10 and 100 K) it is also a very important 

molecular coolant, radiating excess energy in the millimetre wavelength range. 

Energetically possible (exothermic) reactions of the products above, OH and CH3
+, with 

relatively abundant C+, O and N, can lead to CO and CN (CN can be produced by similar 

reactions by replacing O with N in the last two reactions) through the following reactions: 

𝐶@ + 𝑂𝐻 → 𝐶𝑂@ + 𝐻 

𝐶𝑂@ + 𝐻/ → 𝐻𝐶𝑂@ + 𝐻 

𝐶𝐻&@ + 𝑂 → 𝐻𝐶𝑂@ + 𝐻/ 

𝐻𝐶𝑂@ + 𝑒% → 𝐶𝑂 + 𝐻 

in which H2 is consumed in the second step and newly formed in the third one. 

Molecular formation in the ISM often proceeds through ion-molecule or neutral-neutral 

gas-phase reactions. Exothermic ion-molecule reactions, as a rule, occur rather rapidly 

because the strong polarization-induced interaction potential and can be used to overcome 

any activation energy involved. They are approximately two orders of magnitude faster 

than neutral-neutral reactions, even disregarding the activation barriers generally involved 

in the latter. Thus, a small amount of ionization can be very effective in driving interstellar 

chemistry. If the ion-molecule reaction involves a neutral species possessing a permanent 

dipole, then the reaction rate coefficient can be much larger [4]. 

To sum up, the presence of H2, which initiates all of the chemistry in the ISM, is essential 

for the synthesis of larger species like the molecules listed in . Otherwise, none of these 

molecules would be found in the ISM. 

 

1.3. Interstellar Dust Grains 

So far, we have been concerned primarily on the molecular composition of the ISM and the 

species present in it, as well as on the formation of molecular hydrogen. We now turn our 

attention to a solid-state component: Interstellar Dust Grains. 



Introduction 

21 
 

Dust grains are small, solid flakes of graphite and/or silicates coated with water ice, found 

in the interstellar and interplanetary media. They are irregularly shaped with sizes of the 

order of a fraction of a micron across. Grains, as mentioned above, provide a surface where 

species can accrete, meet, and react, giving rise to a complex chemistry. Dust grains are 

also crucial sites of molecule formation, and are thought to be responsible for most of the 

H2 in the ISM. They also regulate the gas phase abundances of the elements through 

accretion and destruction processes. Molecular chemistry is unthinkable without dust 

grains acting as reaction sites. Additionally, dust is not only the main molecule builder, it 

might also be thought as one of the principal ingredients of planetary formation, and life. 

Thus, dust grains are important components of the interstellar medium [82]. In our Galaxy, 

the gas-to-dust ratio is about 100:1. Since the ISM is about 10% of the baryonic mass of 

the Galaxy (stars and atomic gas), dust grains comprise roughly 0.1% of the total. At the 

same time, they absorb approximately 30-50% of the UV and visible starlight emitted by 

nearby stars and re-radiate it as far-IR continuum emission, dividing into two main 

emissions: i) the “Extended Red Emission”, a broad featureless emission band peaking 

between 0.61 and 0.82 µm, and the ii) “Thermal Continuum Radiation”, one at 

wavelengths above 60 µm (far-IR) and the other one at 3-30 µm [83]. Since the IR 

radiation is of lower energy than the UV and visible ones, the difference goes into heating 

the dust grain, with typical temperatures of about tens of Kelvin degrees. 

However, the manifestation of interstellar dust that first brought it to our attention is its 

ability to extinguish starlight passing through it. The most dramatic manifestation of 

interstellar dust is the dark cloud catalogued at the beginning of the 20th century, many of 

which can be seen with the naked eye in the Milky Way. Dust provides the dominant 

opacity source in the interstellar medium for non-ionizing photons and therefore controls 

the spectral energy distribution at all wavelengths longer than 912 Å. Therefore, the 

presence of dust grains in the ISM is deduced observationally by interaction with starlight. 

 

1.3.1. Composition 

Dust grains are solid, microscopic particles expected to consist of abundant dielectric and 

refractory materials (primarily carbon and/or silicon, among others) and compounds of 

hydrogen and abundant gases such as oxygen, leading to the formation of high temperature 
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condensates such as silicates, graphite, and carbides [22]. The grain composition 

determines the index of refraction needed to determine its optical properties. There is no 

one single type of “grain”, but rather a mixture of different types of grains formed under 

different physical conditions. The composition of interstellar dust has been widely debated 

and silicates and carbonaceous materials are generally considered the most important 

interstellar dust components, with ices of volatile compounds like water or CO2 condensed 

on their surfaces (e.g., “ice mantles”). Pure metallic grains (e.g., iron spheres or needles) 

have also been considered. In general, silicates are expected to provide a substantial 

fraction of the total mass in dust grains in the ISM, followed by carbonaceous compounds. 

The “interstellar silicate” is an ensemble of astrophysical silicates with different types and 

amounts of contamination, existing as a mixture of crystalline and amorphous forms (~5% 

crystalline and 95% amorphous in the ISM, although different crystalline fractions have 

been suggested in other environments like circumstellar dust shells). Interstellar silicates 

are formed from compounds with Fe and Mg since both elements are astrophysically 

abundant, although dust grains also lock up a substantial fraction of all heavy elements. 

The principal forms are Pyroxens (MgxFe1-xSiO3, 𝑥 = 0 − 1), including Enstatite 

(MgSiO3) and Ferrosilite (FeSiO3), and Olivines (Mg2xFe2-2xSiO4, 𝑥 = 0 − 1), including 

Fayalite (Fe2SiO4) and Forsterite (Mg2SiO4). All of these are common in meteorites and 

spectral signatures of Enstatite and Forsterite have been seen in the dusty shells around 

AGB stars. Olivine and Forsterite have been observed in comets and in dust grains 

captured by the Stardust mission. 

Carbonaceous dust grains include pure carbon in both crystalline form (i.e., diamond and 

graphite), and amorphous or glassy form (i.e., composed of a mixture of graphite and 

diamonds), and hydrocarbons in the form of hydrogenated amorphous carbons, polycyclic 

aromatic hydrocarbons (PAHs), and aliphatic hydrocarbons. Carbonaceous compounds 

such as silicon carbide (SiC) and carbonates such as Calcite (CaCO3) and Dolomite 

(CaMg(CO3)2) are also present, but are rare (< 5% of all forms of carbonaceous grains). 

 

1.3.2. Formation 

The primary breeding ground for solid particles to become interstellar dust grains is 

thought to have started during the mass-loss of lower mass stars in the late stages of stellar 
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evolution (i.e., the AGB stage). Observationally, it appears that most dust grains that are 

essential for the formation of planetary system are formed in the dense outflowing winds of 

cool AGB and Red Giant stars, in old planetary nebulae and in the cooling envelopes of 

novae, rather than in the ISM itself. In these atmospheres we find the ideal conditions for 

dust formation: sufficient high densities (~109 particles cm-3) for grain growth coupled 

with moderate gas kinetic temperatures close to the condensation temperatures of many 

heavy elements (1000–2000 K), high supersaturation pressure needed for nucleation 

directly from the gas phase and limited dust destruction by evaporation, sputtering and/or 

shocks [84].  

When dust grains in a protostellar disk begin to coagulate into larger grains, these lead to 

planetesimals and eventually to planets. However, once formed, the grains can be broken 

into smaller units by a combination of sputtering and grain-grain collisions. For more 

massive stars, in the warm neutral and ionized intercloud media, dust is processed by a 

combination of photoerosion by UV light and strong shocks driven by supernova 

explosions if the conditions are not too harsh. The hot gases in the shock can sputter atoms 

from the grains. Also, high velocity collisions among grains can lead to vaporization, 

melting, phase transformation, and shattering of the projectile and target. In any scenario, 

dust production will only be possible for a relative short period of stellar evolution, on time 

scales of a few to a few thousand years. 

The source of dust components are divided into two basic classes depending on the relative 

O/C abundances [85]: 

o O > C (Oxygen Rich): The atmosphere of the Sun and the diffuse ISM are oxygen 

rich. The principal dust components are silicates and not carbonaceous solids as 

most of the C is as CO. Observations show that the dusty outflows from O-rich 

stars have very strong 10 and 18 µm silicate features in their spectra. 

o O < C (Carbon Rich): This occurs in Carbon Stars where nucleosynthesis has 

raised the atmospheric C abundances very high. The principal dust components are 

carbonaceous solids like graphite and amorphous carbon. The 10 µm silicate 

feature is notably absent in the mid-IR spectra of carbon stars, but some show a 

weak 11.3 µm SiC emission feature. 
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Spherical grains are usually considered because they permit straightforward analytic 

solutions. The reality, however, is that grains are not spheres (see Figure 1.5). Indeed, the 

observed polarization of starlight passing through dust grains demands that the grains are 

non-spherical. One way to approach the intrinsic size distribution of grains is to consider a 

model in which grains grow by steady accretion; i.e., two small grains collide and stick to 

form a bigger grain, which collides with interstellar atoms and stick to grains and so forth. 

The treatment originally considered was simple atomic accretion, without grain-grain 

sticking [86]. 

 

Figure 1.5 A grain of Forsterite from Comet 81P/Wild 2, captured by the NASA spacecraft Stardust 

and brought back to Earth. The particle is about 2 micrometres across. 

Image Credit: NASA/JPL-Caltech/University of Washington 

 

1.3.3. Olivines 

Olivines (Mg2xFe(2-2x)SiO4) are one of the most abundant silicate groups in the Earth’s 

upper mantle. These silicate groups are mostly found in a crystalline state. Cosmic 

olivines, however, are mainly present as amorphous materials [87], although crystalline 

forms have also been detected [88]. Crystalline olivines present an orthorhombic structure 

with space group Pbnm (a=4.746 Å, b=10.18 Å, c=5.976 Å) [89] and consist of distorted 

SiO4 tetrahedra and MgO6/FeO6 octahedra, in which the tetrahedra and the octahedra share 

the vertices. Half of the available octahedral voids are occupied by the divalent cations, as 

it can appreciate in Figure 1.6. There are two symmetry-independent Mg atoms [90]: one 

of them shares edges forming rods parallel to the crystallographic c axis; the other one are 
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laterally linked to these rods through the corresponding edges (we will discuss more this 

symmetry in Section 3.1). 

Both on Earth and in space, crystalline olivines appear to be richer in magnesium than in 

iron [88], [91]. A typical sample of the mineral olivine contains approximately 10% Fe 

(Mg1.8Fe0.2SiO4). Even so, it is worth mentioning that different studies indicate that the Fe-

containing solid solutions are more stable in the high-spin state than in the low-spin one at 

normal conditions (i.e., each Fe2+ cation (d6) in a quintet electronic state) [92]–[94]. 

 

Figure 1.6 View of the bulk geometry of olivine material such as forsterite or fayalite along the 

crystallographic z axis. O, red; Mg or Fe, gold; Si, blue; SiO4 units shown as tetrahedral are emphasized. 

As mentioned before, silicate dust grains emit thermal radiation at IR and millimetre 

wavelengths, and their mid-IR spectral features give information on both the chemical 

composition and the size of dust grains [87]. Amorphous silicates generally show two 

single broad IR bands at about 9.7 and 18 µm, corresponding to the Si–O stretching and O–

Si–O bending vibrations, respectively. The amorphous character of the interstellar silicates 

results in broad bands due to the random distribution of bond lengths and angles 

characteristic of this amorphous nature. In contrast, crystalline silicates exhibit a wealth of 

narrow bands, dividing the spectrum generally into three main spectral regions: i) between 

9.0–12.5 µm, corresponding to different asymmetric and symmetric stretching vibrations of 

the SiO4 tetrahedra; ii) between 14–22 µm, due to bending vibrations of the SiO4 
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tetrahedra; and iii) beyond 22 µm, attributed to translational motions of the metal cations. 

These spectral “fingerprints” help the identification of silicate minerals in space. 

 

1.4. Previous Theoretical Works 

1.4.1. Formation, Structure and Modelling of Olivines 

Silicates are present throughout circumstellar and interstellar space; however, the processes 

that lead to their formation are poorly understood. Being SiO the dominant silicon bearing 

molecule in stellar outflows, Reber et al. [95] combined experiments in beams with 

theoretical investigations to examine mechanisms for the agglomeration of SiO to form 

silica as a limit case of O-rich silicate. In addition, Goumans and Bromley [96] added the 

presence of Mg to these nucleation processes, showing that pure SiO nucleation is 

unfeasible, while heteromolecular nucleation of Mg, Si, and O is a plausible mechanism to 

form magnesium silicates under stellar outflow conditions. 

Atomic-scale simulations of solid state surfaces are useful techniques to understand the 

physicochemical properties of olivines, as they provide structural atomistic details (e.g., 

the presence and nature of surface defects) [97], [98], one-electron properties (e.g., charge 

distribution, electrostatic potentials, and spin densities) or spectroscopic properties (e.g., 

vibrational features, infrared signatures, and dielectric tensors) [99], [100]. Forsterite 

surfaces are by far the most studied olivine surfaces with different atomistic simulation 

techniques, by means of periodic treatments using classical shell-ion model potentials 

[101], [102] and using density functional methods [103], in order to evaluate the structures 

and stabilities of their low-indexes surfaces. 

The large variability of oxygen sub-lattice in the forsterite mineral results in a complex set 

of crystal planes. For instance, there are already 7 different planes characterized by the 

smallest Miller indexes due to the crystal’s orthorhombic symmetry ({100}, {010}, {001}, 

{110}, {101}, {011}, {111} crystal forms) whose structural modelling is rather difficult, 

since electroneutrality should be enforced by complex chemical reconstruction. If surfaces 

with plane indexes of up to 2 are included, the total number of structurally unique 

orientations increases to 19. Normally, slab models are modelled by cutting out the bulk 

crystal at the Mg–O bonds rather than the Si–O ones to keep the SiO4 units intact, as 
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previous calculations have indicated that the breaking of the Si–O interaction always 

results in less stable surfaces [101]. Moreover, both polar and nonpolar surface slabs can 

be obtained, depending on the edge layers and the thickness of the slab model. 

Table 1.2 summarizes the surface energies of the seven most common crystallographic 

forms of forsterite reported by different previous studies (for a more details see Section 

2.4.2.2 of Chapter 2). There is a good agreement between them, and the small differences 

are due to the electronic structure method used. The faces with the lowest and highest 

surface energies, in all the cases, are the (010) and (110), respectively. Additionally, the 

nonpolar (010) forsterite surface – the most stable one in dry conditions according to these 

previous calculations – is the major cleavage plane. Then, the following stability order of 

the surfaces is: (010) < (120) < (001) < (101) ≈ (111) < (021) < (110). 

Table 1.2 Surface energies γ (J m-2) of the main crystal faces of forsterite 

Face Watson et al. [101] de Leeuw et al. [102] Bruno et al. [103] 

(010) 1.28 1.28 1.22 

(101) 1.81 1.88 1.78 

(111) 1.80 1.81 1.84 

(001) 1.61 1.74 1.78 

(110) 2.28 1.96 2.18 

(120) 1.56 1.56 1.36 

(021) 1.95 1.94 1.90 

All these surface energy values determine the equilibrium morphology of a crystal, and 

also the related growth rate of the various surfaces, providing a measure of the relative 

stabilities of the surfaces. Therefore, considering the surface energy values listed in Table 

1.2 it is possible to draw the equilibrium morphology of a forsterite crystal in vacuum. As 

an example, Figure 1.7 shows a common experimental morphology of forsterite. 
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Figure 1.7 Experimental equilibrium morphology of forsterite, taken from de Leeuw et al. [102]. 

 

1.4.2. Surface Molecular Hydrogen Formation 

Several theoretical studies focusing on the H2 formation on carbonaceous surface models 

(i.e. coronene clusters and C(0001) surfaces) have been published [60]–[69], generally 

predicting a high reaction probability and significant rotation-vibration populations in 

nascent molecules, in agreement with the experimental findings [104]. Usually, effects due 

to the presence of porous and point defects were not accounted for. 

Few quantum mechanical-based studies dealt with the H adsorption and the H2 formation 

on silicate surfaces, in which the latter is simulated either by nano-clusters or by periodic 

approaches using crystalline surfaces. The studies of Bromley and coworkers [105], [106] 

belong to the first category, in which (MgO)6((SiO)2)3 and Mg4Si4O12 silicate nano-clusters 

were adopted as dust models and both H adsorption and recombination were studied using 

density functional theory (DFT) methods and Gaussian type basis sets. Garcia-Gil et al. 

[107] exhaustively explored different H adsorption sites on the Mg2SiO4 (010) surface by 

means of periodic calculations at the PBE level with core pseudopotentials and triple-zeta 

polarized localized basis sets as encoded in the SIESTA program, showing that the most 

favourable physisorption site is on the Mg atom and the chemisorption one on the 

neighbouring O atom. Downing et al. [108] studied the H adsorption on the (010) crystal 

termination of both forsterite and fayalite using a PBE functional and plane wave basis set 

as encoded in the VASP program, finding chemisorption on both Mg and O sites. 
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An embedded (QM/MM) approach was adopted by Goumans et al. [109], in which a 

cluster model of the (010) crystalline forsterite surface containing 55 atoms was treated 

quantum mechanically with the mPWB1K functional and Gaussian basis set of polarized 

double zeta quality, which was embedded in a large array of point charges providing the 

long range Coulomb contribution. They found that the simultaneous H adsorption on the 

Mg and O surface sites yields the formation of a hydride (H−) and a proton (H+), 

respectively, the recombination of which was found to be energetically very favourable. 

This point was essential to establish a route to the formation of molecular H2 through 

chemisorbed H atoms, which is operative at relatively high temperature (diffuse clouds, 

𝑇 = 100	𝐾) at which the H physisorbed state would be unstable. 

On the other hand, interaction of molecular hydrogen with MgO surfaces has been largely 

studied. It was demonstrated that the H2 molecule dissociates heterolytically on stepped 

MgO surfaces [110], [111], with formation of H+ bound to a low-coordinated O2– anions 

(OH groups) and H− ions bound to Mg cations (MgH groups). Homolytic splitting, with 

formation of a pair of OH groups per adsorbed H2 molecule, is only possible in special 

conditions, like for polar MgO(111) surfaces or under irradiation due to the generation of 

O– radicals. Two theoretical relevant works are from Pisani and coworkers [110] and 

Pacchioni and coworkers [111]. The former one simulated the hydrogen interaction with an 

oxygen vacancy at the MgO(001) surface, correlating the heterolytically dissociation of 

hydrogen found with the defective MgO surface. And the latter one demonstrated that 

homolytic splitting of H2 is the thermodynamically most favoured dissociation mode if 

MgO(001) films of a few atomic layers are deposited on a metal support. 

 

1.5. Objectives 

As aforementioned, the available theoretical works only addressed H2 formation on the 

most stable surfaces and consider only the reactant paths starting from the H atoms 

accommodated on the most stable sites, while the reaction channels that connect one 

adsorption state to another one (i.e., H hopping) have not been fully characterized. This is 

an important issue because at the very low temperatures at which these processes occur the 

inter-conversion between two adsorption sites could be kinetically hampered. 
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Moreover, atomistic details of the surface structure of dust grains, including the presence 

of Fe2+, are still largely missing. The large number of studies on forsterite contrasts with 

the limited works focused on Fe-containing olivine surfaces, the available theoretical 

works being limited to the bulk and the (010) surface of fayalite [112]–[115]. This lack of 

theoretical studies is partly due to the large compositional variability in these minerals that 

can tolerate various isomorphic substitutions and to the fact that the treatment of Fe-

containing minerals bears additional difficulties due to the possible presence of strong 

correlations effects. Therefore, the physicochemical properties of Fe-bearing olivine 

surfaces are poorly understood. Understanding these systems is of significant importance 

because they serve as an important source for electrons in redox reactions in various 

geochemical environments [116]–[119]. Moreover, the change of the Fe oxidation state 

may have a profound impact on the electronic structure of the surfaces of these minerals, 

such as in their adsorption properties and chemical activity. 

Therefore, the aim of this thesis is the characterization of the bare forsterite surfaces and 

their role in the H2 formation by using ab initio calculations based on Density Functional 

Theory methods adopting a periodic approach. In particular, main goals are: 

1. Providing a detailed description of different physicochemical features of the bulk 

and (010) surface (the main cleavage crystallographic plane of forsterite) of 

Mg2SiO4 and Mg1.5Fe0.5SiO4 (25% of Fe2+ substitution), as well as the (001) and 

the (110) surfaces of forsterite, as examples of systems with an intermediate and a 

high surface energy, respectively. In particular, analysis of the surface structures 

and electronic (electrostatic potentials and spin density maps, and Fe2+ electronic 

states), vibrational (infrared spectra) and dielectric (reflectance spectra) properties. 

2. Describing the H adsorption and H2 formation on the (010), (001) and (110) 

crystalline faces of forsterite (Mg2SiO4) represented by a slab model of finite 

thickness. This includes: i) characterization of different adsorption sites and of the 

corresponding interconversion paths; and ii) characterization of different reactive 

channels adopting both Langmuir–Hinshelwood and Eley-Rideal mechanisms that 

led to the H2 formation. Differences on these aspects due to the different surface 

morphology and stability are also evaluated. 

3. Extending the H adsorption and H2 formation study on the (010) crystalline surface 

of Mg1.5Fe0.5SiO4, to assess possible electronic structure effects exerted by Fe2+. 



 

2. Methodology 

Theoretical chemistry applies the basic principles of physics to understand chemistry at the 

molecular level. While theoretical chemistry is concerned with providing the conceptual 

and mathematical tools to solve the many-electron problem represented by a molecular 

system, computational chemistry transforms these tools into efficient numerical algorithms 

that allow, through the use of computers, the study of systems and chemical processes. At 

the same time, quantum mechanics and statistical mechanics set the basics for our 

understanding of the properties of matter. 

In this chapter we first review the general concepts on electronic structure calculation 

through the many-body Hamiltonian of electrons and nuclei. This leads naturally to the 

introduction of wave function-based methods and Density Functional Theory (DFT), one 

of the most popular methods for the solution of the many-body problem. Furthermore, 

since the present thesis employs silicate surface models, the quantum mechanical treatment 

of periodic systems is also provided. Finally, we will discuss ab initio molecular dynamics 

since it has been used throughout our study of gas/solid interface. 

 

2.1. General Concepts on Electronic Structure Calculation 

One of the central problems of quantum chemistry is the description of the motion of 

electrons in a system of interacting electrons and nuclei. Given a system of Nα nuclei and N 

electrons, the problem to solve is the time-independent, non-relativistic Schrödinger 

equation, 𝑯𝜳 = 𝑬𝜳, where 𝐻 is the Hamiltonian operator for this system in the absence 

of electromagnetic fields and can be expressed as the sum of the kinetic terms of the nuclei 

(𝑇O) and of the electrons (𝑇P) and the potential terms for interactions between electrons and 

nuclei (𝑉OP), electrons between each other (𝑉PP) and between nuclei (𝑉OO). If we adopt 

atomic units, the Hamiltonian 𝐻 can be written as: 

𝐻 = −
1
2

1
𝑀SS

∇S/ −
1
2 ∇U/

U

−
𝑍S
𝑟SUUS

+
1
𝑟UXXYUU

+
𝑍S𝑍Z
𝑅SZZYSS

 (2.1) 

𝐻 = 𝑇O + 𝑇P + 𝑉OP + 𝑉PP + 𝑉OO (2.2) 
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where α and β subscripts refer to the nuclei with charge Z and mass M, i and j subscripts 

refer to the electrons and e and n subscripts refer to electrons and nuclei, respectively. 

To obtain an approximate solution the Born-Oppenheimer approximation [120] is 

introduced. Since the nuclei are so much more massive than the electrons (at least 1840 

times in the case of the hydrogen atom) they must accordingly have much smaller 

velocities. In the Born-Oppenheimer approximation it is assumed that both movements are 

decoupled, thus it is plausible that on the typical time-scale of the nuclear motion, the 

electrons will very rapidly relax to the instantaneous nuclei configuration [121]. Within 

this approximation, the first term of eq. (2.1), the kinetic energy of the nuclei, can be 

neglected and the last term of eq. (2.1), the repulsion between the nuclei, can be considered 

to be constant. As a result, in order to solve the time-independent Schrödinger equation 

resulting from the Hamiltonian in eq. (2.1), we can assume that the nuclei are fixed and 

solve for the electronic ground-state first: 

𝐻P𝛹P 𝑟; 𝑅 = 𝑇P + 𝑉OP + 𝑉PP 𝛹P 𝑟; 𝑅 = 𝐸P 𝑅 𝛹P 𝑟; 𝑅  (2.3) 

where 𝛹P 𝑟; 𝑅  is the electronic wave function, which describes the motion of the 

electrons and explicitly depends on the electronic coordinates but depends parametrically 

on the nuclear coordinates, as does the electronic energy, 𝐸P 𝑅 . Finally, one can calculate 

the energy of the system in that configuration and solve for the nuclear motion. The total 

energy 𝑈 𝑅 , defined as the potential energy acting on the nuclei, is then the sum of 𝐸P 𝑅  

and the constant nuclear repulsion term, 𝑉OO 𝑅 : 

𝑈 𝑅 = 𝐸P 𝑅 + 𝑉OO 𝑅 = 𝐸P 𝑅 +
𝑍S𝑍Z
𝑅SZZYSS

 (2.4) 

The exact solution to eq. (2.3) is limited to the H2
+ molecule-ion. For larger systems, 

methods to obtain approximate solutions to eq. (2.3) have been developed (see e.g. Ref. 

[122] for a review). In the following section we provide an introduction to two of the most 

popular electronic structure methods: wave function-based methods and Density 

Functional methods. 
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2.2. Wave Function-Based Methods 

The first applications of quantum mechanics to the chemical bond came very shortly after 

the simplest electronic system, the hydrogen atom, had been solved. To overcome the 

impossibility of exactly solving the Schrödinger equation for many electron systems, in 

1930 Hartree and Fock proposed the origin of the current ab initio methods. 

 

2.2.1. Hartree-Fock Approximation 

The simplest approximation for the electronic wave function for a system with N electrons 

is known as the Hartree product, the product of N-orthonormal one-electron wave 

functions (spin-orbitals, 𝜒U), which in turn are defined by the product of a spatial function 

𝜙U 𝑟  and a spin function 𝛼 𝑠  or 𝛽 𝑠 . However, the Hartree product cannot describe 

properly the multi-electron wave function because it is not antisymmetric with respect to 

the exchange of the coordinates of any pair of particles. A proper antisymmetric wave 

function which ensures this property is obtained from these products organized in a Slater 

determinant. When a single Slater determinant is used to approximate the electronic wave 

function, the solution of the Schrödinger equation is achieved by the variational Hartree-

Fock method (a complete description of such technique can be found in Ref. [121]–[123]). 

The Slater determinant that generates the lowest possible energy value is obtained by 

minimizing the energy with respect to the spin-orbitals, under the condition that they 

remain orthonormal during minimization. The resulting equations are the Hartree-Fock 

equations, which are in N equations where each electron moves in an average field. To 

solve them, Roothaan [124] and Hall [125] proposed to express each molecular orbital as a 

linear combination of atomic orbitals (LCAO), which are those that constitute the basis set 

functions. The weights in the combination should be determined by the variational 

principle, by means of an iterative process known as Self Consistent Field (SCF) method. 

 

2.2.2. Post Hartree-Fock Methods 

The Hartree-Fock (HF) method is the first and simplest approach to describe quantum 

mechanically most of the chemical systems. A principal drawback is that it considers 

electrons as independent particles that move in an average field, thus hampering their 
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movements to be correlated. That is, the HF approximation has a lack of electron 

correlation. In order to include this quantum-mechanical phenomenon one can expand the 

wave function including more Slater determinants representing different electron 

configurations [122]. The conventional methods for including it start with the HF function 

and are referred to as post Hartree-Fock methods. Among these methods, the most 

important are: the variational method of configuration interaction (CI) [126], the many 

body perturbation theory (MBPT) [127], [128] and the coupled cluster method (CC) [129]–

[131]. 

i) CI methods define the wave function (𝛹ef) as a linear combination of Slater 

determinants representing different electronic configurations (𝛹f), 𝛹ef = 𝑐f𝛹ff . 

Among the post-Hartree-Fock methods, CI is conceptually the simplest one, since it 

consists in solving the eigenvalue equation of the system once the matrix 

representation of the Hamiltonian has been expressed on the basis of the 

configurations of the determinants. However, a Slater determinant is not always an 

eigenfunction of 𝑆/ and therefore, when working with determinants, it should be 

taken into account that the spin-adapted configurations frequently include more 

than one determinant and that in order to preserve the space and symmetry 

properties of the wave function, the complete configuration has to be included in 

the expansion. 

ii) MBPT can be applied to systems whose Hamiltonian can be expressed by the sum 

of two contributions: the zeroth-order Hamiltonian, 𝐻+, whose eigenvalues and 

eigenfunctions are known, and the perturbation, 𝑉. The exact energy and the wave 

function can be expanded in an infinite series whose elements are the zeroth-order 

energy and wave function and the successive corrections, expressed through 

increasing powers of the perturbation operator, 𝑉. If the partition between the 

zeroth-order Hamiltonian and the perturbation is appropriate, the energy correction 

series converges and the estimation of the exact energy is acceptable with a limited 

expansion. It should be taken into account, however, that the results are not 

variational and accordingly it is easy to overestimate the energy corrections when 

the system has almost degenerate energies between the excited and the reference 

configurations. 
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iii) CC theory introduced the concept of wave operator as an operator that transforms 

the reference wave function into the exact one. Hence, an exponential expression of 

the wave function is proposed: 

𝛹ee = 𝑒i𝛹+ (2.5) 

where 𝛹+ is the reference wave function and 𝑇 is the cluster operator, which can be 

expanded as a sum of cluster operators for each excitation degree: 

𝑇 = 𝑇j + 𝑇/ + 𝑇& +	… (2.6) 

Expanding the exponential in a Taylor series: 

𝑒i = 1 + 𝑇 +
1
2! 𝑇

/ +
1
3! 𝑇

& +	… (2.7) 

and equalling the terms with the same excitation level, the degree-of-excitation 

relations are obtained. In these expressions two types of contributions can be 

observed: 𝑇U is the so-called linked or connected cluster component of the i-th 

excitation degree, and the other terms, all products of two operators or more, are the 

disconnected components, which reach the same degree of excitation from products 

of lower excitation operators. 

The first level of approximation in CC methods consists of truncating the cluster 

expansion at the double excitations: 𝑇 = 𝑇j + 𝑇/, leading to the CCSD 

approximation [132]. Nowadays there are different methods that go beyond double 

excitations and include the effect of the triple excitations, in the exact, as CCSDT, 

or approximate form, such as CCSD(T) [130]. The CC methods have the undoubted 

advantage that they lead to correct fragment separability. But similar to the 

configuration and perturbative methods, they need a reference wave function 𝛹+; 

that is, the determinant formed from the first N basis functions 𝜑U (i.e., occupied 

orbitals). 
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2.3. Density Functional Methods 

Density Functional Theory [133] is an alternative way to wave function-based ab initio 

methods to introduce the effects of electron correlation in solving the electronic 

Schrödinger equation (see eq. (2.3)). The low computational cost, combined with 

reasonable accuracy, has made DFT a standard technique in most branches of chemistry 

and materials science [134]. According to the DFT, the ground-state energy of a many-

electron system can be expressed from the electron density and indeed the use of the 

electron density rather than the wave function for the calculation of the energy forms the 

foundation of DFT. Unfortunately, the exact mathematical formula relating energy to the 

electron density is not known and it is necessary to use approximate expressions. In the 

following sections the fundamentals and the practical formulation of DFT are discussed. 

 

2.3.1. The Foundations of DFT 

DFT has its conceptual roots in the Thomas–Fermi model of a uniform electron gas [135], 

[136] and the Slater local exchange approximation [137]. A formalistic proof for the 

correctness of the Thomas–Fermi model was provided by the Hohenberg–Kohn (HK) 

theorems [138], [139], which along with the Kohn–Sham formalism [140] constitute the 

two core elements of DFT. The former is mainly conceptual, but via the second the most 

common implementations of DFT have been done. 

The first HK theorem states that any observable of a stationary non-degenerate ground 

state can be calculated, in principle exactly, from the electron density of the ground state 

𝜌+ 𝑟 ; that is, any observable can be written as a function of the electron density of the 

ground state. Quoting directly from the Hohenberg/Kohn paper, this first theorem states 

that “the external potential 𝑉Ppq 𝑟  is (to within a constant) a unique functional of 𝜌 𝑟 ; 

since, in turn 𝑉Ppq 𝑟  fixes 𝐻 we see that the full many particle ground state is a unique 

functional of 𝜌 𝑟 ”. There is a one-to-one mapping between the ground-state density 𝜌+ 𝑟  

and the corresponding ground-state wave function 𝛹+ 𝑟j, 𝑟/, … , 𝑟s  and, accordingly, any 

ground-state property of a system can be obtained from the density. The second HK 

theorem provides the variational principle for 𝐸 𝜌  and states that the electron density of a 

non-degenerate ground state 𝜌+ 𝑟  can in principle be calculated, determining the density 

that minimizes the energy of the ground state 𝐸+ [141]. Thus, the ground-state energy 𝐸+ 
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can be obtained from the minimization of this functional at the ground-state density 𝜌+ 𝑟 , 

namely: 

𝐸+ = 𝐸 𝜌+ 𝑟 ≤ 𝐸 𝜌 𝑟  (2.8) 

A successful minimization of the energy functional 𝐸 𝜌 𝑟  will yield the ground-state 

density 𝜌+ 𝑟  and thus, all other ground-state observables. The first and second 

Hohenberg–Kohn theorems together attempt to find a solution to the many-body problem 

in terms of 𝜌 𝑟  alone instead of the much more complicated many-body wave function 

that depends on 3𝑁 degrees of freedom. A practical scheme for calculating ground-state 

properties from electron density was provided by the Kohn–Sham approach [140] 

considered in the next section. 

 

2.3.2. The Kohn–Sham Method 

In 1965, Kohn and Sham developed, with the introduction of atomic orbitals, a formalism 

that yields a practical way to solve the HK theorem for a set of interacting electrons, 

starting from a virtual system of non-interacting electrons that have an overall ground-state 

density equal to the density of the real system where electrons do interact. The main 

problem behind initial DFT formalisms was the difficulty in representing the kinetic 

energy of the system. The central premise in the Kohn–Sham (KS) approach is that the 

kinetic energy functional of a system can be split into two parts: one part that can be 

calculated exactly and that considers electrons as non-interacting particles and a small 

correction term accounting for electron-electron interaction. Following the KS formalism, 

within an orbital formulation, the electronic energy of the ground state of a system 

comprising N electrons can be written as: 

𝐸 𝜌 = 𝑇; 𝜌 + 𝑉; 𝜌 + 𝑉PP 𝜌  (2.9) 

where 𝑇; 𝜌  represents the kinetic energy of the non-interacting electrons, 𝑉; 𝜌  accounts 

for the nuclear-electron interactions and 𝑉PP 𝜌  is the electron-electron interaction, 

composed of two terms: 

𝑉PP 𝜌 = 𝐽 𝜌 + 𝐸we 𝜌 =
1
2

𝜌 𝑟j 𝜌 𝑟/
𝑟j − 𝑟/

𝑑𝑟j𝑑𝑟/ + 𝐸we 𝜌  (2.10) 
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where the first term 𝐽 𝜌  correspond to the Coulombic repulsions between the total charge 

distributions at 𝑟j and 𝑟/, and the second term 𝐸we 𝜌 , known as exchange-correlation, 

accounts for all quantum mechanical terms not included in 𝐽 𝜌 : the correction to the 

kinetic energy arising from the interacting nature of the electrons and all non-classic 

corrections to the electron-electron interactions (i.e., exchange and Coulomb correlations 

and the correction to the unphysical self-interaction contribution). The most challenging 

aspect of DFT is the description of this term. 

The ground-state electron density 𝜌 𝑟  at a location r can be written as a set of one-

electron orbitals (the KS orbitals, 𝜒U 𝑟 ), given by: 

𝜌 𝑟 = 𝜒U 𝑟 /
syz

U{j

 (2.11) 

The KS orbitals are determined by solving the KS equations. These can be derived by 

applying the variational principle to the electronic energy 𝐸 𝜌 , with the charge density 

given by eq. (2.11): 

ℎ|}𝜒U 𝑟 = 𝜀U𝜒U 𝑟  (2.12) 

In this equation ℎ|} represents the KS Hamiltonian and 𝜀U is the KS orbital energy 

associated. The KS Hamiltonian can be written as: 

ℎ|} = −
1
2∇

/ + 𝑉P�� 𝑟  (2.13) 

where the first term describes the kinetic energy of the non-interacting i-electron and the 

second one, 𝑉P�� 𝑟 , is the effective potential which transforms a virtual system of non-

interacting electrons into one that has the ground-state electron density equal to that of the 

target system and that accomplish eq. (2.11). 𝑉P�� 𝑟  depends on the density as: 

𝑉P�� 𝑟 = 𝑉O 𝑟 +
𝜌 𝑟/
𝑟j − 𝑟/

𝑑𝑟/ + 𝑉we 𝑟  (2.14) 

and must be used in the one-electron eq. (2.12) to determine the KS orbitals. 𝑉we 𝑟  in eq. 

(2.14) is the functional derivative of the exchange-correlation energy, given by: 
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𝑉we 𝑟 =
𝛿𝐸we 𝜌
𝛿𝜌 𝑟  (2.15) 

Once 𝐸we 𝜌  is known, 𝑉we 𝑟  can be readily obtained. The resolution of the KS equation 

is processed in a self-consistent fashion, starting from a set of initial guess molecular 

orbitals, 𝜒U 𝑟 , in which the electron density is determined using eq. (2.11). This density 

in turn serves to obtain 𝑉P�� 𝑟  from eq. (2.14) and then solve eq. (2.12) of eigenvalues 

and eigenfunctions. This process is repeated until convergence. 

The exchange-correlation energy 𝐸we 𝜌  is generally divided into two separate terms, an 

exchange term 𝐸w 𝜌  and a correlation term 𝐸e 𝜌 : 

𝐸we 𝜌 = 𝐸w 𝜌 + 𝐸e 𝜌  (2.16) 

The exchange term is normally associated with the interactions between electrons of the 

same spin, whereas the correlation term essentially represents those between electrons of 

opposite spin. These two terms are themselves also functionals of the electron density and 

the corresponding functionals are known as the exchange functional and the correlation 

functional, respectively. Both components can be of two distinct types: local functionals, 

depending only on the electron density ρ, and gradient corrected, which depend on both ρ 

and its gradient ∇𝜌. These are discussed in the next section [142]. Despite the progress in 

the field, it is important to note that the main source of inaccuracy in DFT is normally a 

result of the approximate nature of the exchange-correlation functional. 

 

2.3.3. Approximations to the Exchange–Correlation Potential 

The local density approximation (LDA) constitutes the simplest approach to represent the 

exchange-correlation functional. The first LDA approximation to the exchange energy was 

proposed by Dirac [143] and uses a model of electron gas of homogeneous and constant 

density 𝜌 𝑟 : 

𝐸w��� 𝜌 = −
3
4
3
𝜋

j &

𝜌� & 𝑟 𝑑𝑟 (2.17) 
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In LDA, the correlation energy 𝐸e 𝜌  is difficult to obtain separately from the exchange 

energy. There are several possibilities for the correlation energy; one of these is the 

analytical expression of Vosko, Wilk and Nusair, known as Vosko-Wilk-Nusair or VWN 

[144], which was developed from interpolation of a set of correlation energy values 

obtained by Ceperley and Alder from Monte Carlo calculations [145]. 

In solid-state chemistry, the LDA provides surprisingly good results for metallic solids 

with delocalized electrons, i.e. those that most closely resemble the uniform electron gas. 

However, LDA presents well-known disadvantages for solids. It reveals systematic 

shortcomings in the description of systems with localized electrons and accordingly shows 

underestimation of bond distances and overestimation of binding energies. Furthermore, as 

a rule, LDA calculations compute too small bandgaps. 

The local spin density approximation (LSDA), initially proposed by Slater [146], 

represents a more general application of LDA, which introduces spin dependence into the 

functionals. Within the LSDA approach, the exchange functional is given by: 

𝐸w�}�� 𝜌 =
3
4
6
𝜋

j &

𝜌S
� & 𝑟 + 𝜌Z

� & 𝑟 𝑑𝑟 (2.18) 

where α and β stand for spin up and spin down densities, respectively. For closed-shell 

systems, α and β are equal and LSDA becomes virtually identical to LDA. 

The LDA approximation assumes that the exchange-correlation effects are local and 

depend only on the value of the electron density at each point. Generalized gradient 

approximation methods (GGAs) introduce the density gradients ∇𝜌 𝑟  in the description of 

the exchange-correlation effects, taking into account the value of the density 𝜌 𝑟  at each 

point and how this density varies around each point. The main source of error of GGA 

methods is in the exchange energy, which is often underestimated by about 10-15%. 

There are different non-local corrections for both the exchange part and the correlation 

part. While for the exchange the most commonly corrections used are the Becke86 (B86) 

[147] and Becke88 (B88) [148], for the correlation part the most applied are those of 

Perdew86 (P) [149] and the extremely popular Lee-Yang-Parr (LYP) [150], which is 

constructed from the Colle-Salvetti correlation energy formula. The geometries, the 

frequencies and the LDA charge densities improve with GGA corrections, since in 
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thermochemical tests the obtained average errors are of 6 kcal mol-1, and for systems with 

hydrogen bonds GGA works reasonably well, although they still fail to describe van der 

Waals complexes. 

More recently, a new class of DFT functionals based on the GGA was developed by 

including additional semi-local information beyond the first-order density gradient 

contained in the GGAs. These methods, termed as meta-GGA (M-GGA), depend explicitly 

on higher order density gradients ∇/𝜌 𝑟 , or typically on the kinetic energy density 𝜏 𝑟 , 

which involves derivatives of the occupied KS orbitals. 

Hybrid density functional (H-GGA) methods combine the exchange-correlation of a 

conventional GGA method with a percentage of exact (or Hartree-Fock) exchange. In fact, 

the amount of exact exchange cannot be assigned in general from first-principles and 

therefore is fitted semiempirically. Hybrid functionals have allowed a significant 

improvement over GGAs for many molecular properties. Currently, the most popular 

hybrid functional is the Becke’s 3-parameters method (B3LYP), which uses the B88 

exchange functional and the LYP correlation functional [150] with a 20% of exact 

exchange. However, different authors [151], [152] proposed empirical parameter-free 

hybrid functionals of the general form, like the PBE0 [153], in which the amount of exact 

exchange has been derived as 25% from theoretical reasoning through a perturbation 

theory argument, showing a promising performance for all important properties and being 

competitive with the most reliable, empirically parameterized current functionals. 

Hybrid-meta GGA methods (HM-GGA) represent the newest class of density functionals. 

Based on a similar concept to the M-GGA functionals, the difference lies in the fact that 

they start from M-GGAs instead of standard GGAs. Hence, these methods depend on the 

exact exchange, the electron density, and its gradient and the kinetic energy density. Some 

functionals belonging to this category are the Minnesota M06 family developed by Truhlar 

[154]. These methods represent an improvement over the previous formalisms, particularly 

in the determination of barrier heights and atomization energies. 
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2.3.4. Some Difficult Cases for DFT 

In general, DFT methods provide high-quality geometries, good dipole moments, excellent 

vibrational frequencies and a good estimation of the thermochemistry and of reaction 

barriers with a cost similar to that of HF, thereby introducing electron correlation at a much 

reduced cost. However, there exist some difficult cases for which DFT cannot provide the 

desired accuracy. These systems are incorrectly, in general, with weak interactions, charge 

transfer processes, and open-shell systems. 

i) Systems with weak interactions such as van der Waals complexes. DFT functionals 

are incapable of properly describing London dispersion forces, which derive 

entirely from electron correlation at “long range”. Adding exact exchange to the 

DFT functional cannot entirely alleviate this problem, since the Hartree-Fock level 

of theory, while non-local, does not account in any way for opposite-spin electron 

correlation. For van der Waals interactions, explicit parameterizations have been 

developed. A particular approach was done by Stefan Grimme [155], who used 

experimental data and included damped atom-pairwise corrections (referred to as 

DFT-D) of the form 𝐶(𝑅%( to take dispersion into account. In DFT-D calculations, 

the total energy of a collection of atoms calculated with DFT, EDFT, is augmented as 

follows: 

𝐸��i%� = 𝐸��i − 𝑆(
𝐶(
UX

𝑅UX(U�X

𝑓:9�� 𝑅UX  (2.19) 

Here, Rij is the distance between atoms i and j, C6
ij is a dispersion coefficient for 

atoms i and j, which can be calculated directly from tabulated properties of the 

individual atoms, and 𝑓:9�� 𝑅UX  is a damping function to avoid unphysical 

behaviour of the dispersion term for small distances. The only empirical parameter 

in this expression is S6, a scaling factor that is applied uniformly to all pairs of 

atoms. In applications of DFT-D, this scaling factor has been estimated separately 

for each functional by optimizing its value with respect to collections of molecular 

complexes in which dispersion interactions are important. DFT-D2 energy 

correction considers all pairs of atoms while DFT-D3 also considers triplets of 

atoms to account for three-body effects. 
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ii) Intermolecular complexes by charge transfer interactions. Modern DFT functionals 

tend to predict these interactions stronger than they should be. Including exact 

exchange in the functional alleviates the problem to some extent, but only by 

cancellation of errors, since Hartree-Fock theory incorrectly predicts the 

interactions between these complexes are generally underestimated. Dative bonds 

have also been found to be problematic for many functionals. Standard functionals 

underestimate dissociation energies and the inclusion of a substantial fraction of 

exact exchange is required to improve them. 

iii) Open-shell systems such as complexes with different spin states (e.g. transition 

metal complexes) and radical complexes. The bad description of these systems is 

due to partly a bad cancellation of the self-interaction part of the exchange 

functional. This causes and over-stabilization of spin density delocalized situations 

[156], [157]. Hartree-Fock tends to be inaccurate for such systems in the opposite 

direction. Thus, hybrid functionals tend to show improved performance to the 

relative stability by an offsetting of errors. 

 

2.4. Modelling Solids and Surfaces 

A crystal is a macroscopic entity formed by a large number of atoms. Neglecting 

impurities, defects and other irregularities, a crystal can be considered as a periodic 

structure where a unit is repeated in the three directions of space (see Figure 2.1a). The 

large number of atoms in a crystal makes that the study of the electronic structure of these 

systems and the properties can only be addressed through the use of models that represent 

the real system. This chapter addresses the key ideas in the modelling of surfaces and 

solids. 

 

2.4.1. Cluster Approach 

One choice for representing a solid system consists of reducing it into a small number of 

atoms that characterize, more or less properly, the desired region of the solid, ignoring the 

rest of the system. This is the basis of the finite model or cluster model (see Figure 2.1b). 

This choice has pros and cons. An indisputable advantage of finite models is that any 
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method of quantum chemistry, irrespective of wave function-based or DFT methods can be 

used. However, the major difficulty arises in the construction of finite models, since the 

finite nature may have potentially adverse effects due to the limited size of the clusters, 

which is reflected by edge effects. 

 

Figure 2.1 Geometries used to simulate surfaces of crystals, taken from Starrost and Carter [158]. (a): 

bulk and (b): cluster geometries (shown here for the zincblende crystal and suppressing the dimension 

normal to the page). 

This limitation has moved on developing a number of embedding techniques with the aim 

of introducing the effect of the rest of the crystal. Depending on the type of system, 

different embedding strategies are available, such as the ONIOM [159]–[161] (our own n-

layered integrated molecular orbital and molecular mechanics) approach and the QM-Pot 

scheme developed by Sierka and Sauer [162], [163]. The basic idea of both methods is to 

divide the whole system in two parts: the local part, which is described at an accurate level 

of theory, and the long-range effects, which are evaluated at a lower level with periodic 

conditions. 

 

2.4.2. Periodic Approach 

The use of a finite model only takes advantage of the stiffness of the solid and not its long-

range order or periodicity. However, the existence of long-range order and its exploitation 

as a particular translational element of symmetry allows the consideration of a full solid 

and study some properties that are not local, but are based precisely on the nature of the 

system as a macroscopic entity [164]. The use of translational symmetry or periodicity 

results in periodic methods. In the following sections the basic concepts of the infinite 

model approach from a quantum mechanical point of view are introduced. 
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2.4.2.1. The Bloch Theorem 

A crystalline solid consists of the orderly repetition of atoms or groups of atoms in the 

three directions according to its Bravais lattice. The repeating units that can generate the 

solid by translation, 𝑇 = 𝑛j𝑎j + 𝑛/𝑎/ + 𝑛&𝑎&, where 𝑎� are elementary translations, are 

called unit cells. In addition, those with the least volume are called primitive cells. There 

are basically two ways to construct these cells: 

i) Linking equivalent points of the solid (lattice points) by periodicity, leading to unit 

cells formed by parallelepipeds. 

ii) Connecting each lattice point to its nearest neighbours and tracing the planes 

normal to these segments through their midpoints, leading to the so-called Wigner-

Seitz unit cells. 

If 𝑇 is a vector of the direct lattice, the reciprocal lattice is defined by 𝐾 = 𝑚j𝑏j +

𝑚/𝑏/ + 𝑚&𝑏&, where 𝑎� ∙ 𝑏� = 2𝜋𝛿UX. The components of the 𝑇 and 𝐾 vectors, from direct 

and reciprocal lattice, are integers (i.e., correspond to lattice points). The unit cell of the 

reciprocal lattice obtained using the Wigner-Seitz construction is called the first Brillouin 

Zone and it is of great importance in periodic calculations [165]. 

At this point it is of great importance to introduce the Bloch’s Theorem, since it defines 

Bloch functions adapted to the crystal symmetry [166]. This theorem derives from the 

assumption that in the one-electron Hamiltonian of a crystal the potential is periodic, that is 

𝑉 𝑟 = 𝑉 𝑟 + 𝑇 , and so it is the Hamiltonian as a whole, i.e., 𝐻 𝑟 = 𝐻 𝑟 + 𝑇 . 

Therefore, the Bloch theorem can be written as: 

𝑇𝜑< 𝑟 = 𝜑< 𝑟 + 𝑇 = 𝑒U<i𝜑< 𝑟  (2.20) 

where 𝑘 argument has been included to index the φ function. 𝜑< 𝑟  is called Bloch’s 

function and is adapted to the symmetry of the crystal, in the sense that it is eigenfunction 

of their translation operators [167]. The number of 𝑘 vectors is infinite, but if 𝑘8 = 𝑘 + 𝐾, 

where 𝐾 is a vector of integer components in reciprocal space, as 𝑒U|i = 1, we have that 

𝑒U<i = 𝑒U<8i, and hence 𝑘 and 𝑘′ are redundant and it will be sufficient to consider those 

vectors belonging to Brillouin cell, the uniquely defined primitive cell in reciprocal space. 
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Furthermore, to avoid an infinite system, the Born-Von Karman periodic boundary 

conditions are introduced. Accordingly, the crystal is considered finite with N1, N2 and N3 

cells in each dimension, so a translation 𝑇 returns to the original point. Thus, it must be 

complied that: 

𝑘X =
𝑛X
𝑁X
, with	𝑗 = 1, 2, 3	and	𝑛X = 0, 1, 2, 3, … , 𝑁X (2.21) 

where Nj is the total number of cells considered and nj is a natural number. Possible values 

of 𝑘 (in the Brillouin zone) are no longer infinite, but their number is equal to the cells of 

the crystal. 

The Schrödinger equation of periodic systems is obtained by replacing the Bloch function 

in the one-electron Schrödinger equation and taking into account the periodic potential 

𝑉 𝑟 , obtaining the following expression: 

𝐻 𝑟 𝜑< 𝑟 = −
1
2∇

/ + 𝑉 𝑟 𝜑< 𝑟 = 𝐸<𝜑< 𝑟  (2.22) 

where 𝑉 𝑟  and 𝜑< 𝑟  have the same periodicity. Thus, the eigenvalue problem for the 

solid has been transformed from an infinite set to a set of discretely spaced eigenvalues, 

𝐸<. 

The one-electron crystalline orbitals (CO), similar to the molecular orbitals (MO) in a 

molecular calculation, are linear combinations of basis set functions [𝜙�< 𝑟 ]: 

𝜑O< 𝑟 = 𝑐�O< 𝜙�< 𝑟
�

 (2.23) 

where the coefficients 𝑐�O<  are determined using the variational principle by solving the 

equation: 

𝐻<	𝐶< = 𝑆<	𝐶<	𝐸< (2.24) 

assuming one-electron Hamiltonian type. As a result, we obtain the crystalline orbitals and 

the corresponding one-electron energies. The problem is solved for different values of 𝑘. 

As Bloch functions are irreducible representations of the group of translations, the matrix 
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elements for different 𝑘 are zero. Thus an infinite problem becomes N (number of cells of 

the crystal) problems of size M (basis functions of unit cell). Although N is very large, the 

fact that the eigenvalues of the energy vary continuously with 𝑘, allows the problem to be 

resolved in a small number of points by making the necessary interpolations. 

The problem of efficiently evaluating the integrals defined in reciprocal space, over the 

possible values of 𝑘 in the Brillouin zone, has been widely developed by Monkhorst and 

Pack [168]. This method generates sets of special points in the Brillouin zone, which 

provides an efficient means of integrating the periodic functions. In practise, to choose 

how many k points are used in each direction in reciprocal space it is necessary to 

numerically well converge all calculations at each k point, when from a given k point the 

total energy is seen to be (almost) independent of the number of k points. Otherwise, for 

smaller numbers of k points, the energy varies considerably and the number of k points is 

insufficient to give a well-converged result. In addition, periodic calculations can take full 

advantage of the symmetry that exists in a perfect solid, meaning that the integrals in 

reciprocal space do not need to be evaluated using the entire Brillouin zone, but they can 

just be evaluated in a reduced portion of the zone. This reduced region in k space is called 

the irreducible Brillouin zone. 

 

2.4.2.2. Surface Models 

A periodic model describing a surface is called slab model and consists of a number of 

atomic layers parallel to a given (hkl) crystalline plane. The two atomic layers that finish 

the slab are those simulating the surface. A model of this type can be two-dimensional, 

where the translational symmetry is maintained only in the two directions that define the 

surface, thus preveting a gap above and below the surface (see Figure 2.2a and Figure 

2.2b), or three-dimensional, which consists of a series of equidistant slabs normal to the 

surface plane and separated by empty zones, so that the layers do not interact with each 

other, called super-cell slab (see Figure 2.2c). Because of their different nature, centred-

atoms Gaussian functions can work with purely two-dimensional slab models, while the 

plane-wave functions are limited to super-cell slab. 
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Figure 2.2 Geometries used to simulate surfaces of crystals, taken from Starrost and Carter [158]. (a): 4-

layered 2D slab, (b): single 2D slab and (c): super-cell 3D slab (shown here for the zincblende crystal and 

suppressing the dimension normal to the page). 

In surface modelling, one must be careful when building the surface. For example, a pure 

solid metal has a homogeneous composition (all atoms are equal) and, therefore, the 

modelling of their surfaces is relatively easy due to the absence of a particular bonds or 

group of atoms that cannot be separated. Instead, the modelling of ionic, covalent or mixed 

metal (as an alloy) surfaces is more difficult because of their heterogeneity. 

One way to evaluate energetically different crystalline surfaces of a given solid is 

computing the specific surface energy [169]. The surface energy is a measure of the 

thermodynamic stability of the surface and is defined as the energy cost per unit area 

required forming the surface from the bulk crystal. The surface energy can be computed as: 

𝛾 = lim
O→¢

𝐸;(𝑛) = lim
O→¢

𝐸(𝑛);£9¤ − 𝑛𝐸¤¥£<
2𝐴  (2.25) 

where E(n) is the energy of an n-layer slab, Ebulk is the energy of the bulk, A is the area of 

the surface unit cell, and the factor of 2 in the denominator accounts for the upper and 

lower surfaces of the slab model. As more layers are added in the calculation (n→∞), Es(n) 

converges to the surface energy per unit area (γ). 

Ideally a surface, built from cutting the bulk, must be nonpolar (i.e., the dipole moment 

normal to the surface should be 0) to avoid stability problems arising from the surface 

polarity. However, modifications at atomic level, reconstructions of the surfaces and 

rearrangements of the electronic structure can induce a polarising electric field in the 

system. 
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2.4.2.3. Basis Sets 

As mentioned, crystalline orbitals are expanded in terms of basis set functions. Two types 

of basis set are currently used in electronic-structure calculations of periodic systems: 

localized Gaussian-type functions (GTF) and plane waves (PW). Gaussian functions, 

attributed to the atom A with coordinate 𝑟� in the reference unit cell, are formally 

associated with all translationally equivalent atoms in the crystal occupying positions 𝑟� +

𝑇 (𝑇 is the direct lattice translation vector). Because in the periodic systems these basis sets 

must be chosen in such a way that they satisfy the Bloch theorem, GTFs are expressed as 

Gaussian-type Bloch functions (GTBFs) centred at atomic nuclei and constructed 

according to: 

𝜙�
<§¨ 𝑟 = 𝑒U<i𝜑� 𝑟 − 𝑟� − 𝑇

i

 (2.26) 

At the same time Gaussian-type basis functions are expanded as a linear combination 

(contraction) of individually normalized Gaussian primitives 𝑔X 𝑟 − 𝑟� − 𝑇  characterized 

by the same centre but with different exponents: 

𝜑� 𝑟 − 𝑟� − 𝑇 = 𝑑X𝑔X 𝑟 − 𝑟� − 𝑇 , 𝑔X 𝑟 − 𝑟� − 𝑇 = 𝑔 𝑟 − 𝑟� − 𝑇; 𝛼X

s

X{j

 (2.27) 

where N is the length of the contraction, 𝛼X the contraction exponents and 𝑑X the 

contraction coefficients. 

Gaussian functions have the advantage that the number of basis-set functions depends on 

the number of atoms included in the crystalline cell but not on the dimension or shape of 

the cell. However, the basis-set functions in solids are modulated over the infinite lattice: 

any attempt to use large uncontracted molecular or atomic basis sets with very diffuse 

functions can result in problems of linear dependence [170]. Therefore, exponents and 

contraction coefficients in the molecular and periodic systems are generally rather different 

and, with some exceptions, molecular basis sets are not directly transferable to the study of 

crystalline solids. Because of the use of a limited number of basis-set functions, the so-

called basis set superposition error (BSSE) is entailed; i.e., a spurious stabilizing 

contribution arising from the improved description of a fragment in a complex due to the 
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assistance of the basis sets of the other fragments. This error is normally corrected a 

posteriori, at the uncorrected geometries, with the Counterpoise method [171]. 

Plane wave basis sets are more common as a basis set for expanding the crystalline orbitals 

[172]. Using the Bloch theorem the single-electron wave function 𝜓O 𝑟  can be written as 

a product of a wave-like part and a cell-periodic part. Due to its periodicity the latter can be 

expanded as a set of PWs. Thus, in the PW basis the single-electron wave function can be 

written as a linear combination of PWs: 

𝜓O< 𝑟 = 𝑒U<« 𝑐O,|
|

𝑒U|« = 𝑐O,|
|

𝑒U <@| « (2.28) 

where the periodic function is a discrete set of PWs with wave vector 𝐾 equal to a 

reciprocal lattice vector of the crystal. 

PWs are orthonormal and form a complete set. Thus, any continuous and standardisable 

function can expand on this base. The use of PWs simplifies algebraic manipulations and 

calculations are usually performed in reciprocal space. Furthermore, the PW basis set is 

universal, in the sense that it does not depend on the positions of the atoms in the unit cell 

or its nature. Contrarily to GTFs, one does not have to construct a new basis set for every 

atom nor modify them in different materials, and the basis can be made better (and more 

expensive) or worse (and cheaper) by varying a single parameter: the cutoff energy value. 

Moreover, plane-wave calculations do not suffer from the basis-set superposition error 

(BSSE). 

Energy and gradient calculations for GGA functionals are more efficient with PWs than 

with GTFs. On the contrary, the calculation of the exact exchange using PWs is very 

expensive compared to GTFs, hampering the use of hybrid functionals, which, in some 

occasions, are more accurate than standard GGA functionals. Another disadvantage of PW 

basis sets is that calculations are intrinsically periodic in three dimensions (3D) and this 3D 

box is uniformly filled with plane waves, regardless of the dimensionality of the system. 

Lastly, one of the difficulties of PWs is that to properly describe atomic cores the 

expansion must be very large. In practice, one must use a finite set of PWs, but this in fact 

means that well-localized core electrons cannot be described in this manner. This makes it 

essential to augment the basis set with additional functions (as in linear combination of 
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Augmented Plane Waves scheme, PAW), or use pseudopotentials (PP, through the first-

principles Effective Core Potential, ECP). 

Combining the best of each of these two basis sets, the Gaussian and plane waves (GPW) 

method is obtained, which is part of the program package CP2K along with its 

implementation in Quickstep [173]. The GPW method allows for accurate density 

functional calculations in gas and condensed phases and can be effectively used for 

molecular dynamics simulations. The derivatives of the GPW energy functional, namely 

forces and the Kohn–Sham matrix can be computed in a consistent way and the 

computational cost of computing the total energy and the Kohn–Sham matrix is linearly 

scaled with the system size, resulting in an efficient and accurate method. Wave function 

optimization with the orbital transformation technique leads to good parallel performance 

and outperforms traditional diagonalization methods. 

 

2.5. Molecular Dynamics Approach 

Molecular dynamics (MD) is a well-established numerical simulation technique that allows 

accounting for temperature effects [174]. For a general N-particle system, Newton’s 

second law for particle i takes the form: 

𝑚U
𝑑/𝒓U
𝑑𝑡/ = 𝑭U 𝒓j, … , 𝒓s,

𝑑𝒓U
𝑑𝑡  (2.29) 

where 𝑚U is the mass of the object, 𝒓U its position, 𝒗U = 𝑑𝒓U 𝑑𝑡 its velocity, 

𝒂U = 𝑑/𝒓U 𝑑𝑡/ its acceleration, and 𝑭U the force experimenting the i-th object due to all of 

the other particles in the system (and possibly the velocity of the particle as well). These 

equations are referred to as the classical equations of motion of the system. Unfortunately, 

the interparticle forces are highly nonlinear functions of the N particle positions so that 

eqn. 2.29 possesses enormous dynamical complexity and obtaining an analytical solution is 

hopeless. Thus, numerical methods to solve the classical equations of motion are used. 

At the same time, the generated trajectories are used to extract macroscopic 

thermodynamic and dynamic observables for a wide variety of systems and they can be 

useful as a guide toward understanding the mechanisms underlying a given chemical 
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process. MD also permits direct “visualization” of the detailed motions of individual atoms 

in a system, thereby providing a “window” into the microscopic world. Many of these 

applications address important problems in biology, such as protein and nucleic acid 

folding, in materials science, such as surface diffusion, catalysis, and structure and 

dynamics of glasses and their melts, as well as in nanotechnology, such as the behaviour of 

self-assembled monolayers and the formation of molecular devices. 

One of the major milestones in molecular dynamics is the technique known as ab initio or 

first-principles molecular dynamics within the Born-Oppenheimer approximation (here 

simply AIMD) [175]. In AIMD simulations, the interatomic interactions are computed 

directly from the electronic structure “on the fly” as the simulation proceeds, thereby 

allowing to treat explicitly the breaking and formation of chemical bonds. Even though the 

computational overhead of solving the electronic Schrödinger equation using widely 

employed approximation schemes is considerable, the field of molecular dynamics is an 

exciting and rapidly evolving one and nowadays the methodology is capable of performing 

many different types of MD calculations. 

 

2.5.1. Ensembles in Molecular Dynamics 

The simplest and most fundamental of the equilibrium ensembles is a system isolated from 

any surroundings characterized by fixed values of the N identical particles in a container of 

volume V with a total internal energy E. This ensemble is known as the microcanonical 

ensemble (NVE) and provides the starting point from which all other equilibrium 

ensembles are derived. The variables N, V and E are all macroscopic thermodynamic 

quantities referred to as control variables. Control variables are simply quantities that 

characterize the ensemble and that determine other thermodynamic properties of the 

system. Different choices of these variables lead to different system properties. Suppose, 

further that given an infinite amount of time, the system with energy E is able to visit all 

configurations on the constant energy hypersurface. A system with this property is said to 

be ergodic and can be used to generate a microcanonical ensemble. This assumption is 

especially of paramount importance in the molecular dynamics approach. In general, it is 

not possible to prove the ergodicity or lack thereof in a system with many degrees of 
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freedom, although clearly it will not hold for a system whose potential energy 𝑈 𝒓  

possesses high barriers, i.e. regions where 𝑈 𝒓 > 𝐸. 

The main disadvantage of the microcanonical ensemble is that conditions of constant total 

energy are not those under which experiments are performed. Therefore, it is important to 

develop ensembles that have different sets of thermodynamic control variables in order to 

reflect more common experimental setups. The canonical ensemble (NVT) is a good 

example. Its thermodynamic control variables are constant particle number N, constant 

volume V and constant temperature T, which characterize a system in thermal contact with 

an infinite heat source. Additionally, the canonical ensemble forms the basis for the NPT 

(isothermal-isobaric) and µVT (grand canonical) ensembles. Especially for large systems, 

also so-called thermodynamic limit, results from the canonical ensemble will not deviate 

much from results of the other ensembles. 

The treatment of the canonical ensemble naturally raises the question of how molecular 

dynamics simulations can be performed under the external conditions of this ensemble. By 

leading the conditions of the canonical ensemble it is clear that the energy is not 

conserved; however, when a system is in thermal contact with an infinite external heat 

source, its energy will fluctuate in such a way that its temperature remains fixed. Although 

these energy fluctuations vanish in the thermodynamic limit, most simulations are 

performed far enough from this limit that the fluctuations cannot be neglected. In order to 

generate these fluctuations in a molecular dynamics simulation, it is necessary to mimic the 

effect of the thermal reservoir. Various methods to achieve this have been proposed [176]–

[178], being the Nosé Hamiltonian in 1984 the first one originally introduced [176]. An 

additional “agent” is introduced into a system that “checks” whether the instantaneous 

kinetic energy is higher or lower than the desired temperature and then scales the velocities 

accordingly. In 1985, Hoover [177] introduced a reformulation of the Nosé dynamics that 

has become one of the staples of molecular dynamics, appearing an additional term that 

acts as a kind of friction term (their evolution is driven by the difference in the 

instantaneous value of the kinetic energy and its canonical average). However, the Nosé–

Hoover equations fail because they do not contain a sufficient number of variables to offset 

the restriction caused by multiple conservation laws. For this reason, the Nosé-Hoover 

chain equations were developed [178]. By adding new thermostat variable pairs and 

rewriting the equations of motion 2.29, these new equations ensure the correct distribution. 
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2.5.2. Free Energy Calculations 

Free energy is a quantity of particular significance in statistical mechanics through which 

other thermodynamic quantities are obtained via differentiation. Indeed, we are often 

interested in the free energy difference between two thermodynamic states, showing for 

example whether a chemical reaction occurs spontaneously or requires input of work. 

There are several widely used techniques that have been developed for calculating 

Helmholtz free energy differences ∆𝐴 [179]. One of them is the thermodynamic 

integration formulation [180]. Given an initial state A and a final state B, an adiabatic path 

is one along which the system is relaxed at each point of the reaction path. In order to 

perform the transformation from one state to the other, it is common to introduce an 

“external” variable λ in order to parameterize the adiabatic path. The mechanism is one in 

which the system starts in state A (𝜆 = 0), switches off the potential UA while 

simultaneously switching on the potential UB, and completing the process when 𝜆 = 1. 

Computing the derivative of A with respect to λ and reorganizing, the free energy 

difference ∆𝐴�´ can be obtained from the relation: 

∆𝐴�´ = 𝐴´ − 𝐴� =
𝜕𝑈
𝜕𝜆 ¶

j

+
𝑑𝜆 (2.30) 

where 𝜕𝑈 𝜕𝜆 ¶ denotes an average over the canonical ensemble with λ fixed at a 

particular value. In practice, the thermodynamic integration formula is implemented as 

follows: a set of M values of λ is chosen from the interval [0,1] and at each chosen value 

𝜆< a full MD calculation is carried out in order to generate the average 𝜕𝑈 𝜕𝜆< ¶·. The 

resulting values of 𝜕𝑈 𝜕𝜆< ¶·, 𝑘 = 1,… ,𝑀, are then substituted in eq. (2.30) and the 

result is integrated numerically to produce the free energy difference ∆𝐴�´ (the selected 

values 𝜆<  can be evenly spaced). 

 

2.6. Tunnelling Calculations 

Classically, any reaction with a sizeable energy barrier ∆𝐺‡ will be dramatically slow at 

the low temperatures, owing to the exponential behaviour of the Eyring equation in the 

classical formulation of the transition state theory (TST): 
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𝑘i}i =
𝑘´𝑇
ℎ 𝑒%

∆º‡
<§i (2.31) 

However, quantum tunnelling, a purely quantum mechanical effect, can play a significant 

role, thus allowing chemical reactions to occur at significant rates at low temperatures, 

which classically would have negligible rates [181]. Tunnelling effects are also 

pronounced for reactions involving reduced masses along the reaction coordinate; mainly, 

light nuclei transfer, such as proton or hydrogen transfer reactions. The probability for a 

given system to tunnel through a reaction barrier depends primarily on the curvature of the 

barrier, which is controlled by the transition vibrational frequency and, to a lower degree, 

on the height of the barrier. Most notably, because of the strong tunnelling path-length 

dependence, which in turn depends on the adiabatic energy surface (i.e., including the 

zero-point energy corrections, ZPE), it could be more efficient if a shorter tunnelling path 

is traversed, even if that is at a higher energy cost. Thus, the most efficient tunnelling path 

at a given temperature depends on the entire adiabatic energy surface around the barrier. 

The importance of tunnelling for a specific reaction can be estimated by employing the 

tunnelling crossover temperature 𝑇w, which can be calculated using the formula by 

Fermann and Auerbach [182]: 

𝑇w =
ℎ𝜈‡∆𝑈+

‡ 𝑘´
2𝜋∆𝑈+

‡ − ℎ𝜈‡ ln 2
 (2.32) 

with 𝜈‡ the absolute value of the imaginary frequency of the transition mode, h the Plank’s 

constant, ∆𝑈+
‡ the zero-point energy-corrected barrier and kB the Boltzmann’s constant. 𝑇w 

generally marks the temperature below which tunnelling becomes dominant and above 

which tunnelling becomes negligible. 

For small tunnelling effects the semi-classical approximation often provides sufficient 

accuracy. In this case, tunnelling contributions are accounted for by introducing the 

transmission coefficient (𝜅 𝑇 ) into the classical Eyring rate constant (𝑘i}i): 

𝑘}e%i}i = 𝜅 𝑇 ×𝑘i}i (2.33) 
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There are simple and one-dimensional models to calculate 𝜅 𝑇  and adequately correct 

𝑘i}i rates [183]. A seminal correction is that of Wigner [184], which takes:  

𝜅 𝑇 = 1 +
1
24

ℎ𝜈‡𝑖
𝑘´𝑇

/

 (2.34) 

where ν‡ is the imaginary frequency associated with the reaction coordinate. The Wigner 

correction works well when ℎ𝜈‡𝑖 ≪ 𝑘´𝑇, so at very low temperatures it fails. More robust 

approximations to 𝜅 𝑇  were provided by Skodje and Truhlar [185]: 

𝜅 𝑇 =
𝛽𝜋 𝛼

sin 𝛽𝜋 𝛼 −
𝛽

𝛼 − 𝛽 𝑒
Z%S ∆ÀÁ‡  for 𝛽 ≤ 𝛼 (2.35) 

𝜅 𝑇 =
𝛽

𝛽 − 𝛼 𝑒 Z%S ∆ÀÁ‡ − 1  for 𝛼 ≤ 𝛽 (2.36) 

where 𝛼 = /Â
ÃÄ‡U

, 𝛽 = j
<§i

 and ∆𝑈+‡ is the ZPE-corrected barrier; and by Fermann and 

Auerbach [182]: 

𝜅 𝑇 = 𝑒∆ÀÁ
‡ <§i𝑒%/Â∆ÀÁ

‡ ÃÄ‡U 1 +
2𝜋𝑘´𝑇
ℎ𝜈‡𝑖  (2.37) 

However, when tunnelling starts to dominate over-the-barrier reactivity, such as 

astrochemical reactions due to the very low temperatures they occur, more accurate models 

are necessary to adequately deal with tunnelling. Previous studies of activated 

astrochemical reactions [186]–[191] have employed harmonic quantum transition state 

theory (HQTST) [192], in which the tunnelling path is fully optimised in all dimensions of 

the reacting system. This theory is a reformulation of instanton theory [193], [194], which 

allows one to find the most efficient tunnelling path by employing quantum statistics 

through Feynman path (FP) integrals. Here the focus is on finding the quantum analogue of 

the saddle point on the MEP (usually referred to as transition state, TS) by locating the 

highest point on the minimum action path (MAP) [195], which is denoted as a quantum 

transition state (qTS). Although HQTST is essentially a semi-classical approximation, it 

performs remarkably well at very low temperature, although generally slightly 

overestimates reaction rates near 𝑇w [191]. 
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2.7. Computational Details 

In this last section of Chapter 2, the computational details entailed in the present thesis are 

provided and it is divided into two different subsections: electronic structure calculations 

with the CRYSTAL09 code and molecular dynamics simulations with the 

CP2K/QUICKSTEP package (v2.5). 

 

2.7.1. Electronic Structure Calculations with CRYSTAL09 

All periodic calculations have been performed with the ab initio CRYSTAL09 code [170], 

[196]. This code implements the Hartree−Fock and Kohn−Sham self-consistent field 

method based on localized Gaussian Type Orbitals (GTO) for periodic systems [197]. 

Surface models computed by CRYSTAL09 are true 2D systems, at variance to plane wave-

based codes, in which the slab is artificially replicated through infinity also in the direction 

perpendicular to the slab by including a large amount of empty space. 

The SCF calculations and geometry optimizations were performed with different density 

functional methods depending on the section. Results of section 3.1 were obtained with the 

B3LYP functional [150], [198], which has been demonstrated to be accurate enough for 

the bulk. Results of section 3.2 and section 3.3 with the B3LYP-D2* functional, which 

includes an empirical a posteriori correction term proposed by Grimme [155] to account 

for dispersion forces (missed in the pure B3LYP method), but whose initial 

parametrization (D2) was modified for extended systems (D2*) [199], to provide accurate 

results for the calculations of cohesive energies of molecular crystals and of adsorption 

processes within a periodic treatment [200]–[202], due to the presence of species adsorbed 

on the surface of systems. Moreover, in some selected cases, for the adsorption of one H 

atom on (010) forsterite surface, single point energy calculations using the PBE [203], 

BLYP [148], [150] and BHLYP [204] density functional methods at the B3LYP-D2* 

optimized geometries have also been performed in order to check the influence of the 

method on the computed adsorption energies. Results of section 3.4 were obtained with the 

BHLYP functional [204], because it better describes the electronic structure of Fe-

containing systems, as it is shown in the beginning of the section with a calibration study 

(see section 3.4.1). Transition state (TS) search has been performed using the distinguished 
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reaction coordinate (DRC) technique as implemented in CRYSTAL09, which has been 

proven to be robust and efficient enough for the proton jump of non-hydrated and hydrated 

acidic zeolites [205]. The activated complex structures corresponding to the TS have been 

checked by ensuring that only one imaginary frequency resulted by the Hessian matrix 

diagonalization. All calculations involving one H or Fe2+ atom have been run as open-shell 

systems based on the unrestricted formalism. Geometry optimizations of the bulk systems 

have been performed in Pbnm space symmetry, whereas those of the surface models in the 

P1 group symmetry (no symmetry), in order to ensure the maximum degrees of freedom 

during the optimization. Net charges and electron spin densities on the atoms were derived 

from the Mulliken population analysis. 

The multi-electron wave function is described by linear combination of crystalline orbitals, 

which in turn are expanded in terms of GTO basis sets. Two different Gaussian basis sets 

have been adopted: (i) a B1 basis set described by the following all-electron contractions: 

(8s)–(831sp)–(1d) for Si; (6s)–(31sp)–(1d) for O; (6s)–(631sp)–(1d) for the top-layer Mg 

atoms (standard 6-31G(d,p) Pople basis set); (8s)–(61sp)–(1d) for the remaining Mg atoms; 

and (6s)–(6631sp)–(31d)–(1f) for Fe; and (ii) a B2 basis set described by the larger all-

electron contractions: (8s)–(6311sp)–(1d) for Si; (8s)–(411sp)–(1d) for O; (631111s)–

(42111p)–(1d) for the top-layer Mg atoms (standard 6-311G(d,p) Pople basis set); (8s)–

(511sp)–(1d) for the remaining Mg atoms; and (62111111s)–(331111p)–(311d) for Fe; 

these basis functions were already used in previous works focused on the forsterite [99], 

[100], [206] and fayalite [114] bulk properties. For all calculations, a TZP basis set from 

Ahlrichs and co-workers [207] has been used for the H atoms. For the characterization of 

the minerals (Section 3.1), all the calculations were employed at B2 basis set, while for the 

H2 formation processes (Sections 3.2 to 3.4), all the geometry optimizations have been 

carried out using the B1 basis sets and the energy is refined with single point energy 

calculations at B2 onto the optimized B1 geometries (hereafter referred as B2//B1). 

Specifically, in Section 3.2 different optimizations have been carried out using both the B1 

and B2 basis sets in order to compare the obtained results. 

We set the shrinking factor of the reciprocal space net, defining the mesh of k points in the 

irreducible Brillouin zone [168], to 5 and 20 for B1 and B2 calculations, respectively, 

requiring the diagonalization of the Hamiltonian matrix in 3 and 6 k points, respectively. 

The accuracy of both Coulomb and exchange series was set to values of overlap integrals 
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of 10-6 and 10-16 for both B1 and B2. A pruned (75, 974) grid (CRYSTAL09 keyword 

XLGRID) has been used for the Gauss–Legendre and Lebedev quadrature schemes in the 

evaluation of functionals [170], [208]. The condition to achieve SCF convergence between 

two subsequent cycles was set to 10-7 Hartree. Relaxations of both the internal atomic 

coordinates and the unit cell parameters for the bulk structures, on the one hand, and 

relaxations of only the internal atomic coordinates keeping the lattice parameters fixed at 

the bulk values for the rest of the calculations, on the other hand, were carried out within 

the same run by means of analytical energy gradients [209] using a quasi-Newton 

algorithm, in which the quadratic step (Broyden−Fletcher−Goldfarb−Shanno Hessian 

updating scheme, BFGS) [210]–[213] is combined with a linear one as proposed by 

Schlegel [214]. 

The adsorption energies (ΔE) per mole of an H atom and per unit cell were computed as: 

∆𝐸 = 𝐸 𝑆𝐻//𝑆𝐻 − 𝐸 𝑆//𝑆 − 𝐸� 𝐻  (2.38) 

where E(SH//SH) is the energy of the relaxed unitary cell containing the forsterite surface 

S in interaction with the H atom, E(S//S) is the energy of the relaxed unitary cell of the free 

forsterite surface, and Em(H) is the energy of the free H atom (the symbol following the 

double slash identifies the geometry at which the energy was computed). Because 

Gaussian basis functions were used, the above ΔE definition suffers from the basis set 

superposition error (BSSE). The above equation can be easily recast to include the BSSE 

correction, using the same counterpoise method adopted for intermolecular complexes 

[215]. The definition of the BSSE-corrected adsorption energy ΔEC is: 

∆𝐸e = ∆𝐸∗e + 𝛿𝐸} (2.39) 

∆𝐸∗e = 𝐸 𝑆𝐻//𝑆𝐻 − 𝐸 𝑆 𝐻 //𝑆𝐻 − 𝐸 𝑆 𝐻//𝑆𝐻  (2.40) 

in which δES is the deformation energy of the forsterite surface due to the adsorption of the 

H atom (note that δEH is null), E(S[H]//SH) is the energy of the forsterite surface plus the 

ghost functions of H, and E([S]H//SH) is the energy of the infinite replica of H with the 

ghost functions of the forsterite surface. For the sake of brevity, we refer to previous work 

for a complete discussion concerning the calculation of the ΔEC and the associated BSSE 

values [215]. 
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CRYSTAL09 computes the zero-point energy (ZPE) corrections and thermodynamic 

quantities using the standard statistical thermodynamics formulae based on partition 

functions derived from the harmonic oscillator approximations, which are used to correct 

the adsorption energy values by temperature effects. The corresponding vibrational 

frequencies are calculated by obtaining the eigenvalues from diagonalization of the mass-

weighted Hessian matrix at Γ point (point 𝑘 = 0 in the first Brillouin zone, called the 

central zone). The mass-weighted Hessian matrix was obtained by numerical 

differentiation (central-difference formula) of the analytical first energy derivatives, 

calculated at geometries obtained by displacing, in turn, each of the 3N equilibrium nuclear 

coordinates by a small amount, 𝑢 = 0.003 Å (N is the number of atoms) [216]. For the 

considered systems in this thesis, building up the full mass-weighted Hessian matrix would 

have been very expensive, so that only a portion of the dynamical matrix was computed by 

considering the displacements of a subset of atoms; i.e., the H atoms and the first and 

second-layer atoms of the surface. Only for the characterization of Mg2SiO4 and 

(Mg,Fe)2SiO4 systems in Section 3.1, the full mass-weighted Hessian matrix has been 

performed in order to calculate all the normal modes. The value of the infrared intensity for 

each normal mode was also computed via the dipole moment variation along the normal 

mode adopting the set of localized Wannier functions [217]–[219]. 

Reflectance spectra (R(ν)) of 3D-periodic systems can be simulated with CRYSTAL09 by 

combining different ingredients available in the code: i) calculation of the vibrational 

modes, their corresponding intensities and separation of the transverse and longitudinal 

optical (TO and LO, respectively) modes [216], [220]; ii) calculation of the electronic high 

frequency components (ε∞) [221]–[224] contributing to the frequency-dependent complex 

dielectric function (ε(ν)); and iii) calculation of the mass-weighted effective mode Born 

charges [225]–[227]. Reflectance spectra of several crystalline mineral systems have 

successfully been simulated with CRYSTAL09 [100], [114], [206], [228]–[230]. 

Finally, tunnelling crossover temperature (TX) and rate constants kTST have been computed 

by standard TST using partition functions and the ∆𝐺‡ adopting the Eyring formalism. 

Tunnelling contributions have been accounted for in a semi-classical way by calculating 

the transmission coefficient, κ 𝑇 , using the formulae presented in eq. (2.34)–(2.37) (see 

Section 2.6 of Chapter 2). 
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2.7.2. Molecular Dynamics Simulations with CP2K 

All the results related with MD simulations have been obtained with the 

CP2K/QUICKSTEP package (v2.5). CP2K/QUICKSTEP [173] employs a mixed Gaussian 

and plane-wave basis set and norm-conserving pseudopotentials. The electronic structure is 

computed using the PBE [203] density functional method and including the empirical a 

posteriori D2 correction term [155] missed in the pure PBE exchange-correlation 

functional. Transition state (TS) structure is optimized with the climbing image-nudged 

elastic band (CI-NEB) algorithm [231], fully optimizing all atoms for the 19 images in the 

NEB. The activated complex structure corresponding to the TS has been checked by 

ensuring that only one imaginary frequency resulted by the full Hessian matrix 

diagonalization. The spin polarization was enabled throughout all calculations by using the 

Unrestricted Kohn-Sham formalism. 

We used short range molecularly optimized double-ζ valence polarized (m-DZVP) 

Gaussian basis functions for Mg and molecularly optimized triple-ζ valence polarized (m-

TZVP) for Si, O and H. Also a 500 Ry cut-off was used for the plane wave expansion and 

ten valence electrons for magnesium (2s22p63s2), four for silicon (3s23p2), six for oxygen 

(2s22p4) and one for hydrogen (1s1). 

At variance with the slab models calculated with CRYSTAL, calculations in CP2K have 

been performed on (2 x 2) orthorhombic cells. In CP2K, the slabs were therefore created 

fixing the lattice vector normal to the slab and after that with a total thickness of 10 Å plus 

a vacuum gap between the slab and the next periodic image of 15 Å. At the same time, the 

slabs have been decoupled from their periodic images along the vacuum according to the 

method by Martyna and Tuckerman [232]. The condition to achieve SCF convergence 

between two subsequent cycles was set to 10−6 Hartree. Relaxations of the internal atomic 

coordinates have been carried out by means of analytical energy gradients keeping the 

lattice parameters fixed at the bulk values. All calculations were performed with the limit 

memory variant of the Broyden-Fletcher-Goldfarb-Shanno scheme (LBFGS). 

The final replica images that define the minimum energy path (MEP) as a result of the CI-

NEB procedure were used as initial guesses in the execution of a series of constrained ab 

initio MD simulations. AIMD simulations in the Born-Oppenheimer approximation using 

the electronic structure set-up described earlier were performed, within the canonical 
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(NVT) ensemble at a target temperature of 100 K and 10 K. We compute 10-ps long 

AIMD simulations on the (2 x 2) orthorhombic cell with a MD time-step of 0.5 fs, the first 

5 ps of each trajectory are used for equilibration and the remaining 5 ps for analysis. The 

average forces are well converged after 6000–8000 MD steps. Equilibration has been 

performed using the Nosé-Hoover chain thermostat [178] to maintain constant average 

temperature; both the energy and temperature were closely monitored for all simulations to 

ensure their conservation. 

The classical free-energy barrier for this H diffusion path accounting for dynamic effects 

over the reaction coordinate ξ is obtained, from these series, by employing the 

thermodynamic integration formula [180] shown in Chapter 2 (see Free Energy 

Calculations, Section 2.5.2). 

 

 

 

  



 

3. Results and Discussion 

The interstellar dust and the chemical reactions that occur on it have traditionally been 

studied by astronomical observations and experiments and, more recently, using 

computational techniques. Interstellar silicate dust is mainly Mg-rich, although some 

fractions also contain iron. Most of the theoretical studies were focused on the adsorption 

and reactivity of H atoms on the (010) forsterite surface, but the very same processes on 

other forsterite surfaces and on Fe-containing surfaces have not been investigated. Thus, 

understanding their behaviour and how they affect the interstellar chemistry activity is 

crucial. 

This chapter is organized as follows. In Section 3.1, some physicochemical properties of 

the crystalline bulk structure and the corresponding nonpolar (010), (001) and (110) 

surfaces of Mg2SiO4 forsterite, the Mg-pure olivine system, on the one hand, and the 

crystalline bulk structures and the corresponding nonpolar (010) surfaces of the Fe-

containing Mg1.5Fe0.5SiO4 olivine systems, on the other hand, will be studied. In Section 

3.2, the adsorption of H atoms and their recombination to form a H2 molecule on a slab 

model of the crystalline Mg2SiO4 forsterite (010) surface mimicking the interstellar dust 

particle surface will be reported. In Section 3.3, the relevance of surface morphology on H2 

formation will be analysed by considering the processes on the crystalline Mg2SiO4 (001) 

and (110) surfaces. Results are presented and compared to those previously reported for the 

most stable (010) surface. Finally, in Section 3.4, the influence of Fe2+ atoms will be 

investigated by simulating the adsorption and recombination of atomic hydrogens on a Fe-

containing (010) surface model. 
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3.1. Physicochemical Properties of Crystalline Olivines and 
their Relevant Surfaces 

3.1.1. Mg2SiO4 Bulk: Structure, IR, Dielectric and Reflectance Properties 

The bulk crystal structure of forsterite is represented in Figure 3.1. It is made up by 

distorted SiO4 tetrahedra and MgO6 octahedra, in which the tetrahedra and the octahedra 

share the vertices. Half of the available octahedral voids are occupied by the Mg2+ divalent 

cation. There are two symmetry-independent Mg atoms, named Mg1 and Mg2 [89]. The 

Mg1-centered octahedra share edges forming rods parallel to the crystallographic c axis 

and the Mg2 octahedra are laterally linked to these rods through the corresponding edges. 

 

Figure 3.1 View (along the c crystallographic axis) of the crystal structure of forsterite. 

The optimized structural parameters of the bulk structure of forsterite (see Table 3.1) are in 

good agreement with experiments. As already reported [99], calculated cell parameters are 

slightly overestimated (with deviations below 1%), giving a volume variation of 2.2%. 

Moreover, the experimental Si–O and Mg–O distances are well reproduced, the largest 

differences being given in the Mg2–O distances (0.024 Å larger, at the most). 
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Table 3.1 B3LYP-optimized and experimental bond distance range and cell parameters (in Å) of the bulk 

structure of forsterite. The volume of the bulk (in Å3) is also included. 

 This work Experimental 

Si–O 1.628–1.673 1.616–1.649 

Mg1–O 2.073–2.131 2.069–2.126 

Mg2–O 2.062–2.222 2.040–2.166 

a 4.789 4.746 

b 10.253 10.18 

c 6.009 5.976 

Volume 295.10 288.73 

Bulk forsterite has an orthorhombic structure and presents 28 atoms in the unit cell (four 

formula units per cell), giving rise to 84 vibrational modes (35 IR active modes, 36 Raman 

active modes, 10 inactive modes and 3 modes to rigid translations). Vibrational modes in 

silicates are usually classified in two main categories; i) the internal modes (I), which 

include the stretching and bending vibrations of the SiO4 tetrahedra; and ii) the external 

modes (E), which include rotations and translations of the SiO4 tetrahedra and translations 

of the metal cations. In previous works [233]–[239], mode classification and band 

assignments of olivinic crystals have exhaustively been discussed by means of infrared, 

Raman and reflectance spectroscopic measurements. 

Table 3.2 reports the computed and experimental vibrational frequencies for the bulk 

forsterite. As already described [100], B3LYP frequencies reproduce very well the 

experimental values, with a mean average of 4.8 cm-1 and a largest deviation of 9 cm-1, 

corresponding to the peak at 517 (B3LYP, calculated) – 508 (experimental) cm-1. 

Remarkably, the shortest deviations are associated with the Mg translations modes and the 

largest deviations are associated with the SiO4 bending modes. 
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Table 3.2 Comparison of the B3LYP vibrations (cm-1) with the experimental ones for the bulk forsterite. 

Calculated intensities (values in brackets) are in km mol-1. Assignment of the vibrational symmetry is also 

included. 

 Vibrations 

IR Band B3LYP  [Intensity] Experimental Symmetry 

293 291  

294  

295 

[673.52] 

[806.38] 

[223.87] 

291 

293 

296 

B3u 

B1u 

B2u 

350 350 [1035.69] 352 B3u 

389 389 

404 

[1059.96] 

[269.18] 

383 

397 

B2u 

B3u 

416 412 

420 

421 

[1288.46] 

[985.05] 

[31.42] 

412 

419 

420 

B1u 

B1u 

B3u 

514 513 

514 

517 

[527.73] 

[641.76] 

[74.45] 

505 

506 

508 

B2u 

B1u 

B3u 

614 614 [463.53] 606 B2u 

873 870 

874 

[1561.67] 

[2659.78] 

873 

874 

B3u 

B1u 

982 982 

989 

[1413.29] 

[43.58] 

978 

987 

B2u 

B3u 

As anticipated in the Computational Details 2.7 section, the reflectance spectrum of a 

given 3D-periodic system (namely, bulk structures) can be simulated with the 

CRYSTAL09 code. As mentioned, an important ingredient for the construction of the 

reflectance curves are the static dielectric tensor (ε0) and its electronic high frequency 

components (ε∞), calculated through the coupled-perturbed Kohn–Sham scheme (CPKS) 

[221]–[224]. The electronic high frequency contributions are almost constant with respect 

to frequency in the IR range, as electronic transition energies are very large compared to IR 

transition energies. For bulk forsterite, the calculated ε0 and ε∞ values along the x, y and z 

directions are provided in Table 3.3 (the three cartesian directions correspond to the 

crystallographic ones, so that the dielectric tensor turns out to be diagonal). ε0 is nearly 
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symmetric and its ε∞ components are about 1/3 of those of ε0. The x and z components of ε0 

(ε0,x and ε0,z) and the y and z components of ε∞ (ε∞,y and ε∞,z) are quite similar between them, 

respectively, whereas the y component of ε0 and the x component of ε∞ (ε0,y and ε∞,x, 

respectively) are both larger with respect their components by about 10%. Differences with 

respect to the experimental values are negative in both cases and the deviations span the 

2.6–3.5% range for ε0 and the 7.8–9.3% range for ε∞ (see Table 3.3). 

Table 3.3 B3LYP-calculated static dielectric tensor (ε0) and electronic high frequency components (ε∞) 

of forsterite along the x, y and z directions. Experimental values for ε0 from Ref. [240] and for ε∞ from 

Ref. [90] are also included. 

  B3LYP Experimental Deviation (%) 

x ε0 6.693 6.87 -2.6 

 ε∞ 2.575 2.789 -7.7 

y ε0 7.132 7.39 -3.5 

 ε∞ 2.424 2.673 -9.3 

z ε0 6.565 6.74 -2.6 

 ε∞ 2.475 2.726 -9.2 

Together with simulated infrared data (wavenumbers and intensities), reflectance spectrum 

R(ν) is the primary information from which experimentalists extract IR wavenumbers and 

intensities, and is defined as follows [241]: 

𝑅 𝜈 =
𝜖 𝜈 − sin/ 𝜃 − cos 𝜃
𝜖 𝜈 − sin/ 𝜃 + cos 𝜃

/

 (3.1) 

where θ is the IR beam incident angle to a sample surface. According to the experimental 

setup of Ref. [239], the reflectance spectrum has been set employing 𝜃 = 10°. The 

reflectivity is computed through the classical dispersion model of damped oscillator from a 

complex dielectric function 𝜖 𝜈 . In the case of orthorhombic systems, 𝜖 𝜈  turns out to be 

a diagonal tensor, with diagonal elements defined as: 

𝜖 𝜈 UU = 𝜖¢,UU +
𝑓X,UU𝜈X/

𝜈X/ − 𝜈/ − 𝑖𝜈𝛾XX

 (3.2) 
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where ε∞ the dielectric constant representing the contribution from highest wavenumber; fj 

the oscillator strength; νj the resonant wavenumber; and γj the damping factor. As the 

harmonic model is used in the simulations, it is unable to compute the γj damping factors. 

Then, the experimental values γjexp are used [239]: 0.0187, 0.0165 and 0.0185 for the three 

crystallographic axes (x, y, z), respectively. Lastly, the investigated range is 0–1200 cm-1 

and includes 2400 points for the x, y and z axes, respectively. 

There are rich features observed in the reflectance spectra for each crystalline axis of 

forsterite. The calculated peaks are shown in Table 3.4 and the computed spectra in Figure 

3.2. In the present case, 12 peaks in axis x (B3u), 11 in axis y (B2u) and 7 in axis z (B1u) are 

clearly identified. The features are assigned as Si–O stretching and bending (1000–500 

cm−1), SiO4 rotation (500–400 cm−1) and Mg translation (400–140 cm−1) [234]. 

Table 3.4 Comparison of the calculated B3LYP reflectance peaks (cm-1) with the experimental ones [239] 

of the bulk forsterite for each crystalline axis. 

Axis x (B3u) Axis y (B2u) Axis z (B1u) 

Calculated Experimental Calculated Experimental Calculated Experimental 

1020 976 997 984 921 874 

964 958 908 872 544 503 

836 841 837 838 494 476 

634 604 557 527 439 415 

547 / 530 501 518 506 423 408 

435 402 477 456 300 305 

392 379 441 417 --- 291 

321 320 409 395 278 276 

296 294 364 349   

274 275 300 289   

203 201 --- 277   

  140 143   

B3LYP frequencies reproduce rather well the experimental reflectance spectra, with largest 

deviation of 47 cm-1, corresponding to the peak at 921 (calculated) – 874 (experimental) 

cm-1 in the axis z. Remarkably, the shortest deviations are associated with the Mg 

translations modes and the largest deviations are associated with the SiO4 stretching and 
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bending modes, in line with the IR spectra. Most calculated values are slightly 

overestimated; thus, they have been shifted to upper values compared to the experimental 

ones. The interesting change is the splitting of two peaks at 547 and 530 cm−1 in axis x 

with respect to the experimental one at 501 cm-1 and the absence of computed peaks at 277 

and 291 cm-1 in axis y and z, respectively. 

 

Figure 3.2 B3LYP-simulated reflectance spectra along the three axis of the bulk forsterite structure. 
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3.1.2. Mg2SiO4 Surfaces: Structure, Energy-Related Features, Electrostatic 
Potential Maps and IR Properties 

Crystalline periodic two-dimensional slab models for the nonpolar (010), (001) and (110) 

forsterite surfaces (hereafter referred to as Fo(010), Fo(001) and Fo(110), respectively)  

were derived by cutting out the optimized forsterite crystal along the corresponding 

directions. For the case of the (010) surface, a larger unit cell compared to the primitive 

cell has been adopted (i.e., the bulk c lattice parameter is doubled in the slab). The 

resulting surface models contain 56 atoms per unit cell and have thicknesses, after 

geometry relaxation, of about 8.6, 11.8 and 8.0 Å, respectively. 

The nonpolar Fo(010) surface (shown in Figure 3.3a) is terminated by edge-layers 

containing both M2 magnesium ions and oxygen atoms, in which Mg2+ cations are 

unsaturated centres coordinated by three O atoms. The structure of the optimized Fo(001) 

is shown in Figure 3.3b. Surface relaxation brings about significant changes compared to 

the initial slab cut, as the outermost Mg atoms move toward the internal structure by 0.4 Å, 

making the surface more compact, and displace laterally by 0.6 Å to coordinate to four O 

atoms adopting a seesaw shape. The optimized surface exhibits a tetracoordinated Mg 

atom and an O corner atom. Finally, Figure 3.3c shows the optimized slab model for the 

Fo(110) case. Surface reconstruction from the initial slab cut does not result in significant 

structural changes and the optimized model present two outermost Mg atoms that are 

tricoordinated by O atoms in a pyramidal geometry. 

The calculated equilibrium interatomic distances of Fo(010), Fo(001) and Fo(110) 

surfaces, the optimized cell parameters and the calculated surface energies are given in 

Table 3.5. In general, our structural parameters are in agreement with those of Watson and 

co-workers [101], in which the atomistic simulations of these surfaces were performed 

using the THB1 interatomic potential. The calculated Fo(010) slab model is almost bulk-

terminated surface with slight undulating surface topology. This is in agreement with the 

experimental study of Hochella [242], in which the forsteritic {010} crystal form was 

found to be 1x1 surface unit cells with small relaxations using low energy electron 

diffraction. The internal Si–O and Mg–O distances are very similar to those present in the 

respective bulk structure, demonstrating the low reconstruction suffered by this surface. 

However, the outermost Mg–O distance is significantly shorter (about 0.2 Å) because Mg 
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ion is coordinatively unsaturated. Moreover, the outermost Si–O distances are also shorter 

(about 0.025 Å) than the internal ones. Even so, the lattice parameters of the surfaces are 

somewhat larger compared to the corresponding bulk values (i.e., about 1% for a and 2.3 

% for c). 

 

Figure 3.3 Lateral views of the crystalline nonpolar (010) (a), (001) (b) and (110) (c) Mg2SiO4 surface 

models. Unit cells are highlighted in yellow. 

  



Chapter 3 

72 
 

Table 3.5 Si–O and Mg–O range of the B3LYP-optimized bond distances of the Fo(010), Fo(001) and 

Fo(110) slab models. Bare values correspond to distances involving atoms present in the internal 

structure of the surfaces, whereas values in italics involve atoms present at the outermost positions of the 

edge-layers. B3LYP-optimized cell parameters and surface energies of the different slab models. 

 Fo(010) Fo(001) Fo(110) 

Si–O (Å) 1.630 – 1.703 1.647 – 1.678 1.631 – 1.670 

 1.615 – 1.698 1.610 – 1.665 1.597 – 1.705 

Mg–O (Å) 2.031 – 2.363 1.996 – 2.284 1.986 – 2.366 

 1.868 – 1.912 1.995 – 2.052 1.856 – 2.144 

a (Å) 4.831 4.838 5.831 

b (Å) 6.141 9.960 11.537 

𝒂𝒃 (degrees) 90.00 92.48 91.46 

area (Å2) 29.67 48.15 67.25 

Esurf (Jm-2) 1.160 1.673 1.788 

For the case of Fo(001) and Fo(110), the internal Si−O distances are very similar with 

respect to the bulk values, the maximum variation belonging to Fo(001) (between 0.6–

1.3%). Larger variations, although not dramatic, are observed for the internal Mg–O 

distances, the maximum one corresponding to Fo(110) (between 4.2–6.5%). These results 

demonstrate that no important changes are appreciable in the innermost positions of these 

surfaces during the surface reconstruction. In contrast, more significant variations are 

observed for those distances involving the outermost atoms. For both slab models, the Mg–

O lengths decrease (variations of about 5.8–7.7% in Fo(001) and 3.5–10% in Fo(110)) 

because they are under coordinated, whereas the changes of the Si–O distances are less 

pronounced (about 2.3%). The optimized lattice parameters of Fo(001) are very similar to 

those previously reported [101]–[103] (largest variation of 0.04%), whereas for Fo(110) 

the variations are more accentuated (about 1.8%), since all the results are converged with 

respect to the thickness of the slab. 

The calculated surface energy (Esurf) of Fo(010) is 1.16 Jm-2, implying that the cleavage of 

the bulk crystal to create this surface is not a highly energetic process. Its stability may be 

due to the formation of O–Mg–O bridges on the surface, similar to O–Si–O and O–Na–O 

bridges, which were found to stabilise α -quartz-based surfaces [243]. The presence of 

alternating O-Si-O and O-Mg-O surface bridge groups gives rise to a surface energy 



Results and Discussion 

73 
 

similar to that for the (010) MgO surface (1.20 Jm-2). The surface energies of Fo(001) and 

Fo(110) are 1.67 Jm−2 and 1.79 Jm−2, confirming the same ranking of surface stability 

predicted in previous works [101]–[103]. 

Drawing electrostatic potential maps (EPMs) is useful because they show regions of 

negative and positive potentials, hence providing clues about the most favourable 

adsorption sites and of the driving forces involved. Figure 3.4 shows the B3LYP-EPMs for 

Fo(010), Fo(001) and Fo(110) on a surface enclosing 90% of the electron density. In all 

cases, EPMs show prominent positive and negative valued regions, which are associated 

with the outermost Mg and O surface atoms, respectively. This suggests that Mg atoms are 

the best candidates to interact with electron donor atoms and surface O atoms for H-

bonding interactions and electrophilic molecules. Net Mg and O charges obtained by a 

Mulliken population analysis confirm this trend and the ionic character of the surfaces as 

they are found to be +1.60|e| and −1.22|e| for the Fo(010), +0.82|e| and −1.01|e| for the 

Fo(001) and +0.97|e| and −1.01|e| for the Fo(110), respectively. 

 

Figure 3.4 Top views of the electrostatic potential maps of the Fo(010) (a), Fo(001) (b) and Fo(110) (c) 

slab models mapped on surfaces enclosing 90% of the total electron density. Negative values (–0.02 au) 

coded as red colours; positive values (+0.02 au) coded as blue colours; green colour indicates ~0.00 au 

electrostatic potential values. 
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A comparison of the IR spectra between the bulk structure and the corresponding (010), 

(001) and (110) Mg2SiO4 surfaces is presented in Table 3.6 and Figure 3.5. Spectra of the 

surface slabs have two significant differences: i) they have been shifted to upper values and 

ii) they present more bands. The hypsochromic shift related to point i) is probably due to 

the shorter distances of the outermost Si–O and Mg–O bonds because the Mg ions are 

coordinatively unsaturated centres (vida supra). For instance, the peaks at 416 and 873 cm-

1, corresponding to the bulk forsterite and belonging to the rotation and stretching of the 

SiO4 tetrahedra, respectively, shifts at 420, 474 and 456 cm-1 for the rotation and at 945, 

902 and 915 cm-1 to the stretching for the Fo(010), Fo(001) and Fo(110) case, respectively. 

Table 3.6 B3LYP vibrational bands of the bulk forsterite and nonpolar Mg2SiO4 surfaces (in brackets 

smaller bands associated with the main band). Assignment of the vibrational mode is also included. 

Bulk bands 

(cm-1) 

Fo(010) bands 

(cm-1) 

Fo(001) bands 

(cm-1) 

Fo(110) bands 

(cm-1) 

Vibrational 

Mode 

293 287 / (309) 294 251 Translation Mg 

350 360 344 395 Translation Mg 

389 399 428 --- Rotation SiO4 

416 420 474 456 Rotation SiO4 

(494) / 514 479 / 530 545 497 Bending SiO4 

614 (646) / 668 614 (598) / 644 /  

(674) / (709) 

Bending SiO4 

--- --- 764 774 / 824 Stretching SiO4 

(838) / 873 911 / 945 (859) / 902 (864) / 915 Stretching SiO4 

(967) / 982 1017 950 / 981 (1006) /  

(1030) / 1087 

Stretching SiO4 

The presence of more bands in the spectra of the surfaces (point ii)) is due to the splitting 

of specific broad bands present in the bulk spectra associated with the vibrations of atoms 

of the outermost positions of the surfaces. For instance, the peak at 293 cm-1, belonging to 

the translation of the Mg2+, splits into two bands at 287 and 309 cm-1 for the Fo(010) case; 

the peak at 982 cm-1 also splits into two bands at 950 and 981 cm-1 for the Fo(001) case; 

and the peak at 614 cm-1, belonging to the bending of the SiO4, splits into four bands at 

598, 644, 674 and 709 cm-1 for the Fo(110) case. 
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Figure 3.5 B3LYP-simulated infrared spectra of the bulk forsterite structure (in blue) and nonpolar 

Fo(010) (in red), Fo(001) (in green) and Fo(110) (in orange) surfaces. 
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Finally, a couple of particular features must be mentioned: i) the peak at 389 cm-1 is not 

present in Fo(110), because it is due to the rotation of an outermost SiO4 group and 

Fo(110) does not have this feature; and ii) the peak at 764 cm-1 in Fo(001) and a double 

peak at 774 and 824 cm-1 in Fo(110) that are not present neither in the bulk nor in Fo(010), 

because they are due to a ν(Si–O) stretching of an outermost SiO4 group, a motif which is 

only present in Fo(001) and Fo(110). 

 

3.1.3. (Mg,Fe)2SiO4 Bulk: Structure, Spin State, IR and Reflectance 
Properties 

For the sake of brevity, the Fe-containing (Mg1.5Fe0.5SiO4)-related systems will be 

hereafter referred to Fo75. The bulk crystal structure of forsterite and Fo75 is very similar 

[89] (see Figure 3.6). A substitution of half of Mg2 by Fe leads to the Fo75
M2 structure (see 

Figure 3.6a), whereas substitution of half of Mg1 by Fe yields Fo75
M1 (see Figure 3.6b). It 

is worth mentioning that different studies [92]–[94] indicate that the Fe-containing solid 

solutions are more stable in the high-spin state than in the low-spin one at normal 

conditions, and accordingly the bulk Fo75
M2 and Fo75

M1 systems have been computed in 

this high-spin state (i.e., each Fe2+ cation (d6) in a quintet electronic state). 

The calculated equilibrium geometries of Fo75
M2 and Fo75

M1 are given in Table 3.7. Cell 

parameters are larger than those of forsterite because of the larger ionic radius of Fe2+ than 

Mg2+ (0.78 and 0.72 Å, respectively), and accordingly the volume of the two iron 

containing systems is larger as well. The presence of Fe (irrespective of its position) 

slightly affects the Mg–O distances by increasing their values compared to the forsterite 

ones, whereas the Si–O distances are in both systems very similar to those of forsterite. 
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Figure 3.6 View (along the c crystallographic axis) of the crystal structure of Fo75. 

Table 3.7 B3LYP-optimized bond distance range and cell parameters (in Å) of the bulk structures of 

forsterite, Fo75
M2 and Fo75

M1. The volume of the bulks (in Å3) is also included. 

 Forsterite Fo75
M2 Fo75

M1 

Si–O 1.628–1.673 1.629–1.672 1.633–1.674 

Mg1–O 2.073–2.131 2.064–2.148 2.096–2.134 

Mg2–O 2.062–2.222 2.070–2.228 2.066–2.242 

Fe1–O – – 2.119–2.226 

Fe2–O – 2.085–2.298 – 

a 4.789 4.791 4.835 

b 10.253 10.369 10.320 

c 6.009 6.063 6.021 

Volume 295.10 301.28 300.46 

Bulk olivine has, like forsterite, an orthorhombic structure and present 28 atoms in the unit 

cell, giving rise to 84 vibrational modes. Figure 3.7 shows the calculated IR spectra of bulk 

forsterite and Fo75
M2. Both systems present 8 common vibrational frequencies in the 200–

1000 cm-1 range corresponding to the translation of the metal cations and the rotation, the 

bending and stretching motions of the SiO4 tetrahedra. Results show that the overall 

spectra of Fo75
M2 are shifted to lower values due to the higher mass of the substituting Fe2+. 
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Further calculations for forsterite in which the Mg2+ ions that are substituted by Fe2+ in 

Fo75
M2 have the mass of iron (hence reproducing a mass-analogue of Fo75

M2), show that the 

shifts are mainly due to the higher mass of Fe2+. This bathochromic shift is significantly 

important in those bands where Fe2+ is involved; that is, those associated with the metal 

translation (i.e., from 293 to 276 cm-1 and from 350 to 280 cm-1) and those associated with 

modes of SiO4 bonded to the metal cations (e.g., from 873 to 855 cm-1). This is in 

agreement with the experimental measurements [244] and theoretical results [114] that 

compare the IR features of forsterite with fayalite. 

 

Figure 3.7 B3LYP-simulated infrared spectra of the forsterite (dashed-black) and Fo75
M2 (solid-grey) bulk 

structures. 
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Finally, the reflectance spectra of forsterite and Fo75
M2 along the y direction are shown in 

Figure 3.8. Due to the fact that these orthorhombic crystalline systems are almost isotropic, 

they present the same behaviour irrespective the direction in which the light vibrates when 

passing through the crystal and only one direction is presented. Expectedly, the reflectance 

spectrum of Fo75
M2 is shifted to lower wavenumbers compared to the forsterite one in 

consistency to the higher mass of the substituted iron. Remarkably, such a bathochromic 

shift was also observed in the comparison of the single-crystal reflectivity of pure Mg2SiO4 

with the natural (Mg0.86,Fe0.14)SiO4 [236]. Moreover, the presence of the Fe reduces overall 

the far-infrared reflectivity of olivine compared to pure forsterite, in agreement with the 

experimental measurements and caused by the larger refractive index of Fe-containing 

olivines than the Mg-pure ones. 

 

Figure 3.8 B3LYP-simulated reflectance spectra along the y axis of the bulk Mg2SiO4 and (Mg,Fe)2SiO4 

structures. 
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3.1.4. (Mg,Fe)2SiO4 Surfaces: Structure, Energy-Related Features, Spin 
States, Electrostatic Potential and Spin Density Maps and IR Properties 

Crystalline periodic 2D slab model for the nonpolar (010) Fe-containing forsterite surfaces 

were derived directly from the corresponding optimized olivine-like crystal bulk structure, 

adopting a larger unit cell compared to the primitive cell (i.e., the bulk c lattice parameter 

is doubled in the slab). For these systems, three different slab models have been designed 

from the two initial bulk structures; i.e., Fo75
top and the Fo75

int surfaces from Fo75
M2; and 

Fo75
mid from Fo75

M1.  Fo75
top exhibits the Fe2+ ions at the outermost positions of the edge-

layers of the slab model (see Figure 3.9a) and, similarly to the analogous Mg2+ ions in 

Fo(010), are coordinatively unsaturated centres. In Fo75
mid, the Fe ions are placed in the 

mid-regions of the slab (see Figure 3.9b), whereas in Fo75
int they are in the innermost 

regions (see Figure 3.9c). For these surfaces, the atomic integrated spin density has been 

evaluated by computing both the quintet, triplet and singlet states per Fe2+ ions. 

Considering that a unit cell contains two Fe2+ cations, the overall spin multiplicity for the 

unit cell is, therefore, nonaplet, quintet and singlet, respectively. 

 

Figure 3.9 Lateral views of the nonpolar (010) surfaces for the Fe-containing olivine surfaces (Fo75
top, 

Fo75
mid and Fo75

int). Unit cells are highlighted in yellow. 
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The calculated equilibrium interatomic distances of forsterite and Fo75 (010) surfaces are 

given in Table 3.8 and the optimized cell parameters in Table 3.9. The internal Si–O and 

metal-oxygen distances are very similar to those present in the respective bulk structures, 

demonstrating the low reconstruction suffered by these surfaces. However, the outermost 

Mg–O and Fe–O (for Fo75
top) distances are significantly shorter (about 0.2 Å) because 

these metal ions are coordinatively unsaturated. Moreover, the outermost Si–O distances 

are also shorter (about 0.025 Å) than the internal ones. Consequently, the lattice parameters 

of the surfaces are somewhat shorter compared to the corresponding bulk values (i.e., 

about 1% for a and 2.3 % for c). On the other hand, for Fo75 surfaces, it is observed that the 

Fe–O distances are larger for Fe2+ in the quintet state than in the triplet and the singlet 

states, and accordingly surface areas decrease with the spin multiplicity. This is due to the 

larger electronic repulsion between the Fe2+ 3d electrons and O2- in the quintet state than in 

the triplet and singlet ones. 

Table 3.8 Range of the B3LYP-optimized bond distances of Fo(010) and Fe-containing olivine (010) 

surfaces (Fo75
top, Fo75

mid and Fo75
int) for the different spin state per Fe2+ ion (quintet, qt; triplet, tp; 

singlet, sg). Values in italics correspond to distances involving atoms present at the outermost positions 

of the edge-layers. 

 Si–O Mg1–O Mg2–O Fe1–O Fe2–O 

Fo(010) 1.630–1.703 2.031–2.196 2.052–2.363 – – 

 1.615–1.698 – 1.868–1.912 – – 

Fo75
top(qt) 1.631–1.703 2.040–2.200 2.071–2.247 – – 

 1.609–1.688 – – – 1.886–1.999 

Fo75
top(tp) 1.632–1.703 2.031–2.201 2.061–2.239 – – 

 1.606–1.688 – – – 1.868–1.972 

Fo75
top(sg) 1.627–1.705 2.032–2.177 2.070–2.224 – – 

 1.607–1.685 – – – 1.876–1.892 

Fo75
mid(qt) 1.638–1.698 2.049–2.178 2.055–2.335 2.062–2.262 – 

 1.624–1.696 – 1.863–1.912 – – 

Fo75
mid(tp) 1.636–1.704 2.025–2.188 2.064–2.398 2.004–2.327 – 

 1.627–1.706 – 1.851–1.915 – – 

Fo75
mid(sg) 1.632–1.698 2.029–2.206 2.063–2.314 2.035–2.173 – 

 1.617–1.698 – 1.863–1.912 – – 
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Fo75
int(qt) 1.628–1.701 2.026–2.213 – – 2.103–2.471 

 1.617–1.701 – 1.874–1.925 – – 

Fo75
int(tp) 1.631–1.703 2.042–2.184 – – 2.023–2.419 

 1.615–1.704 – 1.873–1.918 – – 

Fo75
int(sg) 1.632–1.699 2.031–2.174 – – 2.070–2.155 

 1.611–1.699 – 1.864–1.906 – – 

 

Table 3.9 B3LYP-optimized cell parameters of Fo(010) and Fe-containing olivine (010) surfaces (Fo75
top, 

Fo75
mid and Fo75

int) for the different spin state per Fe2+ ion (quintet, qt; triplet, tp; singlet, sg). Surface 

areas (in Å2) and calculated surface energies (Jm-2) are included. 

 a c Area Esurf 

Fo(010) 4.831 6.141 29.67 1.160 

Fo75
top(qt) 4.817 6.153 29.65 0.870 

Fo75
top(tp) 4.805 6.176 29.68 1.538 

Fo75
top(sg) 4.809 6.016 28.94 2.201 

Fo75
mid(qt) 4.875 6.163 30.05 1.111 

Fo75
mid(tp) 4.830 6.102 29.48 1.644 

Fo75
mid(sg) 4.813 6.128 29.50 1.709 

Fo75
int(qt) 4.839 6.203 30.02 1.097 

Fo75
int(tp) 4.836 6.197 29.97 1.768 

Fo75
int(sg) 4.807 6.107 29.36 2.039 

The calculated surface energy of Fo75
top(qt), is 0.87 Jm-2, 0.29 Jm-2 lower than Fo(010), 

meaning that less energy is needed to cut the corresponding bulk system and that the 

Fo75
top(qt) is expected to be less reactive than Fo(010). This lower surface energy of 

Fo75
top(qt) is associated with the high spin of Fe2+ (note that triplet and singlet states exhibit 

higher surface energies), since the loss of Fe‒O electrostatic interactions in Fo75
top(qt) is 

partly compensated by a larger decrease of electron repulsion between Fe2+ 3d electrons 

and O2- in this spin state quintet state upon generating the surface. 

The relative stability of Fo75 (010) surfaces has been calculated considering the electronic 

state and the position of the Fe2+ cations (see Figure 3.10). The most stable surface 

concerns the Fe2+ ions placed at the outermost positions in a quintet spin state (i.e., 
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hereafter referred to as Fo75
top(qt)). Moreover, for the three surfaces, the relative stability of 

the three spin states considered follow the order qt > tp > sg, i.e.,  the most stable Fe2+ spin 

configuration is the quintet high spin state, in consistency with what is known for bulk 

solid solutions. Noteworthy, for the Fe2+ in the quintet and triplet spin states, Fo75
top 

surfaces are more stable than Fo75
mid and Fo75

int, whereas for the singlet state, Fo75
mid 

becomes the most stable surface, in agreement with the fact that saturated coordination 

environments stabilize low spin versus high spin states. Note that saturated environments 

induce a larger splitting of 3d orbitals. 

 

Figure 3.10 Relative stability of the Fe-containing Fo(010) surfaces as a function of the spin configuration 

per Fe2+ ion (quintet, qt; triplet, tp; singlet, sg) and the position of the Fe2+ ions in the slab models. 

Figure 3.11a shows the B3LYP-EPM for Fo75
top(qt) on a surface enclosing 90% of the 

electron density, showing positive and negative valued regions, which are associated with 

the outermost Fe and O surface atoms, respectively. This suggests that Fe atoms are the 

best candidates to interact with electron donor atoms and surface O atoms for H-bonding 

interactions and electrophilic molecules. It is worth pointing out that these two well-

defined potential regions are less pronounced in the Fo75
top(qt) surface than in the Fo(010), 

suggesting that favourable electrostatic interactions are expected to be larger in Fo(010) 
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rather than in Fo75
top(qt). Net charges obtained by a Mulliken population analysis confirms 

this trend as they are found to be +1.40|e| and -1.19|e| for Fe and O, respectively, in 

Fo75
top(qt). 

 

Figure 3.11 Top views of the electrostatic potential maps of the Fo75
top(qt) slab model (a) and of the spin 

density map of the Fo75
top(qt) surface (b) mapped on surfaces enclosing 90% of the total electron density. 

Negative values (-0.02 a.u.) coded as red colors; positive values (+0.02 a.u.) coded as blue colors; green 

color indicates ≈0.0 a.u. electrostatic potential values or spin density values. 

The spin density features have also been analysed through its spin density map (see Figure 

3.11b), which shows the spin localization at the surface atoms. The map clearly shows that 

the spin of Fo75
top(qt) lies mainly at the Fe2+ cations, in line with the calculated Mulliken 

atomic integrated spin density for the Fe atom of +3.7|e| (out of +4|e|), and about +0.15|e| 

of the neighbouring O atoms. This means that, in addition to establish electrostatic 

interactions with electron donor atoms, Fe2+ sites will be active with respect to adsorbed 

radical species. 

Comparison of the IR spectra of Fo(010) with Fo75
top(qt) and between the Fe-containing 

bulk structure and the corresponding (010) surface (Fo75
M2 vs Fo75

top(qt)) is presented in 

Figure 3.12 and Figure 3.13, respectively. The first comparison gives the same differences 

as when previously comparing bulk systems; that is, the Fe-containing spectrum is globally 

bathochromic shifted. 
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Figure 3.12 B3LYP-simulated infrared spectra of the Fo(010) (dashed-black) and Fo75
top(qt) (solid-grey) 

surface slab models. 
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Figure 3.13 B3LYP-simulated infrared spectra of the Fo75
M2 bulk structure (dashed-black) and Fo75

top(qt) 

nonpolar (010) surface (solid-grey). 

The second comparison shows that spectra of the surface slab has two significant 

differences compared to the bulk one, similarly to what is observed in forsterite systems: i) 

it has been shifted to upper values; and ii) it presents more bands. The hypsochromic shift 

related to point i) is probably due to the shorter distances of the outermost Si–O, Mg–O 

and Fe–O bonds because the metal ions are coordinatively unsaturated centres. The 

presence of more bands in the spectra of the surfaces (point ii)) is due to the splitting of 

broad bands present in the bulk spectra associated with the vibrations of atoms of the 

outermost positions of the surfaces. For instance, the peak at 276 cm-1 (Fo75
M2) belonging 

to the translations of the metal cation split into the bands at 279 and 304 cm-1 (Fo75
top(qt)), 

or the peak at 855 cm-1 (Fo75
M2) split into the bands at 892 and 920 cm-1 (Fo75

top(qt)). 
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3.1.5. Final Remarks 

The bulk forsterite (Mg2SiO4) and the corresponding nonpolar (010), (001) and (110) 

surfaces, and the Fe-containing Mg1.5Fe0.5SiO4 olivinic system (25% of Fe substitution) 

and the corresponding crystalline nonpolar (010) surfaces have been simulated and their 

structural, electronic and vibrational features have been analysed in detail. The optimized 

structural parameters reproduce fairly well the crystallographic data for the bulk forsterite, 

the calculated cell parameters being slightly overestimated. Reconstruction of all the 

surfaces is minor and mainly corresponds to the shortening of the outermost Mg–O bond 

distances because the Mg2+ cations at these positions are coordinatively unsaturated 

centres. There is a good agreement of the calculated IR and reflectance spectra and 

dielectric values of forsterite bulk with the experimental ones. Comparison of the different 

IR indicates that: i) IR spectra of the surface slab models are shifted to upper values with 

respect to the corresponding bulk one as a consequence of the coordinatively unsaturated 

Mg2+ present at the outermost positions of the slab models, which sport shorter Mg–O 

distances, and ii) bands present in the IR spectra of the bulk systems split in the respective 

surface ones because of the different vibrational signatures of the Mg and SiO4 groups 

present at the slab edge layers. The computed reflectance spectra show a remarkable 

agreement with the experimental data, characterizing the vast majority of signals. 

In the (Mg,Fe)2SiO4 systems, the Fe2+ substitutions induce an overall enlargement of the 

bulk structure compared to bulk forsterite because of its larger ionic radius. The shortening 

of the uppermost metal-O bond distances in the surface reconstruction process is slight and 

mainly due to the coordinatively unsaturated metal centres. Relative energy calculations 

and the calculated surface energies for different Fe2+-electronic states indicate that the most 

stable Fe-containing surfaces have the metal cations in the quintet state, followed by the 

triplet and the singlet states. Moreover, limited to the Fe2+-quintet state, those surfaces with 

the cations placed at the outermost positions of the slab are more stable than those placed 

in more internal positions. The simulated IR spectra of the Fe-containing bulk system and 

the corresponding surfaces present associated bands in agreement with the Mg-pure 

forsterite systems. Comparison of the different IR features indicates that Fe2+substitution 

induce an overall bathochromic shift of the spectra compared to the Mg-pure ones because 

of the larger atomic mass of Fe. 
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3.2. H Adsorption and H2 Formation on (010) Mg2SiO4 Surface 

Once some physicochemical properties of olivinic surfaces have been theoretically 

characterized [245], here the adsorption of one and two H atoms and their subsequent 

combination to form molecular hydrogen on the most stable forsterite (010) crystalline 

surface is studied. 

 

3.2.1. Adsorption of One H Atom 

B3LYP-D2* optimized complexes for the adsorption of one H atom on Fo(010) are shown 

in Figure 3.14. Table 3.10 reports the adsorption energies calculated at the different B1 and 

B2 basis sets and Table 3.11 the adsorption energies, the charge and spin densities of 

adducts using different DFT methods. 

Three different complexes have been found which, according to the calculated adsorption 

energies, can be categorized as physisorption (010–Mg1 and 010–Mg2) and chemisorption 

(010–O1). In 010–Mg1, the H atom is nearly on the bare Mg and on the centre of a triangle 

defined by three oxygen surface atoms; in 010–Mg2, the H atom is interacting with one 

coordinatively unsaturated Mg atom; and in 010–O1, the H atom is chemically bonded 

with an O atom, hence forming a surface silanol (SiOH) group. For 010–Mg1 and 010–

Mg2, the spin density is almost entirely localized on the H atom, whereas for 010–O1 is on 

the unsaturated neighbouring Mg atom, the H atom having a character of H+ (see Table 

3.11 for details). The trend for the calculated B3LYP-D2* adsorption energies is, from 

more to less favourable: 010–O1 > 010–Mg2 > 010–Mg1 (see Table 3.10). The 

contribution of the dispersive forces (term ΔED2* of Table 3.10) is larger in 010–Mg1 (by 

about the 55% of the total adsorption energy) than in 010–Mg2 and 010–O1 (13% and 2%, 

respectively). The higher dispersion contribution in 010–Mg1 compared to 010–Mg2 is 

basically due to a higher number of intermolecular contacts between the adsorbed H and 

the forsterite surface atoms. The inclusion of the zero-point energy (ZPE) corrections is 

mandatory as it causes a lowering of the adsorption energies by about 30–50%, but thermal 

and entropic corrections do not affect the adsorption energies because of the very low 

temperatures (∆𝑈+e ≈ ∆𝐺ie). 
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From a methodological point of view it is worth highlighting that, for a given adsorption 

state, the calculated adsorption energies at B2 and B2//B1 are very similar (difference of 

0.3 kcal mol−1, at the most) and have similar BSSE values, whereas at B1 the BSSE is 

about twice as large as that at B2. This indicates that calculations at B2//B1 provide 

accurate results at a reasonable computational cost. Adsorption energies calculated using 

different DFT methods on the optimized B3LYP-D2* structures (see Table 3.11) vary 

compared to those obtained using the default B3LYP-D2* method. It results that for the B-

LYP family the larger stability of 010–Mg2 with respect to 010–Mg1 decreases with the 

amount of exact exchange to the point that at BHLYP-D2* 010–Mg2 is less stable than 

010–Mg1, i.e., the (010–Mg2)–(010–Mg1) relative energies are −2.0, −1.0 and +0.6 kcal 

mol−1, at BLYP-D2*, B3LYP-D2* and BHLYP-D2*, respectively. This trend is in 

agreement with the fact that spin density is more delocalized at 010–Mg2, a situation that 

is overstabilized with GGA functionals due to the self-interaction error. 

 

Figure 3.14 B3LYP-D2* optimized geometries (x, y and z distances in Å) of the different complexes for 

the H adsorption on the (010) Mg2SiO4 surface model (010–Mg1, 010–Mg2 and 010–O1). Left: top view 

of adducts. Right: lateral view of a surface fragment. 
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Table 3.10 Computed adsorption energies (in kcal mol−1) of one H atom for the different 010–Mg1, 010–

Mg2 and 010–O1 adducts at the B3LYP-D2*/B1, B3LYP-D2*/B2//B3LYP-D2*/B1 and B3LYP-D2*/B2 

levels of theory. B3LYP BSSE uncorrected adsorption energy (∆𝐸P£); contribution of dispersion to the 

adsorption energy (∆𝐸�/∗); B3LYP-D2* BSSE uncorrected adsorption energy (∆𝐸 = ∆𝐸P£ + ∆𝐸�/∗); 

BSSE corrected adsorption energy (∆𝐸e = ∆𝐸 + 𝐵𝑆𝑆𝐸); zero-point energy corrected adsorption energy 

(∆𝑈+e = ∆𝐸e + ∆𝑍𝑃𝐸) and corrected adsorption free energy (∆𝐺j+|e  and ∆𝐺j++|e ). 

Reaction Level ∆𝐸P£ ∆𝐸�/∗ ∆𝐸 ∆𝐸e  ∆𝑈+e  ∆𝐺j+|e  ∆𝐺j++|e  

Fo(010) + H → 010–Mg1 B1 -1.7 -1.6 -3.3 -1.9 -0.8 -0.8 -0.8 

 B2//B1 -1.7 -1.6 -3.3 -2.7 -1.6 -1.6 -1.6 

 B2 -1.8 -1.5 -3.4 -2.7 -1.7 -1.7 -1.7 

Fo(010) + H → 010–Mg2 B1 -3.8 -0.6 -4.3 -3.2 -1.5 -1.5 -1.5 

 B2//B1 -3.7 -0.6 -4.3 -3.8 -2.1 -2.1 -2.1 

 B2 -3.6 -0.5 -4.1 -3.7 -1.9 -1.9 -1.9 

Fo(010) + H → 010–O1 B1 -15.5 -0.1 -15.6 -12.5 -6.1 -6.1 -6.1 

 B2//B1 -16.6 -0.1 -16.7 -15.4 -9.0 -9.0 -9.0 

 B2 -16.3 -0.3 -16.5 -15.1 -9.0 -9.0 -9.0 

Table 3.11 BSSE uncorrected adsorption energies (ΔE, in kcal mol−1), net charges and electronic spin 

densities on the H atom, on the Mg atom closest to H, and the sum of spin density values of the O atoms 

closest to H for the H/Fo(010) adducts optimized at the B3LYP-D2*/B2//B3LYP-D2*/B1 level. 

   Charge Spin 

Method Adduct ∆E H Mg O H Mg O 

PBE-D2* 010–Mg1 -4.3 +0.02 +0.83 -1.01 0.86 0.10 0.04 

 010–Mg2 -5.0 +0.00 +0.80 -0.97 0.71 0.09 0.20 

 010–O1 -18.7 +0.31 +0.33 -0.90 0.03 0.91 0.06 

BLYP-D2* 010–Mg1 -3.0 +0.00 +0.88 -1.04 0.84 0.10 0.06 

 010–Mg2 -5.0 -0.03 +0.84 -1.00 0.69 0.11 0.20 

 010–O1 -15.8 +0.29 +0.38 -0.92 0.03 0.89 0.08 

B3LYP-D2* 010–Mg1 -3.3 +0.02 +0.96 -1.10 0.88 0.08 0.04 

 010–Mg2 -4.3 -0.01 +0.92 -1.07 0.73 0.07 0.20 

 010–O1 -16.7 +0.32 +0.41 -0.98 0.02 0.92 0.06 

BHLYP-D2* 010–Mg1 -2.5 +0.02 +1.08 -1.18 0.91 0.06 0.03 

 010–Mg2 -1.9 +0.00 +1.03 -1.15 0.78 0.05 0.17 

 010–O1 -15.2 +0.34 +0.47 -1.05 0.01 0.95 0.04 
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Figure 3.15a shows the ZPE-correction energy profiles for the conversion of the 010–Mg1 

and 010–Mg2 physisorbed configurations into the 010–O1 chemisorbed state following the 

010–Mg1 → 010–Mg2 → 010–O1 path. The conversion from 010–Mg1 to 010–Mg2 

involves the diffusion of the H atom on the Mg atom, whereas from 010–Mg2 to 010–O1 it 

involves the formation of a surface O–H bond at the expense of the partial breaking of the 

outermost Mg–O bond. As expected, the computed energy barrier of the first step is lower 

than the second one (4.1 and 6.4 kcal mol−1, respectively) since the latter involves bond 

breakings and formation. However, the calculated transition structures are higher in energy 

than the Fo(010) + H asymptote, thus indicating that the jump from one site to another may 

occur through H desorption–adsorption steps rather than via surface diffusion. To delve 

deeper into this point, localization of transition structures connecting Fo(010) + H with the 

adsorbed states has been attempted. For 010–Mg1 and 010–Mg2, no transition structures 

have been found; i.e., calculations show a continuous increase of energy up to a plateau 

with the increasing Fo(010)–H distance. In contrast, a transition structure for 010–O1 has 

indeed been found with an energy barrier of 6.0 kcal mol−1 (see Figure 3.15b) very close to 

the value obtained on passing from 010–Mg2 to 010–O1 (see Figure 3.15a). 

The barrier computed for passing from the physisorbed 010–Mg2 structure to the 

chemisorbed state 010–O1 is 6.4 kcal mol−1, significantly higher than the value of 1.7 kcal 

mol−1 computed by Kerkeni and Bromley on the forsterite nanoclusters [105] and of that of 

2.4 kcal mol−1 reported by Goumans et al. [109] for the embedded cluster method. These 

differences may well be due to the different computational approaches, both in the DFT 

method adopted (mPWB1K functional) and the way how the surface is modelled. 

Any attempt to locate other adsorption sites by starting the optimization process with the H 

atom closer to a different oxygen atom or on top of Mg ions simply gave 010–Mg1, 010–

Mg2 or 010–O1 as final products. This is somehow at variance with the work by Sidis et 

al. [107] in which H was predicted to remain attached to a second less exposed oxygen 

atom as well as with the results by Downing et al. [108], in which H was predicted to 

chemisorb also at the surface Mg ion. Nevertheless, for both cases the adsorption was 

much less favourable than for the cases also (and only) found in the present work. 
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Figure 3.15 B3LYP-D2* energy profiles including zero-point energy corrections for: (a) the inter-

conversion between the different adsorption states adopting a 010–Mg1 → 010–Mg2 → 010–O1 

sequence; and (b) direct H adsorption to form 010–O1 (bond distances in Å and energies in kcal mol-1). 

Relative energies are referenced with respect to the Fo(010) + H zero-energy asymptote. Bare values 

calculated at B1; in parentheses at B2//B1. 

Present results can be compared to the experimental measurements reported in the classical 

work by Vidali and Pirronello [246]. They extracted energy values from thermal 

desorption experiments (TPD) giving both the physisorbed H desorption energy and the 

barrier height for H jumping from one site to the next neighbour. As the formal treatment 

of TPD data corresponds to an Arrhenius equation their desorption energy data Ea should 

be transformed to enthalpy values before being compared to the computed ones [200]. The 

experimental and computed enthalpy of desorption ΔHd are: 
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∆𝐻: = 𝐸9 − 𝑅𝑇 (from experiment) (3.3) 

∆𝐻: = −∆𝐸e − ∆𝐸 𝑍𝑃𝐸 − ∆𝐸 𝑇 + 𝑅𝑇 = −∆𝑈e − ∆𝐸 𝑇 + 𝑅𝑇 (from theory) (3.4) 

in which Ea is the experimental desorption energy resulting from the Arrhenius equation, 

−ΔEC is the purely BSSE-corrected electronic desorption energy, −ΔUC is the desorption 

energy inclusive of zero-point energy correction and −ΔE(T) is the thermal correction to 

bring ΔUC to the actual T (from 10 to 100 K). It can be shown that −ΔE(T) is less than 0.05 

kcal mol−1 while RT is 0.02 kcal mol−1 at 10 K and ten times higher at T = 100 K. Using 

data from Table 3.10 we arrive at our best estimate of ΔHd = 1.8 kcal mol−1 (900 K) at the 

experimental temperature of 10 K. The datum obtained from the experimental TPD 

measurements [246] is 0.6 kcal mol-1 (318 K), three times smaller than our best estimate. 

Theoretical studies described in Chapter 1 report data which are also higher than the 

experimental datum. As none of these data have been corrected for ZPE and thermal 

effects we use our electronic Δ EC = 2.7 kcal mol−1 value for comparison, which 

corresponds of ΔHd = 1.8 kcal mol−1 discussed above. Goumans et al. [109] computed 2.5 

kcal mol−1, Sidis et al. [107] a value of 3.2 kcal mol−1, Kerkeni and Bromley [105] a range 

of values between 1.4 and 5.8 kcal mol−1 as a function of the adsorption cluster site. 

Analysis of the contribution to the physisorption energy reveals that dispersion 

contribution is in the 0.5–1.6 kcal mol−1 range and cannot be ignored. The sensitivity of the 

physisorption to the adopted functional is addressed in Table 3.11, in which the 010–Mg2 

desorption energy (not accounting for BSSE) moves from 1.9 (BHLYP-D2*) up to 5.0 

(PBE-D2*) kcal mol−1. To reconcile experimental data with the computed one Goumans et 

al. [109] invoked the possible role of surface hydroxylation in the experiment which heals 

the active sites of forsterite. While that can be the case, our data show that different 

functionals may play a significant role in changing the physisorption value, which imposes 

some caution when using DFT for computing very weak interactions in open-shell 

systems. The computed value of the kinetic barrier for H jump between physisorbed sites 

was 4.1 kcal mol−1 (see Figure 3.15), much higher than the experimental datum reported by 

Katz et al. [246] of only 0.57 kcal mol−1. Goumans et al. [109] computed a value of 1.6 

kcal mol−1 while Kerkeni and Bromley [105] computed a range between 0.14 and 4.8 kcal 

mol−1 as a function of the considered path on the heterogeneous cluster surface, using both 

the mPWB1K functional. 
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3.2.2. Temperature Effects in the Diffusion of Atomic Hydrogen 

This section has been developed in collaboration with Prof. Angelos Michaelides at the 

London Centre for Nanotechnology of the University College London in a predoctoral 

short visit of three months. The visit aimed to simulate the H diffusion from a 

physisorption to a chemisorption state on the (010) Mg2SiO4 surface taking into account 

dynamic and tunnelling effects, in order to have a more detailed description of the H 

hopping process. The main goal of my stay at the laboratory of Prof. Michaelides was to 

apply Path Integral Molecular Dynamics (PIMD) to incorporate quantum nuclear effects 

into molecular dynamics simulations using Feynman path integrals with the CP2K code. 

However, the high computational cost of PIMD, alongside the current technical difficulties 

with this code to carry out free-energy profiles (including tunnelling effects) using 

collective variables (such as thermodynamic integration), made this study impossible. 

Thus, the study was in the end focused on analysing the dynamic effects of this H hopping 

at different temperatures. 

Bearing in mind that the computed potential-energy barrier may be relatively high to 

account for a proper diffusion of H atom, dynamic effects in the range of temperatures of 

diffuse clouds (i.e., 100 K and 10 K) were considered to assess the influence of 

temperature on the free-energy profiles. Thus, different AIMD simulations at these two 

temperatures have been carried out for the 010–Mg2 → 010–O1 H hopping. The classical 

free-energy profile along the physisorption–chemisorption path obtained with classical-

nucleus AIMD simulations at the two different temperatures adopting the thermodynamic 

integration approach (see Section 2.5.2) is shown in Figure 3.16. The error bars denote the 

standard deviation obtained from a block-averaging procedure which eliminates statistical 

correlations between simulations snapshots. 

The calculated free-energy data for the H hopping are provided in Table 3.12. The relative 

stability (in terms of Helmholtz free energies) of 010–O1 with respect of 010–Mg2 at 100 

K is 13.9 kcal mol-1 and at 10 K is 13.4 kcal mol-1. By means of static calculations and 

only taking the ZPE corrections into account1 the energy difference is 15.2 kcal mol-1. 

These results indicate that inclusion of dynamic effects reduces the difference of stabilities 

by about 12 %. The computed free-energy barriers at 100 K and at 10 K are 1.0 and 0.8 
                                                        
1 The value of 15.2 kcal mol-1 was calculated by optimizing both structures within the same methodology, 
i.e., at PBE-D2 level with CP2K. 
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kcal mol-1, respectively, which are lower than that computed by static calculations and 

corrected by ZPE terms (2.1 kcal mol-1). Although the energetic differences are small, 

dynamic effects at these temperatures are significantly of relevance since such differences 

decrease the energy barrier up to 62%. This is relatively important when considering 

classical rate constants, as on finds variations up to two orders of magnitude higher at 100 

and 10 K than with static consideration (𝑘j++|i}i ≈ 𝑘j+|i}i > 𝑘;q9qUzi}i ). 

 

Figure 3.16 Free-energy profiles for H diffusion from 010–Mg2 to 010–O1 adsorption sites. 

Table 3.12 Relative Helmholtz free energies (in kcal mol−1) and the associated relative error (in terms of 

per 100), computed Helmholtz free-energy barriers (in kcal mol−1) and the associated relative error (in 

terms of per 100) and rate constant according to the classical formulation of the TST (in s-1) for the 

different calculations of the H diffusion process. 

𝑇 ∆𝐴«P£ 𝛿 ∆𝐴«P£  ∆𝐴‡ 𝛿 ∆𝐴‡  𝑘ii}i 

100 13.9 8.6 1.0 52.4 1.1×1011 

10 13.4 11.8 0.8 61.9 2.1×1011 

Static 15.2 0 2.1 0 2.7×109 

Finally, it is worth mentioning that AIMD simulations at 300 K without any restriction 

were also performed. Simulations show a spontaneous conversion from the 010–Mg2 to 

the 010–O1 state, while at 100 K the process does not occur, indicating that at this 

temperature both states are stable and the H atom remains around its equilibrium geometry. 
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3.2.3. Adsorption of a Second H Atom 

To simulate the formation of the H2 molecule on the forsterite surface through a 

Langmuir–Hinshelwood mechanism, the adsorption of a second H atom onto the 010–

Mg1, 010–Mg2 and 010–O1 adducts has firstly been studied. Figure 3.17 shows the 

B3LYP-D2* optimized adducts and Table 3.13 the calculated reaction energies for the 

global H adsorption processes. 

 

Figure 3.17 B3LYP-D2* optimized geometries of the different complexes derived from a second H 

adsorption on the (010) Mg2SiO4 surface model (010–Mg1a-Mg1b, 010–Mg2a-Mg1b, 010–Mg2a-Mg2b, 

010–O1a-Mg2b, 010–O1a-Mg2a and 010–O1a-O1b), for the adsorption of a H2 molecule (010–H2) and 

for the transition state converting 010–O1a-Mg2b into 010–O1a-Mg2a (010–TSO1a–Mg2ba). Bond distances 

are in Å. 
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Since the adopted unit cell includes two equivalent but symmetry independent “Mg–O3” 

moieties (a and b depending on the considered left or right side, respectively), a total of 9 

initial guess adducts were possible: (i) three with the H atoms adopting the same 

adsorption state at the different “Mg–O3” moieties (i.e., 010–Mg1a-Mg1b, 010–Mg2a-

Mg2b and 010–O1a-O1b); (ii) three derived from the combination of the 010–Mg1, 010–

Mg2 and 010–O1 adsorption states at the different “Mg–O3” moieties (i.e., 010–O1a-

Mg1b, 010–O1a-Mg2b and 010–Mg2a-Mg1b); and (iii) three more derived from the 

combination of 010–Mg1, 010–Mg2 and 010–O1 at the same “Mg–O3” moiety (i.e., 010–

O1a-Mg1a, 010–O1a-Mg2a and 010–Mg2a-Mg1a). For all these di-adsorptions, the initial 

guess orbitals corresponded to a broken symmetry solution. Geometry optimizations 

resulted in 6 different complexes (see Figure 3.17). The initial 010–Mg2a-Mg1b and 010–

Mg2a-Mg1a structures converged into the same adduct (structure 010–Mg2a-Mg1b of 

Figure 3.17) and the 010–O1a-Mg1b and 010–O1a-Mg1a complexes evolve toward the 

spontaneous H2 formation (010–H2 adduct, shown at the bottom of Figure 3.17). 

Table 3.13 B3LYP-D2* reaction energies (in kcal mol−1) calculated at B1 and B2//B1 levels for the 

global H adsorption processes on Fo(010) to form the 010–Mg1a-Mg1b, 010–Mg2a-Mg1b, 010–Mg2a-

Mg2b, 010–O1a-Mg2b, 010–O1a-Mg2a and 010–O1a-O1b complexes. Uncorrected (ΔE), BSSE 

corrected (ΔEC) and zero-point energy corrected (ΔU0
C) adsorption energies. 

Reaction Level ∆E ∆EC ∆U0
C 

Fo(010) + 2H → 010–Mg1a-Mg1b B1 -6.4 -3.8 -2.0 

 B2//B1 -6.7 -5.6 -3.8 

Fo(010) + 2H → 010–Mg2a-Mg1b B1 -7.4 -5.0 -2.5 

 B2//B1 -7.5 -6.6 -4.0 

Fo(010) + 2H → 010–Mg2a-Mg2b B1 -8.2 -6.1 -2.8 

 B2//B1 -8.2 -7.4 -4.2 

Fo(010) + 2H → 010–O1a-Mg2b B1 -79.5 -75.5 -65.7 

 B2//B1 -81.1 -80.6 -70.8 

Fo(010) + 2H → 010–O1a-Mg2a B1 -97.9 -93.9 -84.0 

 B2//B1 -99.1 -97.5 -87.7 

Fo(010) + 2H → 010–O1a-O1b B1 -18.4 -12.7 -1.0 

 B2//B1 -20.6 -18.1 -6.5 

Fo(010) + 2H → 010–H2 B1 -115.7 -113.5 -105.0 

 B2//B1 -115.1 -114.4 -105.8 
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As one can see in Table 3.13, the 010–O1a-Mg2b and 010–O1–Mg2b complexes are the 

most stable ones (BSSE-corrected adsorption energies including ZPE-corrections, ΔU0
C, 

being −70.8 and −87.7 kcal mol−1, respectively). This is because these adducts contain both 

a hydride and a proton, which arise from the Mg–H and the Si–OH groups, respectively as 

first pointed out by Goumans et al [109]. These complexes are formed because in 010–O1 

the unpaired electron is almost entirely localized on the bare Mg atom (see Table 3.11), 

thereby having a large propensity to receive the second H atom to form an Mg+–H− 

hydride. The larger stability of 010–O1a-Mg2a with respect to 010–O1a-Mg2b is due to 

the favourable electrostatic interaction between the two H atoms, respectively with a H−/H+ 

character due to the bond with Mg/O ions (Mulliken net charges of these H atoms are 

−0.33/+0.33|e|, respectively, see Appendix A). The 010–Mg1a-Mg1b, 010–Mg2a-Mg1b 

and 010–Mg2a-Mg2b adducts give ΔU0
C values of about −4 kcal mol−1, in which the spin 

densities are on the H atoms (with opposite signs, see Appendix A). For the 010–O1a-O1b 

complex, the adsorption of the second H atom is less favourable (ΔU0
C = -6.5 kcal mol−1) 

because of the formation of a surface geminal Si–(OH)2 group resulted from the breaking 

of two Mg–O surface bonds (see structure 010–O1a-O1b of Figure 3.17). In this case, the 

spin densities are located on the bare Mg atoms with opposite signs, about −0.85/+0.85|e| 

(see Appendix A). 

 

3.2.4. H2 Formation 

From the doubly H-adsorbed adducts, the recombination of the H ad-atoms to form a H2 

molecule has been studied. The B3LYP-D2* reaction energies are listed in Table 3.14 and 

energy profiles including ZPE-corrections with respect to the Fo(010) + 2H asymptote are 

shown in Figure 3.18 and Figure 3.19. The adsorption of H2 on Fo(010) takes place 

through the outermost Mg atom (see 010–H2 of Figure 3.17). In the complex, H2 is weakly 

bound to the surface (ΔU0 of -2.8 kcal mol-1), with dispersion contributing to nearly 31%. 

Despite this weak interaction, the reaction energy for the H2 formation is very large and 

negative (about −107 kcal mol−1), in agreement with the high nascent energy associated 

with the H2 molecule formation. 
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Table 3.14 B3LYP-D2* reaction energies (in kcal mol−1) calculated at B1 and B2//B1 levels for the H2 

formation from the 2H/Fo(010) complexes on Fo(010). Uncorrected (ΔE), BSSE corrected (ΔEC) and 

zero-point energy corrected (ΔU0
C) adsorption energies. 

Reaction Level ∆E ∆EC ∆U0
C 

010–Mg2a-Mg1b → 010–H2 B1 -108.3 -108.5 -102.5 

 B2//B1 -107.6 -107.8 -101.8 

010–Mg2a-Mg2b → 010–H2 B1 -107.5 -107.4 -102.2 

 B2//B1 -106.9 -107.0 -101.6 

010–O1a-Mg2b → 010–H2 B1 -36.2 -38.0 -39.3 

 B2//B1 -34.0 -33.8 -35.0 

010–O1a-Mg2a → 010–H2 B1 -17.8 -19.6 -21.0 

 B2//B1 -16.0 -16.9 -18.1 

010–O1a-O1b → 010–H2 B1 -97.3 -100.8 -104.0 

 B2//B1 -94.5 -96.3 -99.3 

Not surprisingly, the H2 formation when the two H atoms are physisorbed on Fo(010) (i.e., 

010–Mg2a-Mg1b and 010–Mg2a-Mg2b) exhibits very large and negative reaction energies 

(around –102 kcal mol-1, see Table 3.14) and very low energy barriers (less than 1 kcal 

mol−1, see Figure 3.18) as this process envisages a radical–radical reaction, thus suggesting 

that the Langmuir–Hinshelwood mechanism is feasible. It is worth mentioning that any 

attempt to find a reaction from the 010–Mg1a-Mg1b complex failed, since the located 

transition structures collapsed on the 010–TSMg2a-Mg1b→H2 structure (the same for the 010–

Mg2a-Mg1b complex) meaning that, previous to the H2 formation, a conversion of the 

010–Mg1a-Mg1b complex into 010–Mg2a-Mg1b should take place. 

The H2 formation channels when at least one of the H atoms is chemisorbed were found to 

have lower reaction energies and higher energy barriers (see Table 3.14 and Figure 3.19, 

respectively) compared to those for the physisorbed states. However, from the 010–O1a-

Mg2a adduct, the obtained reaction energy is –18.1 kcal mol-1 (the lowest one, see Table 

3.14) and calculated energy barrier is 1.7 kcal mol−1 (see Figure 3.19b). This is because it 

is the most stable complex and the H recombination is between the neighbouring H− and 

H+ atoms belonging to the surface Mg–H and SiOH groups, respectively (vide supra). 

Despite the fact that the very same H−···H+ coupling might occur for the 010–O1a-Mg2b, 

the reaction presents a reaction energy and energy barrier of –35.0 and 23 kcal mol−1, 
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respectively (see Table 3.14 and Figure 3.19a). This increment in the energy barrier is 

caused by the need of breaking the Mg–H bond in order to bring the two H atoms in close 

proximity. We have also checked whether the H of 010–O1a-Mg2b can first evolve 

towards 010–O1a-Mg2a (see TSO1a–Mg2ba of Figure 3.17) but a barrier as high as 18.3 kcal 

mol−1 is needed for this reaction, preventing any significant occurrence of this process. 

Finally, the H2 formation from the 010–O1a-O1b complex yields a reaction energy of -99.3 

kcal mol-1 (see Table 3.14) and exhibits the highest energy barrier (about 35 kcal mol−1, 

see Figure 3.19c) since this recombination involves the coupling of two H+ atoms that 

belong to the surface geminal Si(OH)2 group. 

 

Figure 3.18 B3LYP-D2* energy profiles including zero-point energy corrections (in kcal mol−1) for the 

recombination of two physisorbed H atoms to form H2 on the (010) Mg2SiO4 surface model. Relative 

energies are referenced with respect to the Fo(010) + 2H zero-energy asymptote. Bare values calculated at 

B1; in parentheses at B2//B1. 
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Figure 3.19 B3LYP-D2* energy profiles including zero-point energy corrections (in kcal mol−1) for the 

recombination of two H atoms to form H2 on the (010) Mg2SiO4 surface model when at least one H atom 

is chemisorbed. Relative energies are referenced with respect to the Fo(010) + 2H zero-energy asymptote. 

Bare values calculated at B1; in parentheses at B2//B1. 

The present results are at variance from the data obtained by Goumans et al. [109], as they 

computed a much higher barrier of 11.1 kcal mol−1 for the same recombination process of 

the two chemisorbed H atoms. Compared to our value of 1.7 kcal mol−1 starting from the 

010–O1a-Mg2a adduct, possible explanations for this difference may be their use of the 

embedded cluster approach, allowing more flexibility to the system, the absence of ZPE 
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corrections or the DFT method employed (mPWB1K functional). Comparison with 

barriers computed by Kerkeni and Bromley [105] is less straightforward as they adopted 

the (MgO)6(SiO2)3 nanocluster, resulting in a rather large range of values spanning the 1.4–

21.2 kcal mol−1 interval as a function of the H attachment sites. Nevertheless, our barrier is 

compatible with their smallest barrier value of 1.4 kcal mol−1 resulting from the H2 

formation starting from structure 4a of Ref. [105]. 

 

3.2.5. Final Remarks 

On the crystalline (010) surface of Mg2SiO4 forsterite, H physisorption is barrierless and 

exclusively occurs either on the most exposed Mg ions (010–Mg1 and 010–Mg2), with a 

ZPE-corrected adsorption energy of about -2 kcal mol−1. The kinetic barrier for the 

hydrogen atom jump between the physisorption sites (i.e., 010–Mg1 →  010–Mg2) is 4.1 

kcal mol−1, implying that H diffusion is limited at the low temperatures found in the ISM 

and H can only displace on the surface through adsorption–desorption steps. The formation 

of the chemisorbed state 010–O1 is characterized by a ZPE-corrected adsorption energy of 

-9.0 kcal mol−1 and a kinetic barrier from 010–Mg2 of 6.4 kcal mol−1 at the oxygen site or 

through the direct interaction of the H atom of 6.0 kcal mol−1, with spin density entirely 

located at the nearby Mg ion. 

A second H atom can be chemisorbed on an already reacted Fo(010) (the 010–O1 case) to 

form the most stable product 010–O1a-Mg2a, which envisages a vicinal Si–OH(+)/(−)H–Mg 

ion-pair interaction. The H2 formation at Fo(010) adopting a Langmuir–Hinshelwood 

mechanism starts either from two physisorbed H atoms (010–Mg2a-Mg1b and 010–Mg2a-

Mg2b complexes) with an almost negligible kinetic barrier of 0.5 kcal mol−1 through a 

radical–radical coupling driven reaction, or from two chemisorbed H atoms as in the 010–

O1a-Mg2a adduct with a barrier of 1.7 kcal mol−1. 
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3.3. Influence of Surface Morphology: H2 Formation on (001) 
and (110) Mg2SiO4 Surfaces 

The primary cleavage plane of forsterite is the (010) surface and, as reported above, the H2 

formation on this surface has been studied in detail. However, the crystal morphology of 

Mg2SiO4 presents other extended surfaces. It is therefore interesting to study the H2 

formation also on these other crystal faces, which may exhibit different chemical activity 

compared to the (010) surface. In this section, the H adsorption and H2 formation on the 

(001) and (110) crystalline surfaces, which are less stable than the (010), is presented. 

Comparison of the results from all cases provides a more complete scenario to elucidate 

the H2 formation in the ISM environment. 

 

3.3.1. Adsorption of One H Atom 

Different adsorption states of H atom on the (001) and (110) surfaces has been explored. 

We have characterized five different H/Fo(001) adducts, two in which the H atom is 

interacting with the uppermost Mg atom (001–Mg1 and 001–Mg2) and three in which the 

H atom interacts with the most exposed O atoms (001–O1, 001–O2 and 001–O3), thus 

forming a surface silanol (SiOH) group; and six different H/Fo(110) adducts, two in which 

the interaction takes place through the outermost Mg atoms (110–Mg1 and 110–Mg2) and 

four through O atoms (110–O1, 110–O2, 110–O3 and 110–O4), forming the corresponding 

SiOH surface groups. Figure 3.20 displays the B3LYP-D2*/B1 optimized adducts for all 

these adsorptions on Fo(001) and Fo(110) slab models. 

Computed adsorption energies calculated at B2//B1 theory level are reported in Table 3.15. 

Energy values calculated with both B1 and B2//B1 basis sets for all the processes described 

in this section are reported in the Appendix A. According to that, the most stable adduct on 

Fo(001) is 001–O3. The largest adsorption energies (values of ΔU0 between -48 and -33 

kcal mol-1) are exhibited by the O-interacting systems, followed by 001–Mg1 (-11.1 kcal 

mol-1) and by 001–Mg2 (-2.7 kcal mol-1). It is worth mentioning that in 001–Mg1 and 001–

O3, the outermost Mg atom displaces laterally giving rise to a different surface atomic 

distribution in the edge-layers. The Mulliken spin density for 001–Mg1 and 001–Mg2 is 

almost entirely localized on the nearest O atoms (+0.92|e| and +0.94|e|, respectively), 
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whereas for 001–O1, 001–O2 and 001–O3 it is on the neighbouring outermost Mg atom 

(+0.93|e|, +0.93|e| and +0.91|e|, respectively), indicating a H+ character of the H ad-atom. 

Appendix A also includes the whole set of net Mulliken charges and spin densities for all 

considered adducts. Spin density values, as well as the O–H and H–Mg distances, indicate 

that all adducts are chemisorbed states. This is in contrast to that observed for Fo(010) 

[247], for which several physisorbed states with spin density located at the H atom and 

O···H and Mg···H distances larger than 2.0 Å were localized. 

 

Figure 3.20 B3LYP-D2* optimized geometries of the different adducts resulting from the adsorption of 

one H atom (a) on the Fo(001) (001–Mg1, 001–Mg2, 001–O1, 001–O2 and 001–O3) and (b) on the 

Fo(110) (110–Mg1, 110–Mg2, 110–O1, 110–O2, 110–O3 and 110–O4). Bond distances in Å. 

Physisorption resulted for all the Mg-interacting systems on Fo(110) (ΔU0 = -3.8 and -5.8 

kcal mol-1, respectively, see Table 3.15), as the major fraction of the spin density is on the 

H atom (+0.64|e| and +0.61|e|, respectively) and the Mg–H distance (1.973 and 1.931 Å, 

respectively) is significantly larger than that determined for the chemisorbed 001–Mg1 
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(1.787 Å) and 001–Mg2 (1.715 Å) species. In contrast, chemisorption dominates the O-

interacting systems (ΔU0 = -30.6, -26.6, -27.4 and -41.2 kcal mol-1, respectively) and the 

spin density basically lies on the adjacent Mg atoms (+0.92|e|, +0.93|e|, +0.91|e| and 

+0.85|e|, respectively). 

Table 3.15 B3LYP-D2* reaction energies (in kcal mol−1) calculated at the B2//B1 level for the first H 

adsorption on Fo(001) to form the 001–Mg1, 001–Mg2, 001–O1, 001–O2 and 001–O3 adducts and on 

Fo(110) to form the 110–Mg1, 110–Mg2, 110–O1, 110–O2, 110–O3 and 110–O4 adducts. Uncorrected 

(∆E) and zero-point energy corrected (∆U0) adsorption energy. 

Reaction ∆E ∆U0 

Fo(001) + H → 001–Mg1 -14.1 -11.1 

Fo(001) + H → 001–Mg2 -6.7 -2.7 

Fo(001) + H → 001–O1 -40.1 -33.0 

Fo(001) + H → 001–O2 -51.5 -44.5 

Fo(001) + H → 001–O3 -55.3 -48.4 

Fo(110) + H → 110–Mg1 -6.0 -3.8 

Fo(110) + H → 110–Mg2 -7.9 -5.8 

Fo(110) + H → 110–O1 -37.0 -30.6 

Fo(110) + H → 110–O2 -33.0 -26.6 

Fo(110) + H → 110–O3 -34.0 -27.4 

Fo(110) + H → 110–O4 -47.7 -41.2 

Figure 3.21a shows the energy profile corresponding to the 001–Mg2 →  001–Mg1 → 

001–O3 path (namely, from the less to the most stable adsorption sites). The first step 

involves the breaking of the Mg–O simultaneously associated with a rearrangement of the 

H atom on the Mg atom. The second step consists of an H jump from the Mg atom to the O 

atom. Figure 3.21b shows the energy profile for the H jumps that connect the different 

chemisorption states along the 001–O2 →  001–O1 →  001–O3 path. For this case, all 

jumps involve a synchronous O–H breaking/formation on the surface. The calculated 

energy barriers (∆U0
‡) of all these processes are significantly high (between 13.7 and 23.8 

kcal mol-1), due to the cleavage of chemical bonds and thus, these processes appear to be 

kinetically hindered at low temperatures. This means that, upon H adsorption, the systems 

will not evolve towards the most stable adsorption state and, accordingly, all the described 

adsorption states, if formed, are metastable in relation to H2 formation. 
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Figure 3.21 B3LYP-D2* energy profiles including ZPE corrections for the inter-conversion between the 

different adsorption states adopting a 001–Mg2 → 001–Mg1 → 001–O3 (a) and a 001–O2 → 001–O1 → 

001–O3 (b) sequence calculated at B2//B1 (bond distances in Å and energies in kcal mol-1). Relative 

energies are referenced with respect to the Fo(001) + H zero-energy asymptote. The unit cell of adducts 

has been shifted half of the cell parameter b to highlight the H-jumps. 
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Figure 3.22 shows the energy profile for the 110–Mg2 → 110–O4 path, which goes from 

the most stable physisorption state to the most stable chemisorption state. The process 

involves the simultaneous Mg–H breaking/O–H forming bonds. The energy barrier of this 

H jump is lower than those computed on Fo(001) because here the H atom is physisorbed. 

 

Figure 3.22 B3LYP-D2* energy profiles including ZPE corrections for the 110–Mg2 → 110–O4 inter-

conversion path calculated at B2//B1 (bond distances in Å and energies in kcal mol-1). Relative energies 

are referenced with respect to the Fo(110) + H zero-energy asymptote. 

 

3.3.2. Adsorption of a Second H Atom 

To simulate the formation of the H2 molecule on Fo(001) through a Langmuir-

Hinshelwood mechanism, the adsorption of a second H atom on the 001–Mg1, 001–Mg2, 

001–O1, 001–O2 and 001–O3 adducts was also studied. We considered a total of 10 initial 

guess adducts by combining the different H/Fo(001) complexes: i) three derived from the 

combination of 001–Mg1 with the second H atom adsorbed on the three available O atoms 

(i.e., 001–O1-Mg1, 001–O2-Mg1 and 001–O3-Mg1); ii) three derived from the 

combination of 001–Mg2 with the O atoms (i.e., 001–O1-Mg2, 001–O2-Mg2 and 001–O3-

Mg2); iii) three derived from the combination of the O-interacting adducts (i.e., 001–O2-

O1, 001–O3-O1 and 001–O3-O2); and iv) one derived from the combination of 001-Mg1 

and 001-Mg2 (i.e., 001–Mg1-Mg2). Geometry optimization of all these starting structures 

collapsed into 7 different complexes. For the sake of clarity, only the B3LYP-D2* 

optimized geometry of the most stable adduct for each type of double-adsorption (which 

are the most relevant ones) are shown in Figure 3.23a and the calculated total adsorption 
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energies in Table 3.16, that is, the reaction energy of Fo(001) + 2H → 2H/Fo(001). 

Appendix A reports the remaining complexes (both structure and adsorption energies) and 

adsorption energies of the second H atom from the H/Fo(001) complexes (i.e., the reaction 

energy of H/Fo(001) + H → 2H/Fo(001)). The initial 001–O2-Mg1 collapsed to 001–O2-

Mg2, the 001–O3-Mg2 complex evolved to 001–O3-Mg1 and 001–Mg1-Mg2 leads to the 

formation of H2 because the two H atoms are adsorbed on the same Mg atom. 

 

Figure 3.23 B3LYP-D2* optimized geometries of the different complexes resulting from the adsorption 

of two H atoms (a) on the Fo(001) (001–O3-Mg1, 001–O3-O2 and 001–L–H2) and (b) on Fo(110) (110–

Mg1-Mg2, 110–O1-O4, 110–O4-Mg2 and 110–L–H2). Bond distances in Å (in Fo(001) case, the unit cell 

has been doubled to highlight the H–H interactions). 
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Table 3.16 B3LYP-D2* reaction energies (in kcal mol−1) calculated at the B2//B1 level for the global H 

adsorption processes on Fo(001) to form the 001–O3-O2, 001–O3-Mg1 and 001–L–H2 complexes and on 

Fo(110) to form the 110–Mg1-Mg2, 110–O1-O4, 110–O4-Mg2 and 110–L–H2 complexes. Uncorrected 

(∆E) and zero-point energy corrected (∆U0) adsorption energy. 

Reaction ∆E ∆U0 

Fo(001) + 2H → 001–O3-O2 -84.3 -71.1 

Fo(001) + 2H → 001–O3-Mg1 -137.9 -126.8 

Fo(001) + 2H → 001–L-H2 -116.2 -107.2 

Fo(110) + 2H → 110–Mg1-Mg2 -13.2 -8.9 

Fo(110) + 2H → 110–O1-O4 -82.5 -69.8 

Fo(110) + 2H → 110–O4-Mg2 -130.7 -120.0 

Fo(110) + 2H → 110–L-H2 -118.4 -108.8 

The most stable complex is that in which one H adsorbs on the Mg atom while the other 

adsorbs on the O atom; i.e., 001–O3-Mg1 with calculated ΔU0 of -126.8 kcal mol-1 

(remaining complexes with the same motif lye between -105 and -120 kcal mol-1). This 

large stability is due to the formation of both hydride (Mg–H) and an OH group (Si–OH). 

This complex is formed because in 001–O3 case (the others chemisorption states act 

equally) the unpaired electron is almost entirely localized on the bare Mg atom and, 

accordingly, prone to receive the second H atom to form Mg–H (Appendix A includes the 

whole set of net Mulliken charges for all considered complexes). Note that for these di-

adsorption calculations, the initial guess orbitals corresponded to a broken symmetry 

solution, which collapsed to a singlet closed shell state. As a consequence, the two 

hydrogen atoms become chemisorbed at the surface, the one attached to Mg exhibiting an 

important hydride character whereas that attached to the oxygen behaving as a proton. 

Complexes of this kind were also identified in silicate nanoclusters [105] and in the (010) 

forsterite surfaces [109], [247]. Additionally, the high stability of 001–O3-Mg1 is due to a 

dihydrogen bond between the H– and H+ ad-atoms, which is confirmed by their Mulliken 

net charges (-0.35 and +0.35|e|, respectively). The adsorption energy for 001–O3-O2 is less 

favourable (ΔU0 of -71.1 kcal mol-1; remaining complexes presenting double 

chemisorption have values of -57.8 and -62.9 kcal mol-1). This lower stability is due to the 

presence of two silanol (SiOH) groups, which forces the weakening/breaking of different 

Mg–O bonds. The positive Mulliken net charge of these H atoms (+0.35|e|) is coherent 

with the formation of an OH group. 
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For the Fo(110) surface, a total of 15 starting adducts were considered: i) one from the 

combination of the two Mg-interacting H/Fo(110) adducts (i.e., 110–Mg1-Mg2); ii) eight 

structures derived from the combination of the two Mg-interacting H/Fo(110) with the four 

O-interacting ones (i.e., 110–O1-Mg1, 110–O1-Mg2, 110–O2-Mg1, 110–O2-Mg2, 110–

O3-Mg1, 110–O3-Mg2, 110–O4-Mg1 and 110–O4-Mg2); and iii) six structures combining 

the O-interacting H/Fo(110) complexes (i.e., 110–O1-O2, 110–O1-O3, 110–O1-O4, 110–

O2-O3, 110–O2-O4 and 110–O3-O4). All the proposed adducts were identified. Following 

the scheme proposed for the Fo(001), only the optimized geometry of the most stable 

adduct for each type of double-adsorption is shown in Figure 3.23b and the corresponding 

adsorption energies in Table 3.16. The remaining complexes (both structure and adsorption 

energies) and the adsorption energies of the second H atom from the H/Fo(110) complexes 

are reported in Appendix A. 

As occurred for Fo(001), the most stable complex (110–O4-Mg2, ΔU0 = -120.0 kcal mol-1) 

has one H adsorbed on a Mg atom and the other on a O atom. In terms of relative stability, 

this complex is followed by others in which again the H atoms are simultaneously 

adsorbed on the Mg and O atoms (ΔU0 between -95 – -107 kcal mol-1), then by complexes 

in which the two H atoms are adsorbed on the O atoms (ΔU0 between -50 – -70 kcal mol-1), 

and finally by 110–Mg1-Mg2 (ΔU0 = -8.9 kcal mol-1) which is the less stable complex, as 

the two H atoms are physisorbed on the two outermost Mg atoms (see Appendix A). 

 

3.3.3. H2 Formation 

The interaction of H2 on Fo(001) gives a structure where molecular hydrogen is on the 

uppermost Mg atom (001–L-H2, shown in Figure 3.23a). The calculated adsorption energy 

(ΔU0 = -3.5 kcal mol-1) indicates that H2 molecule is very weakly bound to Fo(001) and 

dispersion contribution is nearly 65% of the adsorption energy (Appendix A includes the 

whole adsorption energies calculated at B1 and B2//B1). Despite this weak interaction, the 

reaction energy for the formation of H2 along the Fo(001) + 2H → 001–L-H2 channel is 

very large and negative (about -107 kcal mol-1, see Table 3.16) because of the release of 

the H2 formation energy. Table 3.17 reports the reaction energies for the H2 formation from 

the 2H/Fo(001) complexes (in Appendix A the reaction energies at B1 and B2//B1 basis 
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set). Nevertheless, the reaction is unfavourable starting from the 001–O3-Mg1 complex, 

i.e. the 001–O3-Mg1 → 001–L-H2 reaction energy is positive, resulting in an endoergic 

process. In contrast, the reaction is exoergic when it involves 001–O3-O2 complex. 

However, despite the exoergic character of this reaction, it exhibits very high-energy 

barriers, preventing any occurrence of the process, as it involves the recombination of two 

H atoms with a H+ character and thus, H2 formation requires an important electronic and 

structural reorganization. Similar situations were already found for the H2 formation on 

Fo(010) [247], as it can be seen in Section 3.2. According to this, the H2 formation is 

favourable when the two H atoms are either: i) physisorbed (weakly bound to the surfaces) 

and couple through a radical-radical process; or ii) chemisorbed leading to SiOH and Mg–

H surface groups in close spatial proximity. For the present (001) surface, complexes with 

two physisorbed H atoms have not been identified, as all cases exhibit chemisorption. The 

only complex in which the reaction may exhibit a low energy barrier is the 001–O3-Mg1 

as SiOH and Mg–H groups are in close spatial proximity to make a dihydrogen bond. 

However, as previously mentioned, this reaction is hampered by unfavourable reaction 

energy. Therefore, the Langmuir-Hinshelwood recombination of the H ad-atoms to form a 

H2 molecule from the doubly H-adsorbed adducts does not seem feasible on Fo(001). 

Table 3.17 B3LYP-D2* reaction energies (in kcal mol−1) calculated at the B2//B1 level for the H2 

formation from the 2H/Fo(001) complexes on Fo(001) and from the 2H/Fo(110) on Fo(110). Uncorrected 

(∆E) and zero-point energy corrected (∆U0) adsorption energy. 

Reaction ∆E ∆U0 

001–O3–O2 → 001–L–H2 -31.9 -36.1 

001–O3–Mg1 → 001–L–H2 21.7 19.6 

110–Mg1–Mg2 → 110–L–H2 -105.2 -99.9 

110–O1–O4 → 110–L–H2 -35.9 -39.1 

110-O4-Mg2 → 110–L–H2 12.4 11.2 

We also modelled the formation of H2 on the (001) forsterite surface through the Eley-

Rideal mechanism by impinging an H atom to the 001–Mg1 adduct. We performed a 

constrained geometry optimization (a scan calculation), keeping the interatomic H···H 

distance fixed at specific values (simulating the approach of the incoming H atom) while 

optimizing the other internal coordinates. The energy variation along the scan calculation 

shows that, the shorter the interatomic distance, the lower the energy of the system, 
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indicating a barrierless process. To confirm this point, we fully relaxed the geometry of the 

system starting with an initial H···H distance of 3 Å and the system evolved into the 

spontaneous formation of H2. Thus, provided a high enough H atom flux in the ISM 

condition, the calculations suggest that H2 formation on the crystalline Fo(001) surface is 

favourable towards an Eley-Rideal mechanism. To better investigate on the feasibility of 

the Eley-Rideal mechanism, the time-independent quantum reactive scattering calculations 

to determine the vibrational distributions of product H2 should be carried out. Interestingly, 

sensible results can already be obtained with calculations fixing the distances between 

hydrogen and the surface atom and the intermolecular H···H distance, as Clary and co-

workers did for H2 formation on graphite [52]. They proved that the total reaction 

probability is very close to 1 for H collision energy compatible to that available at very low 

temperature of the ISM. Also, the formed H2 molecule leaved the surface in the second 

excited vibrational level. Due to the similarity with the present system we can roughly 

assume a similar behaviour also for the forsterite surfaces. 

The adsorption of H2 on Fo(110) takes place through the outermost Mg atoms (see 110–L-

H2 of Figure 3.23b). In the complex, H2 is weakly bound to the surface (ΔU0 of -5.1 kcal 

mol-1), with dispersion contributing to nearly 35%. Table 3.17 shows the reaction energies 

for the formation of H2 from the 2H/Fo(110) complexes shown in Figure 3.23b. The 

reaction considering 110–O4-Mg2 as the reactant (the most stable complex) is endoergic, 

whereas from the other complexes is exoergic. However, from 110–O1-O4, H2 formation 

implies the recombination of two SiOH protons so that the energy barrier is expected to be 

significantly high. In contrast, as in 110–Mg1-Mg2 the two H atoms are physisorbed, the 

reaction is expected to be energetically feasible because it involves a radical-radical 

coupling. The calculated energy profile is shown in Figure 3.24 and, unexpectedly, rather 

than proceeding through a direct H recombination, it involves two steps. In the first step, H 

jumps from the Mg atom to an O atom, thus forming another and more stable complex 

(110–O3-Mg1, already identified as a 2H/Fo(110) complex, see Appendix A). In the 

second step, H recombination occurred from the 110–O3-Mg1 structure. The calculated 

energy barriers were found to be relatively low (∆U0
‡ = 0.4 and 1.2 kcal mol-1 for the first 

and second steps, respectively). 
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Figure 3.24 B3LYP-D2* energy profiles including ZPE corrections for the recombination of two H atoms 

to form H2 calculated at B2//B1 (bond distances in Å and energies in kcal mol-1). Relative energies are 

referenced with respect to the Fo(110) + 2H zero-energy asymptote. 

As done for the Fo(001) surface, we computed the potential energy surface for an Eley-

Rideal mechanism by vertically approaching a second H atom to the 110–Mg2 state. At an 

interatomic H···H distance close to 3.0 Å, the 110–Mg2 adduct spontaneously evolves to 

the 110–O3 one. In addition, when fully relaxing a system in which the 110–O3 adduct is 

initially separated by the second H atom by 3.5 Å formation of H2 spontaneously occurred 

indicating a barrierless process. 

 

3.3.4. Comparison with (010) Mg2SiO4 Surface 

Hitherto, the adsorption of H atom and formation of H2 on the (010), (001) and (110) 

surfaces of crystalline forsterite have been adressed. These surfaces have different surface 

energy, so insights on the role of crystal morphology on H2 formation can be obtained. A 

first interesting datum is that, compared to the (010) surface, the (001) and (110) surfaces 

are more heterogeneous, exhibiting a higher number of potential adsorption sites, which 



Chapter 3 

114 
 

have all been addressed here. Quite obviously, the more negative the H adsorption energy, 

the higher the associated surface energy, thus showing a clear correlation. This is shown by 

the adsorption energy of the most stable singly H chemisorbed adducts on the (010), (001) 

and (110) faces (-10.3 kcal mol-1, -48.4 kcal mol-1 and -41.2 kcal mol-1, respectively) 

which are in line with the surface energy values. This also affects the diffusion behaviour 

of H atoms on these surfaces. H jumps on the (010) surface exhibit lower energy barriers 

(between 4–6 kcal mol-1) compared to those on the (001) and (110) surfaces (between 7–23 

kcal mol-1), since H atom is largely adsorbed on these latter surfaces. 

The different adsorption features between these Mg2SiO4 surfaces also have significant 

consequences on the H recombination to form H2 through a Langmuir-Hinshelwood 

mechanism. On the (010) surface, two paths were identified as feasible [247], one based on 

a radical-radical H coupling and the other on a H+···H– recombination. In contrast, on the 

(001) surface, all reaction channels resulted to be energetically unfavourable, because the 

2H/Fo(001) initial states are more stable than the H2/Fo(001) final product, whereas for the 

(110) surface, only one favourable channel (H+···H– recombination) leading to the 

formation of H2 has been elucidated. These results indicate that the larger instability of the 

(001) and (110) surfaces makes them very reactive towards H adsorption, with the 

consequence that the high stability of the formed complexes inhibits the formation of H2. 

Investigation on the potential energy surface of H impinging on hydrogen pre-adsorbed on 

Fo(001) and Fo(110) suggest that the Eley-Rideal mechanism may become important due 

to the barrierless nature of the process. However, the low H density in diffuse clouds of the 

ISM decreases the probability of the ER mechanism and, consequently, the present results 

suggest that among these three crystalline faces, the (010) is the most active one as far as 

H2 formation is concerned, through a LH mechanism. 

Finally, the trend of the kinetics of the different H hopping and H recombination on the 

(010), (001) and (110) surfaces have been examined. To this end, the crossover 

temperature (TX) for each surface process is calculated and the Arrhenius plots of kSC-TST 

are represented, considering that 𝜅 𝑇 = 1 above Tx. Calculated TX values, alongside the 

values of ∆𝑈+
‡ and 𝜈‡ used, are shown in Table 3.18 and the Arrhenius plots are 

represented in Figure 3.25 and Figure 3.26. It is worth mentioning that as the employed 

𝜅 𝑇  expression is stable to arbitrarily low temperatures, the Arrhenius plots were 

represented between 150 and 450 K. Lower temperatures have not been considered 
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because this will require more accurate treatments of tunnelling effects such as Feynman’s 

path integral formalisms, as already done in H-based processes on carbonaceous surfaces 

[187], [190]. 

Table 3.18 B3LYP-D2* zero-point energy corrected energy barriers (∆U0
‡, in kcal mol-1) at the B2//B1 

level, transition frequencies (ν‡, in cm-1) and tunnelling crossover temperatures (TX, in K). 

 Reaction ∆U0
‡ ν‡ TX 

Figure 3.15a 010–Mg1 → 010–Mg2 4.1 137 32 

 010–Mg2 → 010–O1 6.4 1058 264 

Figure 3.18b 010–Mg2a-Mg2b → 010–H2 0.5 361 108 

Figure 3.19b 010–O1a-Mg2a → 010–H2 1.7 1110 320 

Figure 3.21a 001–Mg2 → 001–Mg1 13.7 249 57 

 001–Mg1 → 001–O3 18.3 946 220 

Figure 3.21b 001–O2 → 001–O1 15.1 1048 245 

 001–O1 → 001–O3 23.8 1560 365 

Figure 3.22 110–Mg2 → 110–O4 7.0 500 117 

Figure 3.24 110–Mg1-Mg2 → 110–O3-Mg1 0.4 626 278 

 110–O3-Mg1 → 110–L-H2 1.1 761 220 

Previously, we must check what kind of expression to account for tunnelling contributions 

is the most appropriate to better describe the H diffusion and H2 formation on the Mg2SiO4 

surfaces. Thus, the four most relevant Fo(010) reactions have been studied with each of the 

three considered approximations to calculate the transmission coefficient 𝜅 𝑇 , presented 

previously in Section 2.6. The corresponding Arrhenius plots of kSC-TST are shown in 

Figure 3.25. 

For the 010–Mg2 → 010–O1 case (Figure 3.25b), Wigner's correction overestimates the 

values of log10(kSC-TST) with respect to the Skodje's and Fermann's approximations by 

around six orders of magnitude, because this correction works well only when ℎ𝜈‡𝑖 ≪ 𝑘´𝑇 

(at very low temperatures it fails) and depends only on the transition frequency ν‡, whereas 

Skodje's and Fermann's approximations also accounts for the energy barrier ∆U0
‡. These 

two latter corrections provide similar trends below Tx, but close to crossover temperature 

the Skodje's correction gives values of log10(kSC-TST) one order of magnitude larger than 

calculated with the Fermann's correction. This is due to the inversion of the parameter that 
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governs 𝜅 𝑇 : at lower temperatures, β parameter is greater than α parameter and hence eq. 

(2.36) is employed, but close to Tx this trend changes and α is greater than β, so the 

estimation of κ is through eq. (2.35) and produces as a result this anomaly. 

 

Figure 3.25 Arrhenius plots of kSC-TST between 150 and 450 K using the three considered approximations 

for 𝜅 𝑇  and for the four most relevant Fo(010) reactions: 010–Mg1 → 010–Mg2 (a), 010–Mg2 → 010–

O1 (b), 010–Mg2a-Mg2b → 010–H2 (c) and 010–O1a-Mg2a → 010–H2 (d). Crossover temperatures (TX) 

are indicated for each reaction and above TX, 𝜅 𝑇 = 1 is considered. 

For the 010–O1a-Mg2a → 010–H2 case (Figure 3.25d) similar trends are obtained. Wigner 

overestimates the values of log10(kSC-TST) of about nine orders of magnitude with respect to 

Skodje’s and Fermann's correction, and Skodje overestimates these values only close to 



Results and Discussion 

117 
 

crossover temperature by around one order of magnitude. Therefore, Fermann's 

approximation to transmission coefficient 𝜅 𝑇  seems to be the best choice to include 

tunnelling contributions at semi-classical level to the processes of H adsorption and H2 

formation studied. 

In view of these results, a comprehensive analysis of the kinetic trends for the processes 

occurring on the (010), (001) and (110) surfaces is provided, computing 𝜅 𝑇  with the 

Fermann’s correction. On the (010) surface (Figure 3.26a), neither the 010–Mg1 → 010–

Mg2 H hopping nor the 010–Mg2a-Mg2b → 010–H2 H2 formation (namely, those 

processes involving exclusively physisorbed H atoms) are affected by tunnelling, whose 

calculated TX values are 32 and 108 K, respectively. Both processes are fast at the range of 

temperatures since the calculated log10(kSC-TST) values are about 11 and 13, respectively, at 

150 K. For the 010–Mg2 → 010–O1 H hopping (namely, the change of a physisorbed into 

a chemisorbed H atom), tunnelling effects seem to be significant due to the slope change at 

its crossover temperature (𝑇w = 264	𝐾), whereas for the 010–O1a-Mg2a → 010–H2 H2 

formation (namely, the coupling involving a H+···H‒ recombination) a small but 

appreciable slope change takes place at its crossover temperature (𝑇w = 320	𝐾), in which, 

moreover, the calculated log10(kSC-TST) values indicate that the processes are fast (about 9 

and 12, respectively, at 150 K). 

For the processes on the (001) surface (Figure 3.26b), tunnelling contributions are expected 

to be significant in the range of the considered temperatures for the 001–Mg1 → 001–O3, 

001–O2 → 001–O1 and 001–O1 → 001–O3 H hopping because the corresponding 

Arrhenius plots show a prominent slope change, which makes log10(kSC-TST) values to 

remain relatively constant below TX as occurs in regimes dominated by tunnelling. This is 

at variance with the 001–Mg2 → 001–Mg1 path (𝑇w = 57	𝐾) because it is not strictly an H 

jump but an Mg–O breaking followed by an H rearrangement on the Mg atom. However, 

the calculated log10(kSC-TST) values are small at low temperatures (between 0 and -5 at 150 

K), pointing out that these H jumps are kinetically hindered at the interstellar temperatures. 
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Figure 3.26 Arrhenius plots of kSC-TST between 150 and 450 K. Crossover temperatures (TX) are indicated 

for each process on Fo(010) (a), Fo(001) (b) and Fo(110) (c). Above TX, 𝜅 𝑇 = 1 is considered. 

Finally, for the (110) surface (Figure 3.26c), it is found that the TX for the 110–Mg2 → 

110–O4 H hopping is about 120 K (see Table 3.18) and accordingly no slope change is 

observed in our Arrhenius plot. For the processes involved in the H2 formation (i.e., 110–

Mg1-Mg2 → 110–O3-Mg2 and 110–O3-Mg1 → 110–L-H2), although the calculated TX 

are above 100 K (278 and 220 K, respectively), no considerable slope changes are 

observed, meaning that, regardless of tunnelling contributions, the H2 formation reaction is 

fast (the calculated log10(kSC-TST) are above 12.5 at the range of temperatures) because the 

corresponding energy barriers are very low (∆𝑈+� = 0.4 and 1.2 kcal mol-1, respectively). 
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3.3.5. Final Remarks 

On the crystalline (001) and (110) surfaces of Mg2SiO4 forsterite, while the hydrogen 

physisorption occurs essentially on the Mg atoms, different adsorption states envisage 

chemisorption occurring both on the Mg and on the O atoms. The calculated adsorption 

energies for the chemisorption states are large and significantly stronger than the (010) 

surface. The calculated energy profiles on the (001) and (110) faces indicate that the H 

jumps through different adsorption states are energetically more expensive in most of the 

calculated paths than on the (010) one due to the large hydrogen/surface interactions. 

The most stable doubly H adsorbed complexes are those in which Mg–H and SiO–H 

surface groups are formed. On the most stable (010) surface, the H recombination 

processes to give H2 from the doubly H adsorbed complexes occurs through a Langmuir-

Hinshelwood mechanism. In contrast, on the (001) surface the process is endoergic 

because of the larger stability of the initial states, causing the final products to be more 

unstable. The (110) surface exhibits an intermediate character, as only one reactive channel 

leading to H2 formation is energetically feasible at ISM conditions. The associated 

potential energy surface for the Eley-Rideal mechanism, in which an H atom impinges on a 

H pre-adsorbed forsterite surface, has also been computed. Due to the barrierless process 

occurring in these cases, the ER mechanism is expected to be efficient also at very low H 

collision energy estimated for the low temperature of the ISM region. Low H atom flux is 

nevertheless the most limiting factor for this mechanism to become relevant in the ISM. 

Finally, represented Arrhenius plots between 450 and 150 K indicate that, at this range of 

temperatures, the H hopping processes on the (001) surfaces are kinetically hindered at low 

temperatures although tunnelling effects are predicted to be significant, whereas on the 

(110) surface, those processes involved in the H2 formation are found to be fast 

irrespective of tunnelling contributions, and on the (010) surface, all the processes are fast, 

in which related to H2 formation, the radicalradical H coupling does not exhibit tunnelling 

dependency, whereas the H+···H– recombination tunnelling effects allow this reaction to be 

fast at low temperatures. 
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3.4. Influence of Fe2+ Atoms: H2 Formation on (010) 
(Mg,Fe)2SiO4 Surface 

Present section addresses the question whether Fe2+ at the surface exert any positive or 

negative effect on the H2 formation. As it was shown in Section 3.1, iron has a preference 

for the outermost positions of the surface, rather than more internal positions [245]. 

Moreover, the lowest energy spin state is the quintet one. Because of the complexity of the 

electronic structure of iron, the number of Fe atoms per unit cell of the surface model used 

here has been reduced to one (compared to the four shown by Fo75
top). This slab surface 

model is denoted to as Ol(010) in reference to the (010) surface of olivine. 

 

3.4.1. Calibration of the Functional 

For the Mg-pure and Fe-containing olivine bulk and surfaces, the B3LYP functional was 

used (see Section 3.1). However, here H adsorption and the subsequent recombination is 

considered accordingly a previous calibration study to identify the functional that better 

describes the interactions between iron and the hydrogen atom. 

To calibrate the method, a small cluster considering the first coordination sphere around 

Fe2+ atom was designed (the unsaturated O atoms were saturated with H atoms), resulting 

in a cluster model with a total of nine atoms. The calibration study was based on the 

adsorption of one H atom on the Fe cation employing different DFT methods. As 

mentioned, the lowest spin state of a Fe-containing olivine is the quintet one. Due to the 

inclusion of an unpaired electron coming from the H atom, the system can now lead to two 

spin states, sextet or quadruplet, i.e., H having the spin up or down, respectively. The 

relative stability of these two states may be difficult to describe with DFT methods. Thus, 

Table 3.19 shows the energy difference between the two spin multiplicities for each 

method, computed with the GAUSSIAN09 package [248] from single-point energy 

calculations at the geometry of the designed cluster. The basis set used for oxygen and 

hydrogen atoms was a standard 6-31G(d,p) Pople basis set and for iron atoms a Wachters 

basis set [249] with f functions for polarization [250]. 
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Table 3.19 Energy differences between different spin multiplicities (sextet and quartet) obtained for each 

method (in kcal mol−1). 

Method % of Exact Exchange Esextet ‒ Equartet 

BLYP 0 -0.1 

PBE 0 -2.2 

TPSSh* 10 -6.7 

B3LYP 20 -8.9 

B3PW91 20 -10.6 

B97H 21 -10.5 

HSE06 25 -12.5 

PBE0 25 -13.3 

mPWB1K* 44 -18.8 

BHLYP 50 -21.2 

CCSD(T) --- -17.0 
* Exchange-correlation functionals not available in CRYSTAL code. 

DFT results were compared to those provided by the CCSD(T) method, with an extended 

basis set of aug-cc-pVTZ [251] for O and H atoms and Roos Augmented Triple Zeta ANO 

[252] for Fe atoms. As it can be seen, in almost all cases the energy differences (defined as 

Esextet ‒ Equartet) are negative, meaning that sextet is more stable than quartet and the system 

preferring a high-spin state in accordance with different studies [92]–[94]. Values of Table 

3.19 also show a systematic correlation between the percentage of exact exchange of the 

functional and the Esextet ‒ Equartet values. That is, the larger the percentage of exact 

exchange, the larger the energy difference. This is because the inclusion of exchange exact 

tends to stabilize high-spin states. Comparing these results with those of the reference 

CCSD(T) method, GGA functionals present Esextet ‒ Equartet values largely different than the 

CCSD(T) one, exhibiting nearly degenerate spin states. However, hybrid functionals 

increase the stability of the sextet spin state with respect to the quartet one. Low percentage 

of exact exchange also give very different Esextet ‒ Equartet values (e.g., for B3LYP is -8.9 

kcal mol-1), whereas for the hybrid functionals with more percentage of exact exchange, 

Esextet ‒ Equartet values are closer to the CCSD(T). Indeed, the functionals that better 

describe this system are PBE0, mPWB1K and BHLYP, with 25, 44 and 50 % of exact 

exchange, respectively. The mPWB1K functional is not implemented in the CRYSTAL09 
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code, so we finally decided to take the BHLYP functional (implemented in CRYSTAL) to 

calculate the H adsorption and H2 formation on Ol(010) by means of periodic calculations. 

 

3.4.2. Adsorption of One H Atom 

BHLYP/B1 optimized adducts for the adsorption of one H atom on Ol(010) with the most 

stable sextet spin state is shown in Figure 3.27, and Table 3.20 and Table 3.21 report the 

corresponding computed adsorption energies and their net charges and electronic spin 

densities calculated at B2//B1 theory level, respectively. Energy values calculated with 

both B1 and B2//B1 basis sets and also the quartet spin multiplicity for all the processes 

described in this section are reported in the Appendix B. Four different H/Ol(010) adducts 

were characterized: one in which the H atom is interacting with the uppermost Fe atom 

(010–Fe1), two in which the H-atom interaction takes place through the most exposed O 

atoms (010–O1 and 010–O2), forming a silanol (Si–OH) group, and the last one in which 

the H atom interacts with the uppermost Mg atom (010–Mg1). 

 

Figure 3.27 BHLYP optimized geometries of the different adducts resulting from the adsorption of one H 

atom on Ol(010) (010–Fe1, 010–O1, 010–O2 and 010–Mg1) at sextet spin state. Bond distances in Å. 

 

 

 



Results and Discussion 

123 
 

Table 3.20 BHLYP adsorption energies (in kcal mol−1) calculated at the BHLYP/B2//BHLYP/B1 level for 

the first H adsorption processes on Ol(010) to form the 010–Fe1, 010–O1, 010–O2 and 010–Mg1 

adducts. Pure potential adsorption energy (∆Eel), estimate of the contribution of dispersion to the 

adsorption energy (∆ED2) and zero-point energy corrected (∆U0) adsorption energy. 

Reaction ∆Eel ∆ED2* ∆Eel+∆ED2 ∆U0 ∆U0+∆ED2 

Ol(010) + H → 010–Fe1 -38.7 -1.4 -40.1 -34.3 -35.7 

Ol(010) + H → 010–O1 -16.2 -1.3 -17.5 -9.4 -10.7 

Ol(010) + H → 010–O2 -13.8 -2.7 -16.5 -7.3 -10.0 

Ol(010) + H → 010–Mg1 -1.1 -0.8 -1.9 -0.2 -1.0 
* Grimme’s dispersion energy calculated with scaling factor to 𝑠( = 1.0. 

According to the calculated adsorption energies (see Table 3.20), the most stable adduct is 

010–Fe1 (ΔU0 = -34.3 kcal mol-1), in which the H atom interacts directly with the iron (Fe-

interacting system). This is followed by the O-interacting 010–O1 and 010–O2 systems 

(ΔU0 between -9 and -7 kcal mol-1) and the Mg-interacting 001–Mg2 system (ΔU0 = -0.2 

kcal mol-1). In order to estimate the magnitude of dispersion forces on the adsorption 

energy, the Grimme’s correction for dispersion assuming a scaling factor of 𝑆( = 1.0 have 

been calculated (note that for BHLYP functional no scaling factor has been described) and 

is reported in Table 3.20. For 010–Mg1, its adsorption energy value, as well as the large 

Mg–H distance (2.433 Å) and the distribution of spin density (+0.96 on H and +3.90 on 

Fe), indicate this corresponds to a physisorption state. The rest of the adducts are 

chemisorpted states because, in addition to larger adsorption energies, the O-interacting 

systems have typical O–H distances (by around 0.96 Å) and the 010–Fe1 adduct has a Fe–

H distance of 1.625 Å. 

Table 3.21 Net charges and electronic spin densities on the H, Fe and Mg atoms, and the sum of the spin 

density values of the O atoms closest to H, computed at B2//B1 level for the different singly-H adsorptions 

on Ol(010) at sextet spin state. 

 Charge Spin 

 H Fe Mg O H Fe Mg O 

010–Fe1 -0.26 +1.35 +1.10 -1.18 0.19 4.58 0.00 0.23 

010–O1 +0.32 +0.52 +1.11 -1.13 0.01 4.93 0.00 0.06 

010–O2 +0.33 +1.20 +0.45 -1.13 0.01 3.93 0.95 0.11 

010–Mg1 +0.06 +1.18 +1.02 -1.19 0.96 3.90 0.02 0.12 
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For the remaining adducts, the spin density on the adsorbed H atom is mainly zero, in 

agreement with their chemisorbed character. The spin density contribution depends on the 

chemisorbed state. That is, for 010–O2, the Mulliken spin density is on the outermost Mg 

atom (+0.95 on Mg and +3.93 on Fe), whereas for 010–O1 adduct, the spin density is on 

the Fe atom (+4.93). That is, upong interacting with the O atom, the spin density of H atom 

moves to the closest metal. On the other hand, and according to atomic charges, it seems 

that iron reduces its partial charge in the 010–O1 adduct, in agreement with the electron 

transferred from the adsorbed H atom to the Fe atom, which suggests that iron has 

undergone a partial reduction in its oxidation state (from +1.18|e| to +0.52|e|) and the H 

atom has a character of H+ with a Mulliken charge of +0.32|e|. As iron has five unpaired 

electrons, it adopts a 4s13d6 electronic configuration, in detriment of the 4s03d7 

configuration, which would imply a spin density of about +3.00. Note that the 4s13d6 and 

4s03d7 electronic configuration of iron lye very close in energy, the former being the 

ground state. Different electronic reorganization is observed in the 010–Fe1 adduct. In this 

complex, the charge of the H atom is -0.26|e| so that it acquires a certain character of H–, 

whereas the charge of iron increases (from +1.18|e| to +1.35|e|), thus indicating a partial 

oxidation of the Fe atom. The calculated spin density of iron is +4.58, which seems to 

indicate an electronic configuration close to 4s03d5 to justify the almost five unpaired 

electrons. 

Figure 3.28a shows the energy profile corresponding to the interconversion between the 

different adsorption states along the 010–Mg1 → 010–O2 → 010–O1 →  010–Fe1 path, 

which goes from the physisorption state to the most stable chemisorption state. The first 

step consists of an H jump from the Mg atom to the adjacent O atom, involving the 

simultaneous Mg–H breaking and O–H forming bonds. Then, the second step connects the 

two O-interacting chemisorption states, which involves a synchronous O–H 

breaking/formation on the surface. The calculated energy barrier (∆U0
‡) of this process is 

very high (39.7 kcal mol-1), due to the cleavage of chemical bond, whereas the energy 

barrier of the first H jump is much lower (7.1 kcal mol-1), because the H atom is 

physisorbed. Finally, the third step involves the hydrogen jump to reach the most stable 

010–Fe1 adduct. In this case, the computed energy barrier is also significantly high (19.9 

kcal mol-1), because of the cleavage of a SiO–H surface silanol group. 
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Figure 3.28 BHLYP energy profiles including ZPE corrections for the interconversion between the 

different adsorption states adopting a 010–Mg1 → 010–O2 → 010–O1 → 010–Fe1 sequence (a) and 

direct H adsorption to form 010–O1 (b) calculated at B2//B1 (bond distances in Å and energies in kcal 

mol-1). Relative energies are referenced with respect to the Ol(010) + H zero-energy asymptote. 

Following the same procedure developed in the Fo(010) surface, localization of transition 

structures connecting the Ol(010) + H asymptote with the adsorbed species was attempted. 

Whereas no transition structures have been found for 010–Mg1 and 010–Fe1 adsorptions, 

indicating that these adsorption processes are barrierless, a transition structure for 010–O1 

was located. Figure 3.28b shows the energy profile for the direct H adsorption connecting 
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the Ol(010) + H asymptote with the most stable O-interacting 010–O1 chemisorption, 

displaying an energy barrier ∆U0
‡ = 15.7 kcal mol−1, very far from the value obtained on 

passing from 010–O2 to 010–O1 (see Figure 3.28a). 

To sum up, the H jump process appears to be kinetically hindered at the low temperatures 

in the ISM, as it involves chemisorbed species. On the other hand, all the calculated 

transition structures in these processes are energetically higher than the Ol(010) + H 

asymptote, thus indicating that the jump from one adsorption site to another may take place 

through H desorption–adsorption steps rather than via surface diffusion. 

 

3.4.3. Adsorption of a Second H Atom 

To simulate the formation of the H2 molecule on Ol(010) through a LH mechanism, the 

adsorption of a second H atom on the 010–Fe1, 010–O1, 010–O2 and 010–Mg1 adducts 

has been considered adopting a quintet spin state, which is more stable than the heptet one. 

A total of 8 initial guess adducts by combining the different H/Ol(010) complexes were 

taken into account: i) one derived from the combination of 010-Fe1 and 010-Mg1 (i.e., 

010–Fe1-Mg1); ii) two derived from the combination of 010–Fe1 with the second H atom 

adsorbed on the O atoms (i.e., 010–Fe1-O1 and 010–Fe1-O2); iii) two derived from the 

combination of 010–Mg1 with the O atoms (i.e., 010–O1-Mg1 and 010–O2-Mg1); and iv) 

three derived from the combination of the O-interacting adducts (i.e., 010–O1-O1, 010–

O1-O2 and 010–O2-O2). For the sake of clarity, only the optimized geometry of the most 

stable adducts for each type of double-adsorption with the quintet spin state is shown in 

Figure 3.29. The total adsorption energies computed as Ol(010) + 2H → 2H/Ol(010) are 

given in Table 3.22 and the net charge and electronic spin density values for the different 

doubly-H adsorptions are given in Table 3.23. Appendix B reports the remaining 

complexes (both structures and adsorption energies and also at the heptet spin state) and 

adsorption energies of the second H atom from the H/Ol(010) adducts, computed as 

H/Ol(010) + H → 2H/Ol(010). 
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Figure 3.29 BHLYP optimized geometries of the different complexes resulting from the adsorption of two 

H atoms on Ol(010) (010–Fe1-Mg1, 010–O2-Mg1, 010–Fe1-O1, 010–O1-O1, 010–Mg-H2 and 010–Fe–

H2) at quintet spin state. Bond distances in Å. 

Table 3.22 BHLYP reaction energies (in kcal mol−1) calculated at the B2//B1 level for the global H 

adsorption processes on Ol(010) to form the 010–Fe1-Mg1, 010–O2-Mg1, 010–Fe1-O1, 010–O1-O1, 

010–Mg-H2 and 010–Fe–H2 complexes. Pure potential adsorption energy (∆Eel), estimate of the 

contribution of dispersion to the adsorption energy (∆ED2) and zero-point energy corrected (∆U0) 

adsorption energy. 

Reaction ∆Eel ∆ED2* ∆Eel+∆ED2 ∆U0 ∆U0+∆ED2 

Ol(010) + 2H → 010–Fe1-Mg1 -41.2 -2.3 -43.5 -36.1 -38.4 

Ol(010) + 2H → 010–Fe1-O1 -100.7 -2.6 -103.3 -90.0 -92.6 

Ol(010) + 2H → 010–O2-Mg1 -95.3 -0.2 -95.5 -85.0 -85.2 

Ol(010) + 2H → 010–O1-O1 -38.3 -1.3 -39.6 -25.2 -26.5 

Ol(010) + 2H → 010–Mg-H2 -111.7 -1.5 -113.2 -103.1 -104.6 

Ol(010) + 2H → 010–Fe-H2 -111.3 -1.5 -112.8 -101.8 -103.3 
* Grimme’s dispersion energy calculated with scaling factor to 𝑠( = 1.0. 

The most stable complexes present one H atom adsorbed on the metal atom (Mg or Fe) 

while the other H atom is adsorbed on the neighbouring O atom; i.e., 010–Fe1-O1 and 

010–O2-Mg1, with ΔU0 = -90.0 and -85.0 kcal mol-1, respectively. These complexes are 

formed from a different route. As mentioned, the major fraction of spin density in 010–Fe1 
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is located on the Fe atom, thus partially oxidising iron. By adsorbing the second H atom on 

the O atom close to Fe atom (forming an O–H bond), the H atom transfers its electron to 

Fe atom, resulting in H+ and a partial reduction of iron to its initial oxidation state 

(Appendix B includes the whole set of net Mulliken charges and spin densities for all 

considered complexes). On the other hand, the unpaired electron in the 010–O2 adduct is 

localized on the uppermost Mg atom and, accordingly, the second H atom is adsorbed on 

Mg to form Mg–H. Therefore, the large stability is due to the formation of both hydride 

(Mg–H or Fe–H) and proton (Si–OH) groups.  

Table 3.23 Net charges and electronic spin densities on the H, Fe and Mg atoms, and the sum of the spin 

density values of the O atoms closest to H, computed at B2//B1 level for the different doubly-H 

adsorptions on Ol(010) (H1st and H2nd denotes the first and second H position according to the 

nomenclature of the complex, respectively). 

 Charge Spin 

 H1st H2nd Fe Mg O H1st H2nd Fe Mg O 

010–Fe1-Mg1 +0.07 -0.27 +1.35 +1.02 -1.18 -0.96 0.19 4.59 -0.03 0.21 

010–Fe1-O1 +0.33 -0.43 +0.97 +1.11 -1.13 0.00 -0.04 4.00 0.00 0.04 

010–Fe1-O2 +0.34 -0.23 +1.34 +0.46 -1.12 -0.01 0.20 4.57 -0.96 0.19 

010–O1-Mg1 -0.31 +0.34 +1.20 +0.78 -1.13 0.00 0.00 3.91 0.00 0.08 

010–O2-Mg1 -0.34 +0.34 +1.21 +0.79 -1.13 0.00 0.00 3.92 0.00 0.08 

010–O1-O1 +0.29 +0.29 -0.13 +1.14 -1.05 -0.03 -0.03 4.06 0.00 0.00 

010–O1-O2 +0.31 +0.29 +0.54 +0.47 -1.05 -0.03 0.03 4.88 -0.92 0.04 

010–O2-O2 +0.30 +0.30 +1.22 -0.16 -1.05 0.00 0.00 3.92 0.00 0.08 

Moreover, the larger stability of 010–Fe1-O1 and 010–O2-Mg1 with respect to the other 

complexes with this kind of hydride/proton character (ΔU0 = -67.7 and -40.5 kcal mol-1, 

see Appendix B), is due to the presence of the dihydrogen bond between the H– and H+ ad-

atoms, which is confirmed by their net charges (+0.33 and –0.43|e|, and –0.34 and +0.34|e|, 

respectively). The intermediate adsorption energy of 010–Fe1-Mg1 (ΔU0 = -36.1 kcal   

mol-1) is mainly due to the high adsorption energy coming from 010–Fe1 adduct. The 

adsorption energy of 010–O1-O1 is the less favourable (ΔU0 = -25.2 kcal mol-1; remaining 

complexes presenting double O chemisorption have values of -13.3 and -6.5 kcal mol-1, see 

Appendix B). This low stability is due to the presence of two silanol (SiOH) groups, which 

partially breaks two Mg–O surface bonds. 
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3.4.4. H2 Formation 

H2 adsorbed on Ol(010) offers two structures: one in which the interaction is with the 

uppermost Mg atom (010–Mg-H2) and the other on the Fe atom (010–Fe-H2), which are 

shown in Figure 3.29. The computed adsorption energy at quintet spin state (ΔU0 = -1.3 

and ~0 kcal mol-1, respectively) indicates they are very weakly bound H2···Ol(010) adducts 

(Appendix B includes the whole adsorption energies calculated at B1 and B2//B1). 

Regardless of this weak interaction, the reaction energy for the H2 formation through 

Ol(010) + 2H → 010–M-H2 (M = Mg or Fe) is very large and negative (about -103 kcal 

mol-1, see Table 3.22). Table 3.24 shows the reaction energies for the H2 formation from 

the 2H/Ol(010) complexes presented in Figure 3.29 (in Appendix B the reaction energies at 

B1 and B2//B1 basis set and at quintet and septet spin state). In all cases the reaction is 

favourable, i.e. the reaction energies are negative, resulting in exoergic processes. Despite 

the exoergic character of the 010–O1-O1 complex, the reaction is expected to exhibit very 

high-energy barriers because the recombination of two H atoms with an H+ character 

(entailing a significant electronic and structural reorganization) prevents any occurrence of 

the process. Similar situations were already found for the H2 formation on Fo(010) [247]. 

The reaction through the three other complexes shows significantly smaller energy-barrier 

processes, as either present the H+ and H– surface groups (010–Fe1-O1 and 010–O2-Mg1) 

or one H atom is physisorbed (010–Fe1-Mg1) so it can easily recombine with its H partner. 

Table 3.24 BHLYP reaction energies (in kcal mol−1) calculated at the B2//B1 level for the H2 formation 

from the 2H/Ol(010) complexes on Ol(010) at quintet spin state. Pure potential adsorption energy (∆Eel), 

estimate of the contribution of dispersion to the adsorption energy (∆ED2) and zero-point energy 

corrected (∆U0) adsorption energy. 

Reaction ∆Eel ∆ED2* ∆Eel+∆ED2 ∆U0 ∆U0+∆ED2 

010–Fe1-Mg1 → 010–Fe-H2 -70.1 0.8 -69.3 -65.7 -64.9 

010–O2-Mg1 → 010–Mg-H2 -16.4 -1.2 -17.6 -18.1 -19.3 

010–Fe1-O1 → 010–Fe-H2 -10.6 +1.1 -9.5 -11.8 -10.7 

010–O1-O1 → 010–Fe-H2 -73.0 -0.2 -73.2 -76.6 -76.8 
* Grimme’s dispersion energy calculated with scaling factor to 𝑠( = 1.0. 

The computed energy profiles are shown in Figure 3.30. The H2 formation from 010–Fe1-

Mg1 involves a radical–hydride reaction (+0.07 and -0.27|e| net charge and -0.94 and 

+0.19 spin density, respectively), and exhibits very large and negative reaction energy 
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(around -66 kcal mol-1, see Table 3.24) and very low energy barrier (around 1 kcal mol−1, 

see Figure 3.30a), thus suggesting that the LH mechanism is feasible.  

 

Figure 3.30 BHLYP energy profiles including ZPE corrections for the recombination of two H atoms to 

form H2 on 010–Fe1-Mg1, 010–O2-Mg1 and 010–Fe1-O1 complexes calculated at B2//B1 (bond 

distances in Å and energies in kcal mol-1). Relative energies are referenced with respect to the Ol(010) + 

2H zero-energy asymptote. 

H2 formation from 010–O2-Mg1 and 010–Fe1-O1 (i.e., those with O-chemisorbed states) 

were found to have less favourable reaction energies (-18.1 and -11.8 kcal mol-1, see Table 

3.24) and higher energy barriers (5.4 and 10.3 kcal mol−1, see Figure 3.30b and Figure 
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3.30c). This is because they are the most stable complexes and H recombination is between 

neighbouring H− and H+ atoms belonging to the surface Mg–H or Fe–H and SiOH groups, 

respectively (vide supra), in which chemical bonds breakings are involved. 

 

3.4.5. Comparison with (010) Mg2SiO4 Surface 

H adsorption can occur either on the uppermost metal atoms (Mg or Fe) or on the most 

exposed surface oxygen atoms. According to the results obtained, H physisorption 

exclusively takes place on the outermost Mg ion, while adsorption on the O and Fe ions 

leads to chemisorbed states. The major difference between forsterite and Fe-containing 

surfaces is the larger adsorption energy when the H atom interacts directly with the Fe 

atom (010–Fe1 adduct, ∆𝑈+ ~ 34 kcal mol-1), compared to the other singly H-adsorbed 

adducts (∆𝑈+ ≤ 10 kcal mol-1). This is because Fe atom has an open-shell electronic 

structure, which makes the interaction with a radical species such as a hydrogen atom 

stronger than with Mg and O atoms. Thus, surface diffusion of hydrogen is limited at the 

ISM temperatures even more with the presence of iron in the silicate surface. Due to the 

high energy barriers for the H atom jumps through the different chemisorption sites (∆𝑈+
‡ 

of 20 and 40 kcal mol-1), H can only displace on the surface through adsorption–desorption 

steps, in line with the Mg-rich (010) forsterite surface. 

The Langmuir-Hinshelwood recombination of the H ad-atoms to form a H2 molecule from 

the doubly H-adsorbed adducts seems feasible on the Ol(010) surface. In order to find out 

what is the role of iron in the formation of molecular hydrogen, a comparison between 

forsterite and Fe-containing surfaces has been carried out. For a better comparison, the 

energy profiles corresponding to the H2 formation on Ol(010) have been recalculated at the 

B3LYP level of theory, adopting the same methodology employed with Fo(010). Table 

3.25 shows the potential energy barriers and reaction energies of those complexes which 

are homologous to both surfaces. Results from the reactions involving metal adsorbed H 

atoms (i.e., those derived from 010–Mg2a-Mg2b and 010–Fe1-Mg1) show that the energy 

barriers are very similar on forsterite and on Fe-containing system (∆E‡ = 1.8 and 1.6 kcal 

mol-1, respectively), whereas the reaction energies are significantly different, being much 

more negative on forsterite (∆E = -105.8 and -67.5 kcal mol-1, respectively), due to the 
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larger stability of 010–Fe1-Mg1 than 010–Mg2a-Mg2b as initial reactants. Despite these 

differences, for both systems the formation of H2 through LH mechanism is favourable. 

Table 3.25 Energy barriers (∆E‡) and reaction energies (∆E) (only the contribution to the electronic 

energy, in kcal mol-1) for the H2 formation on Ol(010), using the BHLYP and B3LYP functionals (at the 

BHLYP/B2//BHLYP/B1 and B3LYP/B2//B3LYP/B1 theory level, respectively) and on Fo(010) [247], 

using the B3LYP functional (at B3LYP/B2//B3LYP/B1 theory level). 

  ∆E‡  ∆E  

Reaction Surface BHLYP B3LYP BHLYP B3LYP 

010–Mg2a-Mg2b → 010–H2 Fo(010) --- 1.8 --- -105.8 

010–Fe1-Mg1 → 010–Fe-H2 Ol(010) 1.6 1.6 -70.1 -67.5 

010–O1a-Mg2a → 010–H2 Fo(010) --- 5.5 --- -14.8 

010–O2-Mg1 → 010–Mg-H2 Ol(010) 8.1 4.1 -16.4 -15.1 

010–Fe1-O1 → 010–Fe-H2 Ol(010) 13.2 10.4 -10.6 -13.4 

Those reactions involving O-chemisorbed H atoms (010–O1a-Mg2a, 010–O2-Mg1 and 

010–Fe1-O1) have very similar reaction energies, between -13 and -15 kcal mol-1. As far 

as the reaction energy is concerned, differences can be observed. Comparing the 010–O2-

Mg1 and 010–O1a-Mg2a complexes, in which both hydrogens are adsorbed onto a 

contiguous Mg and O atoms, the former presents an energy barrier 1.4 kcal mol-1 lower 

than the latter (4.1 and 5.5 kcal mol-1, respectively), suggesting that iron (only present in 

the former) exerts a minor influence in the energy barrier when it acts as spectator. 

However, the energy barrier from 010–Fe1-O1 is significantly higher than 010–O1a-Mg2a 

(10.4 and 5.5 kcal mol-1, respectively) because of the stronger Fe–H interaction compared 

to the Mg–H one. According to these results, if the H2 formation takes place following a 

Langmuir-Hinshelwood mechanism through an O-chemisorbed H-atom coupling, the 

presence of iron hinders the process. 

As a final point, the trend of the kinetics of the different H hopping and H recombination 

on the Fe-containing surface has been studied. For each surface process the crossover 

temperature (TX) has been determined [182] and by means of Eyring’s equation the 

Arrhenius plots of kSC-TST represented. Transmission coefficients have been estimated 

using the formula by Fermann and Auerbach [182] (above Tx, 𝜅 𝑇 = 1 is considered). 

Calculated TX values, together with the values of ∆𝑈+
‡ and 𝜈‡ used, are shown in Table 

3.26 and the Arrhenius plots between 150 and 450 K are represented in Figure 3.31. 
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Table 3.26 BHLYP zero-point energy corrected energy barriers (∆U0
‡, in kcal mol-1) at the B2//B1 level, 

transition frequencies (ν‡, in cm-1) and tunnelling crossover temperatures (TX, in K) on Ol(010). 

 Reaction ∆U0
‡ ν‡ TX 

Figure 3.28a 010–Mg1 → 010–O2 7.1 1272 308 

Figure 3.28a 010–O2 → 010–O1 39.7 1795 417 

Figure 3.28a 010–O1 → 010–Fe1 19.9 1284 300 

Figure 3.28b Ol(010) + H → 010–O1 15.7 2422 583 

Figure 3.30a 010–Fe1-Mg1 → 010–Fe-H2 1.1 82 19 

Figure 3.30b 010–O2-Mg1 → 010–Mg-H2 5.4 1405 350 

Figure 3.30c 010–Fe1-O1 → 010–Fe-H2 10.3 1445 346 

For the processes related to the interconversion between the different H-adsorption sites on 

the Ol(010) surface (Figure 3.31a), tunnelling contributions are expected to be important in 

the range of the considered temperatures for the 010–Mg1 → 010–O2, 010–O2 → 010–O1 

and 010–O1 → 010–Fe1 H hopping, whose calculated TX values are 308, 417 and 300 K, 

respectively (see Table 3.26). Indeed, the corresponding Arrhenius plots show a notorious 

slope change below these Tx, in which log10(kSC-TST) remain relatively constant as happens 

in regimes dominated by tunnelling. However, the processes have different rates at these 

range of temperatures since the calculated log10(kSC-TST) values are clearly different, about 

7, -8 and -2, respectively, at 150 K. Therefore, while the 010–Mg1 → 010–O2 process is 

fast, the 010–O2 → 010–O1 and 010–O1 → 010–Fe1 H jumps are kinetically hindered at 

the interstellar temperatures, in agreement also with the corresponding energy barriers 

(∆𝑈+� = 7.1, 39.7 and 19.9 kcal mol-1, respectively). This is at variance with the Ol(010) + 

H → 010–O1 direct H-adsorption path (𝑇w = 583 K), where no slope change is observed 

because 𝑇w > 150, 450	𝐾 . Although the corresponding energy barrier is rather high 

(∆𝑈+� = 15.7 kcal mol-1), the process is fast (the calculated log10(kSC-TST) between 6.5 and 

7.5 at the range of temperatures). 
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Figure 3.31 Arrhenius plots of kSC-TST between 150 and 450 K on Ol(010). Crossover temperatures (TX) 

are indicated for each process in the interconversion between the different adsorption states (a) and in the 

recombination of two H atoms to form H2 (b). Above TX, 𝜅 𝑇 = 1 is considered. 

For the processes related to H recombination to form H2 on the Ol(010) surface (Figure 

3.31b), it is found that the TX for the 010–Fe1-Mg1 → 010–Fe-H2 is about 19 K (see Table 

3.26) and accordingly no slope change is observed in the Arrhenius plot, in line with the 

010–Mg2a-Mg2b H recombination complex on Fo(010) (𝑇w = 108 K), which are not 

affected by tunnelling. For the rest of the processes implicated in the H2 formation (i.e., 

010–O2-Mg1 → 010–Mg-H2 and 010–Fe1-O1 → 010–Fe-H2), tunnelling effects seem to 

be significant due to the slope change at its crossover temperature (𝑇w = 350 and 346 K, 

respectively), consistent also with the 010–O1a-Mg2a H recombination process on 

forsterite (𝑇w = 320 K). Nevertheless, the calculated log10(kSC-TST) values of all H 

recombination complexes on the Fe-containing surface, although they indicate that the H2 

formation processes are fast, about 11, 9 and 6, respectively (at 150 K), in agreement with 

the corresponding energy barriers (∆𝑈+� = 1.1, 5.4 and 10.3 kcal mol-1, respectively), they 
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are not as fast as on forsterite surfaces, with log10(kSC-TST) values of 13 and 12 for the 010–

Mg2a-Mg2b and 010–O1a-Mg2a H recombination processes, respectively, at 150 K. As a 

result, those reactions of H2 formation occurring on forsterite, despite the relevance of 

tunnelling effects, are faster at 150 K than those reactions occurring on the Fe-containing 

system. 

 

3.4.6. Final Remarks 

In order to identify the functional that better describes the interactions between iron and the 

hydrogen atom, H adsorption and the subsequent recombination is considered accordingly 

a previous calibration study. In almost all DFT functionals, the sextet spin state is more 

stable than quartet, trend that is increased at larger percentage of exact exchange. 

Comparing those functionals with a percentage between 25 and 50 % have Esextet ‒ Equartet 

values in closer proximity to the reference CCSD(T) method. As a result, we finally 

decided to take the BHLYP as the funcional to calculate the H adsorption and subsequent 

recombination on Fe-containing systems. 

On the Fe-containing (010) forsterite surface, H atom can interact with the uppermost Mg 

or Fe metal atoms or through the most exposed O atoms, forming a silanol (Si–OH) group. 

While on the Mg atom the H adsorption is clearly a physisorbed state, the rest of the 

adsorption are chemisorbed states due to the larger adsorption energies, the typical H 

distances and mainly the value of the spin density on the adsorbed H atom is zero. In the 

cases where the H atom is adsorbed closer to the Fe atom, the former acquires a character 

of proton or hydride and the latter undergoes a partial reduction or oxidation, respectively, 

according to atomic charges and spin densities. Because of the strongest chemisorbed 

states, the H diffusion is limited from the physisorption to the O-chemisorbed H jump 

process, whereas the rest of the chemisorbed H jumps processes have very high energy 

barriers for the ISM conditions. 

For the doubly-H adsorption, the most stable complexes present one H atom adsorbed on 

the metal atom (Mg or Fe) while the other H atom is adsorbed on the neighbouring O atom, 

thus forming both hydride (Mg–H or Fe–H) and proton (Si–OH) groups. Additionally, the 

presence of the dihydrogen bond between hydride and proton adsorbed H atoms promotes 
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larger stabilities. However, these complexes envisage higher energy barriers than a less 

stable complex where one H atom is physisorbed. Whereas that the former ones are the 

most stable complexes and their H recombination requires chemical bonds breaking, the 

latter one involves a radical-hydride reaction. 

To conclude, represented Arrhenius plots between 450 and 150 K indicate that tunnelling 

contributions are expected to be important in the range of the considered temperatures for 

the processes related to the H hopping. However, those processes with the highest energy 

barriers are kinetically hindered, that is, the interconversion between the chemisorbed 

states. For the processes related to the H recombination, tunnelling effects seem to be 

significant due to the slope change at its crossover temperature only for the doubly-H 

chemisorbed complexes, while the radical-hydride complex is not affected by tunnelling. 

Nevertheless, all the processes are fast in agreement with the corresponding energy 

barriers. 

  



 

4. Conclusions 

This thesis has focussed on understanding the adsorption of atomic hydrogen and the 

formation of molecular hydrogen on crystalline olivine surfaces. Specifically, we have 

used quantum mechanical calculations based on periodic density functional theory to 

provide a more complete scenario to elucidate how these processes in the ISM 

environment take place. With the presented results, answering a set of questions is aimed: 

 

• What is the role of the silicates in the formation of molecular hydrogen? 

In the gas phase, H2 formation through the 2𝐻 → 𝐻/ reaction is barrierless, while on 

silicate surfaces the process has energy barrier. Therefore, it seems that silicates do not act 

as catalysts but inhibit kinetically the reaction. However, in the gas phase the formed H2 

molecule cannot release its excess of energy and this induces its dissociation. The presence 

of silicates overcome this problem because they can act as third bodies that quickly absorb 

the nascent energy, hence avoiding H2 dissociation. Silicates can also act as hydrogen 

collector, which is of paramount importance in scenarios such as the diffuse interstellar 

medium. Moreover, the strenghness of H interaction significantly affect the role of silicate. 

For chemisorbed H atoms, silicates act as H reservoirs because H2 formation is relatively 

expensive; in contrast, for physisorbed H atoms, silicates act as platforms where the 

reactions can take place and H2 formation occurs readily. As a result, the role of silicates is 

very important to nascent molecular hydrogen from atomic hydrogen by acting as third 

body and as H collector. 

 

• How important is the different morphology of the crystal in the processes? 

The crystallographic (010) face, the more stable and extended orientation of forsterite, has 

a very regular and homogeneous surface structure without almost any reconstructions, 

which results in low H adsorption energies compared to those obtained for the other 

studied (001) and (110) crystallographic faces. These two latter surfaces have more 

irregular morphologies, with major structural reconstructions, resulting in heterogeneity 

that causes stronger adsorption processes. On the (010) surface, two feasible paths were 
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identified, based on a radical-radical H coupling and on a H+···H– recombination. In 

contrast, on the (001) surface, all reaction paths resulted to be energetically unfavourable 

due to the larger di-adsorption energies, whereas for the (110) surface, only the H+···H– 

recombination path has been elucidated as favourable. These results may show the 

different chemical behaviour towards H adsorption and recombination as a function of 

surface morphology and stability. 

 

• What is the effect of iron in the H2 formation? 

Iron has a similar role as the less stable forsterite surface. H interaction with iron is 

stronger than with the other atoms on the Fe-containing (010) surface. This indicates that 

Fe-containing silicates act as good reservoirs. Recombination involving Fe–H or Mg–H 

present similar energy barriers to Mg–H/Mg–H in forsterite, indicating that the formation 

of H2 through this mechanism is favourable in the presence of iron. In contrast, reaction 

involving Fe–H/O–H presents higher energy barriers than reacting involving Mg–H/O–H 

in forsterite, probably because of the stronger Fe–H interaction than the Mg–H one. 

According to this, if the H2 formation takes place following this mechanism through this 

path, the reaction is more expensive in terms of energy barriers. 

 

• How important are tunnelling effects in the processes? 

In general, tunnelling is important basically in processes dominated by chemisorbed states, 

in which bond breaking is expensive. In the case of H diffusion, jumps between Mg atoms 

in (010) and (001) forsterite surfaces and the jump from Mg atom to an O atom on the 

(110) surface, are processes where tunnelling seems to be irrelevant, whereas the other 

processes, which involve up to two chemisorbed atoms, are clearly governed by tunneling. 

Similars facts occur in the formation of H2, only recombinations from H di-adsorptions on 

metal centers, in which at least one H atom is physisorbed, are not under the effects of 

tunnelling, while this is indeed the case of rest of the recombinations. 
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To sum up, two future prospects can be adressed as a result of the present thesis to study 

hydrogen adsorption and subsequent recombination. On one hand, on surfaces of 

amorphous silicates. Dust grains formed by crystalline silicates are present in the 

interstellar medium; however, many of them are present in an amorphous state due to 

shocks and impacts suffered. Therefore, once provided to the current situation clues about 

the formation of H2 with this thesis, modeling an amorphous material and understanding 

the role of defects produced may help to understand the complexity of these phenomena. 

On the other hand, on other silicate minerals. In this thesis only it has been considered the 

forsterite mineral as one of the most abundant crystalline silicates in the ISM, but other 

silicate minerals may provide additional information to these processes. One is the enstatite 

(MgSiO3), the magnesium endmember of the pyroxene silicate mineral series. Enstatite is 

one of the few silicate minerals that have been observed in crystalline form outside our 

Solar System, particularly around evolved stars and Planetary Nebulae, and is thought to 

be one of the early stages for the formation of crystalline silicates in space. The other 

major family are phyllosilicate minerals, such as serpentine, clay minerals, mica and 

chlorite groups. They are found near some planetary surfaces and have been important to 

life and many theories of abiogenesis involve them. All phyllosilicate minerals are 

hydrated, with either water or hydroxyl groups attached, which gives a greater number of 

physisorption phenomena and therefore more likely to occur radical-radical coupling. 

In any case, results are very sensitive both to the method of calculation and to the surface 

model used. In previous works, Kerkeni and Bromley [105] used the mPWB1K functional 

and a nanocluster surface model, and Goumans and coworkers [109] also used the same 

mPWB1K density functional method in an embedded cluster approach. In both cases 

different energy results were identified, mainly in the energy barriers. This is of 

significance because the energetic results provided by quantum chemical calculations can 

be used in numerical astrochemical models as input data. So, the sparce of energetic results 

can dramatically affect the predictions and trends provided by the numerical models. 
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Appendix A. Further Details on H Adsorption and H2 Formation 
on (010), (001) and (110) Mg2SiO4 Surfaces 

Further details on the calculations of the reaction energies for the adsorption of the second 

H atom on Fo(010) and for the adsorption of one and two H atom on Fo(001) and Fo(110). 

 

A.1. Adsorption of a Second H Atom on Fo(010) 

Table A.1 Net charges and electronic spin densities on the H atoms, on the Mg atom closest to H, and the 

sum of the spin density values of the O atoms closest to H, computed at B2//B1 level for the different 

doubly-H adsorptions on Fo(010) (H1st and H2nd denotes the first and second H position according to the 

nomenclature of the complex, respectively, and Mga and Mgb denotes the position of Mg depending on 

whether it is left or right on the surface, respectively). 

 Charge 

 H1st H2nd Mga Mgb O 

010–Mg1a-Mg1b +0.01 +0.01 +0.96 +0.96 -1.10 

010–Mg2a-Mg1b -0.02 +0.02 +0.93 +0.97 -1.08 

010–Mg2a-Mg2b -0.01 -0.01 +0.93 +0.93 -1.07 

010–O1a-Mg2b +0.33 -0.29 +1.00 +0.71 -1.04 

010–O1a-Mg2a +0.33 -0.33 +0.74 +1.01 -1.08 

010–O1a-O1b +0.29 +0.29 +0.44 +0.44 -0.97 

 Spin 

 H1st H2nd Mga Mgb O 

010–Mg1a-Mg1b 0.88 -0.88 0.03 -0.03 0.00 

010–Mg2a-Mg1b 0.74 -0.89 0.06 -0.03 0.14 

010–Mg2a-Mg2b 0.75 -0.75 0.06 -0.06 0.00 

010–O1a-Mg2b 0.00 0.00 0.00 0.00 0.00 

010–O1a-Mg2a 0.00 0.00 0.00 0.00 0.00 

010–O1a-O1b 0.04 -0.04 0.85 -0.85 0.00 
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Table A.2 B3LYP-D2* reaction energies calculated at B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 for the second H atom on Fo(010) from the H/Fo(010) adducts. Uncorrected (ΔE), BSSE 

corrected (ΔEC) and zero-point energy corrected (ΔU0
C) adsorption energies (values in kcal mol-1). 

 ∆E ∆EC ∆U0
C 

Reaction B1 B2//B1 B1 B2//B1 B1 B2//B1 

010–Mg1 + H → 010–Mg1a-Mg1b -3.1 -3.4 -1.9 -2.9 -1.2 -2.2 

010–Mg2 + H → 010–Mg2a-Mg1b -3.1 -3.2 -1.8 -2.8 -1.0 -1.9 

010–Mg2 + H → 010–Mg2a-Mg2b -3.9 -3.9 -2.9 -3.6 -1.3 -2.1 

010–O1 + H → 010–O1a-Mg2b -63.9 -64.4 -63.0 -65.2 -59.6 -61.8 

010–O1 + H → 010–O1a-Mg2a -82.3 -82.4 -81.4 -82.1 -77.9 -78.7 

010–O1 + H → 010–O1a-O1b -2.8 -3.9 -0.2 -2.7 +5.1 +2.5 

 

A.2. Adsorption of One H Atom on Fo(001) and Fo(110) 

Table A.3 B3LYP-D2* reaction energies calculated at the B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 level for the first H adsorption process on Fo(001) to form the H/Fo(001) adducts and on 

Fo(110) to form the H/Fo(110) adducts. Uncorrected (∆E) and zero-point energy corrected (∆U0) 

adsorption energy (values in kcal mol-1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

Fo(001) + H → 001–Mg1 -17.1 -14.1 -14.1 -11.1 

Fo(001) + H → 001–Mg2 -12.0 -6.7 -8.1 -2.7 

Fo(001) + H → 001–O1 -41.6 -40.1 -34.5 -33.0 

Fo(001) + H → 001–O2 -53.7 -51.5 -46.7 -44.5 

Fo(001) + H → 001–O3 -56.7 -55.3 -49.8 -48.4 

Fo(110) + H → 110–Mg1 -6.3 -6.0 -4.0 -3.8 

Fo(110) + H → 110–Mg2 -8.3 -7.9 -6.2 -5.8 

Fo(110) + H → 110–O1 -37.8 -37.0 -31.4 -30.6 

Fo(110) + H → 110–O2 -34.5 -33.0 -28.1 -26.6 

Fo(110) + H → 110–O3 -34.8 -34.0 -28.2 -27.4 

Fo(110) + H → 110–O4 -49.3 -47.7 -42.8 -41.2 
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Table A.4 Net charges and electronic spin densities on the H atom, on the Mg atom closest to H, and the 

sum of the spin density values of the O atoms closest to H, computed at B2//B1 level for the different 

singly-H adsorptions on Fo(001) and Fo(110). 

 Charge Spin 

 H Mg O H Mg O 

001–Mg1 -0.36 +0.69 -0.64 0.07 0.00 0.93 

001–Mg2 -0.34 +0.72 -1.09 0.06 0.00 0.94 

001–O1 +0.35 +0.33 -0.86 0.00 0.93 0.07 

001–O2 +0.31 +0.32 -0.74 0.00 0.93 0.07 

001–O3 +0.27 +0.30 -0.80 0.03 0.91 0.06 

110–Mg1 0.00 +0.87 -0.94 0.64 0.14 0.22 

110–Mg2 -0.04 +0.83 -0.94 0.61 0.08 0.31 

110–O1 +0.38 +0.53 -0.85 0.00 0.92 0.08 

110–O2 +0.35 +0.59 -0.78 0.03 0.93 0.04 

110–O3 +0.29 +0.57 -0.80 0.01 0.91 0.08 

110–O4 +0.31 +0.47 -0.78 0.01 0.85 0.14 
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A.3. Adsorption of a Second H Atom on Fo(001) and Fo(110) 

 

Figure A.1 B3LYP-D2* optimized geometries of the different complexes resulting from the adsorption of 

two H atoms on Fo(001) (001–O1-Mg2, 001–O1-Mg1, 001–O2-Mg2, 001–O3-Mg1, 001–O2-O1, 001–

O3-O1, 001–O3-O2, 001–L-H2 and 001–R-H2). Bond distances in Å. 
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Figure A.2 B3LYP-D2* optimized geometries of the different complexes resulting from the adsorption of 

two H atoms on Fo(110) (110–Mg1-Mg2, 110–O2-Mg1, 110–O2-Mg2, 110–O3-Mg1, 110–O3-Mg2, 

110–O1-Mg1, 110–O4-Mg1, 110–O4-Mg2, 110–O2-O3, 110–O1-O2, 110–O1-O3, 110–O2-O4, 110–O3-

O4, 110–O1-O4, 110–L-H2 and 110–R-H2). Bond distances in Å. 
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Table A.5 B3LYP-D2* reaction energies calculated at B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 for the H recombination process on Fo(001) to form the 2H/Fo(001) and H2/Fo(001) complexes 

and on Fo(110) to form the 2H/Fo(110) and H2/Fo(110) complexes. Uncorrected (∆E) and zero-point 

energy corrected (∆U0) adsorption energy (values in kcal mol-1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

Fo(001) + 2H → 001–O1-Mg2 -125.7 -122.7 -113.8 -110.9 

Fo(001) + 2H → 001–O1-Mg1 -118.4 -116.2 -107.1 -104.9 

Fo(001) + 2H → 001–O2-Mg2 -135.7 -131.6 -124.1 -120.0 

Fo(001) + 2H → 001–O3-Mg1 -140.9 -137.9 -129.8 -126.8 

Fo(001) + 2H → 001–O2-O1 -79.4 -76.5 -65.8 -62.9 

Fo(001) + 2H → 001–O3-O1 -72.1 -70.6 -59.3 -57.8 

Fo(001) + 2H → 001–O3-O2 -88.2 -84.3 -75.0 -71.1 

Fo(001) + 2H → 001–L-H2 -117.7 -116.2 -108.7 -107.2 

Fo(001) + 2H → 001–R-H2 -116.8 -114.4 -108.1 -105.7 

Fo(110) + 2H → 110–Mg1-Mg2 -14.2 -13.2 -9.9 -8.9 

Fo(110) + 2H → 110–O2-Mg1 -112.3 -110.6 -102.3 -100.6 

Fo(110) + 2H → 110–O2-Mg2 -105.1 -106.1 -94.8 -95.8 

Fo(110) + 2H → 110–O3-Mg1 -93.6 -106.4 -83.0 -95.8 

Fo(110) + 2H → 110–O3-Mg2 -115.9 -115.9 -105.4 -105.5 

Fo(110) + 2H → 110–O1-Mg1 -114.6 -113.3 -104.6 -103.4 

Fo(110) + 2H → 110–O4-Mg1 -119.9 -117.3 -109.7 -107.1 

Fo(110) + 2H → 110–O4-Mg2 -132.2 -130.7 -121.5 -120.0 

Fo(110) + 2H → 110–O2-O3 -74.7 -73.1 -61.7 -60.1 

Fo(110) + 2H → 110–O1-O2 -62.2 -61.6 -50.5 -49.9 

Fo(110) + 2H → 110–O1-O3 -75.3 -73.5 -62.2 -60.5 

Fo(110) + 2H → 110–O2-O4 -84.3 -82.1 -71.5 -69.3 

Fo(110) + 2H → 110–O3-O4 -74.2 -71.3 -61.4 -58.5 

Fo(110) + 2H → 110–O1-O4 -84.8 -82.5 -72.1 -69.8 

Fo(110) + 2H → 110–L-H2 -119.8 -118.4 -110.3 -108.8 

Fo(110) + 2H → 110–R-H2 -115.4 -114.3 -106.9 -105.8 
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Table A.6 Net charges and electronic spin densities on the H atoms, on the Mg atom closest to H, and the 

sum of the spin density values of the O atoms closest to H, computed at B2//B1 level for the different 

doubly-H adsorptions on Fo(001) and Fo(110) (H1st and H2nd denotes the first and second H position 

according to the nomenclature of the complex, respectively, and Mga and Mgb denotes the position of Mg 

depending on whether it is left or right on the surface, respectively). 

 Charge Spin 

 H1st H2nd Mga Mgb O H1st H2nd Mga Mgb O 

001–O1-Mg2 +0.34 -0.36 +0.73 --- -0.96 0.00 0.00 0.00 --- 0.00 

001–O1-Mg1 +0.33 -0.40 +0.71 --- -0.96 0.00 0.00 0.00 --- 0.00 

001–O2-Mg2 +0.31 -0.35 +0.71 --- -0.98 0.00 0.00 0.00 --- 0.00 

001–O3-Mg1 +0.28 -0.36 +0.64 --- -0.96 0.00 0.00 0.00 --- 0.00 

001–O2-O1 +0.29 +0.34 -0.29 --- -0.90 0.00 0.00 0.00 --- 0.00 

001–O3-O1 +0.28 +0.35 -0.23 --- -0.88 0.00 0.00 0.00 --- 0.00 

001–O3-O2 +0.30 +0.28 -0.31 --- -0.87 0.00 0.00 0.00 --- 0.00 

110–Mg1-Mg2 +0.00 -0.03 +0.86 +0.86 -0.96 0.66 -0.62 0.14 -0.10 -0.05 

110–O2-Mg1 +0.35 -0.26 +0.85 +0.85 -0.96 -0.02 0.08 -0.08 0.00 0.02 

110–O2-Mg2 +0.35 -0.39 +1.02 +1.02 -0.98 0.00 0.00 0.00 0.00 0.00 

110–O3-Mg1 +0.28 -0.36 +0.71 +0.71 -0.96 0.00 0.00 0.00 0.00 -0.05 

110–O3-Mg2 +0.29 -0.34 +0.94 +0.94 -0.94 0.00 0.00 0.00 0.00 -0.05 

110–O1-Mg1 +0.37 -0.25 +0.86 +0.86 -0.97 0.00 0.00 0.02 0.00 0.00 

110–O4-Mg1 +0.34 -0.32 +0.88 +0.88 -0.94 0.00 0.00 0.00 0.00 0.00 

110–O4-Mg2 +0.33 -0.34 +0.93 +0.93 -0.95 0.00 0.00 0.00 0.00 0.00 

110–O2-O3 +0.35 +0.30 +0.54 +0.54 -0.90 0.00 -0.02 -0.86 0.75 -0.01 

110–O1-O2 +0.27 +0.25 +0.45 +0.45 -0.88 0.00 0.00 0.00 0.00 0.00 

110–O1-O3 +0.37 +0.29 +0.56 +0.56 -0.90 0.00 -0.04 -0.87 0.79 -0.02 

110–O2-O4 +0.35 +0.29 +0.50 +0.50 -0.90 0.00 -0.01 0.88 -0.77 0.01 

110–O3-O4 +0.26 +0.33 +0.51 +0.51 -0.88 0.09 0.00 0.77 -0.85 0.01 

110–O1-O4 +0.38 +0.29 +0.51 +0.51 -0.91 0.00 0.00 0.89 -0.82 0.01 
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Table A.7 B3LYP-D2* reaction energies calculated at B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 for the second H atom on Fo(001) from the H/Fo(001) adducts and on Fo(110) from the 

H/Fo(110) adducts. Uncorrected (∆E) and zero-point energy corrected (∆U0) adsorption energy (values 

in kcal mol-1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

001–O1 + H → 001–O1-Mg2 -84.1 -82.6 -79.4 -77.9 

001–O1 + H → 001–O1-Mg1 -76.8 -76.1 -72.7 -71.9 

001–O2 + H → 001–O2-Mg2 -82.0 -80.1 -77.4 -75.5 

001–O3 + H → 001–O3-Mg1 -84.2 -82.7 -80.0 -78.5 

001–O2 + H → 001–O2-O1 -25.7 -25.0 -19.1 -18.4 

001–O3 + H → 001–O3-O1 -15.4 -15.3 -9.5 -9.4 

001–O3 + H → 001–O3-O2 -31.5 -29.1 -25.2 -22.8 

110–Mg2 + H → 110–Mg1-Mg2 -5.9 -5.4 -3.7 -3.1 

110–O2 + H → 110–O2-Mg1 -77.8 -77.6 -74.3 -74.0 

110–O2 + H → 110–O2-Mg2 -70.7 -73.1 -66.8 -69.2 

110–O3 + H → 110–O3-Mg1 -58.8 -72.4 -54.8 -68.4 

110–O3 + H → 110–O3-Mg2 -81.1 -81.9 -77.3 -78.0 

110–O1 + H → 110–O1-Mg1 -76.8 -76.3 -73.2 -72.8 

110–O4 + H → 110–O4-Mg1 -70.7 -69.6 -67.0 -65.9 

110–O4 + H → 110–O4-Mg2 -83.0 -83.0 -78.8 -78.9 

110–O3 + H → 110–O2-O3 -40.0 -39.1 -33.5 -32.6 

110–O1 + H → 110–O1-O2 -24.4 -24.6 -19.1 -19.3 

110–O1 + H → 110–O1-O3 -37.5 -36.5 -30.8 -29.8 

110–O4 + H → 110–O2-O4 -35.0 -34.4 -28.7 -28.1 

110–O4 + H → 110–O3-O4 -24.9 -23.6 -18.7 -17.4 

110–O4 + H → 110–O1-O4 -35.5 -34.8 -29.3 -28.6 
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A.4. H2 Formation on Fo(001) and Fo(110) 

Table A.8 B3LYP-D2* reaction energies calculated at B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 for the H2 formation on Fo(001) from the 2H/Fo(001) complexes and on Fo(110) from the 

2H/Fo(110) complexes. Uncorrected (∆E) and zero-point energy corrected (∆U0) adsorption energy 

(values in kcal mol−1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

001–O1-Mg2 → 001–L-H2 8.0 6.5 5.1 3.7 

001–O1-Mg1 → 001–L-H2 0.7 0.0 -1.6 -2.3 

001–O2-Mg2 → 001–L-H2 18.0 15.4 15.4 12.8 

001–O3-Mg1 → 001–L-H2 23.2 21.7 21.1 19.6 

001–O2-O1 → 001–L-H2 -38.3 -39.7 -42.9 -44.3 

001–O3-O1 → 001–L-H2 -45.6 -45.6 -49.4 -49.4 

001–O3-O2 → 001–L-H2 -29.5 -31.9 -33.7 -36.1 

110–Mg1–Mg2 → 110–L-H2 -105.6 -105.1 -100.4 -99.9 

110–O2–Mg1 → 110–L-H2 -7.5 -7.8 -7.9 -8.3 

110–O2–Mg2 → 110–L-H2 -14.6 -12.2 -15.4 -13.0 

110–O3–Mg1 → 110–L-H2 -26.2 -12.0 -27.3 -13.0 

110–O3–Mg2 → 110–L-H2 -3.9 -2.5 -4.8 -3.4 

110–O1–Mg1 → 110–L-H2 -5.2 -5.1 -5.6 -5.5 

110–O4–Mg1 → 110–L-H2 0.1 -1.1 -0.5 -1.8 

110–O4–Mg2 → 110–L-H2 12.4 12.4 11.3 11.2 

110–O2–O3 → 110–L-H2 -45.0 -45.2 -48.6 -48.8 

110–O1–O2 → 110–L-H2 -57.6 -56.8 -59.7 -59.0 

110–O1–O3 → 110–L-H2 -44.5 -44.9 -48.0 -48.4 

110–O2–O4 → 110–L-H2 -35.5 -36.3 -38.8 -39.6 

110–O3–O4 → 110–L-H2 -45.6 -47.1 -48.8 -50.3 

110–O1–O4 → 110–L-H2 -35.0 -35.9 -38.2 -39.1 
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Table A.9 B3LYP-D2* adsorption energies calculated at B3LYP-D2*/B1 and B3LYP-D2*/B2//B3LYP-

D2*/B1 of the H2 molecule on Fo(001) and Fo(110). Uncorrected (∆E) and zero-point energy corrected 

(∆U0) adsorption energy (values in kcal mol−1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

Fo(001) + H2 → 001–L-H2 -7.7 -6.2 -5.0 -3.5 

Fo(001) + H2 → 001–R-H2 -6.8 -4.3 -4.4 -2.0 

Fo(110) + H2 → 110–L-H2 -9.7 -8.3 -6.6 -5.1 

Fo(110) + H2 → 110–R-H2 -5.3 -4.2 -3.2 -2.1 



Appendix B. Further Details on Influence of Fe2+ Atoms: H2 
Formation on (010) (Mg,Fe)2SiO4 Surface 

Further details on the calculations of the reaction energies at different spin multiplicities 

for the adsorption of one and two H atom on Ol(010). 

 

B.1. Adsorption of One H Atom on Ol(010) 

Regarding the spin multiplicity of Fe2+ atom (d6, four unpaired electrons), the incoming H 

atom can adsorb on the surface with an up or down spin state, leading to a sextet or quartet 

global spin multiplicity, respectively. Table B.1 shows the adsorption energies of the 

different H/Ol(010) adducts for the sextet and quartet spin multiplicity and Table B.2 

presents their net charges and spin densities. As it mentioned in Section 5.3.2.1 of Chapter 

5, sextet is more stable than quartet for a cluster model, trend that is reproduced using 

periodic calculations. However, not all adducts accomplish this trend, the closer the H 

atom of the Fe atom is located, the larger the energy difference between the two spin states. 

The most clearly cases are the 010–Fe1 and 010–O1 adducts, where the H atom is 

interacting directly or closer on the metal atom, respectively, being around 24 and 7 kcal 

mol-1 more stable the sextet (five unpaired electrons) than the quartet (three unpaired 

electrons) spin state, respectively (values of ∆∆"# at B2//B1, see Table B.1, and for the 

values of spin densities see Table B.2). On the other hand, adsorption energies of remain 

two H-adsorbed adducts (i.e., 010–O2 and 010–Mg1) as a function of the spin density are 

identical and thus independent of the spin multiplicity, according to the distance at which 

the H atom of the Fe atom is placed. 
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Table B.1 BHLYP reaction energies calculated at the BHLYP/B1 and BHLYP/B2//BHLYP/B1 level for 

the first H adsorption process on Ol(010) to form the H/Ol(010) adducts. Uncorrected (∆E) and zero-

point energy corrected (∆U0) adsorption energy (values in kcal mol-1). 

  ∆E ∆U0 

Reaction MS B1 B2//B1 B1 B2//B1 

Ol(010) + H → 010–Fe1 6 -44.2 -38.7 -39.9 -34.3 

 4 -18.3 -14.6 -13.8 -10.1 

Ol(010) + H → 010–O1 6 -15.0 -16.2 -8.1 -9.4 

 4 -9.1 -9.2 -2.2 -2.4 

Ol(010) + H → 010–O2 6 -13.8 -13.8 -7.3 -7.3 

 4 -13.8 -13.8 -7.1 -7.1 

Ol(010) + H → 010–Mg1 6 -1.8 -1.1 -0.9 -0.2 

 4 -1.8 -1.1 -0.9 -0.3 

 

Table B.2 Net charges and electronic spin densities on the H, Fe and Mg atoms, and the sum of the spin 

density values of the O atoms closest to H, computed at B2//B1 level for the different singly-H adsorptions 

on Ol(010). 

  Charge Spin 

 MS H Fe Mg O H Fe Mg O 

010–Fe1 6 -0.26 +1.35 +1.10 -1.18 0.19 4.58 0.00 0.23 

010–Fe1 4 -0.05 +1.14 +1.11 -1.18 -0.53 3.49 0.00 0.04 

010–O1 6 +0.32 +0.52 +1.11 -1.13 0.01 4.93 0.00 0.06 

010–O1 4 +0.32 +0.51 +1.12 -1.13 -0.02 2.99 0.00 0.03 

010–O2 6 +0.33 +1.20 +0.45 -1.13 0.01 3.93 0.95 0.11 

010–O2 4 +0.33 +1.21 +0.45 -1.13 -0.01 3.90 -0.95 0.06 

010–Mg1 6 +0.06 +1.18 +1.02 -1.19 0.96 3.90 0.02 0.12 

010–Mg1 4 +0.06 +1.18 +1.02 -1.19 -0.96 3.92 -0.02 0.07 
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B.2. Adsorption of a Second H Atom on Ol(010) 

Figure B.1 illustrates the overall doubly-H-adsorbed complexes on Ol(010) at quintet spin 

state, derived from the most stable sextet singly-H-adsorbed adducts. 

 

Figure B.1 BHLYP optimized geometries of the different complexes resulting from the adsorption of two 

H atoms on Ol(010) at quintet spin multiplicity (010–Fe1-Mg1, 010–Fe1-O1, 010–Fe1-O2, 010–O1-Mg1, 

010–O2-Mg1, 010–O1-O1, 010–O1-O2, 010–O2-O2, 010–Mg-H2 and 010–Fe-H2). Bond distances in Å. 
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In order to investigate the influence of adsorb two H atoms on the surface by considering 

different spin densities, all the quintet spin state doubly-H-adsorbed complexes have also 

been computed at septet spin state. Table B.3 shows the adsorption energies of the different 

2H/Ol(010) species for the two spin multiplicities studied and Table B.4 presents the 

corresponding net charges and spin densities. In this case, the 010–Fe1-Mg1 and 010–Fe1-

O2 complexes are the only two complexes with no changes in their adsorption energies, 

neither quintet nor septet spin state. After that, complexes with double O-chemisorption 

(i.e., 010–O1-O1, 010–O1-O2 and 010–O2-O2) have smaller differences between the 

adsorption energies, less than 10 kcal mol-1. And finally, 010–Fe1-O1, 010–O1-Mg1 and 

010–O2-Mg1 complexes have the larger ∆∆"# differences, around 70 kcal mol-1. Contrary 

to what happens with the singly-H adsorptions, one of the main factors making adsorption 

energies so different may be the distance between the two adsorbed hydrogen atoms, due 

to the electronic interaction between two electrons of parallel or antiparallel spins. This 

would explain why the 010–Fe1-Mg1 and 010–Fe1-O2 complexes have no alterations 

between their adsorption energies, finding the two H atoms away from each other, why the 

010–O1-O1, 010–O1-O2 and 010–O2-O2 complexes, doubly O-chemisorbed, have slight 

differences in their energy adsorption and why the 010–Fe1-O1 and 010–O2-Mg1 

complexes have the maximum energy differences, since the H···H distance is short and the 

electronic interaction is higher. Finally, 010–O1-Mg1 complex has a dihydrogen distance 

large enough to present no energy difference between its two spin states, but the existence 

of one of the two adsorbed H atoms in an O atom adjacent to the Fe atom, as happened 

with the singly-H adsorptions, incomes differences between adsorption energies. 
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Table B.3 BHLYP reaction energies calculated at BHLYP/B1 and BHLYP/B2//BHLYP/B1 for the H 

recombination process on Ol(010) to form the 2H/Ol(010) and H2/Ol(010) complexes at quintet and 

septet spin multiplicity. Uncorrected (∆E) and zero-point energy corrected (∆U0) adsorption energy 

(values in kcal mol-1). 

  ∆E ∆U0 

Reaction MS B1 B2//B1 B1 B2//B1 

Ol(010) + 2H → 010–Fe1-Mg1 5 -46.3 -41.2 -41.2 -36.1 

 7 -46.3 -40.9 -41.3 -36.0 

Ol(010) + 2H → 010–Fe1-O1 5 -100.1 -100.7 -89.4 -90.0 

 7 -21.1 -31.0 -10.5 -20.4 

Ol(010) + 2H → 010–Fe1-O2 5 -55.5 -51.2 -44.8 -40.5 

 7 -55.5 -51.2 -44.9 -40.5 

Ol(010) + 2H → 010–O1-Mg1 5 -76.8 -77.8 -66.7 -67.7 

 7 -13.3 -13.0 -3.5 -3.3 

Ol(010) + 2H → 010–O2-Mg1 5 -96.2 -95.3 -85.9 -85.0 

 7 -33.6 -31.0 -23.8 -21.3 

Ol(010) + 2H → 010–O1-O1 5 -35.2 -38.3 -22.1 -25.2 

 7 -26.9 -31.1 -13.4 -17.6 

Ol(010) + 2H → 010–O1-O2 5 -15.8 -19.3 -2.9 -6.5 

 7 -15.4 -18.1 -2.7 -5.4 

Ol(010) + 2H → 010–O2-O2 5 -27.4 -26.0 -14.7 -13.3 

 7 -24.5 -25.8 -11.1 -12.3 

Ol(010) + 2H → 010–Mg-H2 5 -112.4 -111.7 -103.8 -103.1 

Ol(010) + 2H → 010–Fe-H2 5 -112.2 -111.3 -102.6 -101.8 
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Table B.4 Net charges and electronic spin densities on the H, Fe and Mg atoms, and the sum of the spin density values of the O atoms closest to H, computed at B2//B1 level 

for the different doubly-H adsorptions on Ol(010) (H1st and H2nd denotes the first and second H position according to the nomenclature of the complex, respectively). 

  Charge Spin 

 MS H1st H2nd Fe Mg O H1st H2nd Fe Mg O 

010–Fe1-Mg1 5 +0.07 -0.27 +1.35 +1.02 -1.18 -0.96 0.19 4.59 -0.03 0.21 

 7 +0.07 -0.27 +1.35 +1.02 -1.18 0.95 0.19 4.56 0.03 0.25 

010–Fe1-O1 5 +0.33 -0.43 +0.97 +1.11 -1.13 0.00 -0.04 4.00 0.00 0.04 

 7 +0.35 -0.21 +1.30 +0.47 -1.11 0.00 0.21 4.59 0.96 0.24 

010–Fe1-O2 5 +0.34 -0.23 +1.34 +0.46 -1.12 -0.01 0.20 4.57 -0.96 0.19 

 7 +0.33 -0.23 +1.34 +0.46 -1.12 0.01 0.20 4.58 0.96 0.25 

010–O1-Mg1 5 -0.31 +0.34 +1.20 +0.78 -1.13 0.00 0.00 3.91 0.00 0.08 

 7 -0.29 +0.35 +1.01 +0.77 -1.10 0.00 0.00 5.71 0.00 0.29 

010–O2-Mg1 5 -0.34 +0.34 +1.21 +0.79 -1.13 0.00 0.00 3.92 0.00 0.08 

 7 -0.32 +0.35 +1.01 +0.78 -1.11 0.00 0.00 5.72 0.00 0.29 

010–O1-O1 5 +0.29 +0.29 -0.13 +1.14 -1.05 -0.03 -0.03 4.06 0.00 0.00 

 7 +0.35 +0.35 +0.54 +0.47 -1.06 0.00 0.00 5.00 0.95 0.06 

010–O1-O2 5 +0.31 +0.29 +0.54 +0.47 -1.05 -0.03 0.03 4.88 -0.92 0.04 

 7 +0.31 +0.29 +0.54 +0.47 -1.05 0.03 0.03 4.93 0.92 0.09 

010–O2-O2 5 +0.30 +0.30 +1.22 -0.16 -1.05 0.00 0.00 3.92 0.00 0.08 

 7 +0.35 +0.35 +0.53 +0.45 -1.06 0.00 0.00 4.96 0.97 0.07 
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Table B.5 shows the reaction corresponding to the formation energies computed from the 

H/Ol(010) adducts. It is clear that complexes with the largest variations in adsorption 

energies depending on their spin state (i.e., 010–Fe1-O1, 010–O1-Mg1 and 010–O2-Mg1, 

see Table B.3) have the largest formation energies with a quintet spin state (values between 

-56 and -78 kcal mol-1). In contrast, two of them (i.e., 010–Fe1-O1 and 010–O1-Mg1) 

have, for septet spin state, positive formation energies, which indicate endothermic 

processes (14 and 6 kcal mol-1, respectively). The remaining species (i.e., 010–Fe1-Mg1, 

010–Fe1-O2, 010–O2-Mg1, 010–O1-O1, 010–O1-O2 and 010–O2-O2) have negative 

formation energies irrespective of their spin state. 

Table B.5 BHLYP reaction energies calculated at BHLYP/B1 and BHLYP/B2//BHLYP/B1 for the second 

H atom on Ol(010) from the H/Ol(010) adducts at sextet spin multiplicity. Uncorrected (∆E) and zero-

point energy corrected (∆U0) adsorption energy (values in kcal mol-1). 

  ∆E ∆U0 

Reaction MS B1 B2//B1 B1 B2//B1 

010–Fe1 + H → 010–Fe1-Mg1 5 -2.1 -2.5 -1.3 -1.8 

 7 -2.1 -2.2 -1.4 -1.7 

010–Fe1 + H → 010–Fe1-O1 5 -55.9 -62.0 -49.5 -55.7 

 7 23.1 7.7 29.4 13.9 

010–Fe1 + H → 010–Fe1-O2 5 -11.3 -12.5 -4.9 -6.2 

 7 -11.3 -12.5 -5.0 -6.2 

010–O1 + H → 010–O1-Mg1 5 -61.8 -61.6 -58.6 -58.3 

 7 1.7 3.2 4.6 6.1 

010–O2 + H → 010–O2-Mg1 5 -82.4 -81.5 -78.6 -77.7 

 7 -19.8 -17.2 -16.5 -14.0 

010–O1 + H → 010–O1-O1 5 -20.2 -22.1 -14.0 -15.8 

 7 -11.9 -14.9 -5.3 -8.2 

010–O1 + H → 010–O1-O2 5 -0.8 -3.1 5.2 2.9 

 7 -0.4 -1.9 5.4 4.0 

010–O2 + H → 010–O2-O2 5 -13.6 -12.2 -7.4 -6.0 

 7 -10.7 -12.0 -3.8 -5.0 
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B.3. H2 Formation on Ol(010) 

Table B.6 illustrates the reaction energies corresponding to the H2 formation computed 

from the 2H/Ol(010) complexes. As it can be seen, all the complexes have larger reaction 

energies in the septet than in the quintet spin state, except the 010–Fe1-Mg1 one, which 

has the same irrespective the spin state. This trend is in agreement with the fact that the 

complexes with highest multiplicities possess in most cases the lowest adsorption energies 

(see Table B.3). Nevertheless, all the reaction energies are negative, which means that at 

least all these processes are favourable thermodynamically. 

Table B.6 BHLYP reaction energies calculated at BHLYP/B1 and BHLYP/B2//BHLYP/B1 for the H2 

formation on Ol(010) from the 2H/Ol(010) complexes. Uncorrected (∆E) and zero-point energy corrected 

(∆U0) adsorption energy (values in kcal mol−1). 

  ∆E ∆U0 

Reaction MS B1 B2//B1 B1 B2//B1 

010–Fe1-Mg1 → 010–Fe-H2 5 -65.9 -70.1 -61.4 -65.7 

 7 -65.9 -70.4 -61.3 -65.8 

010–O2-Mg1 → 010–Mg-H2 5 -16.2 -16.4 -17.9 -18.1 

 7 -78.8 -80.7 -80.0 -81.8 

010–Fe1-O1 → 010–Fe-H2 5 -12.1 -10.6 -13.2 -11.8 

 7 -91.1 -80.3 -92.1 -81.4 

010–O1-O1 → 010–Fe-H2 5 -77.0 -73.0 -80.5 -76.6 

 7 -85.3 -80.2 -89.2 -84.2 

 

Table B.7 BHLYP adsorption energies calculated at BHLYP/B1 and BHLYP/B2//BHLYP/B1 of the H2 

molecule on Ol(010). Uncorrected (∆E) and zero-point energy corrected (∆U0) adsorption energy (values 

in kcal mol−1). 

 ∆E ∆U0 

Reaction B1 B2//B1 B1 B2//B1 

Ol(010) + H2 → 010–Mg-H2 -4.1 -3.4 -2.0 -1.3 

Ol(010) + H2 → 010–Fe-H2 -3.9 -3.0 -0.8 0.0 

 

 


