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Abstract 
 

 

 

Chromosomal inversions have been known for a long time to be maintained by natural 

selection in Drosophila populations. However, the molecular mechanisms underlying their 

adaptive value remain uncertain. In D. buzzatii natural populations, inversion 2j forms a 

balanced polymorphism with the 2st arrangement, in which 2j individuals have a larger size 

and a longer developmental time compared to 2st carriers. In this work we tested the 

hypothesis that a position effect of one of the inversion breakpoints could be the cause of 

these phenotypic changes by analyzing the expression of a gene adjacent to the proximal 

breakpoint, CG13617, in D. buzzatii lines with and without inversion 2j. We have found that in 

2j embryos an antisense RNA originated in a copy of a Galileo family transposon inserted at 

the breakpoint causes a 5-fold decrease of the expression level of CG13617. In order to 

investigate the functional consequences of the reduction in CG13617 expression, we have 

used RNA interference to reproduce this silencing in D. melanogaster. Microarray and real-time 

RT-PCR experiments comparing first instar larvae with and without CG13617 expression 

revealed that 41 genes show reduced expression levels when CG13617 is silenced, while none 

is up-regulated. Interestingly, genes involved in DNA replication and cell cycle are significantly 

enriched among those affected by CG13617 silencing. Nine out of ten of these genes analyzed 

in D. buzzatii also show a reduced expression level in 2j embryos, but not in first instar larvae, 

a stage where the CG13617 expression difference between chromosomal arrangements is 

lower and the antisense RNA is no longer transcribed. To gain insight into the potential 

function of this gene we have carried out a comprehensive nucleotide and protein sequence 

analysis in the 12 available Drosophila genomes and also in other organisms. CG13617 protein 

contains a conserved C2H2 zinc finger, three coiled coil regions, two PEST sequences, and 

putative nuclear localization and export signals, and shows similarity to human DZIP1 and 

zebrafish Iguana (a component of the Hedgehog signaling pathway) proteins, which indicates 

that its cellular role could be related to the transport of transcription factors in and out of the 

nucleus. These results suggest that gene CG13617 could be involved in the regulation of DNA 

replication and that the position effect in 2j carriers might contribute to explain the 
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phenotypic differences observed between 2st and 2j individuals as well as the adaptive value of 

the inversion. 
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Resumen 
 

 

 

Es sabido desde hace mucho tiempo que las inversiones cromosómicas son mantenidas por 

selección natural en muchas poblaciones de Drosophila. Sin embargo, los mecanismos que 

causan este valor adaptativo aún no se conocen. En las poblaciones naturales de D. buzzatii, la 

inversión 2j forma un polimorfismo equilibrado con la ordenación 2st, en que los individuos 2j 

tienen un mayor tamaño y un tiempo de desarrollo más largo en comparación con los 2st. En 

este trabajo hemos puesto a prueba la hipótesis de que un efecto de posición de uno de los 

puntos de rotura de la inversión podría ser la causa de estos cambios fenotípicos. Para ello, 

hemos analizado la expresión de un gen adyacente al punto de rotura proximal, CG13617, en 

líneas de D. buzzatii con y sin la inversión 2j. Hemos encontrado que los embriones 2j 

presentan un nivel de expresión de CG13617 cinco veces menor causado por un RNA antisense 

originado en una copia de un transposón de la familia Galileo insertado en el punto de rotura. 

Las consecuencias funcionales de esta reducción en la expresión de CG13617 se han 

investigado utilizado la técnica de RNA interferencia para reproducir este silenciamiento en D. 

melanogaster. Los experimentos con microarrays y RT-PCR en tiempo real comparando larvas de 

primer estadio con y sin expresión de CG13617 han revelado que 41 genes muestran niveles 

de expresión reducidos cuando CG13617 es silenciado, mientras que ningún gen presenta un 

incremento. Además, hay un exceso significativo de genes implicados en la replicación del 

DNA y en el ciclo celular entre los afectados por el silenciamiento de CG13617. Nueve de 

diez de estos genes fueron analizados en D. buzzatii y también tienen un nivel de expresión 

reducido en embriones 2j,  aunque no en larvas de primer estadio, una fase en la que la 

diferencia en la expresión de CG13617 entre ordenaciones es menor y el RNA antisense ya no 

se transcribe. Para averiguar la posible función de este gen hemos llevado a cabo un 

exhaustivo análisis de secuencias nucleotídicas y proteicas en los 12 genomas de Drosophila 

disponibles y también en otros organismos. La proteína CG13617 contiene un dedo de zinc 

tipo C2H2 muy conservado, tres regiones capaces de formar coiled coils, dos secuencias PEST y 

posibles señales de localización y exportación nuclear. También presenta similitud con la 

proteína humana DZIP1 y con Iguana, un componente de la vía de señalización Hedgehog en 
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el pez cebra, hecho que indica que su papel en la célula podría estar relacionado con el 

transporte de factores de transcripción hacia dentro y hacia fuera del núcleo. Estos resultados 

sugieren que el gen CG13617 podría estar implicado en la regulación de la replicación del 

DNA y que el efecto de posición en los portadores de la inversión 2j podría contribuir a 

explicar las diferencias observadas entre los individuos 2st y 2j, así como el valor adaptativo de 

esta inversión. 
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Resum 
 

 

 

És sabut de fa molt temps que les inversions cromosòmiques son mantenides per selecció 

natural a les poblacions de Drosophila. No obstant, els mecanismes moleculars que generen 

aquest valor adaptatiu encara no es coneixen. A les poblacions naturals de D. buzzatii, la 

inversió 2j forma un polimorfisme equilibrat amb l’ordenació 2st, en què els individus 2j tenen 

una mida més gran y un temps de desenvolupament més llarg en comparació amb els 2st. En 

aquest treball hem posat a provat la hipòtesi de que un efecte de posició d’un dels punts de 

trencament podria ser la causa d’aquests canvis fenotípics. Per a fer-ho hem analitzat 

l’expressió d’un gen adjacent al punt de trencament proximal, CG13617, en línies de D. 

buzzatii amb i sense la inversió 2j. Hem trobat que els embrions 2j presenten un nivell 

d’expressió de CG13617 cinc vegades menor causat per un RNA antisense originat en una còpia 

d’un transposó de la família Galileo inserit al punt de trencament. Les conseqüències funcionals 

de la reducció de l’expressió de CG13617 s’han investigat utilitzant la tècnica de RNA 

interferència per reproduir aquest silenciament a D. melanogaster. Els experiments de microarrays 

i RT-PCR en temps real comparant larves de primer estadi amb i sense expressió de CG13617 

han revelat que 41 gens mostren nivells d’expressió reduïts quan CG13617 és silenciat, mentre 

que cap gen presenta un increment. A més, hi ha un excés significatiu de gens implicats en la 

replicació del DNA i el cicle celular entre els afectats pel silenciament de CG13617. Nou de 

deu d’aquests gens van ser analitzats a D. buzzatii i també tenen un nivell d’expressió reduït en 

embrions 2j, però no en larves de primer estadi, una fase en què la diferència d’expressió de 

CG13617 entre ordenacions cromosòmiques és menor i el RNA antisense ja no es transcriu. Per 

a esbrinar la possible funció d’aquest gen hem dut a terme un exhaustiu anàlisi de seqüències 

nucleotídiques i proteiques en els 12 genomes de Drosophila disponibles i també en altres 

organismes. La proteïna CG13617 conté un dit de zinc tipus C2H2 molt conservat, tres 

regions que poden formar coiled coils, dues seqüències PEST i senyals de localització i 

exportació nuclear. També presenta similitud amb la proteïna humana DZIP1 i amb Iguana, 

un component de la via de senyalització Hedgehog al peix zebra, fet que indica que el seu 

paper dins la cèl·lula podria estar relacionat amb el transport de factors de transcripció cap a 
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dins i cap a fora del nucli. Aquests resultats suggereixen que el gen CG13617 podria estar 

implicat en la regulació de la replicació del DNA i que l’efecte de posició en els portadors de la 

inversió 2j podria contribuir a explicar les diferències fenotípiques observades entre els 

individus 2st i 2j, així com el valor adaptatiu d’aquesta inversió. 
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INTRODUCTION 
 
 
 
 
 
 
 
 
 

 
Tots els ulls miren, pocs observen, molt pocs hi veuen. 
 

– ALBERT SÁNCHEZ PIÑOL, La pell freda (2002) 
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1 
Introduction 

 

 

 

1.1 Chromosomal inversions 

 

One of the main challenges faced by biology today is trying to decipher genome 

function and understand how genome sequences translate into individuals and organisms with 

different phenotypic characteristics. Solving this problem requires the identification and study 

of genomic variants within and between species to investigate their effect on phenotype. The 

sequencing of the genomes of many species has led to the discovery of a great degree of 

genome variation (ranging from single nucleotide polymorphisms to chromosomal 

rearrangements) that could be associated to complex traits. Probably most of these variants 

are neutral and do not have any effect on the individuals that carry them, but the next step is 

trying to identify those variants that do have functional consequences and to determine their 

role in evolution and phenotypic variation. 

 

 After a few years during which interindividual variation has been largely attributed to 

single nucleotide polymorphisms (SNPs), recent genomic techniques have uncovered an 

unexpectedly large extent of structural variation in many genomes and the interest for the 

mechanisms underlying the origin, evolution and especially the contribution to phenotypical 

diversity of this type of variants has increased substantially (2007, STRANGER et al. 2007). 

Deletions, duplications and insertions (now more commonly known as copy-number 

variants), as well as inversions and translocations, which can comprise millions of nucleotides 

of heterogeneity within every genome and can contribute to gene expression variation 

(STRANGER et al. 2007), have been detected in the human genome (KORBEL et al. 2007, LEVY 

et al. 2007, KIDD et al. 2008) but also in other species like mice (QUINLAN et al. 2010) or 

Drosophila (AULARD et al. 2004, DOPMAN and HARTL 2007). 
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In this work, we focused on one specific type of structural variation that has been 

known for a long time to be able to affect phenotype and be under selection in certain species: 

chromosomal inversions. Inversions are produced when a segment of a chromosome is 

excised and reinserted in the opposite orientation, which results in the inversion of the 

intervening sequences and the consequent alteration of gene order with respect to the original 

chromosomal arrangement. Inversions were the first type of structural variant to be studied 

and, since their discovery in Drosophila polytene chromosomes more than 80 years ago, an 

extraordinarily rich inversion polymorphism has been found in multiple Drosophila species. 

These studies have resulted in a very fertile line of experimental and theoretical research on 

different aspects of inversion biology, and for a long time inversions have been a paradigm of 

population genetics and evolutionary biology (DOBZHANSKY 1970, KRIMBAS and POWELL 

1992). 

 

 In particular, in Drosophila, inversions were first discovered due to their effects on 

recombination during the construction of genetic maps (STURTEVANT 1917). Afterwards, the 

presence of polytene chromosomes in salivary glands made possible to identify the inverted 

chromosomal segments (PAINTER 1933) and check their distribution in different species and 

populations (STONE et al. 1960, SPERLICH and PFRIEM 1986). Since then, thousands of 

inversions have been identified in Drosophila, either as fixed differences between species or as 

polymorphisms within species (KRIMBAS and POWELL 1992) becoming the most frequent 

polymorphic and fixed chromosomal change in the Drosophila genus. 

 

 

1.1.1 The generation of inversions 

 

A first step towards investigating the potential biological consequences of inversions is 

to characterize their breakpoints at the molecular level. The analysis of inversion breakpoints 

has revealed several mechanisms able to cause their formation. Ectopic recombination 

between oppositely oriented copies of transposable elements (TEs) is the causing mechanism 

for three polymorphic inversions in D. buzzatii (CÁCERES et al. 1999, CASALS et al. 2003, 

DELPRAT et al. 2009). In other cases, even though some TEs were found at the breakpoints, it 

is not clear if they were involved in the generation of the inversion (MATHIOPOULOS et al. 
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1998, ANDOLFATTO et al. 1999). Inversions that appear to have been formed by simple cut-

and-paste mechanisms (NHEJ) have also been detected, like inversion In(3L)Payne in D. 

melanogaster (WESLEY and EANES 1994). Also, a recent analysis of the breakpoints of the 29 

inversions differentiating D. melanogaster and D. yakuba genomes has revealed duplicated 

sequences at the breakpoints that were not found anywhere else in the genome and that most 

likely result from staggered breaks (RANZ et al. 2007). In humans, most inversions occur by 

non-allelic recombination between homologous sequences (NAHR) situated in opposite 

orientation. Typically these sequences are large segmental duplications or smaller common 

repetitive sequences, like SINEs or LINEs (KEHRER-SAWATZKI and COOPER 2008). The 

relative importance of each mechanism has yet to be established but the prevalent 

mechanisms could be different for each lineage, just like the occurrence of inversions seems to 

be, at least within the Drosophila genus (CLARK et al. 2007) (see APPENDIX II). 

 

 

1.1.2 Adaptive value of inversions 

 

It has been known for a long time that polymorphic inversions (i.e. those segregating 

in natural populations) have an adaptive value in some species. This means that inversions are 

somehow able to affect the phenotype and be detected by natural selection, which can cause 

their spread and maintenance in populations. Polymorphic inversions are very common in a 

great number of Drosophila species, and many of them were soon found to be under selection, 

since latitudinal and altitudinal clines, as well as seasonal variations in inversion frequencies 

have been reported for several species (KRIMBAS and POWELL 1992). This is the case of D. 

subobscura, which in its colonization of America during the 1970s in less that five years 

reproduced both in North and South America the same latitudinal clines for the different 

arrangement frequencies that had been previously observed in European populations 

(PREVOSTI et al. 1988). In addition, inversion polymorphisms in D. robusta exhibit similar 

altitudinal clines in different mountains (LEVITAN 2001), and seasonal variations have been 

described in D. pseudoobscura (KRIMBAS and POWELL 1992) and D. subobscura (RODRÍGUEZ-

TRELLES et al. 1996), even though patterns of seasonal changes in inversion frequencies can be 

complex. The reason underlying these variable geographical or temporal distributions of the 

distinct chromosomal arrangements within a species could be that each arrangement is better 
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adapted to distinct environmental conditions (those found at each end of a cline or in 

different seasons) and that natural selection favors a higher frequency of one or the other 

arrangement depending on the local or temporal conditions where each population is found. 

This climatic selection has prompted studies linking changes in the frequencies of Drosophila 

polymorphic inversion to recent climate change. For example, in D. subobscura the comparison 

of data on over 21 inversion polymorphisms gathered over 24 years has revealed that the  

 

 

 
 
FIGURE 1 | 900-kb inversion polymorphism detected in human chromosome 17. Inversion breakpoints 
reside in 100-kb palindromic low-copy repeats (LCRs) shown in purple. Microsatellite markers are shown above 
and below the black lines representing the chromosomes. Vertical lines connect the equivalent marker in both 
arrangements. BAC clones are depicted as green bars. Features illustrated in each line are indicated at the left of 
the image. The upper chromosome corresponds to the major H1 haplotype, and the lower chromosome 
represents the inverted H2 variant. Full-length gene NSF (blue arrow) and a truncated copy of NSF including 
exons 1-13 (red arrow) are present in both chromosomes, but the distance between them and their respective 
orientation are different in both arrangements because the truncated copy is located inside the inverted segment 
and therefore, it has been moved to a more distant position. Gene MAPT (black arrow) is also located within the 
inverted fragment and is found in the opposite orientation in the two chromosomes. Figure modified from 
STEFANSSON et al. (2005). 
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frequencies of the different chromosomal arrangements have shifted toward a more low-

latitude pattern in 21 out of 22 locations where temperature has increased during this period 

(BALANYÀ et al. 2006), indicating that inversion frequency is able to change in response to 

varying environmental conditions. Also, in D. melanogaster, the clinal pattern observed for 

inversion In(3R)Payne in the eastern coast of Australia has experienced a latitudinal shift 

equivalent to 7.3º in latitude in the last 20 years as a consequence of the increasingly warmer 

and drier conditions (ANDERSON et al. 2005, UMINA et al. 2005). 

 

Inversions with adaptive effects have been described also in species other than 

Drosophila. In humans, a 900-kb polymorphic inversion in chromosome 17 (FIGURE 1) 

generated by NAHR between complex blocks of segmental duplications of 200-500 kb, is 

associated to a region of extended linkage disequilibrium that presents two main haplotypes 

that diverged as much as 3 million years ago. This inversion is found at a 20% frequency in 

European populations, while it is absent from African populations, a distribution consistent 

with the action of positive selection. In fact, in the Icelandic population, carrier females of the 

inverted arrangement present an increased fertility, with around 3% more children, and have 

higher recombination rates than non-carriers (STEFANSSON et al. 2005). Also, in white-throated 

sparrows (Zonotrichia albicollis), the presence of a white stripe together with a more aggressive 

and male-like behavior are associated to ZAL2m arrangement in chromosome 2, which was 

created by two nested pericentric inversions that comprise 86% of the chromosome. This 

arrangement is maintained in the sparrow populations by sexual selection via a strong 

disassortative mating preference such that 96% of observed breeding pairs are composed of 

birds from both morphs (THOMAS et al. 2008). In plants, a widespread polymorphic inversion 

in yellow monkeyflower (Mimulus guttatus) causes the differences between the two ecotypes of 

this plant in North America: an annual form adapted to the dry habitats found inland, and a 

perennial form adapted to the cool and moist areas of the coast. By affecting flowering time 

so that the two forms are not available at the same time for pollination, this inversion also 

contributes to reproductive isolation (LOWRY and WILLIS 2010). Therefore, several studies on 

polymorphic inversions have provided ample evidence that inversions can have a positive 

effect on fitness and that they are adaptive. However, it remains unclear how these adaptive 

values are produced. 
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1.1.3. Spread of inversions in populations 

 

For a long time the existence of so many inversions in some genus like Drosophila has 

generated an intense debate over the forces governing their fate (KIRKPATRICK 2010). After 

an inversion arises in a population, it can have different fates: it may be lost, spread to fixation 

or remain in a polymorphic state. In case that the inversion has deleterious effects, it will be 

eliminated by purifying selection. On the contrary, if the inversion turns out to be beneficial 

for the individuals carrying it, its frequency will increase thanks to positive selection and it will 

become fixed in the population, contributing to divergence between species. It is also possible 

that each arrangement presents an advantage and that both are actively maintained by natural 

selection. In this case, inverted and non-inverted chromosomes will remain in intermediate 

frequencies forming a balanced polymorphism. Therefore, natural selection could not only be 

involved in the increase or decrease of the frequency of inversions, but it can also be the force 

behind the stable inversion polymorphisms found in some natural populations. 

 

 There are four main explanations for the spread of inversions in natural populations 

(HOFFMANN and RIESEBERG 2008). The simplest case is the hypothesis that inversions are 

neutral, and that their probability of fixation or loss depends exclusively on genetic drift (and 

therefore on population size) and migration. Many small inversions segregating in populations 

could be neutral but, as mentioned above, in Drosophila, frequencies of large inversions usually 

present latitudinal or altitudinal clines or seasonal variations (KRIMBAS and POWELL 1992), 

which strongly suggest that inversions are influenced by selection for adaptation to different 

environmental conditions, and probably are maintained in populations through different 

mechanisms. 

 

  The next two hypothesis focus on the impact that inversions have on maintaining 

linkage disequilibrium between loci located within the inverted segment. Inversions maintain 

linkage disequilibrium because they suppress recombination in the inverted region in 

heterokaryotypes, both through the reduced pairing and crossing over between inverted 

regions, as well as selection against the unbalanced gametes that result from unique crossovers 

taking place within the inverted segment and that can not originate viable offspring. When an 

inversion is formed, all the loci contained in the inverted segment are in strong linkage 
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disequilibrium with the inversion. With time, due to the fact that viable gametes can be 

generated by double crossovers within the inverted segment, to gene conversion events, or to 

the creation of new mutations, we will expect to find linkage disequilibrium only in regions 

around the breakpoints (that can not pair in heterokaryotypes) and in those regions where 

selection maintains associations between alleles (HOFFMANN and RIESEBERG 2008). So, the 

reduction of recombination promotes the divergence of inverted and non-inverted 

chromosomes, even though genetic exchange is still possible between the different 

arrangements. 

 

The coadaptation hypothesis (DOBZHANSKY 1970) suggests that inversions protect 

favorable (coadapted) combinations of alleles that work well together. In this hypothesis, the 

alleles at several loci within the inversion present epistasic interactions, or in other words, a 

specific combination of alleles has a higher fitness than predicted from the sum of the 

independent effects of each locus. Then, the reduced recombination maintains together the 

coadapted alleles and facilitates their spread through the population, and with them, the 

inversion also increases its frequency. It has to be taken into account that the allelic content of 

the inversion can also evolve after its generation. That is, once epistatic interactions between 

alleles have been established, fitness can still be incremented by recruiting additional beneficial 

alleles. However, there is not yet any particular example where the coadapted genes on which 

natural selection is acting to maintain the inversion have been identified. A case that may be 

an example of epistatic fitness effects is that of inversion In(het-6) in Neurospora crassa (MICALI 

and SMITH 2006). In this fungus species, non-self recognition processes that control cell 

fusion depend on the allelic variants found at several loci. One of these loci is a complex of two 

genes, un-24 and het-6, that present strong linkage disequilibrium and are contained within a 

18.6-kb inversion. It is remarkable that the allele combinations held together by the inversion 

have a higher fitness than the other combinations, which produce fewer viable progeny when 

generated artificially. This suggests that alleles of both genes combine to influence fitness 

(MICALI and SMITH 2006). Also, SCHAEFFER et al. (2003) examined DNA variation within 

eight genes and patterns of linkage disequilibrium among these genes on D. pseudoobscura 

chromosome 3 and found that, unlike genes outside the arrangements, those genes within the 

inverted regions showed fixed differences among chromosomal arrangements, and that there 
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were tight associations among some genes even when they were not adjacent, presumably 

because selection favors certain allele combinations. 

 

 An alternative hypothesis is that formulated by KIRKPATRICK and BARTON (2006), 

who suggest that locally favorable alleles kept together by an inversion that prevents 

recombination will present an advantage with respect to the same alleles in normally 

recombining chromosomes, if the population receives immigrants carrying disadvantageous 

alleles in those same loci. This occurs because favorable alleles in inverted chromosomes will 

never suffer the disadvantage of being found on a chromosome carrying deleterious 

immigrant alleles at the other loci. The favorable alleles on the inversion have then a higher 

fitness and, as their frequency increases in the population, the inversion spreads with them. In 

this case no epistasis is required between the adapted alleles to explain the advantage of the 

inverted chromosomes. The local adaptation mechanism operates because the inversion binds 

together alleles that are individually favored in a local population, with the result that each 

allele is always associated with the superior genetic background provided by the (potentially 

independent) fitness advantage of certain alleles at the other loci. It is important to mention 

that when we refer to different alleles in the two hypothesis above, we mean not only alleles 

with changes in the coding region, but also alleles that result in a different temporal or spatial 

expression pattern due to a change in their regulatory regions, since differential expression is 

also a mechanism to generate variation that can be selected (CARROLL 2005, WRAY 2007). 

 

 Finally, the position effect hypothesis postulates that the functional consequences of 

inversions stem from mutations created by their breakpoints. In this case, the inversion itself 

is the target of selection. The breakage and repair of DNA, together with the switching of the 

relative position of a segment of DNA sequence, are also genetic consequences of the 

generation of inversions that can have an impact on genes located close to the breakpoints. 

Inversion breakpoints can have multiple effects on adjacent genes that range from the 

disruption of coding sequences to the separation of a gene from its regulatory elements or the 

contribution of new regulatory sequences (with the corresponding effects on gene expression). 

However, there is actually little evidence that phenotypes associated with inversions 

segregating in natural populations are caused by position effects at their breakpoints. 
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In addition, it has to be taken into account that more than one mechanism could 

contribute to the increase of frequency of an inversion in the population. For example, it 

would be possible that a position effect provides the initial advantage for an inversion to be 

selected, but that later on coadapted gene complexes are established through time within the 

inverted segment as a consequence of the suppression of recombination in heterokaryotypes. 

Therefore, molecular studies of inversions are needed to assess which fraction of inversions 

has functional consequences and the relative importance of the different mechanisms 

involved. 

 

 

1.1.4 Traits and genes 

 

A large number of traits have been associated with different inversion polymorphisms 

in various organisms. In Drosophila these traits include viability, developmental time, longevity, 

body size, reproductive success, fecundity or resistance to extreme temperatures (TABLE 1). 

Individuals carrying different chromosomal arrangements show differences in these 

characters, so they are likely to be involved in the adaptation to different environments and 

therefore related to selection on inversion polymorphisms. 

 

Associations between body size and inversion arrangements are particularly common 

and have been reported in several species. For example, inversion 2j in D. buzzatii (RUIZ et al. 

1991) or inversion In(3R)Payne in D. melanogaster (RAKO et al. 2006) alter body size in adult flies. 

However, it is interesting that these two inversions, both located in the same chromosome 

arm, have an opposite effect. While inversion 2j causes an increase of body size in D. buzzatii, 

inversion In(3R)Payne decreases it in D. melanogaster carriers with respect to their respective 

standard arrangements, which indicates that size changes in both directions can be beneficial 

under certain conditions and selective pressures. Trait-inversion associations can be complex 

and depend on the environment or be sex specific (HOFFMANN et al. 2004). Also, inversion 

polymorphisms might be involved with antagonistic effects on different traits, and therefore in 

the establishment of trade-offs. This is the case of the arrangements in D. buzzatii 

chromosome 2, which have been associated with a trade-off between fast developmental time 

and decreased size (RUIZ et al. 1991, NORRY et al. 1995, BETRÁN et al. 1998, FERNÁNDEZ
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TABLE 1 | Traits associated with chromosomal polymorphism in several species. Table extracted from 
HOFFMANN and RIESEBERG (2008). 
 

Taxon Traits associated with inversion polymorphism 

Body size (including wing and thorax size) 

Wing shape and wing loading 

Resistance to heat and cold 

Longevity 

Developmental time 

Larval to adult viability 

Male mating success 

Fecundity 

Competitive ability 

Male and female fertility 

Drosophila (various species) 
  
  
  
  
 
 
 
  
  
  
  
  
  Starvation resistance 

Body size 

Developmental time 

Viability 

Seaweed fly (Coelopa frigida) 
  
  
 
  Sperm displacement 

Blackfly (Wilhelmia paraequina puri) Male development 

Grasshopper (Trimerotropis pallidipennis) Body size 

Grasshopper (Sinipta dalmani) Body size and male survival 

Fruitfly (Rhagoletis pomonella) Eclosion time and diapause 

Aridity responses Mosquito (Anopheles gambiae) 
  Insecticide resistance 

Nematode resistance Midge (Chironomus ramosus and others) 
  Body size 

Fungus (Neurospora crassa) Self recognition 

 

 

IRIARTE and HASSON 2000). Evidences that these two traits are related in a trade-off in D. 

buzzatii have been provided by CORTESE et al. (2002), who found that rapid developmental 

time responded to selection when selected alone or together with small wing length, but not 

when selected in conjunction with large size. The association between large size and slow 

development caused by the rearrangements affecting both traits at the same time is thought to 

be responsible for this lack of selective response. 

 

However, there is currently little information about the genes that influence these traits 

and that are responsible for the fitness effects of inversions. Attempts to identify the genes 
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underlying variation in these traits linked to inversions focus on finding genes located within 

the inverted segment that present linkage disequilibrium with the inversion or among them, a 

fact that would suggest that they are undergoing selection (either with epistasis or without it). 

For example, by associating size with microsatellite variation KENNINGTON et al. (2007) 

mapped two regions located inside D. melanogaster inversion In(3R)Payne (but away from the 

breakpoints) that are good candidates to contain genes influencing size. These regions present 

strong linkage disequilibrium with the inversion and show clinal patterns just like the 

inversion. Also, the human polymorphic inversion mentioned above (STEFANSSON et al. 2005) 

is associated with expression changes in MAPT, a gene located within the inverted segment 

that shows a lower expression level in inverted H2 haplotypes (MYERS et al. 2007). In spite of 

studies like these, little progress has been done in the identification of the precise genes 

underlying these traits, and there is not yet a single inversion for which the genetic basis of its 

effect on fitness is known. As we will see in the next section, the alternative hypothesis of 

breakpoint mutational effects is not usually explored. 

 

 

1.2 Position effects of inversion breakpoints 

 

Apart from the effects on recombination derived from the inversion of a substantial 

portion of a chromosome, it is well-established that the presence of breakpoints (not only 

from inversions, but also deletions, translocations, etc.) in the vicinity of genes can account for 

alterations in their correct spatial, temporal or quantitative expression (SPERLICH 1966). 

Specifically, inversions can modify the expression of genes adjacent to their breakpoints either 

by directly disrupting the coding region, by separating regulatory elements (promoters, 

enhancers, transcription factor binding sites, etc.) from the corresponding coding regions, or 

by placing a gene under the control of new regulatory sequences or in a different 

transcriptional environment (for example, in Drosophila, genes relocated close to 

heterochromatin can be silenced by position effect variegation). A simplified representation of 

the different basic mechanisms by which inversion breakpoints could alter gene expression of 

adjacent genes can be found in FIGURE 2. 
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FIGURE 2 | Examples of possible mechanisms for position effects altering the expression of genes 
flanking inversion breakpoints. For each part of the figure, the top image corresponds to the standard non-
inverted arrangement and the bottom one to the inverted chromosome. The inverted segment is indicated above 
each representation. Dashed lines mark the inversion breakpoints and colored boxes represent exons. Arrows 
indicate the direction of transcription. (a) Disruption of a coding region. The breakpoint can be positioned either 
within an exon or an intron. In this case the gene could be transcribed but the mRNA would be traduced into a 
truncated protein. (b) Removal or addition of regulatory elements. The yellow and orange figures represent the 
regulatory sequences (promoters, enhancers, transcription factor binding sites, insulators, etc.) required for the 
proper spatial, temporal and quantitative expression of a gene. The removal of regulatory elements can prevent 
transcription of a gene in a particular tissue or time. Also, a gene can be placed next to new regulatory sequences 
that can cause its expression in the inverted chromosome in times or tissues where it is not normally expressed. 
Regulatory regions and coding sequence can also be separated by the breakpoint if the gene is located inside the 
inverted segment and the regulatory elements are found on the outside. (c) Relocation of genes. Those genes 
situated inside the inverted segment, change their relative position inside the chromosome and an inversion can 
place them close to heterochromatic regions, which can cause gene silencing through phenomena like position 
effect variegation (PEV). The heterochromatic DNA organization (represented with green ovals) can spread into 
the juxtaposed euchromatic DNA, silencing the nearby gene in a stochastic manner. 
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Many examples of genes affected by inversion breakpoints have been described in the 

literature, although most cases correspond to mutations with deleterious effects for those 

individuals carrying them. In some cases, inversions disrupt the coding region of a gene, 

causing the loss of its function. For example, a pericentric inversion truncates the creA gene in 

the fungus Aspergillus nidulans, which results in carbon catabolite derepression (ARST et al. 

1990). Also, the proximal breakpoint of mouse inversion rump white disrupts gene Dpp6, a gene 

with unknown function that is expressed in embryos and that could be the underlying cause of 

the embryonic lethality observed in inversion homozygotes. The distal breakpoint of this same 

inversion is associated with the ectopic expression of the gene Kit, which may be responsible 

for the dominant pigmentation defect presented by heterozygous mice (HOUGH et al. 1998). 

An unusual expression pattern can be caused by the removal or exchange of the regulatory 

regions of a gene, another of the possible effects of inversion breakpoints. Such a situation 

occurs in the Antp73b mutation in D. melanogaster, which is characterized by an inversion that 

exchanges the first exon and regulatory regions between the Antennapedia gene and another 

gene of unknown function. This results in the ectopic expression of Antennapedia in the 

headduring development and causes the replacement of antennae by legs (FRISCHER et al. 

1986). In mice, an inversion breakpoint located 13.3 kb upstream of gene Shh separates its 

coding sequence (contained within the inverted segment) from several putative regulatory 

elements identified by interspecies comparison, causing brachydactyly in the individuals 

carrying the inversion through the down-regulation and ectopic expression of this gene during 

development (NIEDERMAIER et al. 2005). 

 

In humans, genetic disorders may be caused by breakpoints affecting gene expression 

through position effects (KLEINJAN and VAN HEYNINGEN 1998), both by the direct 

disruption of coding regions or by affecting regulatory elements. For example, inversions 

disrupting the factor VIII human gene are a common cause of severe haemophilia A (LAKICH 

et al. 1993), and, in certain T-cell acute lymphoblastic leukemias, a recurrent inversion in 

human chromosome 7 that juxtaposes the distal part of the HOXA gene cluster to the T-cell 

receptor β locus leads to the transcriptional activation of genes HOXA10 and HOXA11, 

whose deregulation had previously been suggested to be a key factor in leukaemic 

transformation (SPELEMAN et al. 2005). In fact, the detection of chromosomal rearrangements 

in patients with a genetic disease, followed by the characterization of the corresponding 
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breakpoints, can be used as a strategy to identify candidate genes that may be altered and that 

could be the underlying cause of the disorder. For example, the distal breakpoint of a 

paracentric inversion in chromosome 10 detected in individuals with autism, at the same time 

disrupts gene TRIP8, a transcriptional regulator, and abolishes expression of gene REEP3, 43 

kb away from the breakpoint, putting forward both genes as candidates for autism 

(CASTERMANS et al. 2007). Also, using this method it has been established that long-range 

position effects caused by inversion breakpoints that down-regulate TRPS1 expression are the 

probable cause of hypertrichosis in Ambras syndrome patients in humans and of the Koala 

phenotype in mice (FANTAUZZO et al. 2008). 

 

However, the effects of inversion breakpoints on adjacent genes do not always have to 

be deleterious for the individuals carrying them. They can also be neutral or even beneficial. In 

an Antirrhinum inversion, the excision of one of the Tam3 TEs that generated the 

rearrangement, placed the gene nivea under the control of the regulatory sequences of the gene 

cycloidearadialis, which resulted in a novel distribution of anthocyanin pigment in the flower tube 

(LISTER et al. 1993). Extreme examples are those provided by the bacterial systems that control 

the expression of pili in Escherichia coli (ABRAHAM et al. 1985) or flagellar phase variation in 

Salmonella typhimurium (SILVERMAN and SIMON 1980), where transition between alternative 

phenotypes is accomplished by the recurrent inversion of certain segments of DNA that cause 

the activation or repression of adjacent genes. An unusual number of DNA inversion events 

that potentially control expression of many different components (including surface and 

secreted components, regulatory molecules, and restriction-modification proteins) has also 

been identified in Bacteroides fragilis, an opportunistic pathogen and inhabitant of the normal 

human colon microbiota (CERDEÑO-TÁRRAGA et al. 2005), revealing that this peculiar 

regulatory mechanism involving inversion of DNA segments is quite frequent in bacteria. 

 

 It is important to note that in most of the examples of position effects mentioned 

above there is a very clear distinction between the wild-type and mutant phenotypes, the latter 

being often deleterious and caused by the inverted arrangement. In these cases, the changes on 

gene activity derived from the inversion breakpoints have major consequences, which 

manifest in dramatically different phenotypes or diseases, and the fitness of those individuals 

carrying these rearrangements can be seriously impaired. Although all these mutations are 
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spontaneous, many of them have been isolated in conditions that facilitate the survival of 

carrier individuals, such as laboratory populations, or in human patients suffering an 

important disease. However, these circumstances are not representative of what these 

individuals may have encountered if they lived in a natural environment where their 

probability of producing offspring could be significantly reduced. 

 

 On the contrary, inversions found segregating in Drosophila natural populations have 

passed the filter of natural selection, and we do not expect them to cause major phenotypical 

effects, since this kind of changes are more likely to be eliminated by natural selection. This 

fact implies that the effects of natural inversions on the expression of genes adjacent to their 

breakpoints will probably be more subtle, and therefore, more difficult to detect. Indeed, traits 

associated to natural inversions are often quantitative (like body size, fertility, or resistance to 

heat and cold; see TABLE 1 for a more detailed list) and not always easy to measure. Also, 

inversions can affect traits important for survival in developmental stages other than the adult 

phase (e.g. developmental time or larval to adult viability), which further complicates the 

detection of differences between chromosomal arrangements. Small differences in any of 

these traits can result crucial for the fitness of the individuals carrying each arrangement, but 

they are definitely not as visible or apparent as the defects observed for those inversions 

generated in the laboratory or that result in human diseases. 

 

The study of position effects in natural inversions is also limited by the fact that the 

specific location of the breakpoints (needed to identify the closest genes both inside and 

outside the inverted segment) is not known for most inversions. To start with, the sequencing 

of inversion breakpoints is a complicated task. In addition, so far the goal of those researchers 

undertaking it has been to determine the mechanism that generated the inversion, and 

expression analyses to detect possible position effects on nearby genes have not been usually 

performed (MATHIOPOULOS et al. 1998, ANDOLFATTO et al. 1999). As a consequence, few 

examples have been reported where the expression of genes adjacent to the breakpoints has 

been examined after their precise characterization. KEHRER-SAWATZKI et al. (2005) identified 

the breakpoints of the pericentric inversion differentiating human chromosome 4 from 

chimpanzee homologous chromosome 3 and found that C4orf12, a novel gene originated 

during mammalian evolution whose 3’ end was located within the inverted segment 30 kb 
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away from one of the breakpoints, showed a 33-fold decrease in its expression level in 

chimpanzee with respect to humans in fibroblast cell lines. Also, a 3-fold higher expression 

level was detected in humans for gene WDFY3, located ~50 kb away from the same 

breakpoint and transcribed from a bidirectional promoter shared with C4orf12. Interestingly, 

gene WDFY3 had been previously reported to present a 4-fold difference in expression 

between human and chimpanzee cerebral cortex (CÁCERES et al. 2003). However, further 

analyses are required to determine whether or not these expression differences are related to 

the adjacent inversion. Another putative position effect was detected for polymorphic 

inversion In(3L)Payne in D. melanogaster, where a Northern blot suggested that the distal 

breakpoint disrupted three transcripts normally expressed in the standard arrangement 

(WESLEY and EANES 1994). Nevertheless, the function of these transcripts and the 

consequences of their disruption remain unknown. 

 

More recently, new methods have been developed that will facilitate to a large extent 

the detection of novel inversions in multiple species, as well as the detailed study of the ones 

that are already known. For example, paired-end mapping techniques have allowed the 

identification of many new human inversions (KORBEL et al. 2007, KIDD et al. 2008). Unusual 

patterns of linkage disequilibrium among alleles from high-density markers (such as SNPs) 

provide another method to locate inverted segments (BANSAL et al. 2007). And of course, the 

direct comparison of sequenced genomes could represent the most accurate approach (FEUK 

et al. 2005, CLARK et al. 2007, LEVY et al. 2007, RANZ et al. 2007). These techniques will 

increase greatly the number of available molecularly characterized inversions where inversion 

breakpoints have been precisely located and the adjacent genes (which are candidates to 

present expression changes caused by the breakpoints) can be identified. The availability of 

the data required to undertake the study of position effects will thus likely facilitate and 

enhance this kind of analyses in the next years. 

 

 

1.3 Effects of transposable elements on gene expression 

 

Transposable elements (TEs) have been found in the genomes of all kinds of 

organisms and constitute a large fraction of most eukaryotic genomes. They are DNA 
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sequences that are able to move and replicate within the genome using different replicative 

strategies that involve either RNA (class 1 or retrotransposons) or DNA intermediates (class 2 

or DNA transposons) (Box 1). TEs have been commonly considered as selfish genomic 

parasites because their success (that is, their increase in copy number) is usually negatively 

correlated with the fitness of the host. However, it is undeniable that their presence in 

 

 

 

 

FIGURE 3 | TEs can influence gene expression through different mechanisms. At the transcriptional level 
(left column), a TE (shown in brown) that has inserted upstream of a gene can insert promoter sequences or 
introduce an alternative transcription start site (a), disrupt existing cis-regulatory elements (b), or introduce a new 
cis element such as a transcription factor binding site (c). In addition, a TE that has inserted within an intron (or 
in the 3’ UTR) can drive antisense transcription and potentially interfere with sense transcription (d), or serve as 
a nucleation center for the formation of heterochromatin (green ovals), potentially silencing the transcription of 
adjacent genes (e). At the post-transcriptional level (right column), a TE that has inserted in the 3’ UTR of a gene 
can introduce an alternative polyadenylation site (f) or a binding site for a microRNA (g) or for an RNA-binding 
protein (not shown). A TE that has inserted within an intron can interfere with the normal splicing pattern of a 
pre-mRNA (h), causing various forms of alternative splicing like intron retention or exon skipping, or if it 
contains cryptic splice sites the TE can be incorporated into the coding region (exonized) as an alternative exon 
(i). This can result in the translation of a new protein isoform or in the destabilization or degradation of the 
mRNA by the nonsense-mediated decay (NMD) pathway, especially if the exonized TE introduces a premature 
stop codon (represented by an asterisk). Figure extracted from FESCHOTTE (2008). 
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genomes creates variability that can contribute to host evolution in multiple ways 

(MCDONALD 1995, KIDWELL and LISCH 2001) ranging from generating large-scale 

chromosomal rearrangements to altering gene expression or providing functional elements to 

genomes (new genes, exons, etc.). In particular, multiple mechanisms have been described 

through which TEs can affect gene expression of adjacent genes (FIGURE 3). Next we will 

review some examples to illustrate the enormous potential of TEs as modifiers of gene 

expression. 

 

As mentioned above, TEs can originate inversions (among other chromosomal 

rearrangements) through different mechanisms like ectopic recombination between oppositely 

oriented copies or abnormal transposition events (DELPRAT et al. 2009) (see APPENDIX IV). In 

those inversions where TEs have been involved, it is possible that they remain at the 

breakpoint junctions in inverted chromosomes, where the absence of recombination hinders 

their elimination. In this situation where TE insertions are associated to the presence of the 

inversion, there is the possibility that any observed phenotypical effect can be caused not only 

by the inversion itself (through the inclusion of certain combination of alleles within the 

inverted segment or by position effects at the breakpoints), but also by the TEs, which as we 

will see can modify by themselves the expression of nearby genes through countless 

mechanisms. 

 

TEs can cause a great variety of mutations derived from their insertion, excision or 

transposition mechanisms. As a result of these processes variability that might be useful to 

increase the population adaptive potential is generated. Just as with any other type of 

mutations, any changes originated by TEs can turn out to be detrimental, neutral or result 

advantageous for the individuals carrying them. If the effects are beneficial, the causal TE 

insertion will increase its frequency in the population and become fixed. This re-use of TEs to 

serve cellular functions is known as co-option or exaptation of TEs (MILLER et al. 1999, 

BOWEN and JORDAN 2007). The involvement of TEs in the origin of new genes is one of their 

most surprising contributions to host evolution and provides irrefutable evidence that these 

exaptation processes actually take place in nature. Genes can be created completely de novo, like 

the coding sequences of human genes AD7C, encoding a neuronal thread protein, that is 99% 

made up of a cluster of Alu sequences, or BNIP3, which encodes a protein involved in
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Box 1 | Classes of transposable elements 
 
TEs have been found in almost all eukaryotic species 
investigated so far, with Plasmodium falciparum being the 
only known exception, and they can represent a 
substantial portion of genomic DNA in some species 
(up to 80% of the genome in some plants). Given the 
abundance and diversity of TEs, WICKER et al. (2007) 
have recently proposed a hierarchical TE classification 
system that includes all types of TEs described so far 
(FIGURE 4). 
 
Eukaryotic TEs are divided into two classes, according 
to whether their transposition intermediate is RNA 
(class 1) or DNA (class 2). Class 1 TEs (or 
retrotransposons) transpose via an RNA intermediate. 
A transcript encompassing the whole element serves 
as mRNA and is reverse-transcribed by a TE-encoded 
reverse transcriptase (RT) into a cDNA that integrates 
into the genome. Retrotransposons can be divided 
into five orders based on their features, organization 
and RT phylogeny: LTR retrotransposons, LINEs, 
SINEs, DIRS-like elements, and Penelope-like elements. 
 
LTR retrotransposons are often the major 
contributors to the repetitive fraction of large 
genomes, being the predominant order in plants. 
These elements can be as long as 25 kb and are 
flanked by long terminal repeats (LTRs) in direct 
orientation that range from a few hundred base pairs 
to more than 5 kb. Autonomous elements contain at 
least two genes: gag, that encodes a capsid-like protein, 
and pol, which encodes a polyprotein that includes an 
aspartic proteinase (AP), reverse transcriptase (RT), 
RNase H (RH) and DDE integrase (INT). 
Retroviruses encoding envelope proteins (ENV) and 
endogenous retroviruses (ERV), where the domains 
that enable extracellular mobility have been inactivated 
or deleted, are also included as superfamilies into this 
category. 
 
LINEs (long interspersed elements) can reach several 
kb in length and are the most abundant TEs in many 
animals. Only the L1 family represents about 20% of 
the human genome. Autonomous LINEs encode in 
their pol open reading frame (ORF) an RT and an 
endonuclease (EN or APE depending on the type of 
activity) that are required for transposition. A gag-like 
ORF is sometimes found 5’ to pol, but its role remains 
unclear. At their 3’ end LINEs display either a polyA 
tail, a tandem repeat or an A-rich region. SINEs (short 
interspersed elements) are small (80-500 bp) and 
originate from accidental retrotransposition of various 
RNA polymerase III transcripts. They possess an 
internal RNA pol III promoter that allows them to be 
transcribed, but they rely on LINEs for transposition 
functions such as RT. SINE superfamilies are defined 

based on their origin (tRNA, 7SL RNA or 5S RNA). 
The best known SINE is the Alu sequence, present in 
at least 500000 copies in the human genome. LINEs 
and SINEs amplify by a mechanism called target 
primed reverse transcription (TPRT), in which the 
element-encoded transcript (that is also used to 
translate the proteins encoded by the TE) re-enters the 
nucleus where DNA nicked by the element 
endonuclease is used to prime the reverse 
transcription of the transcript directly into genomic 
DNA. 
 
In addition to classical class 1 TEs, two new groups of 
TEs have recently been described. DIRS-like elements 
contain a tyrosine recombinase (YR) instead of an 
integrase (INT), and they do not form target site 
duplications (TSDs) upon insertion. Their unusual 
termini also suggest an integration mechanism 
different from LTR and LINE TEs, but the presence 
of an RT places them in this class. Finally, Penelope-like 
elements (PLE) were first found in D. virilis but 
present a patchy distribution. These TEs encode an 
RT that is more closely related to a telomerase than to 
the RT of other TEs. 
 
Class 2 DNA transposons lack an RNA intermediate 
during transposition. They are divided into two 
subclasses based on different transposition 
mechanisms. Subclass 1 comprises TEs of the order 
TIR, that mobilize through a “cut-and-paste” 
mechanism and are characterized by the presence of 
terminal inverted repeats (TIRs) of variable length 
(ranging from a few base pairs to several hundred). 
Transposition is mediated by a transposase enzyme 
that recognizes the TIRs and cuts both DNA strands 
at each end. Thus, the element is excised from its 
initial position and inserted into a new site in the 
genome. The excision can be precise or imprecise 
leaving a footprint of the element in the donor site or 
causing a deletion of part of the adjacent DNA 
sequences. Increase in copy number of these TEs 
occurs by transposition during chromosome 
replication from a position already replicated to 
another one that the replication fork has not reached 
yet, or by restoring the transposon sequence to an 
empty original site after its excision using the DNA 
sequence of the sister chromatid as a template during 
gap repair. These TEs are found in almost all 
eukaryotes usually in low to moderate numbers. The 
nine known superfamilies (FIGURE 4) are distinguished 
by the TIR sequences and their characteristic TSD size 
(2-11 bp). Some families include additional ORFs of 
unknown function and some show a target site 
preference. Crypton elements, which are found only in 
fungi, contain a tyrosine recombinase (YR) and form  
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Box 1 | Classes of transposable elements (continued) 
 
 

GAG    AP    INT    RT    RH

GAG    AP    RT    RH    INT

GAG    AP    RT    RH    INT

GAG    AP    INT    RT    RH    ENV

GAG    AP    RT    RH    YR

GAG    AP    RT    RH    YR

GAG    AP    RT    RH    YR

RT        EN

APE          RT

APE          RT           RH

Transposase

Transposase

Transposase

Transposase

Transposase

Transposase

Transposase

YR

Transposase

RPA

ORF2

Transposase ORF2

Y2 HEL

C-INT ATP CYP POL B

GAG    AP    INT    RT    RH    ENV

RT        EN

ORF1 APE          RT

ORF1 APE          RT

ORF1

StructureOrder Superfamily

Class 1 (retrotransposons)

LTR Copia

Gypsy

BEL-Pao

Retrovirus

ERV

DIRS

Ngaro

VIPER

DIRS

Penelope

R2

RTE

Jockey

L1

I

tRNA

7SL

5S

PLE

LINE

SINE

Class 2 (DNA transposons) – Subclass 1

Tc1 – Mariner

hAT

Mutator

Merlin

Transib

P

PiggyBac

PIF – Harbinger

CACTA

TIR

Crypton Crypton

Class 2 (DNA transposons) – Subclass 2

Helitron

Maverick

Helitron

Maverick

 
 
FIGURE 4 | Classification and structure of TEs. Colored boxes represent coding regions contained within TE 
sequences. See text in Box 1 for details on the coding regions of each type of TEs. Arrows indicate the 
orientation of repeats (direct or inverted) of TE ends and internal sequences. Small red boxes denote distinctive 
features in non-coding regions. Figure redrawn from WICKER et al. (2007). 
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Box 1 | Classes of transposable elements (continued) 
 
an independent order also included in this subclass 
because they lack an RT, which suggests that they 
transpose via a DNA intermediate. 
 
Subclass 2 includes TEs that undergo transposition 
processes that do not entail double-stranded DNA 
cleavage. Elements in the order Helitron appear to 
replicate via a rolling-circle mechanism with only one 
strand cut and do not generate TSDs. They encode a 
Y2-type tyrosine recombinase with a helicase domain 
and replication initiator activity (Y2 HEL) and can also 
encode other proteins. This type of TEs has been 
described mainly in plants but they are also found in 
animals and fungi. TEs of the order Maverick are 

large, reaching 10-20 kb and have long TIRs. They 
encode up to 11 proteins that vary in number and 
order which include a DNA polymerase B (POL B) 
and an integrase (C-INT) related to those of some 
Class 1 TEs, but they lack an RT. 
 
Typically, each group of TEs contains autonomous 
elements with ORFs that encode the products 
required for transposition, and defective non-
autonomous elements, which have lost their coding 
capability but are still able to transpose using the 
machinery provided by other autonomous elements 
because they retain the cis-sequences necessary for 
transposition. 

 

 

controlling apoptosis and whose coding region is 97% formed by sequences derived from a 

human endogenous retrovirus (BRITTEN 2004). In both cases, sequence evolution of a group 

of TEs allowed the formation of a coding sequence that could be translated into a functional 

protein of some importance for human biology. However, new host genes can also be 

acquired by adopting TE’s own genes used for their replication and transposition. That is the 

case of syncytin (ERVWE1 locus), a gene derived entirely from the env protein of the 

endogenous retrovirus HERV-W that is expressed in human placenta, where it induces the 

formation of syncytia due to its fusogenic properties. It is possible that syncytin has a role in 

the formation of the trophoblast and, therefore, that a retroviral protein is involved in the 

normal development of the placenta (MALLET et al. 2004). 

 

TEs can insert in different positions within preexistent genes and in general, their 

effects on gene expression will be different depending on the place of insertion of the TE 

(TABLE 2). If their insertion occurs inside a coding sequence, it will most likely cause the 

inactivation of the gene due to the introduction of a new sequence into the transcript that 

could alter the reading frame and produce a truncated non-functional protein. Gene 

disruption is usually associated to detrimental effects. For example, in humans, new 

integrations of Alu and L1 elements have been reported to cause the inactivation of genes in 

patients with hemophilia and neurofibromatosis (KAZAZIAN 1998, DEININGER and BATZER 

1999). However, gene disruption can also result in neutral or even potentially advantageous 

mutations. That might be the case of the resistance to some Bacillus thuringiensis toxins in the



 

 

TABLE 2 | Effects on gene expression of TE insertions within genes. The first column indicates the place of insertion of the TE with respect to the affected gene. 
Further details about each case are given in the main text and in the corresponding references. 
 

Insertion Effect Examples References 

Alu and L1 insertions cause hemophilia and neurofibromatosis in humans KAZAZIAN 1998              
DEININGER and BATZER 1999 

Resistance to Bacillus thuringiensis toxins in insect Heliothis virescens GAHAN et al. 2001 

Absence of sialic acid Neu5Ac in humans HAYAKAWA et al. 2001 
Gene disruption 

Resistance to an organophosphate pesticide in D. melanogaster AMINETZACH et al. 2005 

Coding 
sequence 

New intron Dissociation insertion in maize sh2-m1 gene GIROUX et al. 1994 

Splicing defects Abnormal splicing of gene KPL2 causes a sperm defect in pigs SIRONEN et al. 2006 
Intron 

Exonization Short form of human leptin receptor is encoded by an LTR KAPITONOV and JURKA 1999 

Disruption of promoter 
sequences 

Reduced Hsp70 expression in African D. melanogaster populations ZATSEPINA et al. 2001        
LERMAN and FEDER 2005 

Alternative promoters for the EDNRB and APOC1 genes in humans provided 
by HERV LTRs 

MEDSTRAND et al. 2001 
Generation of alternative 
or main promoters Different and independently acquired LTRs provide promoter functions for 

gene NAIP in primates and rodents 
ROMANISH et al. 2007 

Contribution of new 
regulatory sequences 

Up-regulation of Cyp6g1 gene is associated to insectide resistance in two 
Drosophila species 

SCHLENKE and BEGUN 2004 
CHUNG et al. 2007 

Ectopic expression Salivary amylase expression in humans TING et al. 1992 

Androgen response of  mouse gene Slp STAVENHAGEN and ROBINS 1988

Regulatory 
regions 

New hormone-response 
elements Alu is responsible for hormone dependence of BRCA1 gene BRITTEN 1996a 

Changes in transcription 
or translation efficiency 

Incorporation of Alu, L1 and HERV segments into the 5’ UTR of human gene 
ZNF177 transcripts 

LANDRY et al. 2001 
UTRs 

New polyA signals L1 insertion downstream thymidylate synthase gene in mice HARENDZA et al. 1990 

Adjacent 
sequences 

Generation of new 
transcripts 

Tissue-specific transcripts generated from the outward-reading antisense 
promoter of LINE1 express neighboring genes 

NIGUMANN et al. 2002 
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insect Heliothis virescens caused by the TE-induced loss of toxin receptors (GAHAN et al. 2001). 

Another possible example is the inactivation of human CMAH gene early in human evolution 

due to an Alu insertion that deleted a 92-bp exon, and that could have conferred protection 

against certain infectious pathogens by preventing the synthesis of sialic acid Neu5Ac, which 

is needed to form the cell surface glycoproteins that are bound to initiate infection 

(HAYAKAWA et al. 2001). Also, in D. melanogaster, the adaptive insertion of a Doc retroelement 

truncates gene CHKov1, but at the same time generates a functional protein that confers 

increased resistance to an organophosphate pesticide (AMINETZACH et al. 2005) (FIGURE 5a). 

In fact, this ability of TEs to inactivate genes has been used as a tool to experimentally 

eliminate a particular gene function. The Gene Disruption Project is trying to disrupt each 

gene in the D. melanogaster genome through TE insertions (mostly P elements) to create 

Drosophila lines carrying a single mutated gene that can be very useful for the study of the 

biological roles of each individual gene (BELLEN et al. 2004). As a far less frequent event, TE 

insertions within a coding region have also been reported to be able to create a new intron in 

maize without affecting the protein sequence (GIROUX et al. 1994). 

 

TEs can also insert in intronic sequences where, theoretically, they would be harmless 

for the host because they should be spliced out with the rest of the intron. However, intronic 

TE insertions can interfere with the normal splicing of the gene or be recruited as new 

alternatively spliced exons by using splicing signals located within the TE. Both the inclusion 

of TE-derived exons or abnormal splicing events will usually be deleterious changes because 

they will likely cause the premature termination of the peptide sequence, as happens in the pig 

gene KPL2, where the insertion of a retrotransposon in an intron results in the skipping of the 

upstream exon or the inclusion of intronic sequences in the transcript. In both cases, 

translation terminates prematurely and the protein is truncated, which causes immotile short-

tail sperm defect (SIRONEN et al. 2006). Nevertheless, there are cases of TE-derived exons that 

may be functionally important. For example, the short form of the human leptin receptor is 

generated by an alternative splicing event taking place within the LTR of an endogenous 

retrovirus HERV-K, which also encodes the terminal 67 amino acids of the protein 

(KAPITONOV and JURKA 1999). Some evidences indicate that these exonization processes can 

be quite frequent, at least in humans. For example, Alu elements containing splice sites are 

often oriented in the opposite transcriptional direction with respect to the gene, which has 
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been interpreted to be because most motifs similar to splice sites are located on their minus 

strand, and more than 75000 antisense Alu elements in introns carry potential functional splice 

acceptor sites in the human genome (LEV-MAOR et al. 2003). Also, NEKRUTENKO and LI 

(2001) estimated that as much as 4% of human genes included retroelement sequences within 

their coding regions, usually as distinct exons recruited by splicing. 

 

 

1.3.1 Regulatory changes 

 

However, it is not necessary to target the coding region to affect gene function and the 

ability of TEs to alter gene regulation without interfering with the protein sequence itself is 

well-documented. Numerous different mechanisms have been described by which TEs can 

up- or down-regulate gene expression or modify the tissues or the timing of expression of a 

gene (FIGURE 3 and TABLE 2). TEs can provide regulatory elements able to increase the level 

of expression of a gene. For example, the up-regulation of the cytochrome P450 gene Cyp6g1 

has been associated with insectide resistance in D. simulans (SCHLENKE and BEGUN 2004) and 

D. melanogaster (CHUNG et al. 2007) (FIGURE 5b). In both species, increased transcription 

correlates with the presence of TEs (retroelement Doc in D. simulans and LTR retrotransposon 

Accord in D. melanogaster) inserted ~200-300 bp upstream of the transcription start site (TSS). 

In D. melanogaster, it has been demonstrated that the Accord LTR carries tissue-specific 

enhancers (CHUNG et al. 2007) and additional natural alleles have been discovered involving 

two more TE insertions (HMS Beagle and P) that also contribute to DDT resistance (SCHMIDT 

et al. 2010). But TEs can also cause the down-regulation of gene expression by disrupting 

promoter sequences. In some African D. melanogaster populations that live at high 

temperatures, expression of the chaperone Hsp70 is reduced because of jockey and HMS Beagle 

TE insertions in the promoter of two of the Hsp70 genes that alter promoter architecture 

(FIGURE 5d). This down-regulation could avoid the detrimental effects of the constitutive 

expression of this protein involved in thermotolerance, which could seriously reduce fitness 

(ZATSEPINA et al. 2001, LERMAN and FEDER 2005). 

 

TEs can also modify spatial patterns of expression by inducing the ectopic expression 

of genes. In the human amylase locus a HERV-E LTR acts as a tissue-specific enhancer that 
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controls the expression of this protein in saliva. Mice lack salivary amylase and also the TE, so 

its insertion in the hominid lineage could have induced expression in a novel tissue (TING et al. 

1992). Besides, TEs contain potential hormone-responsive sites able to control expression of 

adjacent genes. For example, the 5’ LTR of an endogenous provirus inserted 2 kb upstream of 

gene Slp in mouse includes a hormone-responsive enhancer that has conferred androgen 

response to this gene (STAVENHAGEN and ROBINS 1988), and motifs within Alu sequences 

seem to be responsible for the hormone dependence of several human genes like BRCA1 

(BRITTEN 1996b). 

 

These regulatory elements can also come from single-copy genomic sequences from 

the host that have been relocated by TEs to a new position. The transduction or movement of 

cellular sequences along with the element during transposition (especially in non-LTR 

retroelements because of their transposition mechanism) is another consequence of TE 

activity able to alter the expression of genes nearby the new insertion site and can even 

contribute to the creation of new genes (XING et al. 2006). For example, a sequence adjacent 

to an Alu insertion that was transposed with it into the human interferon γ gene promoter 

provides two functional transcription factor binding sites (TFBSs) required for the 

transcriptional activation of this gene (ACKERMAN et al. 2002). 

 

Besides TFBSs and enhancers, TEs can also provide alternative promoters for those 

genes located close to their insertion sites. That is the case of human genes EDNRB and 

APOC1, where LTRs from HERV-E retrovirus act as alternative promoters. Transcripts from 

both the native and LTR promoters have been detected in both genes, but in gene EDNRB, 

the LTR-driven transcripts appear limited to placenta and represent a significant proportion of 

the total transcription, which indicates that the LTR acts as a strong promoter (MEDSTRAND et 

al. 2001). In some other situations, the main promoter of a gene seems to be derived from 

TEs. For example, gene NAIP has multiple promoters sharing no similarity between human 

and rodents that are derived from independently acquired LTRs (FIGURE 5e). In humans, a 

HERV-P LTR serves as a tissue-specific promoter, active primarily in testis. However, in 

rodents, where multiple copies of this gene are present, an ancestral ORR1E LTR common to 

all rodent genes seems to be the major constitutive promoter, whereas a second LTR found in 

two of the mouse genes functions as a minor promoter (ROMANISH et al. 2007). Particularly 
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FIGURE 5 | Specific cases of genes whose expression is affected by TEs. (a) D. melanogaster gene CHKov1 
before (A) and after (B) a Doc insertion disrupts its coding region. The transcripts produced in this locus in each 
case are represented below as black arrows (AMINETZACH et al. 2005). (b) An increase in the expression levels of 
D. melanogaster gene Cyp6g1 in several tissues is detected when a normal line and a strain carrying an Accord LTR 
upstream of this gene (Hikone-R) are compared using real-time RT-PCR (CHUNG et al. 2007). (c) Normal 
transcript of human gene MET is shown above a representation of genomic DNA where exons are marked as 
black rectangles. An RNA transcribed in the same direction that MET mRNA but from the antisense promoter 
of an L1 copy inserted in an intron of the gene is shown below. This new transcript includes part of the element, 
some downstream exons of the gene and a new exon. Most of these transcripts originated in L1 elements do not 
seem to contain ORFs but they could be involved in transcriptional interference or post-transcriptional silencing 
of the corresponding cellular genes (NIGUMANN et al. 2002). (d) A 1.4 kb fragment of retroelement Jockey 
(brown) is inserted 107 bp upstream of hsp70Ba TSS in D. melanogaster African T strains disrupting the promoter 
of this gene by displacing several regulatory elements, represented here as blue or hatched boxes (ZATSEPINA et 
al. 2001). (e) An alternative promoter for human gene NAIP is provided by the 3’ LTR of an HERV-P 
endogenous retrovirus, while in mice the major promoter of the same gene (Naip) derives from another TE 
insertion, in this case from the LTR of an ORR1E element. Arrows indicate TSSs and the final transcripts are 
indicated above as black bars (ROMANISH et al. 2007). Figures extracted in each case from the corresponding 
cited articles. 
 

 
striking is the case of human gene IRGM, which encodes an immunity-related GTPase that 

has been recently identified as a risk factor for Crohn’s disease. The coding region of this 

single-copy gene was disrupted by an Alu retrotransposition event ~40 million years ago, but 

the open reading frame (ORF) was reestablished in the common ancestor of humans and apes 

thanks to an ERV9 insertion that serves as the functional promoter for the present human 

IRGM gene (BEKPEN et al. 2009). 

 

Finally, TEs can insert in the untranslated regions (UTRs) of genes, where they can 

affect mRNA stability and induce changes in transcription or translation efficiency by 

introducing new polyadenylation signals, microRNA binding sites or non-coding exons that 

modify the length of the UTRs. In humans, Alu and L1 insertions form a 5’ UTR exon in 

gene ZNF177 that exerts a positive transcriptional enhancer effect, but represses translation of 

this gene (LANDRY et al. 2001). In mouse, the thymidylate synthase transcript is polyadenylated 

at the stop codon because of a L1 insertion downstream of a cryptic polyadenylation signal 

(HARENDZA and JOHNSON 1990). Also, the insertion of TEs in the adjacent non-coding 

sequences can generate new transcripts of a gene. For example, human L1 retrotransposons 

have an antisense promoter that drives transcription into adjacent cellular sequences yielding 

chimeric transcripts that are highly represented in expressed sequence tag (EST) databases 

(FIGURE 5c). The authors of this study suggests that these L1-driven chimeric transcripts can 



 

48         1 | Introduction 

be a common phenomenon that may involve transcriptional interference or epigenetic control 

of different cellular genes (NIGUMANN et al. 2002). 

 

 

1.3.2 Epigenetic effects 

 

On the other hand, there are other effects of TEs that derive from the fact that in 

order to combat the potentially harmful impact of active TEs, the genome has evolved 

epigenetic defense mechanisms to suppress their activity, that is, to avoid the production of 

the proteins necessary for their mobilization. These mechanisms include post-transcriptional 

silencing of TEs by RNAi, chromatin modifications involving methylation of histones or 

cytosine residues and germline silencing through the Piwi/Aubergine pathway (SLOTKIN and 

MARTIENSSEN 2007). However, the ability of TEs to recruit this silencing machinery means 

that they serve as building blocks for epigenetic phenomena, at the level of single genes or 

across larger chromosomal regions. Therefore, the silencing mechanisms intended for TEs can 

affect not only their expression but also the expression of nearby genes. For example, yellow 

(Avy) mice have an IAP retrotransposon inserted 100 kb upstream from the agouti (A) gene 

(FIGURE 6b). When this IAP element is epigenetically silenced, the agouti protein is expressed 

specifically in the hair follicle with a determined timing and mice have dark agouti hair. In 

those cells where IAP is active, gene A is transcribed from a cryptic promoter in the LTR of 

the TE and the agouti protein is expressed ectopically, which results in yellow fur, as well as 

obesity, diabetes and an increased incidence of tumors (MORGAN et al. 1999). This phenotype 

is variegated and most mice present patches of yellow and agouti fur depending on the activity 

of the TE. Position-effect variegation (PEV) is another phenomenon where the spreading of 

heterochromatin into adjacent genes silences their expression through an epigenetic 

mechanism (GIRTON and JOHANSEN 2008). For example, insertions of a transgene containing 

gene white in different sites along D. melanogaster chromosome 4, which is mainly 

heterochromatic, reveal that those insertions located near genes are expressed normally and 

result in a red eye, while those that fall near or into TEs have a variable expression resulting in 

variegated eyes (FIGURE 6a). Besides, changes in transgene expression were shown to correlate 

with switches in chromatin structure (SUN et al. 2004). 
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FIGURE 6 | Epigenetic regulation of TEs is able to influence gene expression. (a) PEV on D. melanogaster 
chromosome 4 correlates with the proximity of a transgene to a TE (SUN et al. 2004). Horizontal lines represent 
chromosome 4. Transgene insertions are indicated by triangles showing the resulting phenotype: normal red eye 
or variegated eye (which is indicative of a silenced gene in those cells that originate the white patches). At the 
bottom black lines represent both the TE content and gene content along this chromosome. (b) In yellow Avy 
mice, an active IAP retrotransposon produces an outward-reading transcript that extends into the agouti coat-
color gene, whose proper expression is subject to the epigenetic status of the TE (silenced or active) (MORGAN et 
al. 1999). The variegated phenotype caused by this partial inactivation of the TE is shown in the picture at the 
right corner. A mouse with agouti hair (and a completely silenced TE) is shown at the right and a yellow mouse 
(with an active TE) at the left. Extracted from SLOTKIN and MARTIENSSEN (2007). 
 

 

In fact it is possible that these epigenetic silencing mechanisms also contribute to the 

function of heterochromatic regions of telomeres and centromeres, which are formed mainly 

by repetitive DNA and TEs (SLOTKIN and MARTIENSSEN 2007). For example, in D. 

melanogaster, retrotransposons HeT-A and TART transpose specifically to chromosome ends to 

maintain telomeres (PARDUE et al. 2005). Moreover, TEs can act as insulators that establish 

and separate chromatin domains with different gene activity. These insulators are able to block 

enhancer-promoter interactions when located between these two elements. That is the case of 

gypsy endogenous retrovirus in Drosophila, whose insulator properties are responsible for the 
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mutant phenotypes caused by its insertion (GDULA et al. 1996). TEs and its epigenetic 

silencing mechanisms have also been associated to other processes important for the host, like 

imprinting or V(D)J recombination (SLOTKIN and MARTIENSSEN 2007). Therefore, not only 

TEs can assume host functions by themselves, but some of them, together with the epigenetic 

silencing mechanisms, have been co-opted and perform essential roles for the host, especially 

regarding chromosome structure and function. 

 

All these studies show that TEs already have become a part of the genome, developing 

important regulatory functions at different levels. However, the global impact of TEs on gene 

regulation is difficult to assess. Two recent studies have estimated that as many as 25% of all 

known human (JORDAN et al. 2003) and mouse genes (VAN DE LAGEMAAT et al. 2003) contain 

TE elements within their promoter regions, which suggests that TEs have an important role in 

the evolution of gene regulation. It is important to note that this kind of studies face the 

additional difficulty that many TE insertions that occurred a long time ago and were selected 

and fixed can not be recognized as such anymore, because any distinctive sequences (TIRs, 

TSDs, internal ORFs) have decayed with time in the absence of selective pressure and only 

those motifs that provided an advantage remain. Recently, the analysis of conserved non-

coding sequences in vertebrates allowed the discovery of an ancient previously unknown 

SINE retroposon family. One copy of this TE originated a neural-specific distal enhancer for 

gene ISL1 while another copy, a ~200-bp ultraconserved region that is 100% identical in 

mammals, contains a 31-aa alternatively spliced exon of gene PCBP2 (BEJERANO et al. 2006). 

So it is possible that in the future the origin of more conserved non-coding sequences or 

regulatory elements can be traced back to TEs (LOWE et al. 2007). 

 

The striking number of cases of TEs affecting gene expression in multiple species 

(BRITTEN 1996a,1996b, KIDWELL and LISCH 1997, BRITTEN 2004, MEDSTRAND et al. 2005, 

FESCHOTTE 2008) makes it impossible to regard all these examples as curiosities or strange 

and infrequent events. Evidence clearly demonstrates that TEs are a highly used and extremely 

versatile mechanism of evolution. They are able to cause DNA breaks and copy themselves to 

multiple locations within a genome, which are activities that open up many possibilities to 

create variation. Besides, they do not represent just random sequences that simply provide raw 

material on which new regulatory elements can emerge by mutation, but TEs are already 
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functional sequences carrying their own promoters and regulatory signals as well as coding 

regions with protein domains. Actually, TEs have even been proposed to be involved in the 

establishment of regulatory networks due to their multiple copies, the fact that they contain 

regulatory elements and the DNA-binding properties of the proteins they encode 

(FESCHOTTE 2008). It has to be kept in mind that evolution is an opportunistic process that 

will use anything at hand as long as it works, and the activity of TEs is a fast mechanism able 

to generate variants that might be functional and have an adaptive value. 

 

 

1.4 The inversion 2j of D. buzzatii 

 

Within the genus Drosophila, inversion polymorphism has been studied in many 

species. However, one particular group that has received special attention for many years is 

the repleta group within Drosophila subgenus, to which the species D. buzzatii belongs. D. 

buzzatii is a cactophilic species originated in South America that colonized the south of 

Europe, north of Africa, and Australia (FONTDEVILA et al. 1981, BARKER 1982, FONTDEVILA 

et al. 1982). This species, whose karyotype consists of five pairs of telocentric chromosomes 

and one pair of dot chromosomes, has been extensively analyzed at a cytogenetic level, which 

led to the discovery of several polymorphic inversions, most of them in chromosome 2 

(WASSERMAN 1992). During many years numerous studies of inversion distribution in 

numerous locations (FONTDEVILA et al. 1981, FONTDEVILA et al. 1982, BARKER et al. 1985, 

HASSON et al. 1995), habitat (HASSON et al. 1992) and selective effects (RUIZ et al. 1991, 

NORRY et al. 1995, BETRÁN et al. 1998, FERNÁNDEZ IRIARTE and HASSON 2000), have 

provided valuable information about D. buzzatii ecology and inversion polymorphism. In 

more recent years several inversion breakpoints of both polymorphic (CÁCERES et al. 1999, 

CASALS et al. 2003, DELPRAT et al. 2009) and fixed (PRAZERES DA COSTA et al. 2009, CALVETE 

2010, PRADA 2010) inversions have been sequenced. A BAC genomic library has also been 

constructed, together with a physical map anchoring contigs assembled by fingerprinting of 

BAC clones to salivary gland polytene chromosomes (GONZÁLEZ et al. 2005). In addition, the 

D. buzzatii genome is currently being sequenced (Alfredo Ruiz, personal communication) 

using the 454 sequencing technology (MARGULIES et al. 2005). All this makes this species an 

excellent genetic model for in-depth studies of inversions. 
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 In particular, inversion 2j is the most common natural polymorphic inversion of D. 

buzzatii (WASSERMAN 1954) and has been studied for a long time. It is a paracentric inversion 

(it does not include the centromere) that spans one fourth (27%) of chromosome 2, which 

means that size of the inverted fragment corresponds approximately to 9 Mb (FIGURE 7). 

Individuals with 2j chromosomes can be found in many South-American populations, as well 

as in Europe and Australia, continents that have been also colonized by D. buzzatii 

(FONTDEVILA et al. 1981, FONTDEVILA et al. 1982). Inversion 2j frequency varies between 0 in 

some Brazilian populations and 1 in locations in the north of Argentina (HASSON et al. 1995), 

with an average frequency around 60%. This wide geographical distribution together with its 

high frequency in natural populations suggest that it is a successful inversion that must have 

some effect on the fitness of individuals carrying it. In fact, some studies have revealed that 

inversion 2j forms a balanced polymorphism with 2st non-inverted arrangement that is 

maintained in natural populations by natural selection acting on adult body size and 

developmental time. It has been known for a long time that individuals that carry 

chromosomes with inversion 2j exhibit an increased body size and a longer developmental 

time when compared to flies with 2st chromosomes (RUIZ et al. 1991, NORRY et al. 1995, 

BETRÁN et al. 1998, FERNÁNDEZ IRIARTE and HASSON 2000). Both chromosomal 

arrangements are thought to be present in natural populations thanks to a trade-off where 2st 

individuals have a shorter developmental time and result in smaller adults, while 2j carriers  

 

 

 
 
FIGURE 7 | Inversion 2j in D. buzzatii chromosome 2. The chromosome on top displays the 2st non-
inverted arrangement and the one at the bottom corresponds to the inverted 2j arrangement. Dotted lines 
indicate inversion 2j distal and proximal breakpoints as they can be cytologically observed in polytene 
chromosomes. Arrows indicate the change of orientation of the intervening segment. The left side of the 
chromosomes corresponds to the telomere and the right side to the centromere (Cen.). 
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have a longer developmental time but, in exchange, present a larger body size in the adult 

stage. Body size is positively correlated with important fitness variables such as mating 

success, female fecundity, longevity and even tolerance to heat, cold or starvation, and it is 

therefore subject to intense evolutionary selection (RUIZ et al. 1991, EDGAR 2006). On the 

other hand, a shorter developmental time gives individuals a demographic advantage in earlier 

stages of development. 

 

 

1.4.1 The origin of inversion 2j 

 

 Inversion 2j is one of the first natural inversions whose breakpoints have been studied 

at the molecular level and one of the few cases where the mechanism of formation could be 

elucidated. This inversion was originated by ectopic recombination between two oppositely 

oriented copies of a new TE named Galileo (CÁCERES et al. 1999). The two Galileo copies 

found at both breakpoints in 2j chromosomes presented exchanged 7-bp target site 

duplications (TSDs), which indicated that the pairing and recombination between these 

repeated sequences caused the inversion of the chromosomal fragment separating them. No 

TEs were found in the corresponding sites in 2st non-inverted chromosomes, where only one 

copy of the 7-bp TSD was present. Interestingly, the analysis of the breakpoint regions in 39 

D. buzzatii lines showed that there is a great degree of structural variation in the TE insertions 

found in 2j chromosomes (CÁCERES et al. 2001) (see APPENDIX I). In fact, these large 

insertions (1.2-6.3 kb long, depending on the line) are made up of several TEs inserted within 

or close to the Galileo copies responsible for the generation of the inversion. A total of 22 

insertions of ten different TEs, 13 deletions, 1 duplication, and 1 small inversion were found 

in the inverted chromosomes. All this structural variation contrasts with the low variability 

observed at nucleotide level among 2j chromosomes, which indicates that these alterations 

have occurred in a short period of time of only 84000 years (although other evidences 

postulate that coalescent times were grossly underestimated due to the inclusion of a large 

number of alleles sampled in recently colonizing populations, and that the age of the sampled 

2j alleles can be closer to 270000 years, LAAYOUNI et al. 2003), and suggests that these regions 

have become genetically unstable hotspots. In addition, the analysis of the nucleotide variation 

in the sequences adjacent to the breakpoints in several D. buzzatii lines with and without the  
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FIGURE 8 | TEs inserted at the distal and proximal breakpoint junctions in different 2j chromosomes. 
The upper part of each panel represents the breakpoint regions in the 2st arrangement. Sequences flanking the 
breakpoint sequence, marked by a vertical black arrow, are designated as AB and CD for the distal and proximal 
breakpoint, respectively. Colored boxes correspond to sequenced exons of genes adjacent to the breakpoint (red 
for gene Pp1α-96A and blue for CG13617, see below). Dark colors represent the coding regions of each gene 
while light colors indicate the 5’ and 3’ UTRs. In the lower part of each panel, the breakpoint regions in 2j 
chromosomes carrying the inversion are shown. The single-copy sequences around the inversion breakpoints are 
designated as A (outside the inverted segment) and C (inside) for the distal breakpoint, and B (inside the 
inversion) and D (outside) for the proximal breakpoint (CÁCERES et al. 1999, CÁCERES et al. 2001). In 2j 
chromosomes, regions B and D (ends of the inverted fragment) are exchanged with respect to the non-inverted 
arrangement, as can be seen in FIGURE 9. TEs inserted at the breakpoint junction are depicted as colored boxes 
with pointed ends. Black or patterned sections correspond to Galileo, Kepler and Newton TIRs. The TSD sequences 
generated upon insertion are shown for each TE. The group of TEs represented on the black line is found in all 
2j chromosomes analyzed so far (CÁCERES et al. 2001) and it is formed by a small Galileo copy and an ISBu-1 
insertion at the distal breakpoint, and three TE insertions (BuT1, BuT3-1 and Kepler) nested into a Galileo element 
at the proximal breakpoint. The numbers that appear after some TE names (e. g. Galileo-3) indicate the copy of 
the element of those found at inversion 2j breakpoints. In total, TE insertions at the distal breakpoint are 1.2-3.4 
kb long, and at the proximal breakpoint 3.2-6.3 kb long depending on the 2j line. 
 

 

inversion revealed that inversion 2j is monophyletic (it was generated only once) and that it is 

approximately 1 million years old (CÁCERES et al. 2001, LAAYOUNI et al. 2003). 

 

Galileo is a TE that was first described when it was discovered at the inversion 2j 

breakpoints (CÁCERES et al. 1999). A total of four copies of this TE were subsequently 

sequenced at the breakpoint insertions in the different 2j lines, with two of the copies, the 

ones that generated the inversion, being present in all the analyzed 2j lines. Also, three copies 

of a related element that was named Kepler and two more of yet another similar TE called 

Newton were also found at the breakpoint insertions of different 2j lines (CÁCERES et al. 2001). 

All of these elements were defective non-autonomous copies that lacked any coding capability 

and their mechanism of transposition was not clear. Therefore, Galileo was initially classified as 

a Foldback element based on its unusual structure (not on sequence similarity) that included 

extremely long terminal inverted repeats (TIRs). Kepler and Newton also had long TIRs and 

presented a 84% nucleotide identity with Galileo elements, although the terminal 40 bp were 

almost identical to those of Galileo (CÁCERES et al. 2001, CASALS et al. 2005). In addition, these 

three TEs generate 7-bp TSDs upon insertion and show similar sequence insertion 

preferences (CASALS et al. 2005). Only one of the Galileo copies at the breakpoints seemed to 

include a 141-bp ORF with similarity to a transposase (CASALS et al. 2005). Recently, thanks to 

the sequencing of 12 Drosophila genomes, the transposase of Galileo could be identified in D. 
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mojavensis and a complete copy of Galileo could then be amplified, sequenced and assembled in 

D. buzzatii (MARZO et al. 2008) (see APPENDIX III) . This complete Galileo copy is 5406 bp 

long and has 1229-bp TIRs and a 2738-bp coding region capable of encoding a 912-aa 

transposase (even though the sequenced copy has several mutations that prevent the correct 

translation of a protein). The homology of the transposase with those of D. melanogaster 1360 

and P elements allowed the unequivocal classification of Galileo as a DNA Class 2 transposon 

belonging to the P superfamily (MARZO et al. 2008). The presence of different types of Galileo 

elements in the D. mojavensis genome prompted that the related TEs Kepler and Newton started 

to be considered as different subfamilies of Galileo within the D. buzzatii genome (instead of 

different TEs) and, accordingly, they were respectively renamed as GalileoK and GalileoN 

elements, while the original Galileo copies were included in the GalileoG subfamily. 

 

 

1.4.2 Genes flanking the inversion 2j breakpoints 

 

 Despite the gained information on the origin of the 2j inversion, the underlying causes 

for the phenotypical differences between 2st and 2j individuals remain unknown. As 

mentioned above, one possibility is that the inversion breakpoints affect the expression of 

adjacent genes. In this particular case, the TE insertions at the breakpoint junctions could also 

modify by themselves the expression of flanking genes in 2j chromosomes. Since the location 

of the inversion breakpoints is known at a molecular level, these nearby genes can be easily 

identified (FIGURE 9 and TABLE 3) and the search for expression changes can be attempted. 

 

The distal breakpoint (AB) is located downstream of gene Rox8, an mRNA-binding 

protein that is part of the U1 ribonucleoprotein complex and that might be involved in the 

regulation of alternative mRNA splicing (MOUNT and SALZ 2000, KATZENBERGER et al. 

2009). In region A, and therefore outside the inverted segment, the coding region of Rox8 

ends approximately 1.5 kb away from the breakpoint in the sequenced 2st line and is located 

2319 bp away from the Galileo inserted at the breakpoint in line j-1, even though 841 bp 

correspond to an ISBu-1 element insertion (CÁCERES et al. 1999). Rox8 mRNA extends closer 

to the breakpoint (FIGURE 10a). To try to determine the length of Rox8 3’ UTR, D. 

melanogaster and D. buzzatii non-coding sequences downstream of Rox8 coding region  
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FIGURE 9 | Genes flanking inversion 2j breakpoints in 2st (top) and 2j (bottom) chromosomes. The 
distal breakpoint is represented at the left and the proximal breakpoint at the right. The centromere (Cen) of D. 
buzzatii chromosome 2 is also indicated. Vertical black arrows mark the breakpoints and white boxes on 2j 
chromosome correspond to the TE insertions found at the breakpoint junctions. The letters A, B, C and D 
indicate the single-copy sequences flanking each side of the two breakpoints (CÁCERES et al. 1999, CÁCERES et al. 
2001). Note that the positions of B and C (located inside the inverted segment) are exchanged in the 2j 
chromosome with respect to the 2st non-inverted arrangement. Colored arrows represent the genes found close 
to the inversion breakpoints. The arrows indicate the direction of transcription of each coding region. 
 

 

were aligned and a considerable sequence similarity was found between them, including an 

extraordinarily conserved 100-bp sequence that presents only five mismatches and one 1-bp 

indel between these two distantly related species. This relatively high similarity between 

species is lost abruptly 19 bp (in the D. buzzatii sequence) after the only conserved polyA 

signal (AAUAAA), which strongly suggests that this could be the end of the 3’ UTR (FIGURE 

10a). This would then result in a 875-bp long 3’ UTR located 649 bp away from the distal 

breakpoint in the 2st arrangement, but separated only by 347 bp from the ISBu-1 insertion 

present in region A in inverted chromosomes (CÁCERES et al. 2001). In region B, also at the 

distal breakpoint but inside the inverted segment, 1 kb of D. buzzatii single-copy DNA was 

sequenced during the course of this and previous works without finding any significant 

similarity to any known coding region. However, recent data provided by the ongoing D. 

buzzatii sequencing project have allowed the location of the inversion 2j distal breakpoint in 

the 18-kb long contig 104 and gene kuk (CG5175) has been identified as the closest gene in 

region B (Alfredo Ruiz, personal communication). More precisely, the initial methionine of 

kuk is located 2584 bp away from the breakpoint in the 2st arrangement. It is interesting that, 

A B C D

Rox8 CG13617 nAcR-96APp1-96A 

Cen 
2st 

A BC D 
Cen 

2j 

inversion 2j 

Rox8 CG13617 nAcR-96A Pp1-96Akuk 

kuk 
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according to FlyBase , in D. melanogaster this gene has two alternative TSSs located 2468 and 

307 bp upstream the coding region, even though the resulting 5’ UTRs are shorter (161 and 

151 bp, respectively) because both include introns that are spliced out. These two non-coding 

exons could not be found in the D. buzzatii sequence based on sequence conservation, and 

therefore, the approximate location of the TSS in this species has not been determined. 

However, the fact that in D. melanogaster the gene kuk possesses a promoter and a non-coding 

exon ~2.5 kb upstream of the coding region raises the possibility that the expression of this 

gene could be altered by the presence of the breakpoint or the TEs in chromosomes carrying 

inversion 2j if such elements exist also in D. buzzatii. The protein encoded by kuk seems to be 

implicated in the cellularization and morphogenesis of the embryonic epithelium (PILOT et al. 

2006), but its molecular function is unknown. Unlike the proximal breakpoint, which is 

located in a highly conserved block of genes, the gene downstream Rox8 is a gene called spas 

in all the sequenced Drosophila species, except for D. virilis and D. mojavensis (CLARK et al. 2007), 

the two that are phylogenetically closest to D. buzzatii. In all these species the gene kuk is also 

located in chromosome arm 3R but in a more distant position with respect to Rox8. This 

change in gene order probably is due to one of the multiple inversions that have caused the 

complete reshuffling of genes within chromosome arms during Drosophila genus evolution 

(RANZ et al. 2001). 

 

With respect to the proximal breakpoint (CD), it is surprising that it is located in a 

relatively gene-rich region of chromosome 2. Two genes, Pp1α-96A and nAcRβ-96A, were 

originally thought to be flanking the proximal breakpoint in the 2st arrangement in regions C 

and D, respectively (CÁCERES et al. 1999). Gene Pp1α-96A is located inside the inverted 

segment in region C and thus changes its position in those chromosomes carrying inversion 2j 

(FIGURE 9). Pp1α-96A encodes a protein serine/threonine phosphatase involved in amino acid 

dephosphorylation (DOMBRÁDI et al. 1990) and only 667 bp separate its initial methionine 

from the proximal breakpoint. Its TSS could be as close as 140 bp away from the breakpoint 

based on sequence homology with D. melanogaster Pp1α-96A 5’ UTR (data obtained from 

FlyBase ) (FIGURE 10b). However, in this case sequence conservation of the non-coding 

sequences upstream Pp1α-96A coding region is much lower than for Rox8 downstream 

sequences and, although the putative D. melanogaster TSS is found within a short stretch of 

sequence (10 bp) conserved in D. buzzatii (which might suggest that this sequence is 
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FIGURE 10 | Proximity of Rox8 and Pp1α-96A transcripts to inversion 2j breakpoints. (a) End of Rox8 
coding region in j-1 line. (b) Beginning of Pp1α-96A coding region in st-1 line. Coding sequences are depicted as 
bright colored boxes while lighter colors represent UTRs. The solid black line corresponds to single-copy non-
coding sequences. Colored arrows above each image indicate the direction of transcription and vertical black 
arrows mark the inversion breakpoints. The lengths of different parts of these sequences are shown above or 
below a thin bar spanning the corresponding distance. For each gene, the line where this region has been more 
extensively sequenced has been represented. Both gene sequences are partial since only the last exon of Rox8 and 
the first two exons of Pp1α-96A have been sequenced in D. buzzatii and are therefore included in the figure. Part 
of the alignments (performed using MUSCLE ) between D. buzzatii (Dbuz) and D. melanogaster (Dmel) non-
coding sequences used to determine the end of Rox8 3’ UTR and the TSS of Pp1α-96A are shown below each 
diagram. Identification of the putative end of transcription for Rox8 gene is based on a sudden decrease in the 
level of sequence conservation together with the presence of a conserved polyA signal, but a shorter 3’ UTR is 
indicated for this gene in FlyBase . For Pp1α-96A we relied on the current information about the TSS available 
in FlyBase for this gene in D. melanogaster to determine a possible start point in D. buzzatii. See main text for 
additional details. 
 

 

functionally important), the precise location of this gene TSS is not clear (FIGURE 10b). At the 

other side of the breakpoint, outside the inverted segment in region D, the initial methionine 

of gene nAcRβ-96A coding region is located ~3.8 kb away from the breakpoint in the 

sequenced 2st line and ~4 kb in the 2j line (because of a 166-bp tandem duplication and 

several small indels). This gene encodes a subunit of a nicotinic acetylcholine-activated 

channel involved in ion transport (LITTLETON and GANETZKY 2000). 

a 

Dbuz TATGTATGTAAAATGTAAAATAAA---ACAACAAAATATATAAAACCGACAAAAAAA---------AATTATTTCTAAA 
Dmel TAAATATGTAAAATGTAAAATAAAGAAGCAAAAAAATATATAAAACAAGTGAGAAAACGAAGGGACGCTGGTTTTTATA 
     **  ********************    *** **************     * ****           *  *** ** * 

875 bp 
347 bp 

841 bp 

2319 bp 

3’ UTR 

conserved 
region 

ISBu-1 Galileo 
stop 

polyA 
signal 

BP 

1444 bp 

5’ UTR 

BP 

Dbuz ACCGATAGCTGCGCGCCGTGCAATGGATAGGCAATCGATAGGCAATCGACTCGCGCTGTA 
Dmel ATCGATAG---------------TGGGAACGCAATCGATACGC-----GTTCACGGCGAA 
     * ******               ***  * ********** **       ** **  * * 

TSS 

875 bp 

667 bp 

140 bp 

Rox8 

Pp1α-96A 
b 

Met 
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TABLE 3 | Genes adjacent to inversion 2j breakpoints. Each column in the table indicates the following 
information: BP, breakpoint adjacent to each gene in the 2st arrangement; Region, according to CÁCERES et al. 
(1999, 2001) single-copy sequence surrounding the breakpoints where each gene is situated; Position, location of 
each gene with respect to the inverted segment; Orientation, end of the gene closest to the corresponding 
breakpoint; Coding region, distance from the stop codon or initial methionine of a gene to the breakpoint; UTR, 
distance from the putative end of the 3’ or 5’ UTR to the breakpoint. When distances are different in the 
sequenced 2st and 2j lines the two values are given. The points of start and finish of the transcripts have been 
inferred from sequence conservation in alignments with D. melanogaster sequences (see main text and FIGURE 10). 
Question marks indicate unknown data. 
 

Distance to BP 
Gene BP Region Position Orientation

Coding 
region 

UTR 
Function 

1549 bp (2st) 649 bp (2st) 
Rox8 Distal A Outside 3' 

2319 bp (2j)1 1444 bp (2j)1

mRNA binding protein 
involved in splicing 

kuk2 Distal B Inside 5' 2584 bp (2st) ? 
protein involved in 
morphogenesis of embryonic 
epithelium 

Pp1α-96A Proximal C Inside 5' 667 bp 140 bp protein serine/threonine 
phosphatase 

3785 bp (2st) 3646 bp (2st)
nAcRβ-96A Proximal D Outside 5' 

3998 bp (2j) 3860 bp (2j) 

nicotinic acetylcholine-activated 
cation-selective channel 
involved in ion transport 

CG13617 Proximal D Outside 3' 12 bp ? unknown 

 
1 The sequence includes a 841-bp IsBu-1 insertion. 2 Gene identified in contig 104 of the draft assembly of the D. 
buzzatii genome sequencing project (Alfredo Ruiz, personal communication). 
 

 

A preliminary analysis of the expression of the two genes initially considered to be the 

closest to the breakpoints, Pp1α-96A and Rox8, had been previously performed by semi-

quantitative RT-PCR and Northern blot using one 2st line and one 2j line (CÁCERES et al. 

1999). In spite of the proximity of the breakpoint, no expression differences were detected 

between the two lines for any of these two genes, which led to the conclusion that the 

adaptive value of the inversion did not seem to be related to mutations caused by the 

inversion breakpoints. Nonetheless, in 2000, the genome sequence of D. melanogaster was 

completed (ADAMS et al. 2000), and a new putative ORF, CG13617, was predicted between 

genes Pp1α-96A and nAcRβ-96A. This novel gene would be located in region D with respect 

to the proximal breakpoint in D. buzzatii, and therefore outside the inverted segment (FIGURE 

9 and TABLE 3). The comparison of region D single-copy sequence with the D. melanogaster 

genome revealed that D. buzzatii region D indeed showed homology with the last exons of 

CG13617 (CÁCERES et al. 2001). A careful annotation of the available sequence unveiled that 
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CG13617 stop codon was located only 12 bp away from inversion 2j proximal breakpoint. 

Thus, gene CG13617 became the closest gene to any of the breakpoints and its astonishing 

proximity made it a perfect candidate to search for position effects of either the inversion or 

the inserted TEs on its expression, reopening the possibility that one of the breakpoints 

affected somehow the expression of a gene and contributed to the evolutionary success of 

inversion 2j. 

 

 

1.5 Objectives 

 

 The sequencing of an increasing number of complete genomes has revealed a great 

degree of structural variation, a type of genetic variation whose importance had previously 

been overlooked in many species. In this work, we have focused on chromosomal inversions, 

a type of chromosomal rearrangement that is known to be maintained by natural selection in 

Drosophila. Molecular mechanisms underlying the effects of inversions remain unknown and, 

even though several theories are able to explain the spreading and maintenance of inversions 

in populations, evidence of what is actually happening in natural inversions is scarce. The main 

goal of this thesis is to investigate how inversions are able to affect phenotype and become the 

subject of natural selection. In order to do this, we have studied a particular case: inversion 2j 

of D. buzzatii.  

 

Inversion 2j has been extensively studied in our research group: from the 

determination of its phenotypic effects on size (RUIZ et al. 1991) and developmental time 

(BETRÁN et al. 1998), to the elucidation of the mechanism that originated the inversion 

(CÁCERES et al. 1999) and the molecular characterization of the TE insertions at the 

breakpoint junctions in several inverted chromosomes (CÁCERES et al. 2001). To date, there is 

not a single case of an inversion for which the whole story can be told: from the mechanisms 

responsible for its origin to the genetic basis of how it is able to affect phenotypic traits. This 

work represents the next step in the study of this well-known polymorphic inversion: the 

assessment of the presence of expression changes in the genes adjacent to the breakpoints. 

These position effects could be caused either by the TEs inserted at the breakpoint junction 
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or by the inversion of a substantial portion of the chromosome. Specifically, we will focus on 

CG13617, a novel gene whose coding region is the closest to one of inversion 2j breakpoints. 

 

This work is divided in two parts. In the first part we characterize gene CG13617 in D. 

buzzatii, we compare its expression between lines carrying inversion 2j and those with the 2st 

non-inverted arrangement to identify any differences that might be caused by the inversion, 

and finally we try to determine the molecular mechanisms responsible for the detected 

expression changes. In the first part we intend to answer the following questions: 

 

1. Is there a position effect of inversion 2j proximal breakpoint on CG13617 expression? 

Answering this question requires the complete characterization of CG13617 coding region and 

transcripts in D. buzzatii, as well as a comparative study of CG13617 expression levels and 

patterns in 2st and 2j lines to find any differences between them that could be associated to 

the presence of inversion 2j. 

 

2. Which are the molecular mechanisms that cause the expression change in inverted 

chromosomes? The objective is to identify the change in DNA present in 2j chromosomes 

that causes the differential expression with respect to the 2st arrangement. It is important to 

distinguish between the effects originated by the TEs inserted at the breakpoint junction in 

inverted chromosomes or those generated by the inversion itself that changed the sequences 

downstream of CG13617 coding region. Different possible mechanisms will be considered 

and investigated. 

 

 Once established that there is a difference between chromosomal arrangements in 

CG13617 expression as well as the mechanism causing it, we try to determine the 

consequences this expression change might have for flies carrying inversion 2j. In the second 

part of the work, we aim to answer these questions: 

 

3. Which are the consequences of CG13617 expression change at a molecular level? 

The complexity of the characters affected in individuals carrying inversion 2j (adult body size 

and developmental time) suggests that many genes could be contributing to these phenotypic 

effects. We intend to explore if other genes change their expression levels as a consequence of 
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CG13617 expression change in 2j individuals, which could suggest a regulatory role for the 

protein encoded by this gene. 

 

4. What is the function of gene CG13617? We are interested in determining the cellular 

processes in which CG13617 protein is involved. Bioinformatic analyses of the protein 

sequence will be performed to address this question, which will be complemented by the 

information obtained in the previous objective. 

 

5. Is there any causal relationship between CG13617 expression change and the 

phenotypic differences between 2st and 2j individuals? Data about CG13617 function, 

together with the analysis of the consequences of the expression change experimented by 2j 

individuals, can provide valuable information to evaluate the possibility that the altered 

expression of this gene is the primary cause of the observed phenotypic effects of inversion 2j 

affecting adult body size and developmental time, which could represent a mechanism able to 

explain the adaptive value of this inversion. 
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MATERIALS AND METHODS 
 
 
 
 
 
 
 
 
 

Entonces me contó unas cosas increíbles. Me contó maneras de llegar a la verdad de cualquier 
tema, no sólo sentándote a pensar en ello como Aristóteles (un señor griego, listo pero 
confundido), sino saliendo a mirar con tus propios ojos; me habló de hacer hipótesis e idear 
experimentos, y de comprobar las cosas mediante la observación y llegar a una conclusión. 
 

– JACQUELINE KELLY, La evolución de Calpurnia Tate (2009) 
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2 
Materials and Methods 

 

 

 

 

2.1 Drosophila lines 

 

Thirteen D. buzzatii lines were used in the different stages of this work. Eleven of 

these lines (excluding st-13 and st-14, see below) are isogenic for chromosome 2 and all of 

them are homozygous for different chromosomal arrangements: 2st (n = 7), 2j (n = 5), or 2jz3 

(n = 1). These lines represent the natural variability within the species’ geographical range 

(TABLE 4). Also, the 2j lines differ in the size and TE content of the insertions at the 2j 

proximal breakpoint (CÁCERES et al. 2001). 

 

During the course of the work, two new D. buzzatii 2st lines were isolated (st-13 and 

st-14) from different isolines founded with a single female collected from a natural population. 

Ten isolines from Mazán (Argentina), two from Wari (Peru) and two more lines from 

Atoqpampa (Peru) were available. For each line ten male-female pairs were crossed and after 

leaving offspring, the DNA of each of the parents was isolated (see below) so that they could 

be genotyped by PCR using different primer pairs located close to the breakpoints that are 

specific for the 2st and 2j chromosome arrangements (see the PCR and RT-PCR section). In 

two cases (one line from Mazán and one from Wari), we found a pair where both male and 

female were 2st/2st homozygotes and the two new lines were established with their offspring. 

 

Another two Drosophila species have been used for specific experiments during this 

work. The D. martensis line MA-4 (Guaca, Venezuela) was used to obtain the sequence of the 

gene CG13617 in this species closely related to D. buzzatii. Finally, the RNA interference 

experiments were performed using the D. melanogaster wild-type line Canton-S (Bloomington 

Drosophila Stock Center, stock number 1). 
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TABLE 4 | D. buzzatii lines used in this study. Question marks indicate that the breakpoint junction has not 
been characterized for these lines. The size of the breakpoint insertions is indicated in base pairs.  
 

Proximal breakpoint insertions 
Line 

Chromosome 2 
arrangement 

Geographical 
origin 

Type 
Size TE content* 

st-1 2st Carboneras (Spain) Isogenic 0 – 

st-4 2st Guaritas (Brazil) Isogenic 0 – 

st-7 2st Termas de Río 
Hondo (Argentina)

Isogenic 0 – 

st-8 2st Ticucho (Argentina) Isogenic 0 – 

st-11 2st Trinkey (Australia) Isogenic 0 – 

st-13 2st Mazán (Argentina) Isochromosomic ? ? 

st-14 2st Wari (Peru) Isochromosomic ? ? 

j-1 2j Carboneras (Spain) Isogenic 4313 GalileoG, GalileoK (2), BuT1, BuT3 (2) 

j-2 2j Carboneras (Spain) Isogenic 4313 GalileoG, GalileoK (2), BuT1, BuT3 (2) 

j-9 2j Quilmes (Argentina) Isogenic 3214 GalileoG, GalileoK, BuT1, BuT3 

j-13 2j Guaritas (Brazil) Isogenic 3214 GalileoG, GalileoK, BuT1, BuT3 

j-19 2j Ticucho (Argentina) Isogenic 4724 GalileoG, GalileoK, BuT1, BuT3, GalileoN 

jz3-4 2jz3 Tilcara (Argentina) Isogenic 6341 GalileoG (2), GalileoK, BuT1, BuT3 (2) 

 
* The number of copies of each TE is included in parenthesis when more than one copy is present. The exact 
nature of the breakpoint insertions is described in detail in Figure 2 of CÁCERES et al. 2001 (see APPENDIX I). 
 

 

2.2 Nucleic acid isolation 

 

Genomic DNA was extracted from 0.2 g of adult flies following the protocol 

described by PIÑOL et al. (1988). For the genotyping of the parental individuals to generate 

new 2st homozygous lines, a protocol based on a buffer containing cetyl trimethyl ammonium 

bromide (CTAB) (DOYLE and DICKSON 1987) that allows the isolation of DNA from a single 

fly was used. Plasmid DNA was extracted using standard methods (SAMBROOK et al. 1989). 

 

Total RNA was isolated from embryos, larvae, pupae, and adults by using TRIzol® 

reagent (Invitrogen). The embryos were either 0-12 h old or 0-20 h old and were collected by 

incubating flies in 2% agar plates with yeast during 12 or 20 h, respectively. Larvae samples 
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included a mix of the three different stages, except in the RNA interference experiments 

where first instar larvae were collected after microinjection and RNA was extracted following 

a modified protocol for Trizol adapted to this kind of samples (CARTHEW 2003). This 

protocol includes a step to wash the halocarbon oil protecting the microinjected embryos with 

heptane and the use of reduced amounts of the different reagents involved in the RNA 

extraction. 

 

 

2.3 RT-PCR and PCR 

 

Around 2-4 µg of total RNA was treated with 1 unit of DNase I (DNA-free™, 

Ambion) for 30 min at 37 °C to eliminate DNA contamination. cDNA was synthesized from 

500 ng or 1 µg of the DNase I-treated RNA by using an oligo(dT) primer able to bind the 

polyA tail of the mRNA molecules. The reagents used were the Transcriptor First Strand 

cDNA Synthesis Kit (Roche) for the D. buzzatii samples and the SUPERSCRIPT™ First-Strand 

Synthesis System for RT-PCR (Invitrogen) for the D. melanogaster ones. Negative reactions 

without retrotranscriptase were carried out for each sample to control for the presence of 

contaminant DNA. This step is especially important when the amplified fragments do not 

include an intron and generate PCR products of the same size whether they are amplified 

from genomic DNA or cDNA. 

 

PCRs were performed in a total volume of 25 μl, including 1 μl of cDNA or 100-200 

ng of genomic DNA, 10 pmol of each primer, 200 μM dNTPs, 1.5 mM MgCl2, and 1.5 units 

of Taq DNA polymerase. As mentioned above, whenever possible, primer pairs used in RT-

PCRs were selected to span an intron of the gene to differentiate the size of the amplification 

products from cDNA and genomic DNA. Primer sequences are available in TABLE 5 and 

SUPPORTING TABLE 3 of PUIG et al. 2004 (see Results). Typical cycling conditions were 30 

rounds of 30 sec at 94 ºC, 30 sec at 55-60 ºC (depending on the primer pair used), and 60 sec 

at 72 ºC. 

 



 

 

 

TABLE 5 | Primers used in this study. The table is divided in two parts, the first one containing the primer pairs used in D. melanogaster and the second one the primer 
pairs used in D. buzzatii. The T7 promoter sequence attached to the 5’ end of the specific sequence of the primer is indicated in lowercase. The amplicon sizes that 
correspond to the RT-PCR products obtained from a cDNA template are shaded in blue. D. buzzatii PCR genotyping primers were designed and used in previous 
studies (CÁCERES et al. 1999, CÁCERES et al. 2001). Since these primers are located in non-coding sequences surrounding the breakpoints or inside TEs, the amplified 
inversion breakpoint is indicated in the Gene column for these primer pairs. 
 
 
             Primer pairs used in D. melanogaster 
 

Primer 
name 

Sequence (5’→3’) 
Primer 
name 

Sequence (5’→3’) 
Amplicon 

(bp) 
Gene Use 

DmE1 TGGAGGATCTGGAGCGCATA DmE2 CGGAACTGGCCTCGAACTCA 1154 CG13617 cDNA cloning 

T7DmE3 
gcttctaatacgactcactatag 
CGGAAGCAGCACGAGAGGAT T7DmE2 

gcttctaatacgactcactatag 
CGGAACTGGCCTCGAACTCA 633 CG13617 dsRNA synthesis

DmE4 GGAAGATGGTCAACCGGAAG DmE6 CGTCCTCCGTGGTGTTGAA 531 CG13617 

DmH1 ACCGGAGTGTTCACCACCAT DmH2 CCTCCTCGACCTTAGCCTTG 499 Gapdh1 
RT-PCR 

DmU1 GCTCAATGAGGCAACCTTCG DmU2 CAGCGAGACAAGCGACACAT 85 mus209 

DmM2-1 GGCCCAAGCTAACGAACATC DmM2-2 TCTCAATGTGACGCACCGTAA 111 Mcm2 

Mcm5-1 GTCGCTGGCAAAGATTCGTT Mcm5-2 CCAGTCATCGCAGCATCAAG 102 Mcm5 

Mcm7-1 GCTCAGATGATTCAGGGTTTGC Mcm7-2 CGTCGTTCTTGTTGATACAGATGAT 76 Mcm7 

RnrL1 GTGGGACTGGCAGAAATTGAA RnrL2 TGGGAGCAACAAGCAGAGAGT 71 RnrL 

DmS1 CCCATCCAGTACCACGACATC DmS2 ACAAATCCACCTCCTCGACAGT 79 RnrS 

CycE1 CCGCCATCAGTCATACATTTAGTC CycE2 TCCATCCAGCGAGCACAAG 91 CycE 

Hsp83-1 CGCGCATGAAGGATAACCA Hsp83-2 TCCACGAAGGCAGAGTTGCT 82 Hsp83 

DmH3 GCGTCATCGACCTGATCAAGT DmH4 TTGCGGATTATGCAACAGTGA 111 Gapdh1 

Real-time RT-
PCR 

 
 
 
 
 
 



 

 

            Primer pairs used in D. buzzatii 
 

Primer 
name 

Sequence (5’→3’) 
Primer 
name 

Sequence (5’→3’) 
Amplicon 

(bp) 
Gene Use 

Dbmus1 TGAGGCACGTTTGGGACAAG Dbmus2 GCGTATGTGACCCAGATCCTT 718 mus209 

DbM2-1 ATACACGAGGCCATGGAGC DbM2-2 GGATCGTAGGAGAAGCCATT 774 Mcm2 

DbM5-1 CACGAAGCAATGGAACAGCA DbM5-2 GCGATATAGCATCTTCCGTTG 750 Mcm5 

DbM7-1 CGTCCCGATGGCATGAAGAT DbM7-2 GTCGTCGATGCATTTGTCCAC 926 Mcm7 

DbRnrL1 GCCATCATCGAATCTCAAGT DbRnrL2 GTGCGAAGATAATACATGCC 1003 

DbRnrL3* AGCATTCCAGTCCCAAAGAT       
RnrL 

DbRnrS1 ACGGAGAACGCCAACAACG DbRnrS2 AGATGATCTCAATGATGCGCTC 703 RnrS 

DbTs1 TCGTTCCCATTGCTGACCAC DbTs2 ATACGGCCATTTCCATTTGAAT 729 Ts 

DbCycE1 GCTAGACTGGCTGATCGAGGT DbCycE2 TCCATTGTGGTTGTGTGCGT 765 CycE 

DbRG3 TGTATTCAATCTGGATGGCA DbRG4 TCTGTTTTGATGGCGTAGTC 555 RanGap 

DbHsp1 GAGGACAAGGAGAACTACAAGA DbHsp2 TAATCGACCTCCTCCATGTG 821 Hsp83 

Sequencing 

Dbmus3 AGCGATTCCGGCATTCAG Dbmus4 TGATCTCAACGTCAACGAAACAA 72 mus209 

DbM2-3 GGAGGAGATACCACAGGACTTGTT DbM2-4 CGATGTTTGTTAGCTTAGGTCGAAT 80 Mcm2 

DbM5-3 TGTAAATGAAGCACTGCGACTGT DbM5-4 GCTCCAGCCAGGCTACCA 72 Mcm5 

DbM7-3 ATGTCCAAGGATTCGCTTAACC DbM7-4 GCAAAGATGCGATCCGAAGT 77 Mcm7 

DbRnrL4 CGATCCAGCAACACGGTATTAG DbRnrL5 TAAGGCTCGAACGACTCATTGT 100 RnrL 

DbRnrS3 GAAACAATGCCCGCTGTGA DbRnrS4 AAGTTCGCCGCCTTGGAT 71 RnrS 

DbTs3 TCCATACGCTAGGCGATGCT DbTs4 TTCGCGTTTCAACTGTTCCA 71 Ts 

DbCycE3 GAGCCGTTCTTCCATGTCATATC DbCycE4 TTTGTCACCTGCTCATTTTGCT 74 CycE 

DbRG5 TGACCACCAATGCTTATACCACTAA DbRG6 ACGTCGGTAGCCGTATTGTTG 112 RanGap 

DbHsp3 GGAGACCTTGCGCCAGAA DbHsp4 GAACAGCAGAATGACCAGATCCT 73 Hsp83 

E27 CCCTAAAGACTAAACTCCCACCAAA E25 TTAGCGGTTGTGTTGGATATGG 124 CG13617 

H8 CTGCCAACGGTCCATTGAA H9 GAGTGAGTGTCGCTGAGGAAGTC 82 Gapdh 

Real-time RT-
PCR 

A1 ACCGAATCGATCTCAAAGGCT B1 ATATTCGCGGAGTCAAAGGTG 370 2st distal BP 

A1 ACCGAATCGATCTCAAAGGCT C1 ACTTCGCCGCATCGCAATCTA 750 2j distal BP 

B1 ATATTCGCGGAGTCAAAGGTG G2 TGTGGCATCAACAACCGATCA 450 2j proximal BP

PCR genotyping 

 
            * Primer located inside the DbRnrL1-DbRnrL2 fragment used only for a sequencing reaction to close a gap. 
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2.4 RACE 

 

RACE (Rapid Amplification of cDNA Ends) experiments were done with DNase I-

treated RNA from embryos of lines st-1 and j-1. 5’ RACE was carried out using the 5’/3’ 

RACE kit (Roche). 3’ RACE was performed using cDNA synthesized with a primer that 

includes an oligo(dT) sequence with an extension added to its 5’ end that provides an 

anchoring point for a more specific primer. The gene-specific primers used in each case are 

listed in SUPPORTING TABLE 3 of PUIG et al. 2004 (see Results). All of the amplification 

products spanned one intron of the gene to ensure that they originated from mRNA. The 

fragments corresponding to each end of the mRNA were amplified in two rounds using 

different nested gene-specific primers. In some cases, different amounts of the first 

amplification were tested as a template for the second one to obtain a specific band. RACE 

products were cloned into the pGEM-T vector (Promega). A minimum of eight different 

clones from each reaction were screened by restriction mapping to ensure that they contained 

the expected gene sequence. In the 3’ RACE experiment, three clones were sequenced for 

each line. In the 5’ RACE, two clones from line st-1 and three clones from line j-1 that 

contained slightly different inserts were selected for sequencing. 

 

 

2.5 Real-time RT-PCR 

 

Real-time RT-PCRs experiments were performed in an ABI PRISM 7900HT Sequence 

Detection System (Applied Biosystems) in the first part of the work and an ABI PRISM 7500 

Sequence Detection System (Applied Biosystems) in the second part. The amplified products 

were detected with the dsDNA-binding dye SYBR Green (SYBR Green PCR Master Mix, 

Applied Biosystems, or iTaq SYBR Green supermix with ROX, Bio-Rad). Real-time RT-PCR 

reactions were performed in a total volume of 25 μl in 96-well optical plates. Each reaction 

included 1-2 μl of a 1/10 dilution of a cDNA sample, which was synthesized from 0.5-1 μg of 

total RNA. Controls without retrotranscriptase were performed during cDNA synthesis for 

each sample and were included in the real-time RT-PCR plates as negative controls for DNA 

amplication. Primers were designed by using PRIMER EXPRESS 1.5 software (Applied 
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Biosystems) taking special care in that they are specific (so that only one PCR product is 

amplified) and that they do not form secondary structures or primer-dimers that could 

unspecifically bind SYBR Green and affect product quantification measures (TABLE 5 and 

SUPPORTING TABLE 3 in PUIG et al. 2004, see Results). Primers for the CG13617 gene were 

designed in areas conserved between 2st and 2j lines. The housekeeping gene Gapdh (Gapdh1 in 

D. melanogaster), which is expressed constitutively, was used as an internal control for 

differences in cDNA concentration among samples. For each sample, the gene of interest and 

Gapdh were both amplified in triplicate, and results were analyzed by using SEQUENCE 

DETECTION SOFTWARE versions 1.7 or 1.4 (Applied Biosystems) respectively in each part of 

the work. Cycling conditions were 95 ºC for 10 min and 40 cycles of a denaturation step at 95 

ºC for 15 sec followed by annealing and extension at 60 ºC for 1 min. A dissociation curve 

step was added at the end of each run to ensure that only one specific product was amplified 

in each reaction. Relative quantification was performed with the standard curve method, and 

gene amplification levels were normalized by dividing by Gapdh levels in each sample. 

Expression levels were compared by means of two-level nested ANOVA (mixed model) 

(SOKAL and ROHLF 2000). 

 

 

2.6 DNA sequencing 

 

During the cloning of inversion 2j breakpoints (CÁCERES et al. 1999, CÁCERES et al. 

2001), gene CG13617 was partially sequenced in the D. buzzatii lines st-1 and j-1. The 

CG13617 sequence was completed in line st-1 by subcloning the λst9 phage into the 

pBluescript II SK vector (Stratagene), and in line j-1 by PCR amplification of different 

overlapping fragments covering the whole gene. The mRNA of the gene was also amplified in 

different fragments in line st-1 to verify the exonic structure of the gene, which had been 

predicted computationally by comparison with the D. melanogaster homologous gene (ADAMS et 

al. 2000). PCR and RT-PCR products were gel-purified with Geneclean® Spin kit (Qbiogene) 

and sequenced directly with the same primers. Cloned fragments were sequenced with M13 

universal primers. Sequencing was carried out at the Servei de Genòmica of the Universitat 

Autònoma de Barcelona. 
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Since the genome of D. buzzatii is not yet sequenced, several genes had to be totally or 

partially sequenced in this species in order to design specific primers to be used in the real-

time RT-PCR experiments (TABLE 5). Except for Gapdh gene, whose primers were designed in 

the D. hydei sequence, the sequencing primers for the rest of genes were designed in the 

corresponding homologous genes in D. mojavensis, the phylogenetically closest species to D. 

buzzatii with an available sequenced genome (CLARK et al. 2007). Each of the genes was 

identified in the D. mojavensis and D. virilis genomes, these sequences were aligned (see the 

Sequence analysis section) and primers were designed in D. mojavensis coding regions 

conserved between both species at the nucleotide level. Primers were chosen to try to amplify 

fragments approximately 800-1000 bp long in the D. buzzatii genome (a size that permits the 

complete sequencing of the PCR product performing one sequencing reaction from each 

end), and whenever possible, they were located in two different exons, so that amplification 

products originated from genomic DNA and mRNA have different sizes. For some genes, we 

chose to amplify cDNA instead of DNA depending on the distance between the two chosen 

primers taking into account that cDNA-derived products are shorter than those that come 

from DNA because they do not include intronic sequences. D. buzzatii st-1 genomic DNA or 

embryo cDNA were used as templates for the amplification, although j-19 genomic DNA or 

embryo cDNA was always included as a control in order to check that the gene can also be 

amplified in other D. buzzatii lines. All the st-1 amplified products were gel-purified using 

QIAquick® Gel Extraction (Qiagen) or GenElute™ Gel Extraction (Sigma) kits and 

sequenced directly with the same primers. In this case the sequencing was carried out at 

Macrogen Inc. (Seoul, Korea). When D. buzzatii sequences were obtained, BLASTN searches 

on the D. mojavensis and D. virilis genomes were performed to check that the best hits in each 

case corresponded to the expected homologous genes. Details about the different sequenced 

fragments are available in TABLE 8 (see Results), except for the Gapdh gene, of which a 1017 

bp fragment including the coding region almost completely as well as the 79-bp intron that 

this gene has in D. buzzatii, were amplified and sequenced in order to be used as an internal 

control in real-time RT-PCR experiments (PUIG et al. 2004). 
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2.7 Sequence analysis 

 
2.7.1 Sequence annotation and comparative DNA sequence analysis 
 

CG13617 coding regions were identified in the D. buzzatii sequence using BLASTX  

(translated nucleotide query vs. protein database) (MCGINNIS and MADDEN 2004) and 

compared with the D. melanogaster predicted protein annotation according to FlyBase  

(TWEEDIE et al. 2009). DNA and protein sequence alignments were performed with 

CLUSTALW  (LARKIN et al. 2007) and/or MUSCLE  (EDGAR 2004) and visualized with 

BIOEDIT software (HALL 1999). CG13617 Drosophila orthologous sequences and annotations 

correspond to the CAF1 (Comparative Analysis Freeze 1) genome assemblies of the 12 

sequenced genomes (CLARK et al. 2007) and were obtained from the DroSpeGe Browser 

(GILBERT 2007) that was accessed through the Assembly/Alignment/Annotation of 12 

related Drosophila species website . The GLEANR consensus annotation (CLARK et al. 2007) 

was verified for each species by translating the protein encoded by the predicted coding region 

and comparing with those of D. melanogaster and D. buzzatii. CG13617 similarity searches in 

species outside the genus Drosophila were performed by BLASTP  (protein query vs. protein 

database) and TBLASTN  (protein query vs. translated database) (MCGINNIS and MADDEN 

2004) using in both cases D. buzzatii 2st protein as a query to interrogate the corresponding 

GenBank non-redundant databases. The search of homologous sequences in the available 

completed genomes of all organisms yielded no new addition to the list of putative 

orthologous proteins. 

 

CG13617 upstream flanking sequences were analyzed using mVISTA and rVISTA  

(LOOTS et al. 2002, FRAZER et al. 2004) to search for conserved non-coding sequences (CNSs) 

among the different Drosophila species that could indicate the presence of promoter or 

regulatory elements. The DNA sequences of the five Drosophila subgenus species, including 

from the first two exons of gene nAcRβ-96A to the first two exons of CG13617, were 

submitted to the VISTA server together with their respective annotations, and aligned with 

LAGAN (BRUDNO et al. 2003) using translated anchoring to improve the alignment of distant 

homologues. A phylogenetic tree showing the relationships among species was introduced 

manually. Criteria used to identify significant conserved sequences were 70% identity in a 
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window size of 100 bp. Both mVISTA and rVISTA tools were used to define the CNSs and 

rVISTA was also employed to try to identify potential TFBSs. MATCH™ public version 1.0 

(Biobase)  was also used to search for TFBSs using all matrices from TRANSFAC® database 

and a cut-off to minimize false positives. Promoter predictions were performed with the 2006 

fly version of MCPROMOTER  (OHLER et al. 2002, OHLER 2006) with the highest sensitivity 

level, or with the NEURAL NETWORK PROMOTER PREDICTION tool  (REESE 2001) at the 

Berkeley Drosophila Genome Project site. 

 

 The other genes sequenced in D. buzzatii (TABLE 5, see Results) were identified in the 

D. mojavensis and D. virilis CAF1 genomes by searching the available annotations in the 

DroSpeGe Browser (GILBERT 2007) at the Assembly/Alignment/Annotation of 12 related 

Drosophila species website . In case of doubt in defining the exact coding regions, the 

consensus GLEANR annotation (CLARK et al. 2007) was followed. Homology with the 

corresponding D. melanogaster gene was always verified by performing BLASTN searches against 

this genome. Finally, the nucleotide sequences of the two Drosophila subgroup species (D. 

mojavensis and D. virilis) were aligned for each gene with MUSCLE  (EDGAR 2004) in order to 

identify conserved regions where interspecific primers could be designed. 

 

 

2.7.2 Protein analysis 

 

Protein sequences were obtained by conceptual translation of the predicted CG13617 

coding regions in the different available Drosophila genomes or the sequences generated 

experimentally in this work. To determine the best alignment of the CG13617 proteins of 14 

Drosophila species, we tried several alignment methods, including MUSCLE, CLUSTALW and T-

COFFEE with different parameters. Results of the different alignment methods are very similar 

and just differ in the position and/or length of some gaps. A final alignment was generated 

based on the MUSCLE alignment  (EDGAR 2004) with some minor modifications according 

to the regular T-COFFEE alignment  (NOTREDAME et al. 2000). The multiple sequence 

alignment was visualized with BIOEDIT (HALL 1999). Identity and similarity values between 

CG13617 proteins in the different Drosophila species were calculated with MATGAT software 
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(CAMPANELLA et al. 2003) based on pairwise alignments performed by the same program using 

BLOSUM62 as scoring matrix. 

 

The distinct putative protein domains and motifs were detected using different 

prediction programs. The C2H2-type zinc finger was identified in the different proteins using 

INTERPROSCAN  (ZDOBNOV and APWEILER 2001). The COILS software  (LUPAS et al. 

1991) was used to predict and characterize the coiled coil regions in each sequence individually 

with the following parameters: MTIDK matrix (weighted and unweighted), 28-residue window 

to determine the presence or absence of a coiled coil structure, 21-residue window to define 

more accurately the ends of coiled coil segments, and considering residues with probabilities 

>50% to be part of a coiled coil. In the D. buzzatii protein sequence, the nuclear localization 

signal (NLS) was predicted with the PSORTII software  (NAKAI and KANEHISA 1992) and 

the nuclear export signal (NES) using the NETNES 1.1 server  (LA COUR et al. 2004). Finally, 

the presence of PEST sequences was determined with EPESTFIND  (RECHSTEINER and 

ROGERS 1996). 

 

For the protein conservation analysis we used the web version of the AL2CO program 

 (PEI and GRISHIN 2001) on the multiple alignment of the CG13617 proteins of 14 

Drosophila species (excluding the Dbuz_2j sequence). All positions with gaps in more than 

50% of sequences (77 positions) were excluded from the analysis. To visualize the 

conservation patterns of the protein, we tried different window sizes (the optimum size for 

motif identification according to AL2CO documentation is 3) and selected a 10 aa window as 

the one giving the most interpretable results, although qualitatively similar results were 

obtained with other sizes. The different methods used to calculate conservation give very 

similar results overall (as pointed out by PEI and GRISHIN 2001), and we have chosen the Sum 

of Pairs measure with BLOSUM62 matrix because it takes into account the similarity between 

different amino acids (not only identity). To calculate the amino acid frequency we used the 

Henikoff & Henikoff modified method, which corrects for unequal distances between the 

different sequences (weight of similar sequences is lower) and has been widely used. Finally, to 

make conservation indices equal to each other for invariant positions we used the S’ 

normalization method.  
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2.8 Northern blot analysis 

 

Northern blot hybridization was performed as described in DE et al. (1990) with 20 μg 

of total RNA from each developmental stage (embryo, larva, pupa and adult) of lines st-1 and 

j-19. Ethidium bromide staining of the 1.2% agarose/formaldehyde gel, which allows the 

visualization of ribosomic RNA bands, was used to confirm that equal amounts of RNA had 

been loaded onto each lane. Hybridization was carried out for 16 h at 68 °C in a hybridization 

buffer containing 0.45 M NaCl, 0.09 M Tris HCl, 6 mM EDTA, 0.2% BSA, 0.2% Ficoll®, 

0.2% PVP, 10% dextran sulfate and 250 μg/ml yeast tRNA. Washes were performed at 68 ºC 

for 45 min – 1 h first with a 1x SSC 0.1% SDS solution and then with a 0.3x SSC 0.1% SDS 

solution. The probe used in the Northern blot analysis was an antisense [32P]UTP-labeled 

riboprobe synthesized by in vitro transcription from a clone containing the 1128-bp E2-E10 

RT-PCR product amplified from st-1 CG13617 cDNA (FIGURE 1 of PUIG et al. 2004). 

 

 

2.9 Whole-mount in situ hybridization in Drosophila embryos 
 

Whole-mount in situ hybridization was performed as described in LEHMANN and 

TAUTZ (1994) using embryos from lines st-1 and j-19. The same 1128-bp CG13617 antisense 

riboprobe as in the Northern analysis was used, but it was non-radioactively labeled with 

digoxigenine-UTP during synthesis by in vitro transcription. Embryos 0-24 h old were 

collected, dechorionized with a 50% bleach solution and fixed with heptane. Hybridization 

was performed overnight at 65 ºC using a hybridization buffer containing 50% formamide, 5x 

SSC, 0.1% Tween 20, 100 μg/ml yeast tRNA and 50 μg/ml heparin. Staining times for 2st and 

2j embryos were identical. Similar hybridizations with a sense probe (that can not bind the 

mRNA molecule because it has the same sequence) were also performed but they did not yield 

any clear and reproducible results. 
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2.10 dsRNA detection 

 

 Following the method described by ARAVIN et al. (2001), in order to detect the 

presence of double-stranded RNA (dsRNA) in st-1 and j-19 embryos, 10 μg of RNA was 

treated with RNase (RNase ONE, Promega) for 3 min at 37 ºC to degrade single-stranded 

RNA. The formation of dsRNA protects the RNA molecules from RNase digestion. Next, 

the RNase-treated RNA was precipitated with ethanol, treated with DNase (DNA-free™, 

Ambion) to eliminate any remaining contaminant DNA, denatured, and retrotranscribed using 

random primers to allow the synthesis of any fragment that could have hybridized with 

another RNA molecule. Finally, 2 μl of these cDNAs were amplified by nested PCR using in 

the first place the primer pair E11-E12 located in the second exon of gene CG13617 and then 

the internal primer pair E33-E34 (FIGURE 1 of PUIG et al. 2004). It is essential that the primers 

used in the amplification reactions are located inside the same exon because intronic 

sequences have been eliminated from the mRNA molecule and, although they are present in 

the antisense RNA, they are not protected from RNase digestion. For each sample, a negative 

control without the denaturation step previous to cDNA synthesis was performed. 

 

 

2.11 RNA interference 

 
2.11.1 Synthesis of a dsRNA molecule complementary to D. melanogaster  
gene CG13617 
 

In order to synthesize a specific dsRNA molecule for the D. melanogaster gene 

CG13617, a 1154 bp cDNA fragment comprising exons 3-5 was amplified by RT-PCR with 

primers DmE1-DmE2 (this gene has five exons in D. melanogaster, see Results) (FIGURE 11). 

We chose the final part of the gene to design the dsRNA because it is much less conserved 

among species and it does not contain any of the characterized functional domains of the 

protein. This is important to avoid that the small RNA fragments that will be generated from 

the long dsRNA molecule bind additional mRNAs, which could cause unspecific silencing of 

other genes. This RT-PCR product was then cloned into the pGEM-T Easy vector (Promega) 

and the plasmid DNA was used as a template in a PCR reaction with primers  
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T7 promoter

Amplification product / 
Template DNA

T7 RNA pol RNA dsRNA

Embryo microinjectionCG13617 silencing by RNAi

D. melanogaster CG13617 DmE1 DmE2
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T7DmE2T7DmE3

RT-PCR + cloning

PCR
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GCTTCTAATACGACTCACTATAG
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cDNA
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37 ºC

4 h

5’ 3’

 

 
FIGURE 11 | dsRNA synthesis in D. melanogaster. Blue rectangles represent CG13617 exons and green 
rectangles correspond to the T7 promoter sequences introduced in the PCR product. Primers are depicted as 
short black arrows. Yellow circles represent T7 RNA polymerase and two oppositely oriented parallel arrows 
symbolize the synthesized dsRNA molecule. Green arrows indicate the order of the different procedures. 
 

 

T7DmE2-T7DmE3, which have a T7 promoter sequence 

(GCTTCTAATACGACTCACTATAG) added at their 5’ end, just after the corresponding 

CG13617 specific sequence (TABLE 5). We used cloned cDNA as a template in the PCR 

reaction (instead of cDNA directly) to be able to obtain easily large amounts of the 

amplification product (since the cDNA is amplified in the bacteria, the quantity of template 

no longer depends on the expression level of the gene). As only half of the primer sequence is 

able to bind the template DNA at the beginning of the amplification reaction, the annealing 

temperature was 57 ºC during the first 10 cycles and 60 ºC during the remaining 25 cycles. A 

PCR product containing 587 bp of CG13617 cDNA and a T7 promoter sequence at each end 

was generated. This PCR product was purified from an agarose gel using the QIAquick® Gel 

Extraction Kit (Qiagen), cleaned with Phase Lock GelTM Light 1.5 ml tubes (Eppendorf), 

precipitated with ammonium acetate and ethanol, and resuspended in RNase-free water to be 

used as template in an in vitro transcription reaction with T7 RNA polymerase (MEGAscript® 
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T7 Kit, Ambion). In this case, transcription starts at both ends of the DNA template because 

they both possess a promoter recognized by T7 RNA polymerase. The two complementary 

RNA molecules bind each other in the same synthesis reaction at 37 ºC to form dsRNA. After 

the in vitro transcription reaction, we used RNeasy® Mini Kit (Qiagen) to remove proteins, 

ribonucleotides and template DNA and the newly synthesized dsRNA was dissolved in 

RNase-free injection buffer (0.1 mM sodium phosphate pH 7.8, 5 mM KCl). Finally, the 

dsRNA molecule was run in an agarose gel where it is expected to migrate in a way similar to 

dsDNA. The general guidelines for this procedure were obtained from CARTHEW (2003) and 

are illustrated in FIGURE 11. 

 

 

2.11.2 Microinjection 

 

D. melanogaster embryos for microinjection were collected when they were less than 1 h 

old in plates containing 1.5% agar dissolved in apple juice. It is essential to collect the embryos 

at a very early stage of development to ensure that they are in the syncytial blastoderm stage (a 

phase in which incomplete cell division causes the embryo to have many nuclei contained 

within a common cytoplasm), so the whole embryo acts as a single cell and the injected 

material can reach all the future cells of the individual. Embryos were dechorionized manually 

using double-sided adhesive tape adhered on a slide, were desiccated for 10 min at room 

temperature (to allow the introduction of the volume we want to inject), and were covered 

with halocarbon oil to avoid any posterior desiccation. Dechorionized embryos were then 

injected with the dsRNA complementary to the gene CG13617 at a concentration of 430 

ng/μl, which was experimentally determined to be a dsRNA concentration that produced an 

effective gene silencing without having an extremely toxic effect for the embryos. Control 

embryos were also microinjected using a solution only with buffer to avoid introducing 

differences between samples caused by the injection process (rather than by the effects of the 

dsRNA itself), which could result in changes when expression profiles of the embryos are 

compared. After microinjection, embryos were kept in a humid chamber at room temperature 

covered in halocarbon oil until collection. It is important to take into account that a variable 

fraction of the microinjected embryos died during the process due to any of the manipulations 

they endured (dechorionation, desiccation or microinjection). 
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Samples of microinjected individuals were initially collected at three different 

developmental stages to check for the effectiveness of CG13617 silencing: ~20 h old embryos 

(including individuals that are already dead as well as alive embryos because it is impossible to 

distinguish them at this stage), first instar larvae that have just hatched, and third instar larvae 

that had been transferred to a vial with medium after hatching to continue their development. 

For embryos and first instar larvae, all the embryos in the same slide (20-30 individuals) were 

collected as one sample. For third instar larvae, 2 individuals were enough to be able to extract 

sufficient RNA. For further analysis, we chose to use only the first instar larvae samples 

because we can ensure that we are working with RNA from tissues of individuals that had 

survived the microinjection process and that were alive at the moment of collection. Also, 

these larvae are closest to the embryonic stage, where CG13617 is known to be silenced in D. 

buzzatii. Since first instar larvae samples were intended to be used for different gene 

expression experiments (microarrays, real-time RT-PCR) a larger amount of RNA was needed 

and 50-100 larvae were pooled together and collected as a single sample. After hatching, first 

instar larvae were collected following a protocol described in CARTHEW (2003) that includes a 

wash with heptane to eliminate halocarbon oil. First instar larvae were stored at -80 ºC until 

enough quantity was obtained to proceed with RNA isolation. 

 

 

BOX 2 | RNA interference 
 
Double-stranded RNA (dsRNA) has been revealed in 
recent years to be an important regulator of gene 
expression in many eukaryotes. It triggers different 
types of gene silencing that are collectively referred to 
as RNA silencing or RNA interference. The main 
feature that characterizes this mechanism is the 
presence of small ~20-30 nt non-coding RNAs able to 
regulate gene expression at different levels. As a 
general rule, this small RNAs serve as specificity 
factors that direct bound effector proteins to target 
nucleic acid molecules via base-pairing interactions. 
The result of this process is an inhibitory effect on the 
gene expression of the target gene. The discovery of 
these mechanisms has led to the development of 
experimental techniques to knock out specific genes 
based on the introduction of dsRNAs to silence their 
expression. These procedures are known as RNA 
interference (RNAi) techniques and are widely used in 
multiple model organisms such as Caenorhabditis elegans, 
Drosophila or even human cells. 

There are three main categories of short non-coding 
RNAs: short interfering RNAs (siRNAs), microRNAs 
(miRNAs) and piwi-interacting RNAs (piRNAs). 
siRNAs and miRNAs come from double-stranded 
RNA precursors and are broadly distributed both 
phylogenetically and within the tissues of an organism. 
Instead, piRNAs are found primarily in animals, they 
only function in the germ line, and seem to be derived 
from single-stranded precursors. It is also important to 
take into account that these two groups of molecules 
bind to distinct sets of effector proteins. There are 
also some differences between siRNAs and miRNAs: 
miRNAs are processed from stem-loop precursors 
with incomplete double-stranded character that are 
purposefully expressed. They derive from a type of 
regulatory genes known as microRNA genes that 
produce non-coding transcripts with an imperfectly-
paired hairpin structure. On the other hand, siRNAs 
are primarily exogenous in origin (they come from 
TEs, viruses, or transgenes) although they can be
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BOX 2 | RNA interference (continued) 
 

 
 
FIGURE 12 | RNA interference mechanism. Several different categories of transcripts can adopt dsRNA 
structures that can be processed by Dicer into short (~21-23 nt) siRNAs (or miRNAs, if microRNA genes are 
the origin of the hairpin dsRNAs). To the left side are the exogenous sources of dsRNA molecules and to the 
right the endogenous ones. These RNA duplexes can be intra or intermolecular and although most are perfectly 
base-paired, some are not (for example, those coming from gene/pseudogene complexes or microRNA hairpin 
precursors). A siRNA or miRNA consists of a guide strand (red) which assembles into a functional RISC, and a 
passenger strand (blue), which is ejected and degraded. All forms of RISC contain the small RNA bound to an 
Ago protein and some additional factors. Target RNAs are then recognized by base-pairing, and silencing occurs 
through one of several mechanisms. In many species, the siRNA populations that engage a target can be 
amplified by the action of RNA-dependent RNA polymerase (RdRP) enzymes, strengthening and perpetuating 
the silencing response. Adapted from CARTHEW and SONTHEIMER (2009). 
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BOX 2 | RNA interference (continued) 
 
endogenous too (see below) and they are excised from 
long, fully complementary dsRNAs. Here we will 
focus our attention on siRNAs and how they regulate 
gene expression in Drosophila. 
 
The signature components of the RNA silencing 
machinery are: the Dicer enzymes, the Ago proteins 
and the ~21-23 nt siRNAs. The trigger is the presence 
of dsRNA molecules that can arise from multiple 
sources, which can be exogenous or endogenous. The 
exogenous dsRNA sources include transgene 
transcripts (trangenes can insert in the genome 
forming arrays made up of multiple copies with 
different orientations and their transcription can result 
in dsRNA formation), viral RNAs and experimentally 
introduced dsRNAs. The endogenous dsRNA 
molecules can be originated from convergent 
transcripts or natural sense-antisense pairs, the pairing 
of gene/pseudogene transcripts, microRNA genes and 
other hairpin RNA structures, or from repeated 
sequences that can be transcribed, like TEs or 
centromeres (FIGURE 12, top). 
 
All these dsRNA precursors need to be processed by 
the Dicer enzymes to form the small ~21-23 nt 
siRNAs. These enzymes have a PAZ domain that 
binds the end of the dsRNA molecule and two RNase 
III domains that cleave one strand each. The resulting 
product is a short dsRNA molecule ~21-23 nt long 
with ~2 nt 3’ overhangs. Many different siRNAs can 
be excised from a single long dsRNA molecule. Some 
organisms have only one Dicer enzyme, but others are 
capable of producing several of them. In D. 
melanogaster, there are two distinct Dicers with 
functional specialization: Dicer-1 is required for 
miRNA biogenesis, while Dicer-2 is devoted mostly to 
the siRNA pathway. Dicer enzymes are usually 
associated to another protein with dsRNA-binding 
domains. In the case of Drosophila Dicer-2 this protein 
is R2D2. 
 
The next step consists in the incorporation of these 
small RNAs into an RNA-induced silencing complex 
(RISC). The Argonaute (Ago) proteins are the central 
defining components of the various forms of RISC. 
They also have a PAZ domain and possess a PIWI 
domain exclusive of this protein family. In Drosophila 
there are five Argonaute proteins with functional 
specialization, but numbers vary in different 
organisms. However, double-stranded siRNAs 
generated by Dicer cannot load directly into 
Argonaute proteins. These siRNAs enter into a RISC 
assembly pathway that involves duplex unwinding and 
culminates in the stable association of only one of the 
two strands with the Ago effector protein. This Ago-

associated strand will become the guide strand that 
directs target recognition by base pairing, while the 
other passenger strand is discarded. In Drosophila, in 
the first place, the R2D2/Dicer-2 heterodimer binds a 
siRNA duplex and then unknown factors are added to 
form the RISC-loading complex (RLC). This complex 
assembles with Ago2 to form pre-RISC and finally, 
Ago2 cleaves the passenger strand, that is ejected, and 
a functional RISC complex is formed. Several dsRNA-
binding proteins are involved in this process. Strand 
selection is dictated by the relative thermodynamic 
stabilities of the two duplex ends: whichever strand 
has its 5’ terminus at the less stably base-paired end 
will be favored as the guide strand. siRNAs with equal 
base-pairing stabilities at their ends will incorporate 
either strand into RISC with approximately equal 
frequency. 
 
The main mechanism of action of siRNAs is to cause 
gene silencing at the post-transcriptional level through 
the degradation of target mRNAs. The identities of 
the genes to be silenced are specified by this small 
RNA component of RISC. The siRNA guide strand 
directs RISC to perfectly complementary mRNA 
targets, which are then degraded by the PIWI domain 
of the Ago protein that cleaves the linkage between 
target nucleotides paired to siRNA nucleotides 10 and 
11 (counting from the 5’ end). Then cellular 
exonucleases attack the fragments to complete the 
degradative process. The mRNA target dissociates 
from RISC after cleavage, leaving the protein complex 
free to cleave additional target molecules. Mismatches 
at or near the center of the siRNA/target duplex 
suppress the endonucleolytic cleavage, but the gene 
can still be silenced at post-transcriptional level by 
other mechanisms, such as translational repression, a 
pathway generally used by miRNAs. Silencing of 
imperfectly matched mRNAs in a way similar to how 
miRNAs act appears to account for most “off-target” 
effects of siRNAs and is therefore of considerable 
importance. 
 
In some organisms like C. elegans, primary siRNAs can 
induce the synthesis of secondary siRNAs through the 
action of an RNA-dependent RNA polymerase 
(RdRP) that uses siRNAs as primers to synthesize 
dsRNA with the target transcript as a template. This 
secondary siRNAs can amplify and sustain the 
silencing response, making it very strong. This 
amplification process involves the appearance of 
siRNAs corresponding to regions not included in the 
initial dsRNA trigger, so the lack of RdRP in insects 
and vertebrates makes the silencing mechanisms more 
specific in these species.  
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BOX 2 | RNA interference (continued) 
 
As illustrated in FIGURE 12 (bottom), there are 
multiple mechanisms for siRNAs or miRNAs to cause 
the silencing of the target genes. Another important 
pathway known to take place in many species is the 
induction of heterochromatin formation with the 
consequent silencing of the affected genes. This 
transcriptional silencing was first reported in 
Saccharomyces pombe and also in plants as transcriptional 
gene silencing (TGS). It has been better characterized 
in S. pombe, where a RITS (RNA-induced 
transcriptional silencing) complex containing Ago1 is 
guided to specific loci such as centromeric repeats by 
bound siRNAs where it recognizes nascent transcripts 
thanks to an interaction between RITS and RNA pol 
II. RITS association promotes histone H3 methylation 
on lysine 9 by histone methyltransferases, which leads 
to the recruitment of Swi6 protein and chromatin 
condensation. Engagement of RITS to nascent 

transcripts also activates RdRP, which generates 
secondary siRNAs able to spread the silencing. 
Heterochromatinization causes DNA to be 
inaccessible for the transcription machinery and 
therefore, any genes included in the heterochromatin 
will be silenced to some extent. 
 
In summary, in just a few years it has become clear 
that RNA interference pathways provide not only a 
completely new and unexpected mechanism to 
regulate gene expression and to defend the genome 
from invasive nucleic acids, but also have proven to be 
a very useful tool for biological research. These 
silencing mechanisms acting at some of the most 
important levels of genome function constitute a very 
active area of research and as more details of how this 
pathways work are discovered, new applications, such 
as their clinical use, will also be developed. 

 

 

 

2.12 Microarrays 

 

Gene expression levels of first instar larvae samples microinjected with the dsRNA 

that silences gene CG13617 expression (DSRNA) and control samples injected only with 

buffer (CONTROL) were compared using D. melanogaster oligonucleotide microarrays 

(GeneChip® Drosophila Genome 2.0 Array, Affymetrix ). These microarrays contain 18880 

probe sets (14 probes 25-nt long each) able to interrogate ~18500 transcripts. Labeling and 

hybridization were performed following the instructions of the manufacturer, starting from 3 

μg of total RNA of four different samples: DSRNA1, DSRNA2, CONTROL1, CONTROL2 

(FIGURE 13). Each sample was processed independently and hybridized to a different array. 

For the four arrays quality measures fell within the usual limits and were similar between them.  

 

To take into account the diversity of methods available to process the array 

information and calculate expression values, array results were analyzed using three different 

programs: GENECHIP® OPERATING SOFTWARE (GCOS) version 1.4 (Affymetrix), RMA 

(IRIZARRY et al. 2003) as implemented in Bioconductor (GENTLEMAN et al. 2004), and DCHIP 

version 2004 (LI and WONG 2001). In the GCOS analysis, first all arrays were normalized 



 

86         2 | Materials and methods 

separately to a same average intensity of 500 and pair-wise comparisons between the arrays of 

the control and embryos injected with dsRNA were generated. Then, probe sets showing 

expression differences between them were identified using the BULLFROG 5.3 program 

(ZAPALA et al. 2002) with the following criteria: a consistent call of increase/marginal increase 

or decrease/marginal decrease in the four pair-wise comparisons and an average fold change 

greater than 1.8. For the Bioconductor analysis, arrays were normalized by quantile 

normalization and expression values were calculated using the RMA method. The resulting 

expression values were then analyzed with the SAM (Significance Analysis of Microarrays) 

program (TUSHER et al. 2001) as two class unpaired data using default parameters. The list of 

differentially expressed genes was obtained by fixing a false discovery rate (FDR) of 10% 

(delta = 0.5843) and all those with an average fold change between DSRNA and CONTROL 

arrays greater than 1.8 were selected. In the DCHIP analysis, arrays were normalized to that 

with median intensity and expression values for each probe set were calculated as a model-

based expression index using the PM/MM difference model and the program default 

parameters. The criteria used to identify probe sets with signal differences between 

experimental conditions were a fold-change greater than 1.5 using the lower bound of the 

90% confidence interval, absolute difference between means greater than 50, and a t-test P-

value lower than 0.05. The lists obtained with each method were combined and those probe 

sets differentially expressed in at least two of the three independent analyses were considered 

to be significant. Cluster analysis was carried out by average linkage hierarchical clustering 

using the CLUSTER and TREEVIEW programs (EISEN et al. 1998). Prior to the clustering, the 

hybridization signal from each probe set was median-centered and normalized across the 

samples, and the uncentered Pearson correlation was used as similarity metric. The gene 

ontology analysis of the differentially expressed genes was performed using the Functional 

Annotation Clustering tool at the DAVID Bioinformatics Resources NIAID/NIH webpage 

 (DENNIS et al. 2003, HUANG et al. 2009) using the 41 differentially expressed probe sets and 

medium classification stringency (see Results). 
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FIGURE 13 | Labeling of RNA samples to be hybridized in Affymetrix microarrays for gene expression 
profiling. The different procedures are indicated at the left of the figure. Starting from total RNA samples, 
double stranded cDNA is synthesized adding a T7 promoter at the 3’ end. This double stranded cDNA is then 
used as a template in an in vitro transcription reaction with biotin-labeled ribonucleotides. In this reaction, biotin-
labeled antisense complementary RNAs (cRNA) are generated. These cRNA molecules are the complementary 
strand to the initial cellular RNAs. After fragmentation, cRNAs are able to hybridize with the oligonucleotide 
probes contained in the microarray (which possess the original mRNA sequence). Figure from 
http://www.affymetrix.com. 
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BOX 3 | Oligonucleotide microarrays 
 
DNA oligonucleotide microarrays are a technology 
used in molecular biology to assess the expression 
levels of thousands of genes simultaneously in a given 
tissue. This microarray-based gene expression profiling 
can be used to identify genes whose expression is 
different in two or more samples. Affymetrix 
GeneChip® arrays consist of a glass surface containing 
hundreds of thousands of oligonucleotide probes 
packed at extremely high densities (FIGURE 14). These 
probes are synthesized in situ using photolithography 
and combinatorial chemistry techniques. Each 
oligonucleotide is located in a specific area on the 
array called a probe cell and each probe cell contains 
hundreds of thousands to millions of copies of a given 
oligonucleotide. These probes are 25 nucleotides long 
and they are complementary to the thousands of 
annotated transcripts in a genome (FIGURE 15a). 
Probes are designed to maximize sensitivity, 
specificity, and reproducibility, allowing consistent 
discrimination between specific and background 
signals, and between closely related target sequences. 
Probes are arranged in probe pairs formed by a perfect 
match and a mismatch probe where the central 
nucleotide has been substituted by a different one 
(FIGURE 16a). This single nucleotide change affects 
hybridization of the target labeled mRNA and 
provides a measure for background signals against 
which the true signal obtained with the perfect match 
probe can be compared. Several probe pairs are used 
to measure the level of transcription of each transcript 
forming what is called a probe set (FIGURE 16b). In 

order to perform the experiment, biotin-labeled RNA 
fragments of the sample we want to analyze are 
hybridized to the array (FIGURE 13). The hybridized 
microarray is then stained with streptavidin 
phycoerythrin conjugate and scanned. The amount of 
light emitted at 570 nm is proportional to the bound 
target at each location on the probe array (FIGURE 
15b). 
 

FIGURE 14 | 
Affymetrix 
GeneChip® 
microarray. Probes 
are located in the 
central glass surface 
enclosed within a 
sealed cartridge. 
 

The GeneChip® Drosophila Genome 2.0 Array 
(Affymetrix) is a microarray tool for studying 
expression of D. melanogaster transcripts. It comprises 
18880 probe sets analyzing over 18500 transcripts, 
which provides a considerable coverage of the 
transcribed part of this species’ genome. The 
microarray contains 14 probe pairs per probe set. The 
probes in this microarray were designed based on the 
FlyBase release 3.1 annotation of the D. melanogaster 
genome, but other published gene predictions from 
the Drosophila Research community were also included 
on the array. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 15 | Structure and spatial organization of Affymetrix microarrays (a) and hybridization of the 
labeled mRNAs to their corresponding complementary probes (b). If a larger quantity of a determined 
transcript is available, more copies of the probe will bind an mRNA molecule and a stronger signal will be 
detected when the microarray is scanned. The intensity of the measured signal will be always proportional to the 
initial amounts of each transcript in the analyzed sample. Figures from http://www.affymetrix.com.  
 

a 

b 
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BOX 3 | Oligonucleotide microarrays (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 16 | Each transcript is analyzed by a specific probe set formed by 14 probe pairs. (a) A probe 
pair is formed by a perfect match probe and a mismatch probe, where the central nucleotide of the 25-nt long 
oligonucleotide probe is substituted by a different one. This mismatch does not allow the hybridization of the 
labeled mRNAs. (b) A schematic representation of D. melanogaster mus209 gene structure (dark green rectangles 
correspond to the coding region and light green are the UTRs) shows the location of the 14 probes (red bars) 
contained in the microarray to interrogate the expression level of this gene. In each of the 14 probe pairs, the 
perfect match probe gives strong expression signals (clear squares) in the hybridized, stained and scanned 
microarray, while the mismatch probe (where hybridization of the target mRNA does not occur) provides a 
background measure and serves as a control for non-specific hybridization. Panel (a) from 
http://www.affymetrix.com. 
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Arrayed in their regiments, my genes carry out their orders. All except two, a pair of 
miscreants – or revolutionaries, depending on your view – hiding out on chromosome number 
5. 
 

– JEFFREY EUGENIDES, Middlesex (2002) 
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3 
Results 

 

 

 

3.1 Position effect of inversion 2j on CG13617 gene expression in 
D. buzzatii 
 

 The first part of the results consists of an article published in Proceedings of the National 

Academy of Sciences of the USA in 2004. In this article we describe an expression difference in 

gene CG13617, adjacent to the proximal breakpoint of the polymorphic inversion 2j of D. 

buzzatii, between inverted and non-inverted chromosomes. Also, we propose an unusual 

silencing mechanism seemingly triggered by the TEs inserted at the breakpoint junction in 

inverted chromosomes as the cause of this difference, which constitutes one of the few 

examples of position effects of inversion breakpoints on the expression of nearby genes found 

in nature. 

 

MARTA PUIG, MARIO CÁCERES and ALFREDO RUIZ (2004) Silencing of a gene adjacent to the 

breakpoint of a widespread Drosophila inversion by a transposon-induced antisense RNA. Proc. 

Natl. Acad. Sci. USA 101: 9013-9018. 



Silencing of a gene adjacent to the breakpoint
of a widespread Drosophila inversion by a
transposon-induced antisense RNA
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*Departament de Genètica i de Microbiologia, Universitat Autònoma de Barcelona, 08193 Bellaterra, Barcelona, Spain; and †Department of Human
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Adaptive changes in nature occur by a variety of mechanisms, and
Drosophila chromosomal inversions was one of the first studied
examples. However, the precise genetic causes of the adaptive
value of inversions remain uncertain. Here we investigate the
impact of the widespread inversion 2j of Drosophila buzzatii on the
expression of the CG13617 gene, whose coding region is located
only 12 bp away from the inversion proximal breakpoint. This gene
is transcribed into a 2.3-kb mRNA present in all D. buzzatii devel-
opmental stages. More importantly, the expression level of
CG13617 is reduced 5-fold in embryos of lines homozygous for the
2j inversion compared with lines without the inversion. An anti-
sense RNA that originates in the Foldback-like transposon Kepler
inserted at the breakpoint junction in all of the 2j lines and that
forms duplexes with the CG13617 mRNA in 2j embryos is most
likely responsible for the near silencing of the gene. Few examples
of RNA interference caused by transposable elements (TEs) have
been previously described, but this mechanism might be prevalent
in many organisms and illustrates the potential of TEs as a major
source of genetic variation. In addition, because chromosomal
rearrangements are usually induced by TEs, position effects might
be more common than previously recognized and contribute sig-
nificantly to the evolutionary success of inversions.

In the genus Drosophila, many species are polymorphic for
inversions in one or more chromosomes, providing the most

extraordinary and best studied example of chromosomal varia-
tion in nature (1). Compelling evidence for the adaptive signif-
icance of inversion polymorphisms has been drawn from sea-
sonal and long-term frequency changes as well as latitudinal and
altitudinal clines (2, 3). However, the molecular mechanisms
underlying inversion maintenance in natural populations are still
unclear. According to the coadaptation hypothesis, the reduc-
tion of recombination in the inverted chromosomal segment of
heterokaryotypes keeps together favorable allele combinations
(4, 5). Alternatively, the position effect hypothesis proposes that
the localization of the inversion breakpoints near or inside genes
could affect their function or expression profile (6). Although
the available evidence favors coadaptation as the most plausible
explanation for the adaptive value of chromosomal inversions (2,
7, 8), little is known of the mutational outcome of breakpoints
in natural inversions and their consequences on the expression
patterns of nearby genes (9).

A variety of position effects have been observed in spontaneous
mutations generated by inversions in diverse organisms. Inversions
can disrupt the coding region of a gene, causing the loss of its
function, as in the Dpp6 gene in mice (10) or the hemophilia A
factor VIII gene in humans (11). The inversion of a chromosomal
segment can also remove or exchange the regulatory sequences of
a gene and alter its expression pattern, as in the Antp73b mutation
of Drosophila melanogaster (12) or the nivea gene of Antirrhinum
(13). Finally, inversions can move genes to distant sites where their
expression is silenced by the proximity of centromeric heterochro-
matin (14). Another factor that could contribute to the position
effects of inversions is the presence of transposable elements (TEs)

at their breakpoints. TEs constitute a large fraction of most
eukaryotic genomes and have been implicated in the generation of
inversions in Drosophila and other organisms (15, 16). In addition,
TEs have been shown to have diverse effects on gene expression
(17, 18), as a result not only of the modification of functional regions
(19–21) but also of interference with the transcription of adjacent
genes by read-through transcription, antisense transcripts, or insu-
lation (22).

The analysis of position effects of natural inversions has been
hindered by the lack of molecular studies of their breakpoints and
flanking genes. In this work we have studied the case of inversion
2j of Drosophila buzzatii, which was originated by a unique event of
ectopic recombination between two oppositely oriented copies of
the Foldback-like element Galileo and which contains at its break-
points blocks of different TEs absent from noninverted chromo-
somes (15, 23). In D. buzzatii chromosome 2, the ancestral 2
standard (2st) arrangement and the derived 2j arrangement are
found in most natural populations at high frequencies (24). Both
arrangements seem to be maintained as a balanced polymorphism
by a fitness tradeoff in which the carriers of the 2j and 2st
arrangements are characterized by a larger adult body size and a
shorter developmental time, respectively (25), although the causes
of these differences are not known. Two genes, Pp1�-96A and
nAcR�-96A (15), were originally found flanking the 2j proximal
breakpoint in the 2st arrangement. However, the sequencing of the
D. melanogaster genome (26) revealed a putative ORF named
CG13617 located outside the inversion and just a few nucleotides
away from the breakpoint (Fig. 1). This observation prompted us to
ascertain whether the generation of the inversion caused any
change in CG13617 expression. The results show that this gene is
nearly silenced in embryos of lines homozygous for inversion 2j and
that this silencing is not caused by the inversion itself but by the
transcription of an antisense RNA from the transposon Kepler
inserted at the proximal breakpoint junction.

Materials and Methods
Flies. Eight isogenic D. buzzatii lines homozygous for chromosomal
arrangements 2st (n � 4), 2j (n � 3), or 2jz3 (n � 1) were used.
Arrangement 2jz3 is derived from 2j by an additional inversion, 2z3

(27). These lines represent the natural variability within the species’
geographical range (Table 1), and the 2j lines differ in the size and
TE content of the insertions at the 2j proximal breakpoint (23).

DNA Sequencing and Sequence Analysis. During the cloning of
inversion 2j breakpoints (15), the CG13617 gene was partially
sequenced in the D. buzzatii lines st-1 and j-1. The CG13617
sequence was completed in both lines by subcloning the �st9 phage

Abbreviation: TE, transposable element.

Data deposition: The sequences have been deposited in the GenBank database (accession
nos. AY551073–AY551076).
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into the pBluescript II SK vector (Stratagene) and by PCR ampli-
fication (Fig. 1). PCR and RT-PCR products were gel-purified and
sequenced directly with the same primers. GenBank similarity
searches were performed by using BLASTX to identify CG13617
coding regions and BLASTP to find homologous proteins in other
species. Sequences were aligned with CLUSTALW.

RNA Extraction and Northern Analysis. Total RNA was isolated from
embryos, larvae, pupae, and adults by using TRIzol (Invitrogen).
Northern blot hybridization was performed as described (28), with
20 �g of total RNA from each developmental stage of lines st-1 and
j-19. Loading of the gel was verified by ethidium bromide staining.
An antisense [32P]UTP-labeled riboprobe was synthesized by in
vitro transcription from a clone containing the 1,128-bp E2�E10
RT-PCR product from st-1 CG13617 cDNA. Hybridization was
carried out for 16 h at 68°C.

RT-PCR and PCR Amplification. Total RNA was treated with 1 unit of
DNase I (Ambion, Austin, TX) for 30 min at 37°C to eliminate

DNA contamination, and cDNA was synthesized from 500 ng of
the DNase I-treated RNA by using an oligo(dT) primer (First
Strand cDNA Synthesis kit for RT-PCR, Roche Diagnostics).
Negative reactions without retrotranscriptase were carried out to
control for DNA contamination. PCRs were performed in a total
volume of 25 �l, including 1 �l of cDNA or 100–200 ng of genomic
DNA, 10 pmol of each primer, 200 �M dNTPs, 1.5 mM MgCl2, and
1.5 units of Taq DNA polymerase. To differentiate the size of
amplification products from cDNA and genomic DNA, primer
pairs used in RT-PCRs were selected to span an intron of the gene.
Primer sequences are available in Table 3, which is published as
supporting information on the PNAS web site.

RACE. RACE experiments were done with DNase I-treated RNA
from embryos of lines st-1 or j-1; 5� RACE was carried out by using
the 5��3� RACE kit (Roche Diagnostics), and 3� RACE was carried
out by using cDNA synthesized with primer poly(T). The gene-
specific primers used in each case are listed in Table 3. All of the
amplification products spanned one intron of the gene to ensure

Table 1. D. buzzatii isogenic lines used in this study

Line
Chromosomal
arrangement Geographic origin

Proximal breakpoint insertions

Size, bp TE content*

st-1 2st Carboneras, Spain 0 —
st-4 2st Guaritas, Brazil 0 —
st-7 2st Termas de Río Hondo, Argentina 0 —
st-8 2st Ticucho, Argentina 0 —
j-1 2j Carboneras, Spain 4,313 Galileo, Kepler (2), BuT1, BuT3 (2)
j-13 2j Guaritas, Brazil 3,214 Galileo, Kepler, BuT1, BuT3
j-19 2j Ticucho, Argentina 4,724 Galileo, Kepler, BuT1, BuT3,

Newton
jz3-4 2jz3 Tilcara, Argentina 6,341 Galileo (2), Kepler, BuT1, BuT3 (2)

*The number of TE copies is indicated in parenthesis when more than one copy is present. The exact nature of the breakpoint insertions
is described in detail in figure 2 of ref. 23.

Fig. 1. Schematic representation of inversion 2j proximal breakpoint sequence in lines st-1 and j-1. Vertical arrows indicate the inversion breakpoint (BP) and
separate the inverted and the noninverted segments (to the right and left of the vertical arrows, respectively). Exons of genes flanking the breakpoint are
represented as colored boxes, with coding sequences in dark and UTRs in light colors. Transcripts of each gene are shown below the diagram, and 5�and 3� denote
their orientation. Small black arrows indicate PCR primers used in this study. Clones and PCR fragments used for sequencing are represented above each diagram
by thin black lines and open bars, respectively. TEs inserted at the breakpoint in line j-1 are depicted as colored boxes with sharp ends. The small duplication (Dup)
and insertion (Ins) found at the CG13617 upstream region in line j-1 are also indicated. Primer G11 is absent from line j-1 as the result of an internal rearrangement,
but it is represented here for simplicity. Restriction sites: B, BamHI; D, DraI; X, XmnI; S, SalI; H, HindIII; P, PstI; E, EcoRI.

9014 � www.pnas.org�cgi�doi�10.1073�pnas.0403090101 Puig et al.



that they came from mRNA. In some cases, different amounts of
the first amplification were tested as a template for the second one
to obtain a specific band. RACE products were cloned into the
pGEM-T vector (Promega). A minimum of eight different clones
from each reaction were screened by restriction mapping, and two
or three clones were finally sequenced. In the 5� RACE, clones with
different inserts were selected for sequencing.

Real-Time RT-PCR. Real-time RT-PCR was performed in an ABI
PRISM 7900HT Sequence Detection System with the DNA-
binding dye SYBR Green (Applied Biosystems). Primers were
designed by using PRIMER EXPRESS VERSION 1.5 software (Applied
Biosystems) in areas conserved between 2st and 2j lines (Table 3).
The housekeeping gene Gapdh was used as internal control for
differences in cDNA concentration. Previously, 1,017 bp of the D.
buzzatii Gapdh gene were amplified and sequenced from st-1
genomic DNA. For each sample, the gene of interest and Gapdh
were both amplified in triplicate, and results were analyzed by using
SEQUENCE DETECTOR VERSION 1.7 and DISSOCIATION CURVE VER-
SION 1.0 software (Applied Biosystems). Relative quantification was
performed with the standard curve method, and gene amplification
levels were normalized by dividing by Gapdh levels in each sample.
Expression levels were compared by means of ANOVA.

Results
The gene CG13617 and its flanking regions were sequenced in two
D. buzzatii lines, with (j-1) and without (st-1) the 2j inversion (Fig.
1). Sequence comparison with the predicted D. melanogaster
CG13617 gene (26) allowed us to determine the D. buzzatii
CG13617 coding region, which is 2,202 bp long and shares a 65%
nucleotide identity with D. melanogaster. The D. buzzatii gene is split
into four exons and lacks the second intron of D. melanogaster, but
the other three are very similar in size and location (Table 2). The
CG13617 sequence presents an overall nucleotide identity of 97.8%
between st-1 and j-1. The most remarkable difference was the large
TE insertions of the 2j proximal breakpoint located only 12 bp from
the stop codon of the gene in line j-1 (Fig. 1). Furthermore,
sequence comparison revealed two other small structural changes
in line j-1: a 166-bp tandem duplication and a 26-bp insertion
located 1,010 and 408 bp upstream of the start codon, respectively
(Fig. 1). To further characterize the structural variation between 2st
and 2j lines, the entire region comprised by the CG13617 gene and
upstream sequences was analyzed in three additional lines with each
arrangement (Table 1) by PCR amplification and restriction map-
ping (Table 4, which is published as supporting information on the
PNAS web site). Only a few restriction site polymorphisms were
detected. In addition, line j-19 showed the same duplication and
small insertion as j-1, and jz3-4 presented an �900-bp insertion
(probably an ISBu-1 element) in the middle of the intergenic region.
Therefore, 2st and 2j sequences are very similar, and the TE

insertions at the 2j proximal breakpoint are the only structural
change that differentiates all 2j and 2st lines.

To validate the predicted structure of the gene, the CG13617
mRNA was sequenced completely in line st-1 through RT-PCR
amplification with primer pairs E9�E10 and E11�E12 (Fig. 1) and
isolation of both ends by 5� and 3� RACE. In the 5� RACE, the
longest of the sequenced clones resulted in a 118-bp 5� UTR and
contained in its 5� end a G not present in the DNA sequence that
likely corresponds to the cap and the transcription start site.
Because of the proximity to the inversion breakpoint, the 3� RACE
was carried out in both st-1 and j-1 lines, and the three clones
sequenced for each line contained precisely the same sequence. In
the 2st line the CG13617 3� UTR was just 17 bp long and extended
2 bp after the breakpoint, whereas in the 2j line it was 19 bp long
and included the first 4 bp of the Galileo element inserted at the
proximal breakpoint (Fig. 2). This is consistent with the use of the
first of the two putative polyadenylation signals found at the end of
the D. buzzatii CG13617 gene during mRNA processing (Fig. 2).
The total size of the CG13617 mRNA is then 2,337 bp in line st-1
and 2,339 bp in line j-1.

CG13617 expression was analyzed in D. buzzatii by Northern blot
hybridization and RT-PCR in embryos, larvae, pupae, and adults.
Northern analysis detected an �2.3-kb transcript expressed at
different levels in embryos, pupae, and adults, but the signal in
larvae was inappreciable (Fig. 3A). However, RT-PCR amplifica-
tion with primer pair E2�E7 produced the expected 387-bp band in
all stages, including larvae (Fig. 3B). The expression level was
similar in both arrangements in all stages except embryos, which
showed lower RNA amounts in the 2j than in the 2st line. Semi-
quantitative RT-PCR in embryos from four lines with each ar-
rangement (Table 1) confirmed this difference (data not shown),
and CG13617 expression levels were more accurately quantified by
real-time RT-PCR (Fig. 4). The real-time RT-PCR analysis did not
detect differences across the lines with the same arrangement, but
a significant 5-fold reduction in the average CG13617 expression
level was found in 2j, compared with 2st, embryos (P � 0.010; Table
5, which is published as supporting information on the PNAS web
site). A similar real-time RT-PCR analysis was performed with
Pp1�-96A, the next closest gene to the proximal breakpoint (Fig. 1).
However, no significant differences were detected in this case
between 2st and 2j embryos (P � 0.952; Fig. 4 and Table 5),
corroborating previous results (15). Finally, in situ hybridization in
whole embryos was carried out to study spatial differences in
CG13617 expression between 2st and 2j lines. Stage 11–12 embryos
showed a similar expression pattern in both lines, which consisted
of several signals in the head and in each metamer, forming two
lines along the embryo (Fig. 7, which is published as supporting
information on the PNAS web site). However, the pattern clearly

Table 2. Structure of the CG13617 coding region in D. buzzatii
and D. melanogaster

D. buzzatii D. melanogaster

Identity, %Structure st-1, bp j-1, bp Structure bp

Exon 1 94 94 Exon 1 94 72.3
Intron 1 60 60 Intron 1 58 —

Exon 2 785
Exon 2 1,513 1,513 Intron 2 58 68.1

Exon 3 731
Intron 2 56 53 Intron 3 55 —
Exon 3 157 157 Exon 4 157 64.3
Intron 3 83 81 Intron 4 58 —
Exon 4 438 438 Exon 5 444 52.9

Fig. 2. Nucleotide sequence of the 3� end of CG13617 in lines st-1 and j-1. The
stop codon, the two putative polyadenylation signals, and the Galileo element
inserted in line j-1 are included in shaded boxes. A vertical arrow indicates the
2j inversion proximal breakpoint (BP). Sequences present only in lines with the
inversion are shown in italic.

Puig et al. PNAS � June 15, 2004 � vol. 101 � no. 24 � 9015

EV
O

LU
TI

O
N



was fainter in 2j than in 2st embryos, possibly reflecting the
expression level difference between them.

An unexpected result was that in the E2�E7 RT-PCR, besides the
387-bp band from CG13617 mRNA, an additional band of equal
size to the genomic DNA (470 bp) appeared in embryos of the four
2j lines studied (Fig. 3B and data not shown). To confirm this result,
two RT-PCR amplifications with primer pairs I2�E9 and I3�E2, in
which one primer is placed in an intron sequence, were carried out
by using RNA from embryos of the eight lines. Products with the
expected size (211 and 398 bp, respectively) were obtained in all 2j
lines but not in the 2st lines or any of the negative controls without
retrotranscriptase, ruling out genomic DNA contamination (data
not shown). Two explanations were possible for this additional
transcript containing at least the last two introns of CG13617: an
unprocessed pre-mRNA or an antisense RNA transcribed from the
other DNA strand, which lacks the appropriate splicing signals. To
test the second option, a strand-specific RT-PCR (29) was per-
formed. In the sense-specific cDNAs, a single band of 387 bp,
corresponding to the mRNA after the elimination of the third
intron, was amplified in all lines, with clearly lower levels in 2j than

in 2st embryos (Fig. 5A). No extra band was observed in any case.
In the antisense-specific cDNAs, a 470-bp product was obtained in
2j lines, but only a weak signal appeared in some of the 2st lines (Fig.
5A). Thus, an antisense transcript of CG13617 is expressed in all 2j
embryos but is not found or found only in very low amounts in 2st
embryos. This antisense RNA is apparently absent in other devel-
opmental stages, except for a barely visible band in 2j larvae and
pupae (Fig. 5B).

The level of the CG13617 antisense RNA in embryos was
quantified by real-time RT-PCR by using a primer located in the
second intron. The same eight lines were analyzed, and no differ-
ences were found among those with the same arrangement. How-
ever, the average antisense RNA expression level was 5 times higher
in 2j than in 2st lines (Fig. 4), a difference that is highly significant
(P � 0.016; Table 5). In addition, sense and antisense RNA
expression was analyzed by real-time RT-PCR in embryos het-
erozygous for 2j inversion produced by the two reciprocal crosses of
lines st-1 and j-1. In both analyses, expression levels were again
significantly different between the parental st-1 and j-1 lines, even
though a new primer pair from the third intron region was used to
quantify the antisense RNA, and no significant differences were
found between the two reciprocal heterokaryotypes (Table 6, which
is published as supporting information on the PNAS web site). In
the sense RNA, the expression level in both heterokaryotypes was
similar to that of line j-1 and was significantly lower compared with
the average of st-1 and j-1 homozygotes (Table 6). Conversely, the
average antisense RNA level in the heterokaryotypes was not
significantly different from the average of the two homozygous
parental lines (Table 6), pointing to an intermediate expression of
this transcript in heterozygotes.

The proximity of CG13617 to the TEs inserted at the proximal
breakpoint in the 2j lines (Fig. 1) suggests that the antisense RNA
is transcribed predominantly from these elements. In the lines
without the inversion there may be a low level of antisense
transcription in the absence of TEs, but the origin of this RNA is
still unclear. The 5� end of the antisense RNA in the 2j lines was
characterized by RT-PCR from the strand-specific cDNAs using
eight primers (G17 to G11) located in the part of the TE insertions
shared by most 2j lines, in combination with three primers located
in the last exons of CG13617 (E7, D1, and D2) (Fig. 1). RT-PCR
products of the expected size were obtained with the five primers
closest to the coding region (G17 to K1) in all four 2j lines. Primers
T5 and K2 yielded some amplification only in lines j-13 and jz3-4.
Finally, no amplification was observed in any 2j line with the

Fig. 3. Expression analysis of CG13617 in four different developmental
stages of two lines with (2j) and without (2st) the inversion. (A) Northern blot
analysis of CG13617. (Upper) An �2.3-kb transcript was detected in embryos,
pupae, and adults. (Lower) rRNA used as a loading control is shown. The RNA
amount was higher in embryos, but this fact is not relevant for the comparison
between arrangements. (B) Semiquantitative RT-PCR analysis of CG13617.
Primers E2�E7 and H1�H2 were used to amplify, respectively, 387 bp of
CG13617 mRNA (Upper) and 438 bp of Gapdh mRNA (Lower) as a reference.
In 2j embryos, there is an extra band containing intron 3 that corresponds to
the CG13617 antisense transcript. E, embryos; L, larvae; P, pupae; A, adults.

Fig. 4. Relative quantification of CG13617 mRNA and antisense RNA and
Pp1�-96A mRNA by real-time RT-PCR. Average expression levels for four 2st
and four 2j lines are represented in the graphs. Standard deviation within each
arrangement is indicated by error bars. Expression levels are shown in relation
to those of lines st-1 (CG13617 and Pp1�-96A mRNA) and j-1 (antisense RNA).
A primer spanning the third and fourth exons (E25) and a primer located in the
second intron (AS1) were used to ensure that, respectively, only the sense or
the antisense transcripts of CG13617 were amplified.

Fig. 5. Strand-specific RT-PCR of CG13617. Two different cDNAs were syn-
thesized for each sample by using primers specific for the sense (E5) and
antisense (E6) transcript and were then amplified with primer pair E2�E7
(RT�). Negative controls for each sample without retrotranscriptase (RT�) are
also shown. (A) Amplification of sense and antisense RNAs in embryos from
eight different lines. The 387-bp band in the sense mRNA is smaller than that
of the DNA and the antisense transcript (470 bp) because of the splicing of the
83-bp intron. (B) Amplification of antisense RNA in four developmental stages
of lines st-1 and j-1. E, embryos; L, larvae; P, pupae; A, adults.

9016 � www.pnas.org�cgi�doi�10.1073�pnas.0403090101 Puig et al.



outermost primer (G11), placing the origin of the antisense RNA
inside the Kepler element inserted within the Galileo copy that
generated the 2j inversion. Repeated attempts to clone the 5� end
of the transcript by 5� RACE failed, perhaps because of the complex
secondary structures formed by these Foldback-like TEs. RT-PCR
with j-13 and j-19 oligo(dT)-synthesized cDNA was used to deter-
mine the approximate extension of the antisense RNA. The ex-
pected amplification product was obtained with primers I1, located
in the first intron, and E11, but not with primers E13 and U1, which
is located in the upstream region (Fig. 1). A 3� RACE carried out
to characterize precisely the 3� end of the antisense RNA revealed
that it coincides with an A-rich region located in the CG13617 5�
UTR in the four 2j lines. Unfortunately, this A-rich region may
provide a binding site for the oligo(dT) primer used in the cDNA
synthesis, and we cannot be certain that the antisense transcript
really ends there. The antisense RNA thus has an estimated length
of �3 kb and includes the complete coding region of CG13617, as
well as all its introns (Fig. 1). Conceptual translation of the 2j
antisense RNA sequence revealed 23 small ORFs of 53–143 aa, but
none shared significant homology with any known protein, sug-
gesting that this transcript does not have coding capability.

Discussion
CG13617 was described as a potential ORF in the genome of D.
melanogaster (26). We have shown that the sequence and structure
of CG13617 are conserved in D. buzzatii and that CG13617 is a fully
functional gene expressed through the entire life cycle. D. buzzatii
CG13617 is transcribed into a 2.3-kb mRNA that encodes a 734-aa
protein that presents a 59.7% identity (75.2% similarity) with the
737-aa protein predicted in D. melanogaster. Both proteins share
several domains and structural characteristics typical of transcrip-
tion factors (30): (i) a C2H2 zinc finger, (ii) four regions of 27–44
aa able to form coiled coils (one of the principal protein oligomer-
ization motifs), (iii) a putative nuclear localization signal, and (iv)
two PEST sequences (a motif involved in targeting proteins for
rapid destruction) (Fig. 8, which is published as supporting infor-
mation on the PNAS web site). An exhaustive search of homolo-
gous proteins in other species outside Drosophila detected similar
proteins in Anopheles gambiae, Rattus norvegicus, Mus musculus,
and Homo sapiens (Fig. 8). However, none of these proteins has a
known function yet.

In D. buzzatii, CG13617 is found adjacent to the proximal
breakpoint of the widespread 2j inversion, providing a unique
opportunity to investigate possible position effects. Our results
show that the stop codon of this gene is only 12 bp from the
breakpoint and that the TE insertions responsible for the genera-
tion of the inversion (15, 23) took place inside the 3� UTR of the
gene and altered the end of the CG13617 transcriptional unit in the
2j lines (Fig. 2). More importantly, the expression level of CG13617
was compared between 2st and 2j homozygous lines in embryos,
larvae, pupae, and adults. Despite the proximity of the inversion
breakpoint, no differences in CG13617 expression were detected in
any developmental stage other than embryos, in which the average
expression level was 5 times lower in 2j than in 2st lines (Fig. 4).

Several causes could explain the decrease in CG13617 expres-
sion, such as the change of position of a downstream enhancer (31),
a silencing effect of the repetitive DNA blocks at the breakpoint
similar to that of heterochromatin (14), or problems in the mRNA
processing due to the modification of the 3� UTR (32). However,
the specific down-regulation affecting only CG13617 expression in
embryos (but not Pp1�-96A, which is also located very close to the
breakpoints, or in any other developmental stage) makes most of
these explanations unlikely. In addition, other evidences indicate
that the silencing is caused by an antisense transcript overlapping
the whole CG13617 coding region. First, the reduction of CG13617
expression levels occurs only in 2j embryos, which have the highest
amounts of antisense RNA. No differences in the expression level
of this gene were observed in other developmental stages, in which

the antisense transcript was not found or was found in only very
small quantities (Fig. 5B), probably insufficient to cause gene
silencing (33). Second, the expression levels of the sense and
antisense transcripts are negatively correlated in embryos (Fig. 4).
In 2j lines, a 5-fold increase in the level of antisense transcript is
accompanied by a decrease in CG13617 mRNA level compared
with 2st lines, where the antisense RNA is almost undetectable.
Third, the intermediate expression of the antisense RNA in het-
erozygotes for 2j inversion, together with the low levels of CG13617
expression similar to those of 2j lines, are consistent with a
dominant effect acting in trans to silence both copies of the gene.
Finally, the higher expression of the antisense RNA in 2j embryos
is, apart from the TE insertions at the breakpoints and the inversion,
the only characteristic common to all 2j lines that differentiates
them from 2st ones.

The use of antisense transcripts as a mechanism of expression
down-regulation acting at the posttranscriptional level has been
reported in an increasing number of genes in many species ranging
from prokayotes to humans, in which the occurrence of sense–
antisense transcriptional units is a more common phenomenon
than previously thought (29, 34). Antisense RNAs may control gene
expression at various levels (35) and have been implicated in diverse
processes including genomic imprinting (36), DNA methylation
(37), X-inactivation (38), RNA editing (39), and transposon silenc-
ing (40), aside from being part of the natural regulation system of
some genes (41). The mechanism of action of antisense RNAs is
triggered by the formation of double-stranded RNA (dsRNA)
duplexes with the sense mRNA. These duplexes are then cleaved
into small pieces of 21–23 nucleotides that target the degradation
of the complementary transcripts in a process known as RNA
interference (42, 43). According to this model, the increased
expression of the antisense RNA could be responsible for the
elimination of part of the CG13617 mRNA in embryos carrying the
2j inversion. We investigated this possibility by testing the presence
of CG13617 dsRNA in embryos (44). As expected, after the dsRNA
isolation, a denaturation-dependent amplification product was ob-
tained in 2j, but not in 2st, embryos (Fig. 6), suggesting the existence of
sense–antisense duplexes only in embryos carrying the 2j inversion.

In 2j lines, the antisense transcript extends from the TEs inserted
at the inversion breakpoint (Fig. 1). Although the exact localization
of its 5� end could not be determined, transcription appears to start
inside the Kepler element inserted at the proximal breakpoint in all
2j lines (23). This Kepler element could be contributing a promoter
that drives the synthesis of the antisense transcript and causes the
silencing of CG13617 in 2j embryos. A similar situation has been
recently described in wheat, where retrotransposons inserted
throughout the genome generate sense or antisense transcripts of
the adjacent genes that increase or silence, respectively, the expres-
sion of these genes (33). Previously, the Drosophila TE Hoppel had
been shown to silence the Stellate gene through a similar mechanism
(44). In the 2j inversion, Kepler is a DNA transposon with structural
similarity to the Foldback family (23). Although no ORF encoding
a putative transposase has been found and the element is probably

Fig. 6. Detection of CG13617 double-stranded RNA (dsRNA) in st-1 and j-19
embryos. RNA was treated with RNase to degrade single-stranded RNA,
denatured, retrotranscribed, and amplified according to the methods of ref.
44. Amplification was carried out with two successive PCRs using nested
primer pairs E11�E12 and E33�E34. A band of 318 bp corresponding to the
dsRNA is observed in 2j, but not in 2st, embryos. For each sample, a negative
control (NC) without the denaturation step was performed. The first two lanes
correspond to genomic DNA of each line.
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defective, a functional promoter might still be present. Besides, TE
activity can be tightly regulated, and it is not unusual that TE
promoters are active only in some specific tissues or developmental
stages (45, 46).

Our results provide a clear example of a position effect associated
with the breakpoints of a Drosophila natural inversion. The 2j
inversion of D. buzzatii is widespread in natural populations (24)
and can be considered quite successful evolutionarily. Two events
may have contributed to the formation of an antisense RNA
overlapping the CG13617 gene: the Kepler insertion and the 2j
inversion. If the TE insertion happened first, the ectopic recombi-
nation, which probably took place in the fragment of Galileo
adjacent to CG13617, situated Kepler in its current position and
orientation, allowing the antisense transcription of the gene. Al-
ternatively, Kepler could have inserted in an already inverted
chromosome assisted by the reduction of recombination at the
breakpoints (47). The generation of antisense RNA and conse-
quent silencing of CG13617 might then have resulted in a favorable
mutation that swept all other 2j chromosomes in the population,
causing perhaps an increase in inversion frequency. This would
explain the observed discrepancy between the younger age of the
different 2j alleles at the breakpoints compared with the inversion
2j itself, which is much older (23, 48). The consequences of the
5-fold decrease in CG13617 expression level in 2j embryos are hard
to guess, because the function of the protein encoded by this gene
remains unknown. However, it seems legitimate to speculate that
the change in CG13617 expression could be related to the pheno-

typic differences observed in adult body size and developmental
time between individuals with the 2st and 2j arrangements (25) and
the adaptive effect of the inversion. The CG13617 expression
pattern in embryos and the presence of motifs characteristic of
transcription factors suggest a role in development consistent with
significant fitness effects.

An important aspect in this case is that the silencing effect is not
caused by the inversion itself, but by one of the TEs inserted at the
breakpoint junctions. TEs have been largely recognized as an
important source of genetic variation in the shaping of genomes and
the adaptation of organisms to the environment (18, 49). Here, we
show that they were not only involved in the origin of the 2j
inversion, but also in the regulation of the expression of a gene
adjacent to its breakpoints by a mechanism of transcriptional
interference (22). Because most inversions in Drosophila and other
organisms are probably generated by TEs (15, 16), this kind of
position effect may be much more common than previously
thought.
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SUPPORTING FIGURE 7 | Expression pattern of CG13617 in Drosophila buzzatii embryos analyzed by in 
situ hybridization. Dorsal (Upper) and lateral (Lower) views of stage 11-12 embryos are shown for two lines with 
the 2st and 2j arrangement. In both cases, several signals in the head and in all metamers, forming two lines at 
each side along the embryos, can be observed, with higher intensity in the 2st than in the 2j line. This pattern 
resembles that of the genes expressed in the chordotonal organs of the peripheral nervous system in Drosophila 
(JARMAN et al. 1993). Whole-mount in situ hybridization was performed as described in LEHMAN and TAUTZ 
(1994) by using embryos from lines st-1 and j-19. The same 1128-bp CG13617 antisense riboprobe as in the 
Northern analysis was used, but it was nonradioactively labeled with digoxigenine-UTP. Hybridization was 
performed overnight at 65 °C, and staining times for 2st and 2j embryos were identical. Similar hybridizations 
with a sense probe did not yield repeatable results (data not shown). 
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SUPPORTING FIGURE 8 | Diagram of the Drosophila CG13617 protein and similar proteins of other 
species. In each case, percent similarity with the Drosophila buzzatii protein sequence is indicated every 100 aa by 
different color intensities. Putative functional domains and motifs found in each of the proteins are colored 
according to the key. The Anopheles protein is incompletely annotated in the database, and only the first 312 aa 
are shown. Given the homology with the other proteins, an alternative initial methionine located 181 aa 
downstream of the predicted start codon has been represented here for the rat protein. The different protein 
motifs were identified by using the following software: INTERPROSCAN (ZDOBNOV and APWEILER 2001) for 
the C2H2 zinc finger, COILS (LUPAS et al. 1991) for the coiled coils, PESTFIND (RECHSTEINER and ROGERS 
1996) for the PEST sequences and PSORTII (NAKAI and KANEHISA 1992) for the nuclear localization signal. 
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SUPPORTING TABLE 3 | Primers used in this study. 
 

A Experiments Primer pairs B Primer 
name

Sequence (5' - 3') 

 S1-E21  AS1 TCCCTAAAGACTAAGTAAGTAACCATATTACATT 
 U1-E13  AS2 AAGAATACATCCATACATTTCCGTTCT 
 E11-E12  D1 § CCTCGTAAGCGTGTTATGTTC 
 E9-E10  D2 § CCGGCGGCTCATGTTGTTTCTAAGC 
 E1-E5  E1 AAGACCATATCCAACACAACC 
 U2*  E2 AGGCTTTGCTTGTTGTATTTG 
 

CG13617 DNA sequencing and 
variation study 

U3*  E5 AATTTATTCGGCGCTATCTTC 
 E11-E12  E6 CCAACACAACCGCTAAACGT 
 

CG13617 mRNA sequencing 
E9-E10  E7 CAAAGGGCCAGACTGAAATTG 

 E19 †  E9 ATTTCAGTCTGGCCCTTTGC 
 E13-oligodT ‡  E10 CTTGAGGACTTGGAGCGTAT 
 

5' sense mRNA 

E18-anchor ‡  E11 CGCCTTAGGTCTCGTTCCAG 
 E1-poliT  E12 CGAGAGGCGCACGAAATATC 
 

3' sense mRNA 
E6-E6  E13 GGGAAATACAACCTCGCGTA 

 E13-poliT  E18 TGCAACTGCACCACCTCATTG 
 

CG13617 
RACE 

3' antisense 
RNA E18-E6  E19 GCACATTCAGAGCCTCGTTGC 

 CG13617 probe cloning E10-E2  E21 GTCCAGAGGCCCATCTCGATA 
 CG13617 E2-E7  E25 TTAGCGGTTGTGTTGGATATGG 
 

Semi-quant. 
RT-PCR Gapdh H1-H2  E27 CCCTAAAGACTAAACTCCCACCAAA 

 CG13617 mRNA E25-E27  E30 TCCTTGCGAGTCAGTGGCTT 
 AS1-E30  E31 CAACAAAATCTGAGCACGTTCTG 
 

Antisense RNA 
AS2-E31  E33 TGCAGCTCATCAATACCATCA 

 Pp1α-96A P5-P6  E34 TGAAGTCCTCATTGCTCTGCT 
 

Real time 
RT-PCR 

Gapdh H8-H9  G1 § CGCTCAGAAGGGAACCAATGGGA 
 H1-H2  G9 § CGTCGAGTATCACTTGTATAGG 
 

Gapdh sequencing 
H1-H7  G11 § GTCAACCTAACTGAGCAAGTG 

 U1-E13  G16 § CGAAGCGGAATGATTTTGCCA 
 I1-E11  G17 GTCCAGTCTATGTGTTGTAAG 
 I2-E9  H1 § ATGTCGAAGATTGGTATTAATGG 
 I3-E2  H2 § GTTCGACACGACCTTCATGT 
 G17-E7  H7 TTAATCCTTGCTCTGCATGTA 
 G16-E7  H8 CTGCCAACGGTCCATTGAA 
 G1-D2  H9 GAGTGAGTGTCGCTGAGGAAGTC 
 G9-D1  I1 AGTTGTGATGCCTTGTAAATG 
 K1-D1  I2 GTAAGTAACCATATTACATTA 
 T5-D2  I3 ACATCCATACATTTCCGTTC 
 K2-D1  K1 TCCAGTCTATGTGTTGTATGG 
 

Antisense analysis 

G11-D1  K2 GAATAGCACACAGCGGACTTC 
 E11-E12  P5 GCAGGTGTCAACAGCAGCAA 
 

dsRNA detection 
E33-E34  P6 GGCACCACGTACTTCCAACA 

     poliT CCAACACAACCGCTAAACGTTTTTTTTTTTTTTTTTTTTT
     S1 CAACCAAAGCCAACGACACAT 
 * Primers used only for sequencing  T5 § CGAGCAAATACGAAGATGACT 
 † Primer used for cDNA synthesis  U1 TGAGATGAGGGAGGCAGATA 
 ‡ Primers supplied with the RACE kit  U2 TTTGATCAGAGACATAAGAAC 
 § Primers used previously in other studies  U3 TAATAATGCTGGATAGAACAA 
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SUPPORTING TABLE 4 | Structural variation in the CG13617 gene region analyzed by PCR amplification 
and restriction enzyme digestion of PCR products. 
 

 Amplification products (kb)* 

Line S1-E21 U1-E13 E11-E12 E9-E10 E1-E5 

st-1 1.47 0.93 0.84 0.81 0.60 

st-4 1.47 0.93 0.84H 0.81D 0.60 

st-7 1.47 0.93 0.84 0.81D 0.60 

st-8 1.47 0.93 0.84H 0.81D 0.60 

j-1 1.69D 0.96S 0.84 0.81 0.60 

j-13 1.47D 0.93 0.84 0.81P 0.60 

j-19 1.69D 0.96S 0.84 0.81P 0.60 

jz3-4 2.35D 0.93 0.84 0.81 0.60 

 
*Amplification products of each line were digested with the following restriction enzymes: S1-E21, DraI; U1-E13, 
SalI; E11-E12, HindIII; E9-E10, DraI and PstI; E1-E5, XmnI. Polymorphisms in the restriction sites of these 
enzymes compared to the st-1 sequence are indicated: D, DraI; S, SalI; H, HindIII; P, PstI. 
 

 

 

 



 

 

SUPPORTING TABLE 5 | Real-time RT-PCR relative measurements of CG13617 mRNA, antisense RNA, and Pp1α-96A mRNA expression levels in embryos 
of homozygous lines with and without inversion 2j. In section A, CG13617 and Pp1α -96A expression levels are given relative to those of line st-1, whereas 
antisense RNA expression levels are shown in relation to those of line j-1. 
 
A. Summary of data 

  CG13617 mRNA Antisense RNA Pp1α-96A mRNA 

Arrangement Line n Mean SD n Mean SD n Mean SD 

st-1 3 1.000 0.785 3 0.080 0.084 3 1.000 0.269 

st-4 3 1.785 1.596 3 0.369 0.261 3 1.309 0.166 

st-7 3 0.949 0.768 3 0.183 0.105 3 0.708 0.240 
2st 

st-8 3 0.742 0.319 3 0.073 0.088 3 0.770 0.381 

j-1 3 0.139 0.086 3 1.000 0.432 3 1.083 0.242 

j-13 3 0.076 0.060 3 0.335 0.058 3 0.822 0.212 

j-19 3 0.247 0.142 3 1.350 0.880 3 1.268 0.169 
2j 

jz3-4 3 0.438 0.248 3 0.969 0.425 3 0.563 0.184 

 
 
B. ANOVA table 
  CG13617 mRNA Antisense RNA Pp1α-96A mRNA 

Source of variation df SS MS F SS MS F SS MS F 

Between arrangements 1 4.795 4.795 13.62** 3.268 3.268 11.00* 0.001 0.001 0.004 n.s.

Among lines within arrangements 6 2.113 0.352 0.71 n.s. 1.780 0.297 1.92 n.s. 1.519 0.253 4.29** 

Within lines (error) 16 7.897 0.494  2.481 0.155  0.938 0.059  

 
* P  0.05; ** P  0.01; n.s. = non significant. 



 

 

SUPPORTING TABLE 6 | Real-time RT-PCR relative measurements of CG13617 mRNA and antisense RNA in embryos homozygous and heterozygous for 
inversion 2j. The heterozygous genotypes indicate the maternal/paternal lines used in the reciprocal crosses. In section A, CG13617 mRNA expression levels are given 
relative to that of 2st/st homozygotes (line st-1),whereas antisense RNA expression levels are shown in relation to that of 2j/j homozygotes (line j-1). 
 
A. Summary of data 
 

 CG13617 mRNA Antisense RNA 

Genotype n Mean SD n Mean SD 

2st/st 3 1.000 0.413 3 0.041 0.072 

2st/j 3 0.333 0.072 3 0.276 0.057 

2j/st 3 0.097 0.069 3 0.222 0.142 

2j/j 3 0.146 0.155 3 1.000 0.469 

 
 
B. ANOVA table 
  CG13617 mRNA Antisense RNA 

Source of variation df SS MS F SS MS F 

Between groups 3 1.562 0.521 10.22** 1.605 0.535 8.63** 

    2st/st vs. 2j/j 1 1.094 1.094 21.45** 1.381 1.381 22.27** 

    2st/j vs. 2j/st 1 0.084 0.084 1.65 n.s. 0.004 0.004 0.06 n.s. 

    Heterozygotes vs. Homozygotes 1 0.384 0.384 7.53* 0.220 0.220 3.55 n.s. 

Within groups 8 0.410 0.051  0.497 0.062  

 
* P  0.05; ** P  0.01; n.s. = non significant. 
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3.2 Functional consequences of CG13617 silencing 

 

 To investigate the potential functional consequences of CG13617 silencing, in this 

work we have tried to reproduce the reduction of CG13617 gene expression found in D. 

buzzatii 2j embryos in a different species, D. melanogaster. The objective of using this model 

species is to take advantage of the available genome information and be able to carry out 

microarray experiments to compare the expression profiles between samples with and without 

expression of the CG13617 gene. These experiments could not be performed entirely in  

 

 

D. melanogaster CG13617
dsRNA (587 bp)

dsRNA control

D. melanogaster embryos
microinjection

First instar larvae
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RNA extraction

GeneChip® Drosophila
Genome 2.0 Array

Affymetrix microarrays
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Real-time RT-PCR
validation

D. buzzatii
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D. melanogaster
dsRNA vs. control
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Figure 17 | Experimental design of the functional analysis of the consequences of CG13617 silencing. In 
the upper part of the figure, blue rectangles represent D. melanogaster CG13617 exons (coding regions are in dark 
blue and UTRs in light blue). Yellow rectangles above the gene picture mark the parts of the gene included in the 
dsRNA molecule. In the lower part, the different procedures used in this work are specified, with arrows 
indicating the order in which they were performed. See the text for details on each of these processes. 
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D. buzzatii because its genome sequence is needed to design the probes contained in the 

oligonucleotide microarrays and D. buzzatii genome has not been sequenced yet, so there are 

no available microarrays for this species. However, the detection of genes presenting 

expression changes when CG13617 expression is eliminated in D. melanogaster can provide 

valuable clues about CG13617 function and help to elucidate the consequences of its silencing 

in 2j chromosomes. FIGURE 17 shows an outline of the experimental design. 

 

 

3.2.1 Silencing of D. melanogaster CG13617 gene expression by RNAi 

 

The silencing of gene CG13617 was carried out in D. melanogaster using RNA 

interference techniques (see BOX 2). This method was chosen over other gene inactivation 

techniques because it uses the same silencing mechanism that is supposedly acting in D. 

buzzatii. In this case, the trigger of the RNAi pathway was not the dsRNA formed by the pair 

CG13617 mRNA-antisense RNA (PUIG et al. 2004), but an exogenous dsRNA molecule with 

the sequence of D. melanogaster CG13617 gene. In order to accomplish this, a 587-bp long 

dsRNA containing the CG13617 coding sequence from the end of exon 3 to the end of exon 

5 was synthesized (FIGURE 11, see Materials and Methods). The final part of the gene was 

chosen because it seems to provide a more specific target sequence for the dsRNA, since it 

does not include any functional domains and it is less conserved among species (see below). 

This is important in order to achieve a specific silencing of CG13617 because the dsRNA 

molecule could unspecifically bind other mRNAs and cause their degradation if there are 

regions of sequence similarity between them. 

 

 The purified dsRNA molecule was injected in young D. melanogaster embryos (laid 

during the previous hour) that are still in the syncytial blastoderm stage to ensure that the 

injected material is able to diffuse through the whole embryo and reach all the future cells of 

the individual. It is important to note that this kind of silencing is transient because the 

amount of injected dsRNA gets diluted and lost as development progresses (CARTHEW 2003). 

Therefore, as the dsRNA disappears, the regular expression of the silenced gene is restored. 

Thanks to this property the artificial system created in D. melanogaster resembles even more 

what is naturally occurring in D. buzzatii, where CG13617 gene expression is reduced only in 
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the embryonic stage in 2j individuals but not in any of the other developmental stages (larvae, 

pupae and adults) where the gene is expressed normally and at similar levels to those of 2st 

chromosome carriers. 

 

 In addition, control embryos (where CG13617 is expressed normally) were 

microinjected following the same protocol, but only with injection buffer. This precaution was 

taken to try to avoid creating additional differences between the two types of samples that we 

want to compare (with and without CG13617 expression) caused by the microinjection 

process. It has to be taken into account that only a certain fraction of the embryos survive 

microinjection independently of the introduced material. If all the analyzed embryos or larvae 

have undergone the same treatments (dechorionation, desiccation, injection, etc.) the samples 

are more comparable, since these processes could also lead to changes in gene expression that 

may be confused with those generated by the presence of the dsRNA. 

 

 After microinjection, we collected samples of three different developmental stages: 

embryos ~20 h old (this includes individuals that are already dead as well as alive embryos 

because it is impossible to distinguish them visually at this early stage), first instar larvae that 

have just hatched, and third instar larvae (which had been transferred to a vial with medium 

after hatching to allow them to continue their development). Total RNA was isolated from 

these three types of samples in control- and dsRNA-microinjected embryos. Semi-quantitative 

RT-PCR experiments were performed using primers DmE4-DmE6 to assess CG13617 gene 

expression. These two primers amplify a 531-bp fragment from the mRNA close to the end of 

the CG13617 coding sequence, the same region targeted by the dsRNA. In order to avoid the 

unspecific amplification of the injected molecule, primer DmE6 was designed outside the 

segment of the gene included in the dsRNA. The housekeeping gene Gapdh1 was also 

amplified with primer pair DmH1-DmH2 in the same samples as an internal control for 

cDNA concentration. As expected, a band indicating the regular expression level of the 

CG13617 gene was obtained in all the control samples (embryos and larvae) while no 

amplification product, or only a weak band suggesting a very low level of gene expression, 

could be observed in the samples that had been injected with the dsRNA (FIGURE 18). At the 

same time, a 499-bp Gapdh1 band with similar intensity was amplified in all samples (FIGURE 

18), suggesting that Gapdh1 expression is unaffected by the fact that the samples were 
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microinjected with or without dsRNA and that the differences in CG13617 gene expression 

levels can not be attributed to variation in cDNA concentrations among samples. Taken all 

together, these results show that CG13617 silencing caused by the introduction of the dsRNA 

was effective and that it maintains its effects in developmental stages as advanced as third 

instar larvae. 

 

 Some individuals injected with dsRNA (and therefore with a silenced CG13617 gene) 

were allowed to develop in vials with medium. They were able to complete development 

successfully and reproduce normally. So, a reduced expression level of this gene in the early 

stages of development does not seem to be critical for survival. This is consistent with the fact 

that 2j inversion carriers in D. buzzatii do not present any visible defect or seem to have any 

problems in spite of exhibiting a lower CG13617 expression level in embryos with respect to 

2st individuals. 

 

 

 

 

FIGURE 18 | Silencing of CG13617 gene expression in D. melanogaster by RNAi. Semi-quantitative RT-
PCR results for genes CG13617 and Gapdh1 in first and third instar larvae. The material used to microinject the 
embryos is indicated for each column. 
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3.2.2 Detection of gene-expression changes induced by CG13617 silencing 
using microarrays 
 

 The next step of the work entailed comparing the expression profiles of the samples 

with a normal expression of gene CG13617 and those with this gene silenced by the 

introduced dsRNA. In order to accomplish this, Affymetrix oligonucleotide microarrays (see 

Box 3) capable of analyzing ~18500 transcripts produced in the D. melanogaster genome were 

used. Our objective was to determine if there are other genes that change their expression 

levels when CG13617 expression is greatly reduced, which could provide valuable clues about 

the cellular processes in which the protein encoded by CG13617 might be involved and, more 

importantly, about the consequences of CG13617 silencing in D. buzzatii 2j embryos. 

 

Even though CG13617 silencing in D. buzzatii was observed to happen specifically in 

embryos, for gene-expression analysis in D. melanogaster first instar larvae were used instead of 

embryos (FIGURE 17). This more advanced developmental stage allowed us to make sure that 

all the analyzed individuals were alive at the moment of collection and that no dead embryos 

that did not survive the microinjection process were included in the experiment. Dead  

 

 

 

 

FIGURE 19 | Venn diagram showing the results of the microarray analysis using three independent 
methods. The total number of genes exhibiting expression changes is indicated in blue for each analysis. The 41 
genes detected in at least two analyses (intersecting areas) constitute the list of differentially expressed genes 
(TABLE 6). 
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embryos may present different expression patterns or have degraded RNA, which could both 

alter the microarray results. A total of four microarrays were hybridized with the RNAs of 

four completely independent samples: two samples designated as CONTROL that express 

CG13617 gene normally (injected with buffer), and two samples labeled as DSRNA where this 

gene has been silenced by RNAi (injected with the dsRNA). These four samples were tested 

by RT-PCR for CG13617 expression level to check whether the silencing process had worked 

properly in the DSRNA samples before proceeding to their labeling and hybridization to the 

microarrays. So, two microarrays with expression data corresponding to CONTROL larvae and 

another two microarrays with expression profiles from DSRNA larvae were finally obtained. 

 

 To include all possible gene-expression changes caused by CG13617 silencing and 

given the small number of hybridized microarrays, which complicates statistical analysis, 

microarrays were analyzed and compared with three commonly used independent methods: 

RMA and SAM, GCOS and BULLFROG, and DCHIP (see Materials and Methods for the 

specific criteria used in each case). The analysis with RMA and SAM yielded a list of 43 genes 

with expression differences. 60 genes exhibited expression changes according to the GCOS 

and BULLFROG analysis and 42 when DCHIP software was used (FIGURE 19). Genes were 

considered to be differentially expressed between the CONTROL and DSRNA samples if they 

were classified as presenting a significant expression change in at least two of the three 

analyses (FIGURE 19). As a result, a list containing 41 differentially expressed genes was 

obtained (TABLE 6). Surprisingly, all of them present a reduction of the expression level in the 

DSRNA samples with a silenced CG13617 (FIGURE 20). There are no probe sets exhibiting a 

consistent increase in the expression level, except for the manipulated gene itself, CG13617, 

which shows a great increase (between ~25 and ~62 times, depending on the analysis) in the 

hybridization intensity in the DSRNA samples. This apparently contradictory result with 

respect to the silencing observed in the RT-PCR experiments, can be explained by the fact 

that 13 of the 14 25-nt probes that detect the CG13617 transcript in the microarrays are 

located in the same region of the gene spanned by the dsRNA molecule. Therefore, what we 

are detecting in the microarray analysis is the large amount of injected dsRNA, which was also 

isolated and labeled together with the rest of the RNA and is capable of hybridizing to the 

microarray probes because they have the same sequence (FIGURE 21). This was tested by 

performing additional RT-PCRs with primer DmE5, that together with primer DmE4



 

112         3 | Results 

TABLE 6 | List of differentially expressed genes determined by the combination of the results of the 
three different microarray analysis methods. Fold change values are given for the three analysis methods 
(RMA + SAM, GCOS + BULLFROG, and DCHIP). Grey boxes indicate the absence of the probe sets in the list of 
genes showing a difference in signal intensity obtained with that particular analysis. Colors represent the genes 
belonging to the different functional categories as shown in TABLE 7: dark yellow, DNA replication; light yellow, 
nucleic acid metabolism; orange, cell cycle; green, putative gene family with unknown function (see text for 
details). In some cases genes can be classified in more than one category. For the three first categories only the 
genes not included in any of the previous ones are highlighted in that specific color. 
 

  Fold change 

Gene Probe set RMA + 
SAM

GCOS + 
BULLFROG

DCHIP 

lectin-24A 1637857_at -2,45 -2,30 -2,57 
Ts 1624747_at -2,10 -3,14 -5,99 
mus209 1623545_at -3,16 -3,42 -3,60 
Obp56a 1624074_at -3,88 -4,14 -4,06 
DebB 1628006_at -2,12 -2,07 -2,14 
RnrS 1635409_at -2,32 -2,30 -2,34 
CG17974 1640616_at -2,26 -2,55 -3,04 
Hsp83 1630688_at -2,13 -2,14 -2,04 
pip 1626952_at -1,88 -2,30 -2,27 
Mcm2 1632669_at -2,50 -2,30 -2,53 
Mcm5 1626647_at -2,02 -2,26 -2,33 
CG8087 1623467_at -3,81 -4,92 -5,28 
CG7670 1628316_at -2,48 -2,73 -3,49 
dUTPase 1634637_a_at -2,10 -2,26 -2,32 
CG13135 1625802_a_at -5,63 -6,61   
RnrL 1631007_at -2,98 -2,64   
RanGap 1623819_at -2,48 -2,14   
icln 1626871_at -2,09 -2,30   
CG6370 1630630_at -2,08 -2,00   
CG13335 1637275_a_at -4,12 -3,93   
Lcp4 1630238_at -2,13 -2,55   
gp210 1628986_at -2,17 -2,00   
CG32198 1636183_at -9,31 -14,42   
Est-6 1631224_at -2,33 -2,22   
Mcm7 1631517_at -2,37 -2,14   
Hsp70Ab 1639571_s_at -3,50 -2,93   
Hsp70Bbb / Hsp70Ba 1626821_s_at -3,86 -3,36   
Hsp70Ba 1632841_x_at -2,58 -2,73   
CG14850 1638815_at -6,38 -7,34   
CG10514 1638424_at -2,14 -2,55   
CG15308 1631616_at -3,16 -3,54   
CG7631 1629098_at -2,10 -1,93   
Art1 1632383_at -1,94 -1,90   
dnk 1627691_at -1,92 -1,93   
CG3226 1623702_at -2,02 -1,93   
CG40322 1638720_x_at -2,10 -5,37   
CG18477 / CG31780 1624619_s_at -2,67   -3,11 
CG5602 1630390_at   -2,03 -2,32 
CG31248 1640854_at   -2,22 -2,45 
CycE 1626249_s_at   -1,90 -1,99 
pont 1635279_at   -1,87 -2,00 
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FIGURE 20 | Expression data of genes differentially expressed in samples with (CONTROL) and without 
(DSRNA) CG13617 expression according to microarray analysis. Hybridization levels for 41 probe sets that 
show differences in signal intensity are represented in this figure. Columns correspond to the four analyzed 
samples. Rows represent the individual probe sets with the name of the corresponding gene indicated on the 
right (see TABLE 6 for more information). For each probe set, red, green, and black indicate increased, decreased, 
and equal hybridization levels relative to the median, respectively. 
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FIGURE 21 | Schematic representation of the location of microarray probes, dsRNA molecule, and 
amplification products in the D. melanogaster CG13617 gene sequence. Blue rectangles represent CG13617 
exons. The black bar above corresponds to the sequence included in the injected dsRNA molecule together with 
the primers used to amplify that segment of the gene. The green bar signals the region where the 14 25-nt probes 
included in the microarrays hybridize. The red bar below the diagram of the gene represents the RT-PCR 
product used to assess the effectiveness of CG13617 silencing by RNAi, with the primers used for the 
amplification also depicted in red. Primer DmE5 used to assess the presence of the injected dsRNA in the 
cDNAs used for RT-PCR amplification and microarray hybridization is indicated in yellow. Intronic sequences 
are not included in the dsRNA molecule, the microarray probes or the RT-PCR products (the bars comprise 
introns only for simplicity reasons). 
 

 

generates a 425-bp product, which resulted in a more intense signal for CG13617 expression 

than that obtained using primer DmE6, located outside the dsRNA sequence and therefore 

unable to amplify the injected dsRNA molecule (FIGURE 21). 

 

 Next, we performed a gene ontology analysis on the list of differentially expressed 

genes to see whether there are any overrepresented functional categories, or if, on the 

contrary, the proportion of genes classified in the distinct gene ontology categories does not 

differ significantly from what can be found considering the whole D. melanogaster genome. 

With respect to the biological process, a significant excess of genes belonging to functional 

categories related to DNA replication (P = 2.6·10-7) and cell cycle (P = 2.97·10-3) was found on 

our list (FIGURE 22 and TABLE 7). A total of 14 genes out of 26 in the differentially expressed 

list with assigned gene ontology categories (53.85%) can be classified in the category of 

nucleobase, nucleoside, nucleotide and nucleic acid metabolic process, which includes genes 

involved in the synthesis of the precursors necessary for DNA replication. Eight of these 

genes (30.77%) are involved in DNA replication and related processes such as DNA 

replication initiation, DNA helicase activity or DNA-dependent DNA replication. These 

proportions contrast with the expected percentage of 22.5% of genes in a random list to be 

involved in nucleic acid metabolism and only 1.87% in DNA replication (FIGURE 22 and 

TABLE 7). Also, seven genes (26.92%) carry out functions related to cell cycle process and 
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regulation. It has to be taken into account that, as could be expected, there is a considerable 

overlap between the genes included in each of these groups (TABLE 7). For example, genes 

like mus209 or CycE belong to the three functional categories mentioned above. Finally, there 

are other groups of genes showing a significant enrichment in our list: a total of 10 genes 

(38.46%) are involved in the response to stimulus, and more specifically in the response to 

stress. These groups are mainly determined by the presence in the list of differentially 

expressed genes of genes implicated in the response to heat or in protein folding, such as 

several heat shock proteins. Although most of the genes included in these last two functional 

groups are different from the ones contained in the previous categories, there are still some 

genes involved in DNA replication and cell cycle (such as mus209 or Hsp83) that are also 

considered to carry out functions related to the response to stress (TABLE 7). Only 15 genes in 

our list were not clustered in this analysis. 
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FIGURE 22 | Gene ontology analysis of the genes that are differentially expressed when CG13617 is 
silenced. The proportion of genes classified in the different functional categories given below is represented 
both for the list of differentially expressed genes (light blue) and the whole set of genes belonging to that 
category in the D. melanogaster genome (dark blue). Percentages are calculated based on the number of genes with 
associated gene ontology categories, which is 26 for the list of differentially expressed genes obtained in this work 
and 8472 for the whole genome (see list total and genome total columns in TABLE 7). All the represented Gene 
Ontology terms refer to biological process categories that present statistically significant differences between the 
observed proportion in the list and what would be expected if we take into consideration the whole genome (the 
corresponding P-values are listed in TABLE 7). 



 

 

 
 
TABLE 7 | Significantly enriched functional categories in the list of genes that are differentially expressed when CG13617 is silenced. Lines shaded in blue 
correspond to gene ontology categories included within the previous category but that show significantly different proportions in the list of differentially expressed genes when 
compared to the whole genome. The GO number column displays the identification number of each Gene Ontology term in the Gene Ontology database . The list count 
and list total columns indicate the number of genes in the differentially expressed gene list included in a particular category, and the total number of genes in our list with an 
assigned biological process or molecular function category, respectively. The following column shows the corresponding percentage calculated based on the number of genes in 
the list with associated gene ontology terms to describe their function. The next three columns correspond to the same counts considering the whole D. melanogaster genome. A 
graphic comparison of the proportions found in the list and in the genome for each functional category is represented in FIGURE 22. Genes highlighted in red are genes 
included only in that particular category within the biological process classification. 
 

Gene ontology term 
GO 

number 
List 

count
List 
total

List 
% 

Genome 
hits 

Genome 
total 

Genome 
% 

Fold 
enrichment

P-value Genes 

Nucleobase, nucleoside, 
nucleotide and nucleic acid 
metabolic process 

GO:0006139 14 26 53.85 1912 8472 22.57 2.39 0.001230167
CG5602, CycE, Mcm2, Mcm5, Mcm7, 
mus209, RnrL, RnrS, Art1, DebB, dnk, 
dUTPase, pont, Ts 

  
DNA replication GO:0006260 8 26 30.77 159 8472 1.88 16.39 0.000000260

CG5602, CycE, Mcm2, Mcm5, Mcm7, 
mus209, RnrL, RnrS 

Cell cycle GO:0007049 7 26 26.92 507 8472 5.98 4.50 0.002971396
CG5602, CycE, Mcm2, mus209, Hsp83, 
pip, RanGap 

Response to stimulus GO:0050896 10 26 38.46 1084 8472 12.80 3.01 0.002669078
CG5602, Hsp83, mus209, pont, Hsp70Ab, 
Hsp70Bbb, Hsp70Bc, Est-6, gp210, Obp56a

Biological 
process 

  
Response to stress GO:0006950 7 26 26.92 279 8472 3.29 8.18 0.000126178

CG5602, Hsp83, mus209, pont, Hsp70Ab, 
Hsp70Bbb, Hsp70Bc 

Nucleotide binding GO:0000166 12 32 37.50 1187 11085 10.71 3.50 0.000225740
CG5602, CG10514, dnk, Hsp70Ab, 
Hsp70Bbb, Hsp70Bc, Hsp83, Mcm2, Mcm5, 
Mcm7, pont, RnrL Molecular 

function   
ATP binding GO:0005524 12 32 37.50 796 11085 7.18 5.22 0.000005453

CG5602, CG10514, dnk, Hsp70Ab, 
Hsp70Bbb, Hsp70Bc, Hsp83, Mcm2, Mcm5, 
Mcm7, pont, RnrL 
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 When we consider the molecular function (instead of the biological process) of the 

proteins included in the differentially expressed genes, we also find statistically significant gene 

ontology categories. In this case there is an excess of ATP-binding proteins (P = 5.45·10-6) 

and nucleotide-binding proteins (P = 2.26·10-4) (TABLE 7). This is due to 12 genes (37.50%) 

that encode proteins able to bind both substrates. 

 

 Some of these differentially expressed genes carry out important functions inside the 

cell. In fact, for some genes, certain mutant alleles (such as deletions that eliminate the gene 

completely) present lethal phenotypes, which suggest that their functions are essential for 

survival. For example, two proteins that are critical for the individual to be viable are the 

products of genes mus209, a cofactor that directly binds DNA polymerases δ and ε and affects 

their progress during the DNA strand synthesis (FIGURE 23), and CycE, which encodes a 

cyclin involved in the transition from G1 to S phase of the cell cycle. Some of the  

 

 

 

 
FIGURE 23 | Diagram showing the DNA replication complex in D. melanogaster. Enclosed in rectangles 
are the D. melanogaster genes that encode the proteins performing the distinct functions of the core DNA 
replication machinery specified in the figure according to the KEGG PATHWAY database . The gene names 
highlighted in red correspond to differentially expressed genes when first instar larvae with and without CG13617 
expression are compared using microarrays. An additional gene that is part of the clamp loader, RfC40, also 
shows a reduced expression if the fold-change cutoff is decreased to 1.5. 

5’

3’

5’
3’

3’
5’

Helicase
DNA polymerase ε
complex

DNA polymerase δ
complex

Single stranded-binding proteins

Clamp

Clamp loader

DNA polymerase α - primase
complex

DNA ligase

LAGGING STRAND

LEADING STRAND

RNase H1 / Helicase

Gnf1
RfC40
RfC3

CG5602

mus209

Mcm2
Mcm3
dpa
Mcm5
Mcm6
Mcm7

DNApol-α180
DNApol-α73
DNApol-α50
DNApol-α60

DNApol-ε
Pole2
Chrac-14
Mes4

DNApol-δ
CG12018
CG3975

RpA-70
RPA2

Flap endonuclease

Fen1

CG13690
CG11164
CG30105 CG2990

primer

Okazaki
fragment



 

118         3 | Results 

dUMP dTMP

NDP dNDP

dUTP dUTPase

Ts

RnrL
RnrS

Deoxyribonucleoside dNMPdnk

thioredoxin thioredoxin disulfide
+ H2O

5,10-methylene
tetrahydrofolate

dihydrofolate

dUMP

H2O diphosphate

ATP ADP

thymidylate synthase

deoxyuridine
triphosphatase

deoxyribonucleoside
kinase

ribonucleoside
diphosphate reductase

 
 
FIGURE 24 | Differentially expressed genes after CG13617 silencing involved in nucleotide metabolism 
in D. melanogaster. The name of each gene is enclosed in a rectangle above the reaction catalyzed by the 
enzymes they encode. The complete enzyme names are shown in color below the gene name. NDP, 
ribonucleotide diphosphate; dNDP, deoxyribonucleotide diphosphate; dUMP, deoxyuridine monophosphate; 
dTMP, deoxythimine monophosphate; dUTP, deoxyuridine triphosphate; dNMP, deoxyribonucleotide 
monophosphate. 
 

 

differentially expressed genes for which functional information is available are shown in 

FIGURES 23 and 24, which try to illustrate in more detail their specific functions. It is 

interesting that among the differentially expressed genes there are some proteins that 

physically interact inside the cell to perform a determined function. This is the case of RnrL 

and RnrS that encode respectively the large and small subunits of the ribonucleotide reductase, 

the enzyme required to synthesize the deoxyribonucleotides from the corresponding 

ribonucleotides (FIGURE 24), or the MCM proteins 2, 5 and 7 that form an hexamer together 
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with dpa and MCM 3 and 6 proteins that acts as the helicase that unwinds the two DNA 

strands to allow the DNA polymerase to copy the DNA molecule during replication (FIGURE 

23). This suggests that these proteins that work together also share similar regulation 

mechanisms so that they can be expressed under the same circumstances and supports that 

the observed expression differences are caused by the experimental conditions and are not 

artifacts. 

 

 Another interesting group are four genes (CG8087, CG13135, CG32198 and 

CG14850) that exhibit the greatest fold changes in their expression levels, with a ~4-14 fold 

reduction (depending on the gene and the analysis considered) in the samples where CG13617 

expression has been silenced. Even though the average amino acid identity between the 

proteins encoded by the four differentially expressed members is low (35.38%) and they 

appear to be distantly related, these genes have been described to belong to a protein family of 

31 members in the D. melanogaster genome identified by the PANTHER (Protein ANalysis 

THrough Evolutionary Relationships) Classification System  as structural proteins involved 

in the maintenance of cellular structure (PTHR23246, New-glue proteins). This putative 

family does not possess any known protein domains that could help in the determination of 

their molecular function inside the cell and their specific function remains unknown. In fact, 

in the FlyBase  and Gene Ontology  databases, these four genes do not have any gene 

ontology category assigned in their description, and therefore they could not be identified as a 

significant functional group in the previous computational analysis. With respect to their 

genomic localization, these genes are scattered through the whole genome, although two of 

the differentially expressed genes, CG8087 and CG14850, are located in D. melanogaster in a 5.5 

kb fragment of chromosome 3R that includes a group of four consecutive genes belonging to 

this family. 

 

 Finally, to ensure the validity of the microarray results, gene-expression changes were 

measured with an independent technique: real-time RT-PCR. Expression differences were 

considered to be validated when the direction of the change was the same in both methods. 

Gene-expression levels of eight genes involved in DNA replication and cell cycle (mus209, 

Mcm2, Mcm5, Mcm7, RnrS, RnrL, CycE y Hsp83) were measured in D. melanogaster using five 

independent samples of first instar larvae injected as controls and five injected with dsRNA  
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FIGURE 25 | Real-time RT-PCR results for the eight genes analyzed in D. melanogaster. For each gene 
(the name is indicated at the left or right of the graphs), the dark purple column corresponds to the average 
expression level measured in five different control samples and the light purple to the expression of five dsRNA-
injected samples normalized to Gapdh expression. All expression values are shown with respect those of Control2 
sample (one of the samples used in the microarray experiments), considered to be equal to one. The statistical 
probability to observe these differences according to the ANOVA analyses, the ratio of dsRNA/Control 
expression and the fold change values (FC) obtained in the real-time RT-PCR experiments are given below each 
gene name. The P-values of statistically significant differences between arrangements are highlighted in red. Error 
bars represent the standard error. 
 

 

(for each group of samples, two were the same that had been hybridized to the microarrays 

and three were independent replicates). Differences in expression levels between CONTROL 

and DSRNA samples were found in almost all the analyzed genes. More importantly, these 

differences were always in the expected direction, that is, samples without CG13617 

expression show a reduction of the expression level of these genes with respect to samples 
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that express CG13617 normally (FIGURE 25). The probability of observing a decreased 

expression in the samples where CG13617 is silenced for eight out of eight genes tested is 

statistically significant (P = 0.0039) according to the sign test, and a t-test for paired 

comparisons also indicates that the expression levels of the analyzed genes are significantly 

lower in CG13617-depleted samples with respect to controls (P = 1.93·10-4) (SOKAL and 

ROHLF 2000). However, fold changes obtained by real-time RT-PCR were lower than those of 

microarrays with just a 12-43% reduction in expression levels in DSRNA samples,which 

corresponds to CONTROL samples having on average a level of expression between 1.14 and 

1.75 times higher than that of samples were CG13617 is silenced. Actually, only three genes 

(mus209, RnrL and RnrS) show statistically significant differences (P < 0.05) between silenced 

and control samples, with two more genes (Mcm2 and Mcm5) presenting marginally significant 

differences (P < 0.1). 

 

 

3.2.3 Molecular consequences of CG13617 silencing in D. buzzatii 2j lines 
 

 Given that several genes experiment changes in their expression levels (either directly 

or indirectly) when CG13617 expression is eliminated in D. melanogaster, next we tested 

whether these same genes also show a reduced expression level in D. buzzatii 2j embryos, 

where CG13617 expression is naturally reduced five times with respect to 2st embryos due to 

the presence of an antisense RNA that overlaps the whole gene (PUIG et al. 2004). Therefore, 

we compared by real-time RT-PCR in D. buzzatii 2st and 2j samples the expression levels of 

some of the differentially expressed genes found in the D. melanogaster microarray analysis. In 

particular, we decided to study in D. buzzatii 10 genes involved in DNA replication (mus209, 

Mcm2, Mcm5, Mcm7, RnrL, RnrS, Ts, CycE, RanGap and Hsp83) and one gene (CG8087) that 

belongs to the putative protein family that presents the highest fold changes in D. melanogaster. 

 

First, based on the homologous gene sequences in D. mojavensis and D. virilis, we 

designed primers to amplify and sequence fragments of the selected genes in D. buzzatii (more 

details are given in the Materials and Methods section). A list of the sequenced segments of 

each gene together with information about the coding regions of these genes in D. melanogaster 

and D. mojavensis is shown in TABLE 8. The gene fragments were amplified using as a template 
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either DNA or cDNA (TABLE 8), depending on the distance separating the two interspecific 

primers and the length of the introns. Our goal was to amplify fragments of ~800 bp, which 

can be sequenced completely with two reactions (one from each end). When cDNA was used 

as a template, DNA was always included in the PCR as a positive control (even though the 

expected product size is larger). All genes were sequenced in the st-1 line using genomic DNA 

or embryos cDNA as template. Line j-19 genomic DNA or embryos cDNA was also used as a 

control to verify that the same PCR product is obtained in more than one D. buzzatii line. The 

10 DNA replication genes could be amplified and sequenced in D. buzzatii without any 

problems. CG8087, however, was not easy to identify in the D. mojavensis and D. virilis 

genomes due to variation in the copy number of genes of the same family at that particular 

chromosomal location. Given the observed variability in the number of gene copies and the 

fact that this gene belongs to a gene family dispersed across the whole genome, this specific 

region was located in the different genomes searching for the flanking non-repeated 

 

 

TABLE 8 | Genes partially sequenced in D. buzzatii prior to the expression analyses by real-time RT-
PCR. For the D. buzzatii (Dbuz) sequences, the DNA or mRNA columns indicate the template used to amplify 
the gene by PCR and the length of the resulting sequenced fragment. The parts of the gene that were included in 
the amplified fragment are listed as well (Ex, exon; In, intron). For D. melanogaster (Dmel, where all these genes 
were initially characterized) and D. mojavensis (Dmoj, the sequenced species phylogenetically closest to D. buzzatii 
and where the interspecific primers were designed), the length of the coding region of each gene is shown in the 
mRNA column (5’ and 3’ UTRs are not included even though data are available for some of the D. melanogaster 
genes). The DNA column indicates the total length of the gene including introns. If more than one alternative 
transcript is produced, the different coding regions are indicated in the mRNA column, as well as in the total 
number of exons for each gene. All genes were sequenced in D. buzzatii line st-1 except for CG8087, which could 
only be amplified in line j-13. All lengths are expressed in base pairs. 
 

 Dbuz sequences Dmel coding region Dmoj coding region 

Gene DNA mRNA 
Gene 

segment 
DNA mRNA 

Total 
exons

DNA mRNA 
Total 
exons 

mus209 718   Ex1-In1-Ex2 843 783 2 843 783 2 

Mcm2   774 Ex3-Ex4 2721 2664 2 2838 2655 4 

Mcm5   750 Ex3-Ex4 2377 2202 4 2402 2205 4 

Mcm7   926 Ex4-Ex5 2427 2163 5 2405 2163 5 

RnrL 1003   Ex4 (partial) 2780 2439 4 15633 2457 4 

RnrS   703 Ex2-Ex3 1838 1182 3 2473 1182 3 

Ts 729   Ex1 (partial) 966 966 1 933 933 1 

CycE   765 Ex2-Ex3 11911 2130/1809 5/4* 2907 1944 4 

RanGap   555 Ex3-Ex4-Ex5 2053 1791 5* 2332 1794 5 

Hsp83 821   Ex1 (partial) 2154 2154 1* 2154 2154 1 

CG8087 365  Ex1 (partial) 429 429 1 444 444 1 

 
* Non-coding 5’ exons not included. 
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orthologous genes (Cys and CG14854), and not based on where the putative CG8087 was 

initially annotated in these species. In the D. mojavensis genome only one copy of a gene similar 

to CG8087 was found to be present between genes Cys and CG14854, 

dmoj_GLEANR_10573 (GI10665), which was identified as the orthologous gene of D. 

melanogaster CG8087. In D. virilis three copies were detected in the syntenic region (although in 

this species a gene located further downstream had been initially annotated as CG8087). Of 

those three copies, the gene immediately upstream of CG14854 was the first hit obtained in 

the D. virilis genome in BLASTP searches using D. melanogaster and D. mojavensis proteins as 

query, so dvir_GLEANR_9512 (GJ24218) was identified as CG8087 ortholog in this species 

based on its position in the genome and this similarity. Interspecific primers were designed in 

D. mojavensis putative CG8087 gene sequence, but a PCR product of the expected size could 

only be amplified from D. buzzatii line j-13 genomic DNA and not using any of the other 

lines’ DNA as templates for the PCR reaction. This j-13 fragment was sequenced and it 

yielded as best hits in BLAST searches the expected homologous genes in both D. mojavensis 

and D. virilis genomes. 

 

 Once the D. buzzatii sequences were available, specific primers for real-time RT-PCR 

were designed for each gene. Real-time RT-PCR experiments were performed comparing four 

2st (st-1, st-11, st-13, and st-14) and four 2j (j-2, j-9, j-13, and j-19) lines with different 

geographical origins (TABLE 4, see Materials and Methods). For each line, two samples were 

included: embryos 0-20 h old and first instar larvae. Embryos were studied because this is the 

developmental stage where the antisense RNA and CG13617 silencing were described, while 

first instar larvae were analyzed because this was the stage where the differences in gene 

expression were initially detected in the D. melanogaster experiments using microarrays. 

Expression levels were finally assessed in 10 out of the 11 genes partially sequenced in D. 

buzzatii, because the specific primers designed on CG8087 sequence failed to amplify any 

transcript in the real-time RT-PCR tests performed, and measurements of gene expression 

could not be finally carried out for this particular gene. 

 

Differences in the average expression levels between 2st and 2j lines ranging between 

1.33- and 1.92-fold were found in 9 out of 10 analyzed genes in the embryo samples (FIGURE 

26a), but none of these genes showed differences in the first instar larvae samples (FIGURE 
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FIGURE 26 | Real-time RT-PCR results for the ten genes analyzed in D. buzzatii. (a) Average expression 
levels for each gene in embryos. Dark blue corresponds to the expression in 2st lines and light blue to 2j lines. (b) 
Expression levels for the same genes in first instar larvae. Orange indicates expression in 2st lines and yellow in 2j 
lines. (c) Expression of gene CG13617 in the same 2st and 2j lines. Color code is the same as in the other parts of 
the figure. All expression values are normalized with respect to Gapdh to control for differences in cDNA 
concentration and to line st-1 expression values, considered to be equal to one in all the cases. For each gene, the 
statistical probability to observe these differences is shown along with the 2j/2st expression ratio and fold change 
(FC) expressed in the same terms used in the microarray results. Error bars represent the standard error. 
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26b) where all 2j/2st expression ratios are very close to 1 (in some cases expression level is 

even slightly higher in 2j lines). Interestingly, the detected expression differences were always 

in the same direction and correspond to a reduction of the expression level in 2j embryos with 

respect to 2st ones, which agrees with our previous observation that the genes involved in 

DNA replication decreased their expression level when CG13617 was silenced in D. 

melanogaster. Although the fold changes between 2st and 2j embryos are not especially high and 

the observed expression changes are not statistically significant in any case, there is a clear 

tendency for these genes to present a lower expression level in embryos of 2j lines. In fact, a 

sign test (SOKAL and ROHLF 2000) reveals that the probability of observing by chance a 

decreased expression in 2j lines in 9 out of 10 genes tested is only 0.0107, and according to a t-

test for paired comparisons (SOKAL and ROHLF 2000) the differences between 2st and 2j 

expression values are significantly different from 0 in embryos (P = 2.29·10-5) but not in larvae 

(P = 0.4373). In part, the lack of statistical significance appears to be caused by a high 

variation in the expression levels inside each arrangement, which is largely due to the presence 

of a single 2st line with a low expression level in all the analyzed genes, combined with one 2j 

line that systematically exhibits expression levels much higher than the other lines carrying the 

inversion. 

 

 As additional confirmation, we also examined CG13617 expression levels in embryos 

and first instar larvae (FIGURE 26c) because neither the D. buzzatii lines used in this part of the 

work nor the developmental stages analyzed are exactly the same than those used when the 

silencing of this gene was first detected. Therefore, it is not surprising that the results are 

slightly different. In this case, CG13617 expression presents again a clear reduction in 2j 

embryos, but the expression level is only 2.5 times lower in these samples with respect to 2st 

ones (vs. the 5-fold reduction found previously in 0-12 h old embryos). The difference is not 

statistically significant due to line st-13, which shows an unusually low CG13617 expression 

level for a 2st line (if this line is excluded from the analysis, expression level becomes 3 times 

higher in 2st lines). In first instar larvae, 2j lines still present a decreased CG13617 expression 

compared to 2st lines, but in this case the reduction is smaller, with the average expression 

level being 1.47 times higher in 2st larvae. 
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3.3 Evolution and function of gene CG13617: comparative 
sequence analysis 
 

 In order to obtain information about the evolution and function of gene CG13617, we 

carried out an exhaustive comparative sequence analysis both inside the genus Drosophila and 

in other organisms. The analysis of CG13617 sequence in the different available Drosophila 

genomes includes a comparison of the exonic structure of CG13617 coding region among the 

different species, the identification of several shared protein motifs within the CG13617 

protein, as well as studies about the level of conservation of the distinct parts of the protein. 

In addition, similarity searches were performed to detect in other types of organisms proteins 

similar to CG13617 which may have been studied and could shed some light on CG13617 

function. Finally, the non-coding sequences around gene CG13617 were also analyzed in a 

subset of the Drosophila genomes to try to find conserved elements that could correspond to 

promoter or regulatory regions controlling the expression of this gene. 

 

 

3.3.1 CG13617 genomic structure in Drosophila species 

 

 Gene CG13617 has been identified in all 12 sequenced Drosophila species, as well as in 

D. martensis and D. buzzatii (TABLE 9), both closely related species belonging to the repleta 

group inside the Drosophila subgenus. This gene is located in a conserved syntenic block 

between genes nAcRβ-96A and Pp1α-96A in all the sequenced genomes (except in the inverted 

2j chromosomes in D. buzzatii), although the distances between these two genes and CG13617 

vary greatly among different species. However, even though the gene can be easily identified 

through homology searches in the different genomes, comparison of CG13617 gene 

annotations in all these species reveals that gene structure does not appear to be completely 

conserved among them (FIGURE 27). At least two events of intron gain or loss have occurred 

since the divergence of these 14 Drosophila species from their common ancestor. Gene 

CG13617 has five exons and four introns in all the Sophophora subgenus species, except for D. 

pseudoobscura and D. persimilis that seem to have lost intron 3 and, as a consequence, former 

exons 3 and 4 have become one (FIGURE 27 and TABLE 10). Conversely, in the Drosophila 

subgenus, all species show a gene structure made up of four exons separated by three introns. 
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TABLE 9 | CG13617 orthologous genes in Drosophila species. E-value was 0 for all of them in BLASTP 
similarity searches performed using D. buzzatii CG13617 protein as a query. The total length of the gene 
corresponds to the sum of the coding regions and intronic sequences. UTRs are not included because they have 
not been determined for all the species. The length in amino acids (aa) and molecular weight in daltons (Da) of 
the proteins predicted to be encoded by these genes are indicated as well. 
 

Gene name 
GLEANR 

identification 
Total 
(bp) 

Coding 
region 
(bp) 

Protein 
(aa) 

Molecular 
weight 
(Da) 

Dbuz\CG13617 - 2404 2205 734 83019.72 

Dmar\CG13617 - 2408 2205 734 83161.98 

Dmoj\GI10083 dmoj_GLEANR_10040 2409 2184 727 82441.34 

Dvir\GJ23818 dvir_GLEANR_9145 2429 2253 750 84883.96 

Dgri\GH18825 dgri_GLEANR_3167 2563 2268 755 85629.73 

Dwil\GK22342 dwil_GLEANR_5559 2477 2241 746 85316.47 

Dpse\GA12410 dpse_GLEANR_3576 2423 2238 745 84348.89 

Dper\GL21868 dper_GLEANR_3943 2423 2238 745 84065.59 

Dana\GF20753 dana_GLEANR_3998 2441 2217 738 83872.50 

Dere\GG11297 dere_GLEANR_11407 2444 2205 734 83602.43 

Dyak\GE23492 dyak_GLEANR_7274 2439 2211 736 83676.51 

Dmel\CG13617 - 2443 2214 737 83822.40 

Dsim\GD21105 dsim_GLEANR_4867 2448 2214 737 83948.61 

Dsec\GM26604 dsec_GLEANR_9471 2448 2214 737 83890.53 

 

 

 
FIGURE 27 | CG13617 gene structure in different Drosophila species. A phylogenetic tree of the 12 
sequenced Drosophila genomes together with D. buzzatii and D. martensis is shown on the left. On the right a 
diagram of the corresponding gene exonic structures is depicted for each group of species. Each rectangle 
represents an exon, which are numbered below following D. melanogaster exon order. Those exons involved in 
intron loss or gain are highlighted in yellow and red. 
 

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5
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In these species, exons 2 and 3 appear fused in one large exon (FIGURE 27 and TABLE 10). 

This means that intron 2 was either gained in the Sophophora subgenus or lost in Drosophila, 

depending on which was the original structure of the gene. 

 

 Nucleotide identities for CG13617 among different species have not been calculated 

because Drosophila sequences are too divergent at nucleotide level to be properly aligned, even 

considering only the coding regions. In fact, although all these sequences belong to the same 

genus, the two subgenera started to diverge from one another 40 million years ago, and this 

great phylogenetic distance makes protein alignment a much more reliable tool to draw firm 

conclusions.  

 

 

TABLE 10 | Structure of gene CG13617 in the different Drosophila species. The length of each intron and 
exon is expressed in base pairs. In those cases where introns have been lost or gained, a larger cell in the table 
spanning the absent intron as well as the flanking exons indicates the structural change. For these species, the 
numeration of introns and exons is different than the one in the first column. Cells shaded in yellow correspond 
to the coding sequences. UTRs were determined experimentally only in D. buzzatii (PUIG et al. 2004). In the rest 
of the species they have been predicted by multiple sequence alignment. The length of the putative UTRs has 
been included only in those species where conservation was high enough to make a reliable prediction. 
 

 Subgenus Sophophora Subgenus Drosophila 

 Dsim Dsec Dmel Dyak Dere Dana Dpse Dper Dwil Dmoj Dbuz Dmar Dvir Dgri

5’ UTR - - - - - - - - - 105 118 118 136 115 

Exon 1 94 94 94 94 94 94 94 94 103 94 94 94 94 94 

Intron 1 59 58 58 53 64 58 57 57 57 60 60 60 60 64 

Exon 2 785 785 785 785 785 794 779 779 815 

Intron 2 57 58 58 59 59 52 64 64 62 

Exon 3 731 731 731 728 731 728 716 

1495 1513 1516 1546 1567

Intron 3 60 60 55 55 55 62 63 56 56 57 60 63 

Exon 4 157 157 157 157 157 157 

918 918 

154 157 157 157 166 166 

Intron 4 58 58 58 61 61 52 64 64 54 109 83 86 56 168 

Exon 5 447 447 447 447 438 444 447 447 453 438 441 438 447 441 

3’ UTR - - - - - - - - - 14 14 14 - - 

Total 2448 2448 2443 2439 2444 2441 2423 2423 2477 2409 2404 2408 2429 2563
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3.3.2 Sequence analysis of the CG13617 protein in Drosophila species and 
other organisms 
 

To get more insight into the function and evolution of the CG13617 gene we have 

done an exhaustive computational analysis of the encoded protein in different organisms. The 

increased number of available sequences has greatly enhanced the analysis carried out initially 

in PUIG et al. (2004). Gene CG13617 encodes a 734 amino acid (aa) protein in D. buzzatii, 

although the length of the protein varies in Drosophila species between 727 aa in D. mojavensis 

and 755 aa in D. grimshawi (TABLE 9). All the available Drosophila protein sequences were 

aligned (FIGURE 28) and their overall pairwise identity and similarity are shown in TABLE 11. 

The protein identity values (identical amino acids shared by two different sequences) fluctuate 

between the 57.4% identity between D. grimshawi and D. willistoni and the 98.6% identity 

shown by the two D. buzzatii sequences (2st and 2j), with the 97.7% identity between D. 

simulans and D. sechellia being the highest value between sequences belonging to two different 

species. Similarity values include those amino acid changes that preserve the physico-chemical 

properties of the original residue, and they range between the 73.4% similarity between D. 

grimshawi and D. willistoni and the 99.5% between the two D. buzzatii chromosomal 

arrangements, with the comparison between D. simulans and D. sechellia showing the highest 

similarity value between different species with a 98.6%. However, it has to be taken into 

account that the presence of functional domains and other motifs in the protein sequence 

leads to variation in the conservation level of different parts of the sequence, which requires a 

more careful examination. 

 

A total of five different putative functional motifs could be predicted in the D. buzzatii 

CG13617 protein using different bioinformatic approaches. The main functional domain is a 

C2H2-type zinc finger (INTERPRO  database accession number IPR007087) found in 

positions 149-170 of the alignment (FIGURE 28). This domain can be detected in all the 

Drosophila CG13617 protein sequences and presents a high level of conservation: 19 out of 22 

amino acids (86.36% identity) are identical in the 14 analyzed species, and the remaining three 

changes are conservative (substitution of an amino acid by another one with similar 

properties). Two of these changes are each specific for a different species and the third is 

shared by six species distributed across both subgenera. The four key cysteine (C) and 
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histidine (H) residues that hold the zinc atom in place are strictly conserved in all the different 

species. 

 

Other potential functional domains are three coiled-coil regions. Coiled coils are 

supercoiled structures encoded by a seven-residue repeat denoted [abcdefg]n that typically has 

hydrophobic residues at positions a and d and polar/charged residues at e and g. Coiled coil 

regions are thought to be involved in the interaction between proteins. In particular, the three 

coiled-coil regions of CG13617 are located at positions 100-140, 200-230 and 380-400 of the 

alignment (FIGURE 28). Positions are approximate because slightly different ends have been 

predicted for these primary structure motifs in each analyzed protein sequence. A fourth 

coiled-coil region (previously described in PUIG et al. 2004) in positions 305-330 of the 

alignment has also been detected in D. willistoni, D.virilis, D. mojavensis, D. buzzatii and possibly 

D. martensis (the prediction is not so reliable for this last species but the presence of the coiled 

coil in closely related species together with the conservation of the sequence, suggest that the 

protein probably adopts this structural conformation too) but not in the rest of species. 

Finally, the D. mojavensis sequence could include a specific fifth coiled-coil region in positions 

260-290 of the alignment. The level of amino acid conservation of these motifs varies 

considerably among coiled coil segments. While the first two coiled coils show a high level of 

conservation, with 59.37% (19/32) and 83.33% (25/30) amino acid identity among all species, 

respectively, in the third coiled coil region this identity is reduced to a 34.61%, with only 9 

identical amino acids out of 26 residues. These identities have been calculated using only the 

sequence identified as coiled coil shared by all the species. It has to be taken into account that, 

according to the software used in the analysis, the third coiled coil is not as well supported as 

the first two in some species, but the fact that a coiled coil prediction could be obtained (at 

least when certain parameters were used) in the exact same region where the majority of the 

proteins get a reliable prediction suggests that this could be a real motif in all the species. 

 

  



 

 

TABLE 11 | CG13617 protein identity and similarity matrix in Drosophila species. Proportion of identical amino acids (white) and similar amino acids (blue) found 
among the different proteins. The highest and lower values for both identity and similarity are highlighted in yellow and red, respectively. Calculations are based on pairwise 
alignments and were made with the MATGAT software using the BLOSUM62 matrix. 
 

 Dbuz 2st Dbuz 2j Dmar Dmoj Dvir Dgri Dwil Dper Dpse Dana Dere Dyak Dmel Dsec Dsim 

Dbuz 2st   98.6 93.9 87.0 74.3 71.3 58.6 60.6 60.4 61.6 60.2 61.8 59.7 60.5 59.8 

Dbuz 2j 99.5   93.3 87.2 73.9 71.4 58.5 60.1 60.0 62.0 60.7 62.2 60.2 60.9 60.9 

Dmar 97.0 96.5   86.9 74.2 71.7 58.9 61.3 61.1 62.0 60.9 62.3 60.5 60.6 60.1 

Dmoj 92.6 92.6 92.5   75.5 70.5 58.3 60.0 59.7 61.1 60.9 61.7 59.9 60.3 60.2 

Dvir 84.7 84.5 84.3 83.9   73.2 58.8 60.6 61.3 64.0 61.7 61.5 61.2 61.4 61.4 

Dgri 82.8 82.5 82.4 81.7 85.0   57.4 60.6 60.5 63.0 60.6 62.0 60.4 60.6 60.7 

Dwil 75.1 75.3 74.4 75.1 73.9 73.4   60.9 60.7 62.4 62.6 63.0 62.4 61.3 61.7 

Dper 75.2 75.3 74.8 74.4 74.0 74.4 75.5   97.6 68.3 68.5 69.4 68.1 68.1 68.2 

Dpse 75.3 75.3 74.8 73.4 74.8 74.4 75.6 98.3   68.8 69.1 69.9 68.4 68.4 68.5 

Dana 77.9 78.2 77.6 76.4 76.3 76.6 77.3 81.5 81.7   77.7 77.7 77.9 76.8 77.4 

Dere 75.9 76.3 74.9 76.0 75.1 75.0 78.3 80.3 80.9 87.3   93.6 91.6 90.6 90.6 

Dyak 77.4 77.9 76.4 76.6 75.5 76.2 78.6 80.7 80.8 87.9 96.3   92.9 92.5 92.7 

Dmel 75.2 75.6 75.0 75.2 74.1 75.8 78.6 80.5 80.4 87.7 94.7 95.4   95.8 96.1 

Dsec 76.4 76.7 75.2 76.9 75.5 75.6 77.9 80.9 80.8 87.4 94.4 95.4 96.7   97.7 

Dsim 75.3 76.4 74.9 76.4 75.1 75.8 77.9 80.8 80.8 88.1 95.0 96.1 97.3 98.6   

 

 

FIGURE 28 | Alignment and conservation plot of CG13617 proteins of 14 different Drosophila species. The alignment was performed using MUSCLE  with some 
minor modifications according to the T-COFFEE alignment. This view was obtained with JALVIEW program (BLOSUM62 matrix, Conservation Threshold = 25). Amino acid 
residues are colored with different shades of blue depending on their level of conservation (the more intense, the more conservation). Below the alignment, a yellow-brown bar 
graphic indicates the level of conservation for each position in the alignment. The colored bars above the alignment mark the possible functional domains identified in these 
proteins. Red bars indicate the coiled-coil regions in the D. buzzatii sequence (as specified in the text, coiled-coil region predictions do not start or end in the exact same residue 
for all the sequences and, in fact, only the first two coiled coils and the last one are found in all the analyzed species). The dark green bar signals the position of the C2H2-type 
zinc finger and the purple bar near the C-terminal end corresponds to the putative NLS. The NES is represented with a light green bar overlapping the fourth coiled-coil 
region, and the positions of the two D. buzzatii PEST sequences are depicted with pink bars. Two small orange bars indicate some extra residues conserved in species not 
belonging to the Drosophila genus (see below). The D. buzzatii 2j sequence is not included in the alignment due to the high similarity to the 2st sequence. 
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Two putative PEST sequences in positions 466-492 and 531-582 of the alignment 

were also identified in CG13617 protein (FIGURE 28). PEST domains are polypeptide 

sequences enriched in proline (P), glutamic acid (E), serine (S) and threonine (T) whose 

function is to target proteins for rapid degradation. They consist of hydrophilic stretches of at 

least 12 residues in length that do not contain positively charged amino acids (RECHSTEINER 

and ROGERS 1996). Multiple PEST signals can be found in a single protein but their positions 

are variable within the polypeptide chain. PEST sequences are found in metabolic enzymes, 

transcription factors, protein kinases and phosphatases, as well as components of signal 

pathways and cyclins (RECHSTEINER and ROGERS 1996), all of them proteins that are short-

lived and that exhibit fast changes in concentration. In these situations proteolysis has been 

shown to be a widespread regulatory mechanism and PEST signals appear to be widely 

distributed among these proteins. Most of the PEST sequences are conditional signals that 

have to be activated to promote proteolytic degradation (a conformational change can expose 

the signal). Calpain proteases have been shown to catalyze some cases of PEST-dependent 

degradation (SANDOVAL et al. 2006) but caspase cleavage followed by proteasomal degradation 

has also been reported for proteins containing PEST motifs (BELIZARIO et al. 2008, LUKOV 

and GOODELL 2010). 

 

 Finally, another feature that could be identified through bioinformatic analysis in the 

CG13617 protein sequences is a putative nuclear localization signal (NLS) located close to the 

C-terminal end of the protein, in positions 783-789 of the alignment (FIGURE 28). NLSs are 

generally short peptides that contain a high proportion of positively charged amino acids that 

target a protein to be transported into the nucleus (JANS et al. 2000). Although different classes 

have been described, the putative NLS detected in the CG13617 protein (PLPRKRV) is 

similar to the well-characterized NLS of the SV40 large T antigen (with the sequence 

PKKKRKV) (KALDERON et al. 1984). This short 7-residue sequence has a high proportion of 

basic positively charged amino acids (lysine, K, and arginine, R) and it is completely identical 

in the 14 analyzed Drosophila species, with no amino acid changes in any of them. This high 

conservation level is especially striking since the putative NLS is located in the C-terminal 

portion of the protein, an otherwise poorly-conserved and very divergent region (FIGURE 28). 

A nuclear export signal (NES) could also be identified in D. buzzatii, D. martensis and D. 

mojavensis CG13617 protein sequences in positions 398-407 of the alignment, overlapping the 
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fourth D. buzzatii coiled coil region (FIGURE 28). A NES is a short amino acid sequence of 5-6 

hydrophobic residues that is recognized and bound by exportines and that targets a protein 

for export from the cell nucleus to the cytoplasm through the nuclear pore complex (LA COUR 

et al. 2004). The NES found in CG13617 adjusts perfectly to the consensus sequence LX1-

3LX2-3LXL, in D. buzzatii, D. martensis and D. mojavensis. In the remaining species the last 

leucine residue has been replaced by different amino acids, but the other three leucines are 

conserved in all the proteins except for D. willistoni and D. grimshawi, where the third leucine 

has been substituted by an isoleucine. 

 

Apart from these relatively conserved domains and motifs, the rest of the protein 

shows varying degrees of conservation between species. A graphic representation of 

conservation values calculated all along the protein using the AL2CO  software (PEI and 

GRISHIN 2001) can be observed in FIGURE 29. As can be seen in the graph, conservation 

tends to be higher in the N-terminal region of the protein than in the C-terminal region. For 

example, the first part of the protein (from the initial methionine to the beginning of the first 

coiled-coil region) does not seem to include any functional domain but presents nevertheless a 

72.92% identity (70 conserved aminoacids out of 96 aligned positions) considering the 14 

sequences, so it is probably an essential part for the proper folding and functioning of the 

protein. In contrast, of the last 406 aligned positions (positions 411-816 of the alignment), 

which correspond to the region comprising from the end of the last coiled coil to the C-

terminal end of the protein, only 80 (19.70%) exhibit identical amino acids in the 14 sequences 

and they include 111 positions (27.34%) presenting gaps at least in one of the sequences, while 

only 3.12% of gaps (3/96) were observed in the first segment of the protein mentioned above. 

 

 Finally, given that all Drosophila CG13617 genes have been annotated based on their 

sequence homology with the predicted gene in D. melanogaster and that nothing is known about 

the gene product encoded by this gene in any of these species, we performed similarity 

searches to try to find CG13617 orthologues in species outside the genus Drosophila that could 

provide more information about the possible function of this protein. Two different searches 

were performed using D. buzzatii 2st CG13617 protein sequence as query: BLASTP (protein 

query vs. protein database) to identify any homologous proteins in other species (TABLE 12) 

and TBLASTN (protein query vs. translated nucleotide database) to detect any unannotated



 

 

 

 

 

FIGURE 29 | Sliding window graph of CG13617 protein sequence conservation in the 14 Drosophila species. AL2CO program  was used to calculate 
conservation values for 10-residue windows along the CG13617 protein (see Materials and Methods for details). The bars above the graphic denote the location of the 
functional domains using the same color code than in FIGURE 28: red, coiled-coil regions; dark green, C2H2-type zinc finger; pink, PEST sequences; purple, NLS, and 
light green, NES. 
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orthologous sequences (TABLE 13). These two searches yielded very similar results and led to 

the identification of CG13617 homologous sequences in several organisms, ranging from 

insects to mammals (TABLES 12 and 13). Only two insect species (the mosquito Aedes aegypti 

and the beetle Tribolium castaneum) appear in the TBLASTN results but not in the BLASTP list, 

which probably indicates an erroneous or poor annotation of the corresponding regions in the 

genomes of these two species and indicates that further analysis would be required to identify 

the correct ORF. For the majority of species, the region of homology obtained in the 

similarity searches corresponds basically to the initial part of the protein (the zinc finger 

domain and surrounding sequences), but not to the whole peptide. The only exception is the 

mosquito species, where the aligned segment could be extended much farther away, 

sometimes including the whole mosquito protein. 

 

 The comparison of the homologous protein sequences in different organisms allowed 

us to determine the amino acid positions that are critical for CG13617 function. First, all the 

predicted homologous proteins appear to include a C2H2-type zinc finger with the two 

cysteine residues and the two histidines perfectly conserved in all the species. The only protein 

without a zinc finger is that of Apis mellifera (TABLE 12) which is also extremely short (242 aa). 

However, the absence of this domain is probably due to the fact that the genome sequence 

where the protein was annotated has several gaps that do not allow us to determine the 

correct and complete ORF. There are also some groups of a few amino acids that show a very 

high level of conservation among the different homologous proteins, although they are not 

part of any of the known functional motifs. Even in proteins as distant from Drosophila as 

those from mammals these residues seem to be unchanged and retain the same relative 

positions. This is the case of the residues DWR in positions 30-33 of the alignment (FIGURE 

28) or residues YLL in positions 89-91. Also, it is noticeable that many of the CG13617 

orthologous proteins found in these similarity searches (mainly those not belonging to insects) 

have been tentatively named DAZ-interacting protein-like, which means they are similar in 

sequence (and hence probably function) to the DAZ interacting protein (DZIP1), a protein 

partially characterized in humans (MOORE et al. 2004) and that has been more extensively 

studied in zebrafish, where it has been identified as a new member of the Hedgehog signaling 

pathway (SEKIMIZU et al. 2004, WOLFF et al. 2004). This similarity with human DZIP1 and 



 

 

 

TABLE 12 | CG13617 protein orthologues in species other than Drosophila identified using BLASTP. E-values and pairwise alignments were computed with 
BLASTP  (protein query vs. protein database) using D. buzzatii 2st protein sequence as query. The proteins for which further information exists about their structure 
and function are highlighted in yellow. 
 

Gene name Protein name Species Species common name GeneID Protein 
Refseq

Length 
(aa)

Zinc 
finger

Score E-value

AgaP_AGAP001165 AGAP001165-PA Anopheles gambiae African malaria mosquito 4577365 XP_001238569.2 607 YES 220 4.00E-55 
CpipJ_CPIJ011569 hypothetical protein Culex quinquefasciatus southern house mosquito 6044733 XP_001862196.1 758 YES 214 3.00E-53 
BRAFLDRAFT_119689 hypothetical protein Branchiostoma floridae Florida lancelet (Amphioxus) 7224854 XP_002208802.1 1564 YES 80.5 7.00E-13 
NEMVEDRAFT_v1g247454 hypothetical protein Nematostella vectensis starlet sea anemone 5503868 XP_001624813.1 436 YES 77.0 7.00E-12 
LOC724732 similar to CG13617-PA Apis mellifera honey bee 724732 XP_001120624.1 242* NO 70.9 4.00E-10 
LOC575991 hypothetical protein Strongylocentrotus purpuratus purple sea urchin 575991 XP_799867.2 920 YES 70.5 7.00E-10 
LOC100185506 similar to DAZ interacting protein 1-like Ciona intestinalis tunicate 100185506 XP_002129615.1 740 YES 68.2 3.00E-09 
LOC100024195 similar to DAZ interacting protein 1-like Monodelphis domestica gray short-tailed opossum 100024195 XP_001375526.1 786 YES 64.3 5.00E-08 
zgc:123017 DAZ interacting protein 1-like Danio rerio zebrafish 553313 NP_001032304.1 756 YES 63.5 8.00E-08 
BRAFLDRAFT_147670 hypothetical protein Branchiostoma floridae Florida lancelet (Amphioxus) 7227261 XP_002218210.1 279 YES 63.5 9.00E-08 
Dzip1l DAZ interacting protein 1-like Mus musculus mouse 72507 NP_082534.2 774 YES 63.2 1.00E-07 
Dzip1l DAZ interacting protein 1-like Rattus norvegicus rat 315952 NP_001014117.1 776 YES 62.8 1.00E-07 
LOC611021 similar to DAZ interacting protein 1-like Canis familiaris dog 611021 XP_853725.1 766 YES 62.8 1.00E-07 
DZIP1L DAZ interacting protein 1-like Bos taurus cow 512800 XP_590382.3 767 YES 61.6 3.00E-07 
LOC716551 similar to DAZ interacting protein 1-like Macaca mulatta Rhesus monkey 716551 XP_001114691.1 766 YES 61.6 3.00E-07 
dzip1l DAZ interacting protein 1-like Xenopus tropicalis western clawed frog 780329 NP_001072868.1 467 YES 60.8 5.00E-07 
LOC100197270 similar to predicted protein Hydra magnipapillata hydrozoan 100197270 XP_002170852.1 255 YES 60.8 5.00E-07 
DZIP1L DAZ interacting protein 1-like Homo sapiens man 199221 NP_775814.1 767 YES 60.8 5.00E-07 
DZIP1L DAZ interacting protein 1-like Equus caballus horse 100066729 XP_001496970.1 768 YES 60.8 5.00E-07 
DZIP1L DAZ interacting protein 1-like Pan troglodytes chimpanzee 460723 XP_516774.2 767 YES 60.8 5.00E-07 
LOC100208186 similar to predicted protein Hydra magnipapillata hydrozoan 100208186 XP_002170687.1 326 YES 60.5 7.00E-07 
dzip1 DAZ interacting protein 1 Xenopus laevis African clawed frog 446844 NP_001087009.1 817 YES 58.9 2.00E-06 
dzip1 DAZ interacting protein 1 Xenopus tropicalis western clawed frog 733791 NP_001073034.1 858 YES 58.2 3.00E-06 
DZIP1 DAZ interacting protein 1 Gallus gallus chicken 418789 XP_416984.2 825 YES 50.8 5.00E-04 
DZIP1 DAZ interacting protein 1 Canis familiaris dog 476964 XP_534164.2 1130 YES 50.1 8.00E-04 
DZIP1 DAZ interacting protein 1 Macacca mulatta Rhesus monkey 695529 XP_001085577.1 912 YES 49.7 0.001 
LOC100225719 similar to DAZ interacting protein 1 Taeniopygia guttata zebra finch 100225719 XP_002196853.1 944 YES 48.9 0.002 
DZIP1 DAZ interacting protein 1 Pan troglodytes chimpanzee 452627 XP_001138000.1 856 YES 48.9 0.002 
DZIP1 DAZ interacting protein 1 Homo sapiens man 22873 NP_945319.1 867 YES 48.5 0.003 
iguana (dzip1) DAZ interacting protein 1 Danio rerio zebrafish 402875 Q7T019 898 YES 48.5 0.003 

 
* This protein sequence is probably incomplete due to the presence of gaps in the genomic sequence. 
 
 



 

 

 
 
 
 
 
 
 
 
 
 
 
TABLE 13 | Additional CG13617 protein orthologues in species other than Drosophila obtained using TBLASTN. A TBLASTN  search (protein query vs. 
translated nucleotide database) was performed using D. buzzatii 2st protein sequence as query in order to detect any possible unannotated orthologous genes. E-values 
and pairwise alignments were computed with TBLASTN. In this case the search identified DNA sequences containing regions that present homology to CG13617 
protein once they are translated into protein in one of the six possible reading frames.  Coordinates allow the precise location of these sequences within the genomic 
contigs of the corresponding species. 
 
 

GenBank accession Species Species common name Genomic contig Coordinates Zinc 
finger

Score E-value 

AAGE02010559.1 Aedes aegypti yellow fever mosquito cont1.10559 30380-29649 YES 173 1.00E-40 

NW_001092832.1 Tribolium castaneum red flour beetle linkage group 5 genomic contig 51133-51516           
51629-51799

YES 49.3 2.00E-10 
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zebrafish Iguana proteins can provide valuable information about the cellular function of 

CG13617. 

 

 

3.3.3 Identification of regulatory sequences in gene CG13617 

 

As a way to gain insight on the regulation of gene CG13617, we examined at the 

nucleotide level the sequence upstream of CG13617 coding region in the different Drosophila 

species to try to find conserved non-coding sequences (CNSs) that could correspond to 

potential regulatory elements. In order to do this, the intergenic region between nAcRβ-96A 

and CG13617 (including the first two exons of each gene) of the 14 available Drosophila species 

was aligned and analyzed using VISTA  (see Materials and Methods for details). This region 

includes nAcRβ-96A and CG13617 5’ UTRs, which are regions that may be conserved in 

different species but do not correspond to regulatory elements. CG13617 5’ UTR was 

experimentally determined in this work to be 118 bp long in D. buzzatii. On the other hand, 

the location of nAcRβ-96A TSS was established by comparison with D. melanogaster annotation, 

which suggests that nAcRβ-96A 5’ UTR could be 139 bp long in D. buzzatii, even though this 

prediction has not been validated for any of the analyzed species. However, no CNSs shared 

by all the available sequences were found in this region. 

 

The analysis was then restricted to the five Drosophila subgenus species (FIGURE 27), 

which share a higher sequence identity with D. buzzatii. D. martensis sequence is too similar to 

D. buzzatii to distinguish conserved sequences that could have a potential functional role in 

gene regulation, but the comparison of D. buzzatii with D. mojavensis revealed three clearly 

defined CNSs, as can be seen in FIGURE 30. CNS1 is located next to nAcRβ-96A coding 

region and it corresponds to this gene 5’ UTR and an additional 105-bp region that could 

include regulatory elements (FIGURE 31). CNS2 is ~150 bp long and is located approximately 

500 bp away from the TSSs of both genes (FIGURE 30), so if this sequence has a functional 

role it is not clear which gene it could be affecting. However, CNS2 could not be identified in 

either D. virilis or D. grimshawi (in any sequence orientation). Therefore, it might just be a 

segment of the sequence that by chance has diverged less than the surrounding sequences and   



 

 

 

 
FIGURE 30 | Analysis of the sequences upstream gene CG13617 using VISTA . The graph shows the level of sequence conservation of the five Drosophila 
subgenus species using D. buzzatii as reference (represented on top as a thin colored line) in the sequence comprised between the first two exons of genes nAcRβ-96A 
and CG13617. Each line represents the comparison of the species indicated on the left hand corner with the D. buzzatii sequence. The blue-shaded areas of the graph 
correspond to the coding sequences annotated in D. buzzatii, green-shaded areas to UTRs and pink-shaded zones to CNSs. The criteria used to identify these CNSs are 
given in the Materials and Methods section. The three significant CNSs identified in the D. buzzatii-D. mojavensis comparison are included in purple rectangles and 
numbered from 1 to 3. Below the graphs, a red box marks the part of the sequence represented in more detail in the multiple sequence alignment, which shows the 
identification of CG13617 TSS (marked by a red arrow) in the different species based on D. buzzatii annotation. The coding region of gene nAcRβ-96A in D. martensis is 
not included because this sequence is not available for this species. nAcRβ-96A 5’ UTR has not been annotated in the D. buzzatii reference sequence because the 
location of the TSS of this gene is based only on the comparison with the D. melanogaster annotation and has not been validated. 

Dbuz
Dmar
Dmoj
Dvir
Dgri

TSS

1 2 3
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and it simply reflects the closer phylogenetic relationship between D. mojavensis and D. buzzatii. 

Finally, CNS3 is found immediately upstream of CG13617 TSS and it is the most conserved 

CNS between these two species, with an 80.6% identity (TABLE 14). This CNS does not 

include the CG13617 5’ UTR because it has been experimentally characterized and was 

annotated separately in the D. buzzatii reference sequence (FIGURE 30). MCPROMOTER  

software identifies in the region corresponding to CNS3 a putative core promoter with a 

DNA-replication related element (DRE) able to be bound by TRF2 (TATA-box-binding 

protein related factor 2) (HOCHHEIMER et al. 2002). However, a more detailed sequence 

analysis failed to identify such element (consensus sequence TATCGATA) (HIROSE et al. 

1993) in the sequences upstream of CG13617 TSS, questioning the reliability of this 

prediction. 

 

Although, according to the VISTA plot, the CNS3 segment does not meet the criteria 

to be considered a CNS either in D. virilis or D. grimshawi (FIGURE 30), the corresponding 

sequences of these two species can be reasonably well aligned with D. mojavensis and D. buzzatii 

sequences (FIGURE 31). This multiple alignment reveals a series of conserved fragments 5-10 

bp long located upstream of CG13617 TSS (within positions -1 and -124) that could 

correspond to regulatory elements or TFBSs that are part of the promoter controlling the 

expression of this gene (FIGURE 31). Curiously, some of these highly conserved short  

 

 

TABLE 14 | CNSs upstream of gene CG13617 identified by VISTA  in the alignment of D. buzzatii and 
D. mojavensis sequences. The coordinates of each CNS are given with respect to D. buzzatii st-1 line sequence 
in GenBank database and to D. mojavensis scaffold in the CAF1 genome assembly. Lengths are given in base pairs. 
Beginning and end positions are shown using the TSS (position +1) of the corresponding gene as a reference 
(nAcRβ-96A for CNS1 and CG13617 for the rest). nAcRβ-96A 5’ UTR is not annotated separately (and is 
therefore included in CNS1) because the precise location of the transcription start has not been experimentally 
validated in any of the analyzed species. Identities between D. buzzatii and D. mojavensis sequences correspond to 
the percentages calculated by VISTA. 
 

Dbuz Dmoj 
CNS 

Sequence Coordinates Lenght Beg. End Sequence Coordinates Lenght 
Identity

1 AY551073 584 - 820 237 +132 -105 scaffold_6540 20728731 - 20728973 243 76.1 

2 AY551073 1222 - 1379 158 -606 -449 scaffold_6540 20729107 - 20729255 149 73.1 

3 AY551073 1704 - 1827 124 -124 -1 scaffold_6540 20729755 - 20729866 112 80.6 

CG13617 
5’ UTR 

AY551073 1828 - 1945 118 +1 +118 scaffold_6540 20729867 - 20729971 105 71.5 
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CNS1 
 
Dgri  GCGCCACATATTTA-----CTAAGATTTATATACAATTTTTATTTAGTTTGTGCAGTAACTTTAAATTCG 
Dvir  GCGACACATTT---TCTCTCAAGATTTTTATGCAATACTCCTAAAATTTGTTCTCTTAATATTTATTTCT 
Dmoj  ACGACTCATTTTAACTCTCCTTTAATTGCAGAGCAATTCGGAGA-GTATTGCACTTT--ATATATACTTT 
Dbuz  ACGACACATGCTTACACTCCTTTAATTGCAAAGCAGT--------GTATTTCACTATATATATATACTTT 
Dmar                     CTTTAATTGCAAAGCAATCCGGAGCAGTATTTCACTATATATATATGCTTT 
                              ***      ** *           **   *  *   * *    *   
 
Dgri  CGTTAAACAATTGA----------TTGCATTCT-------GTGTTC-------CGTATTGAAT-TGAACC 
Dvir  GTTTGAACAAACT----------TTTGCATTTT-------GTGTTTTCCGTCGAGTATTTGGGGCAAACC 
Dmoj  TCTTGTAGAAGTTAATTAAAGCACTTGCATTTTGCTATGCGTGCTT---------TATTTGATGTAAACC 
Dbuz  TCTTGT--AATTTAACTAGAATATTTTCATTTTAAGTTGCGTGTTT---------TATTAGTTGTAAACC 
Dmar  TCTTGT--AATTTTAAAAGAATATTTTCATTCTAAGATGCGTGTTT---------TATTAGATGTAAACC 
        **    **              ** **** *       *** *          ****       **** 
 
Dgri  TCCCAAGTTCGCAGTCCAGTCGTAACTGAGCGAAAACCT-CACGAATTCAATAACCCAATTGTAGCAGCT 
Dvir  TTACGCGTCCAGCTTCCACTCGCAACTGAGCGAAAATCT-CACGAATACTCTTGCC-------------- 
Dmoj  TCACTCGGCCAGGGTCCAATCGTAACTGAGC--AGATCTATCCGAATGCTGCTGCCCAGACGCAGCTCCT 
Dbuz  TTACGCGTCCGGGGTCCAATCGTAACTGAGCAAAAATCTACCCGAATGCTGCTGCCCAGACGCAGCTGCT 
Dmar  TTACGCGTCCGGGGTCCAATCGTAACTGAGCGAAAATCTACCCGAATGCTGCTGCCCAGTCGAAGCTGCT 
      *  *  *  *    **** *** ********  * * **   ***** *     **               
 
Dgri  GACAACAAGGACGTGAGCTCAGGATGAGCGAAAAG---AATTAGACCGTTAATTCAAAAACATA 
Dvir  -GCAACCAAGTTGAGCGAGAAGAATAAGCGCCAAATACAATTTAAACATGAAATCAACGAACAC 
Dmoj  GTCAACTAAATTGTGCGCGGCCAAAGGGCGCCAAATTTAACTTGCTT-TAAATTTTTCGGATTT 
Dbuz  GTTAGCCAAGTAGTGGGCTCCAAATAGGCGCCAAATTCAAATTTTAT-T-AACTTATCAAATTT 
Dmar  GTCAA--ATGCTGTGAGCGCAAAA-AGGCGCCAAATTC-AATTTTTT-T-AACTTGCCAAATTT 
         *   *    * * *      *   ***  **     * *      * ** *           
 
 

CNS2 
 
Dmoj  AGTAGGCGTTGTAGATTATAAATTCA-----------TTGTTTTAAATATACATATATGATAAATTTTAT 
Dbuz  AGTAAGCGCAGTAGACGTTGAAATCAAAAACAAAA------TTTTTATATATGCATATGATAAATTTTAT 
Dmar  AGTAAGCGCAGTAGACGTTGAAATCCAAAAAGNTTTTTTTTTTTTTATATATGTATATGATAAATTTTAT 
      **** ***  *****   * ** **                ***  *****   **************** 
 
Dmoj  TTCGGGTAGAATTGCATTCTGTAAAACGTTTAACACGTGTGTGATTACTGTGTTGGTGAGTTCGAATAGA 
Dbuz  TTCGGGTAGTATTACATTCTGTAGAACTTGAAACACTGCTGTGATTGCTGTGACGGTGAGTTGAAATAGA 
Dmar  TTCGGGTAGTATTNCATTCTATAGAACTTAAAACACTGCTGTGATTGCTGTGACGGTGAGTTGGACTAGA 
      ********* *** ****** ** *** *  *****   ******* *****  ********  * **** 
 
Dmoj   AAC--AAGTGTTATT--AATAGAG 
Dbuz   AACAAAAGTGTTTTTAGAATAGAG 
Dmar   AAGGAAAGTGTTTTTAGAGTAGAG 
       **   ******* **  * ***** 
 
 
FIGURE 31 | Sequence alignments of the CNSs located in the intergenic region separating genes 
nAcRβ-96A and CG13617. CNSs were identified using the VISTA tools  and are numbered according 
to FIGURE 30, with the exact coordinates given in TABLE 14. The beginning of the first exon of nAcRβ-
96A gene has been included in CNS1, even though these few base pairs are coding. CG13617 5’ UTR and 
the first codons of exon 1 are represented downstream of CNS3 to allow the visualization of the positions 
of the detected conserved elements with respect to the TSS and the coding region of this gene. Blue 
rectangles indicate the initial methionine (codon ATG) of each gene (in inverse orientation for gene 
nAcRβ-96A in CNS1). The sequence available for D. martensis is shorter and it does not include the 
beginning of nAcRβ-96A coding region. Red arrows mark the TSSs. In the case of gene nAcRβ-96A the 
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Rfx

 
CNS3 
 
Dvir  TTGCAACATTGACTAACGCACCCCTTG---------------CATGCGAGTTAGCCAAGTTCTCAACCAA 
Dgri  ATTCACCAACCGGCAACTCACCCC----GAGAATCAGTCAAGCATTCAGTTGAGCCAAGTTCGCAACCAG 
Dmoj  CTGGGTTATTGGGTAATCCAACCCTCAA--------------TATTCA----AGCCAAGTTCCTAACCAG 
Dbuz  CTGTGCTATTAGGTATTCCAACCCTCAAGAGTTCCTTT--ATTATTCA----AGCCAAGTTCTCAACCAG 
Dmar  CTTTTATATTGGGTATGCCAACCCTCAAGAGTTCCTTTGAATAATTCA----AGCCAAGTTCTCAACCAG 
       *     *      *   ** ***                   ** *     **********  *****  
 
Dvir  CTGACAGCGTCAACGACAGGG---CGGCGTACTGTCAGCGGTCGCCTAGCAACTCCGCCGCGTTGACATC 
Dgri  CTGTCAGCG-------------------------------GTTGCCTCGCAACAAAAACGAACTGACAAC 
Dmoj  CTGACAGCGTCAACAACAATAGTGGAGCACACTGTCAGCGGTTGCCAAGCAAC-------CACTGACAAA 
Dbuz  CTGACAGCGTCAACACCGAGAGTTGAGCAAACTGTCAGCGGTTGCCAGGCAAC-------CACTGACAAC 
Dmar  CTGACAGCGTCAACACCGAGA-------------------GTTGCCTGGCAAC-------CACTGACAAC 
      *** *****                               ** ***  *****          ***** 
 
Dvir  AACAAATAAATAAACAAACGGGAAAGAAATTGGAGCAAGCAATTGAAGTGAGTCGGCAGCTGCCTGAAAA 
Dgri  AAACAGTTGCCAA--AAGTAAGGAAGGAATTGGAGCAAACAATTGAAG---------------------- 
Dmoj  AACAAATAAATAACGAAAAGCGAAAGCGATTGCAGCAAGCAATTGAATCAAGTCGAAA--------AATA 
Dbuz  AACAAATAAATAAGGAAAAGCGAAAGCAATTGAAGCAAACAATTGAAG----TCGACT--------AATA 
Dmar  AACAAATAAATAACGAAAAGCGAAAGCAATTGAAGCAAACAATTCAAG----TCGAAA--------AATA 
      **  * *    **  **    * ***  **** ***** ***** **                        
 
Dvir  TACTTGGAATTGCTTGTGGAGAGGACGAC-ATAAACAACTTTCGCTTTCAGCTGACCCCAA--------- 
Dgri  ---------TTACTGGTGCAGAGAAGCGAAATACACAACTTTCGCTTTCAGCTGTAGATGAAAGCAAAGC 
Dmoj  TATAT----------------------------AAGAACTTTCATTTTCAGCTGTCGATGA-------GT 
Dbuz  TAATTGGAATTG----------AGACAACAATAAGGAACTTTCTTTTTCAGCTGTCGATGA--------T 
Dmar  TAATTGGAATTG----------AGACGACAATAAAAAACTTTCTTTTTCAGCTGTCGATGA--------T 
                                           *******  *********      *          
 
Dvir   --AAAATGGGTTAC 
Dgri   AGCAAATGGGCCAC 
Dmoj   CAGAAATGGGCCAC 
Dbuz   CAGAAATGGGCTAC 
Dmar   CAGAAATGGGTTAC 
          *******  ** 
 
 
 
 
 
 
 

 
 
 
 
 
 
putative location of the TSS has been defined by comparison with D. melanogaster annotation in FlyBase 

, whereas for CG13617 it is based on the experimental results obtained for D. buzzatii. For CNS2 only 
three of the five Drosophila subgenus species have been included in the alignment because we failed to 
identify this sequence in the remaining two. Green rectangles indicate conserved blocks of nucleotides 
that could have a biological function as regulatory elements. Yellow rectangles in CNS3 show the 
presence of repeated conserved sequences that comprise the motif CAAC (or its reverse sequence 
GTTG). The putative Rfx TFBS is indicated with a brown line above the alignment. Purple rectangles 
indicate positions that present nucleotide changes in the sequenced 2j line with respect to the 2st line here 
represented. All these alignments have been performed using MUSCLE . 
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stretches of nucleotides include the motif CAAC (or its reverse sequence GTTG). A search 

for TFBSs with the MATCH  software revealed that positions -20 to -8 with respect to 

CG13617 TSS could correspond to a Rfx binding site. This sequence adjusts perfectly to the 

human Rfx binding consensus (5’ GTNRCC/N-N0-3-RGYAAC 3’) (EMERY et al. 1996), and, 

interestingly, this transcription factor is known to participate in the regulation of genes 

involved in DNA replication (LIU et al. 1999, OTSUKI et al. 2004). In addition, the alignment of 

these sequences allowed the identification of the putative CG13617 TSS in the other Drosophila 

subgenus species since it seems to be located in a sequence highly conserved in all of them 

(positions -1 to -4 are TGAC in the five analyzed species) (FIGURES 30 and 31).  

 

Finally, sequences downstream of gene CG13617 were also analyzed using VISTA . 

These sequences present a higher level of conservation and significantly-conserved non-

coding regions practically covering the whole intergenic region between CG13617 and Pp1α-

96A can be detected also in more distant species like D. virilis and D. grimshawi. However, 

again none of these sequences are conserved in any of the species belonging to the Sophophora 

subgenus (results not shown). 
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DISCUSSION 
 
 
 
 
 
 
 
 
 

 

‘If the giving of information is to be the cure of your inquisitiveness, I shall spend all the rest 
of my days in answering you. What more do you want to know?’ 
‘The names of all the stars, and of all living things, and the whole history of (…) earth (…). 
Of course! What less? But I am not in a hurry tonight.’ 
 

– J.R.R. TOLKIEN, The lord of the rings. The two towers. (1955) 
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4 
Discussion 

 

 

 

 

In this work we have investigated the molecular mechanisms responsible for the 

adaptive significance of inversions. More specifically, we have tested for position effects 

caused by inversion breakpoints, i.e. changes in the expression of nearby genes, by studying a 

particular case: the polymorphic inversion 2j in D. buzzatii. This is a widespread inversion that 

increments adult body size at the same time that it slows down development (BETRÁN et al. 

1998). The detailed characterization of the breakpoints of inversion 2j (CÁCERES et al. 2001) 

allowed the precise identification of a putative ORF located only a few base pairs away from 

the proximal breakpoint, which provided a unique opportunity to determine if either the 

inversion breakpoints or the TE insertions at the junctions, had modified the expression of 

the gene in any manner that could have contributed to the evolutionary success of this 

inversion.  

 

 

4.1 Position effect of inversion 2j on CG13617 gene expression 

 

 CG13617 was first described in the genome of D. melanogaster as a potential ORF 

located between genes nAcRβ-96A and Pp1α-96A, previously thought to be the closest genes 

to inversion 2j proximal breakpoint in D. buzzatii. In this work, we have characterized the 

CG13617 ORF in the latter species and demonstrated that it is a fully functional gene 

expressed through the entire life cycle in embryos, larvae, pupae and adults (FIGURE 3 of PUIG 

et al. 2004, see Results). D. buzzatii CG13617 is transcribed into a 2.3-kb mRNA that encodes a 

734-aa protein and it is situated adjacent to the proximal breakpoint of inversion 2j, 

immediately outside the inverted segment, in region D according to CÁCERES et al. (1999, 

2001). The accurate annotation of CG13617 coding region showed that the stop codon of this 

gene is located only 12 bp away from the breakpoint, and the experimental characterization of 



 

150         4 | Discussion 

CG13617 mRNA revealed that actually its 3’ UTR spans the breakpoint and that there are at 

least two different bases in the 3’ end of the mRNA between 2st and 2j arrangements.  

 

In order to check for gene expression differences between inverted and non-inverted 

chromosomes, CG13617 expression levels were compared between 2st and 2j homozygous 

lines in four different developmental stages: embryos, larvae, pupae and adults. A 5-fold (80%) 

reduction in CG13617 expression level was found in 0-12 h old embryos from 2j lines with 

regard to 2st ones (PUIG et al. 2004), but a mixture of larvae of different ages did not show any 

significant difference between both arrangements, as neither did pupae nor adult stages 

(FIGURE 3 of PUIG et al. 2004). When, during the course of this work, CG13617 gene 

expression was measured again in embryos 0-20 h old (that include older embryos than the 

first set of embryonic samples) from a new selection of D. buzzatii lines (some of which had 

not been analyzed when CG13617 silencing was first discovered), CG13617 mean expression  
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FIGURE 32 | Fold reduction of CG13617 expression level in different developmental stages of D. buzzatii 
2j lines. Below each column are indicated the ages of the embryos and the types of larvae where this expression 
data were obtained from. In the mixture of larvae of different ages (first to third instar) no differences were 
found between 2st and 2j lines and thus fold reduction is equal to zero. Blue and yellow colors indicate 
respectively the samples used for the initial detection of CG13617 silencing (PUIG et al. 2004) and for the real-
time RT-PCR experiments performed to measure the expression level of the differentially expressed genes. The 
bar for each sample starts slightly below 0 to allow visualization of the mentioned case where no expression 
changes were detected. 

Embryos Larvae
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was ~2.5 times higher in 2st embryos, which represents a reduction of 60% in 2j individuals 

(FIGURE 26c). In these same lines, first instar larvae also presented different expression levels, 

but the mean values were only ~1.5 times higher in 2st lines (or 30% decreased in 2j lines) 

when compared to lines carrying the inversion (FIGURE 26c). Therefore, even though there is 

a clear reduction in CG13617 expression level that affects 2j embryos, the magnitude of the 

expression difference between 2st and 2j lines depends on the age of the individuals included 

in the analyzed samples (FIGURE 32) and this difference declines as age increases between 

embryonic and larval samples, where gene expression is restored to equivalent levels in both 

chromosomal arrangements. However, the fact that unfortunately we could not study the 

same lines in each part of the work can also influence the mean CG13617 expression values 

obtained for each arrangement. 

 

 

4.1.1 Possible causes of CG13617 silencing 

 

Several causes have been explored as possible explanations for this decrease in 

CG13617 expression in 2j embryos. One possibility is that the insertion of TEs right after the 

stop codon of the gene could have modified the 3’ UTR of CG13617 mRNA or the functional 

sequences downstream of the coding region, impairing transcription termination and/or 

mRNA processing (PROUDFOOT et al. 2002). UTRs are known to play crucial roles in the post-

transcriptional regulation of gene expression, including modulation of the transport of 

mRNAs out of the nucleus and of translation efficiency, their subcellular localization and their 

stability (MIGNONE et al. 2002), so any change in these sequences can have functional 

consequences for the affected transcript. Particularly, nucleotide patterns or motifs located in 

UTRs can form secondary structures or interact with specific RNA-binding proteins and 

complementary non-coding RNAs, all of which can play key regulatory roles. The importance 

of UTRs in regulating gene expression is emphasized by the finding that mutations that alter 

the UTRs can lead to serious diseases (CONNE et al. 2000). For a specific gene, the length and 

sequence of the 3’ UTR will be defined by the processing of the mRNA 3’ end. 

 

Several processing events are needed to produce a mature mRNA ready to be 

exported out of the nucleus and translated. These comprise the acquisition of a 7-methyl-
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guanylate (m7G) cap structure at the 5’ end, the splicing of introns, and the generation of a 3’ 

end, usually modified by the addition of a stretch of 100-250 adenine residues (the polyA tail). 

Although each of these reactions is a biochemically distinct process, they are all 

interconnected and influence one another’s specificity and efficiency. Furthermore, all these 

events occur while transcription is taking place, so transcription itself can also affect or be 

affected by mRNA processing. Specifically, the mRNA 3’ ends of protein-coding genes are 

generated by coupled cleavage and polyadenylation. These two processes take place as RNA 

polimerase II (Pol II) proceeds through the transcription of the pre-mRNA, and are both 

dependent on the presence of the C-terminal domain (CTD) of Pol II, which is positioned 

outside the overall globular tridimensional structure of this enzyme and interacts with 

components involved in these RNA processing mechanisms directly activating the reactions. 

The site of cleavage in most pre-mRNAs lies between the highly conserved AAUAAA 

hexamer (polyA signal) and a downstream sequence element (DSE), which is a U- or GU-rich 

motif. Cleavage occurs predominantly at a CA dinucleotide situated ~10–30 nt downstream 

from the polyA signal (PROUDFOOT et al. 2002, PROUDFOOT 2004). Several factors are 

involved in this processing reaction (see FIGURE 33 for additional details). In addition to the 3’ 

end processing of the mRNA, the Pol II complex must be halted and released to allow its 

recycling to transcription initiation at the promoter. This stage is critical for successful gene 

expression because it releases the mature transcripts from the transcription site and prevents 

read-through transcription that may perturb the proper expression of downstream genes. 

Even though this process is not completely characterized, the current model states that there 

are two independent events that are required for transcription termination: the 3’ end 

processing of the mRNA and the cotranscriptional cleavage of certain transcribed sequences 

downstream the polyA signal (PROUDFOOT et al. 2002). Both sequence elements located 

downstream of the polyA site and specific factors are needed for termination. Sequence 

elements include transcriptional pause sites able to cause a transient pause to the Pol II 

progression that enhances polyA signal recognition, as well as sequence tracts that promote 

the heterogeneous cleavage of the nascent transcript (DYE and PROUDFOOT 2001). Also, 

several transcription factors have been found to interact with certain components of the 3’ 

end processing machinery, which suggests a connection between the initiation and termination 

stages of transcription. These factors could be involved in setting up an appropriate chromatin 

structure to facilitate transcriptional elongation and termination (PROUDFOOT 2004). 
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FIGURE 33 | Factors and sequence elements required for mRNA 3’ end processing and transcription 
termination. (a) Protein complexes involved in mRNA 3’ processing. CPSF (cleavage and polyadenylation 
specificity factor) and CstF (cleavage stimulatory factor) protein complexes interact with the polyA signal and the 
DSE respectively in the pre-mRNA molecule. Cleavage factors I and II (CF I and II) are also essential to direct 
cleavage. PAP (polyA polymerase) is also required for the cleavage reaction, and together with CPSF performs 
polyA addition. Finally, PABP II (polyA binding protein) binds the emerging polyA tail and enhances the 
processivity of PAP. The exact molecular nature of the endoribonuclease activity that performs the cleavage of 
the pre-mRNA remains unknown, but it is probably located within a subunit of CPSF. Some of these proteins 
interact with Pol II CTD, which has not been represented here but is also required to complete these reactions. 
(b) Current model of the processes that lead to transcription termination and the release of both Pol II and the 
mature transcript. Panel a is based on Figure 1 from PROUDFOOT (2004) and panel b is extracted from 
PROUDFOOT et al. (2002). 
 

 

In D. buzzatii CG13617 gene, both processes (3’ end processing and transcription 

termination) could be compromised by the TE insertions at the breakpoint. Two putative 

polyA signals identical to the consensus sequence AAUAAA were found at the end of 

CG13617 in the sequenced 2st line: one overlapping the stop codon of the gene and another 

one located 15 bp downstream of the stop codon (FIGURE 34). In 2j chromosomes, large TE 

insertions are found just 12 bp downstream of the stop codon and the contiguous single-copy 

sequence has been moved to a distant region of the chromosome by the inversion 2j. As a 

consequence, the second putative polyA site has been removed in lines carrying the inversion. 

a 

b 
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The identification of the 3’ end of CG13617 mRNA in one 2st and one 2j line revealed that 

the 3’ UTR of the transcript produced by this gene is extremely short, extending only 17 bp 

after the coding region (the stop codon is considered part of the 3’ UTR) in the analyzed 2st 

line and 19 bp in the 2j line (FIGURE 34). Therefore, CG13617 mRNA ends in non-inverted 

chromosomes 2 bp after the point of insertion of the TEs (i.e., 2 bp corresponding to the 

single-copy sequence inside the inverted segment are actually transcribed in 2st lines) whereas 

it includes 4 bp of the Galileo TE inserted at the breakpoint junction in inverted 

chromosomes. This suggests that the first polyA signal is used for the processing of these 

transcripts and indicates that, in fact, the TE insertions took place inside CG13617 3’ UTR. 

Thus, the alteration of CG13617 3’ UTR occurred already when TEs first inserted (originally 

in a 2st chromosome where inversion 2j would later arise by ectopic recombination between 

two oppositely oriented Galileo copies located at both breakpoint regions) and should not 

depend on the orientation of the inverted segment. Furthermore, any putative downstream 

sequence elements required for transcription termination would also have been replaced in 2j 

chromosomes by sequences located inside the TEs. 

 

When compared to other genes, CG13617 mRNA possesses a really short 3’ UTR 

since the average length for 3’ UTRs in invertebrates is 444.5 bp (MIGNONE et al. 2002). We 

also searched for longer transcripts that might be generated using the second polyA signal in 

the 2st lines, or alternative sequences provided by the inserted TEs in the 2j lines for their 3’ 

end processing, in both arrangements by RT-PCR using specific primers for each line located 

further downstream of the gene. No evidence that these transcripts exist in embryos was 

found (results not shown), but longer transcripts could be amplified and sequenced in adult 

individuals both for 2st and 2j lines. In st-1 line, this alternative 3’ UTR is 45-bp long, 

extending 21 bp downstream of the second polyA signal, which suggests that this site is 

probably the one being used for the 3’ processing of this transcript (FIGURE 34). In j-1 line, 

the longer mRNA has a 49-bp long 3’ UTR that includes 34 bp of the TE Galileo inserted at 

the breakpoint junction (FIGURE 34), but it remains unclear which are the sequence elements 

involved in the processing of this longer transcript. So, the second polyA signal, absent in 2j 

chromosomes, is likely used in the 2st arrangement to produce a longer mRNA, but only in 

the adult stage, and not in embryos. Also, 2j chromosomes manage to transcribe an mRNA of 

similar length (although different 3’ UTR sequence) to that found in the 2st line in the adult 
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FIGURE 34 | Nucleotide sequences of the 3’ UTRs of CG13617 mRNAs in lines st-1 and j-1. The stop 
codon, the two polyA signals, the sequence duplicated by the TE insertion in 2j chromosomes (TSD) and the 
Galileo element are included in colored boxes. The vertical arrow indicates the 2j inversion proximal breakpoint 
(BP). 3’ UTR sequences are enclosed in a grey rectangle and their lengths are indicated. Sequences present only in 
lines with the inversion are shown in italics. The developmental stage where these transcripts were isolated is 
shown at the left of each sequence. Figure modified from PUIG et al. 2004. 
 

 

stage using some unknown cryptic signals that must be located within the Galileo element TIR 

for the 3’ processing and transcription termination. Since the reduced CG13617 expression 

has been detected in 2j embryos, but not in any other developmental stage, and the longer 

mRNA has been detected only in adults, the absence of the second polyA signal in 2j lines 

does not seem to be related to the expression change. The functional polyA signal for this 

gene in embryos is therefore the one overlapping the stop codon, unaltered in both 

chromosomal arrangements, which leaves the two final nucleotides of the mRNA as the only 

difference between the transcripts produced by 2st and 2j chromosomes during this 

developmental stage. Since 15 out of the 17 nucleotides of the 2st 3’ UTR are identical in the 

2j mRNA, the change introduced in the 3’ UTR end by the presence of the TEs in 2j 

chromosomes is probably too small to affect the 3’ processing of the transcript, its stability or 

any possible regulatory binding sites the 3’ UTR might contain (MIGNONE et al. 2002). It does 

not seem likely either that the addition of only two nucleotides and the change of two more 

nucleotide positions in a 3’ UTR as short as this one could have any functional impact on 

CG13617 expression. However, the functional connection between transcription initiation and 

termination still makes it possible that a less efficient termination process caused by the 
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change in the sequences immediately downstream CG13617 polyA signal might translate into 

a reduced transcription rate for this gene (PROUDFOOT et al. 2002). 

 

Another alternative hypothesis to explain CG13617 expression change could be a 

silencing effect of the large repetitive DNA blocks inserted at the breakpoint, similar to that 

exerted by heterochromatin in adjacent sequences (GIRTON and JOHANSEN 2008). Repetitive 

DNA blocks at the proximal breakpoint are 3.2-6.3 kb long in the different analyzed 2j 

chromosomes (CÁCERES et al. 2001) and they are made up of several TE insertions that 

occurred inside the original Galileo copy in a short period of time. These breakpoint junction 

sequences have become hotspots for multiple structural changes besides the mentioned TE 

insertions, such as deletions, duplications and additional microinversions (CÁCERES et al. 

2001). This complex structure reminds that of heterochromatic regions (PIMPINELLI et al. 

1995), which are known to induce the silencing of euchromatic genes when these are relocated 

close to them (either by chromosomal rearrangements or P element transformation), causing a 

phenomenon known as position-effect variegation (PEV) in Drosophila (GIRTON and 

JOHANSEN 2008). PEV is the result of the inactivation of a gene in some cells caused by its 

abnormal localization near or into heterochromatin. In a study of heterochromatin formation 

on D. melanogaster chromosome 4, SUN et al. (2004) identified the 1360 TE as an initiator of 

heterochromatin formation, since the variegated expression caused by the partial silencing of a 

white transgene that was introduced in several positions along the chromosome was correlated 

with proximity to transposon 1360 fragments (FIGURE 6). Deletions that lead to a loss of 1360 

elements can result in a switch from a variegating to a normal red-eye phenotype, while those 

that position the transgene close to a 1360 copy result in the opposite expression change. 

Their study also suggests that heterochromatin assembly spreads for ~10 kb. Interestingly, 

Galileo belongs to the P superfamily of DNA transposons and is related to 1360 (MARZO et al. 

2008), so this TE may present some features that facilitate heterochromatin formation. Most 

of the 1360 copies analyzed in D. melanogaster chromosome 4 retain their TIRs and known 

TSSs and range in size from 453 to 1113 bp (SUN et al. 2004). Thus, short stretches of 

repetitive elements seem to be sufficient to induce heterochromatin formation and its 

expansion into the adjacent sequences, and probably the TE insertions at inversion 2j 

breakpoints, which contain several Galileo copies, are large enough to be able to behave like a 

heterochromatic site in this respect. However, if heterochromatinization of the breakpoint 
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insertions was the cause of CG13617 silencing, we would expect Pp1α-96A expression to be 

affected as well, since the initial methionine of this gene is located only 651 bp away from the 

distal breakpoint insertions in 2j chromosomes (its transcription initiates even closer to the 

repetitive DNA, FIGURE 10) and the silencing effect caused by heterochromatin has been 

shown to extend through several genes (LEWIS 1950, WEILER and WAKIMOTO 1995). Pp1α-

96A, located inside the inverted segment, is closer to the distal breakpoint insertions in 2j 

chromosomes, where TEs form slightly smaller insertions (1.2-3.4 kb long) than those at the 

proximal breakpoint (3.2-6.3 kb long), but in this gene the long repetitive DNA blocks are 

found next to the promoter and could easily affect gene regulation through several 

mechanisms besides heterochromatinization. Nevertheless, the expression level of Pp1α-96A 

in embryos seems to be equivalent for 2st and 2j lines (FIGURE 4 of PUIG et al. 2004). In 

addition, the expression of Rox8, the gene located outside the inversion at the distal inversion 

breakpoint in region A, had been previously analyzed by Northern blot (CÁCERES et al. 1999) 

and no detectable differences were observed either. Finally, the silencing effect of 

heterochromatin would probably reduce gene expression in all developmental stages where 

CG13617 is transcribed, and not only in embryos, as we have observed (FIGURE 3 of PUIG et 

al. 2004). These evidences suggest that not all repetitive elements can serve as initiators of 

heterochromatin formation. 

 

 A third possible cause for CG13617 down-regulation could be the separation of the 

gene from a 3’ enhancer required to achieve the proper level of gene expression, or to express 

this gene in a particular tissue. The presence of downstream enhancers has been demonstrated 

in several cases. For example, in humans, an enhancer located 1.4 kb downstream of the c-Myc 

proto-oncogene stop codon that is able to bind β-catenin provides the principal mechanism of 

regulation of the expression of this gene (YOCHUM et al. 2008) and the deletion of a 800-bp 

enhancer located 200 kb downstream of gene SHOX (short-stature homeobox-containing 

gene), involved in skeletal development, is sufficient to cause Léri-Weill dyschondrosteosis (a 

form of dwarfism) in individuals with an intact coding region of the gene (FUKAMI et al. 2006). 

In rats, a downstream enhancer located at position +4.4 kb from the TSS of gene B29/Ig-β 

and conserved in humans, is able to increase several-fold the level of transcription when 

compared to the activity of the promoter alone (KOMATSU et al. 2002). In Drosophila, ato 

transcription in proneural clusters is regulated by distinct tissue-specific cis-regulatory 
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sequences that lie within the 5.8 kb downstream of its ORF (TANAKA-MATAKATSU and DU 

2008). Also, in the bithorax complex of Drosophila, the IAB5 enhancer is able to interact 

specifically with the Abdominal-B (Abd-B) promoter, even though the enhancer is located 55 kb 

3’ of the promoter and they are separated by at least two insulators, and directs the expression 

of this gene in abdominal segment 5 (AKBARI et al. 2008). 

 

If a downstream enhancer was needed for the normal expression of CG13617 in D. 

buzzatii it would be located inside the inverted segment and it would have been moved to a 

very distant chromosomal location by inversion 2j (which comprises approximately one third 

of D. buzzatii chromosome 2). This change in chromosomal position would mean that the 

enhancer could no longer regulate CG13617 gene expression, which, as a result would be 

transcribed at a lower rate or would not be expressed in a certain tissue or group of cells. Also, 

this hypothesis has additional implications, because the putative enhancer could be affecting 

the expression of other genes in its new location (if distance and orientation favored its 

action). The removal of such an enhancer is a possibility that has not been ruled out. 

However, according to our results it should be an enhancer regulating transcription rate, 

because CG13617 expression pattern in embryos seems to be the same for 2st and 2j lines 

(SUPPORTING FIGURE 7 of PUIG et al. 2004). In order to identify putative regulatory elements 

downstream CG13617 coding region, we searched for conserved non-coding regions between 

the stop codon of CG13617 and the initial methionine of Pp1α-96A (672 bp in D. buzzatii). 

Although the level of conservation of this intergenic region is higher than that of the region 

between genes nAcRβ-96A and CG13617, no significant conservation was detected in multiple 

sequence alignments beyond the Drosophila subgenus group of species (results not shown). 

Given the proximity of the genes, even in the case that conserved sequences with potential 

functional roles were detected it would be impossible to distinguish between CG13617 

downstream regulatory sequences and Pp1α-96A promoter elements. There is also the 

possibility that the putative 3’ enhancer is located further away, but the identification of such a 

distant regulatory element would require more complex functional studies. 

 

 Yet another explanation for the decreased level of expression in 2j lines could be the 

presence in these lines of a change in the promoter or the regulatory elements located 

upstream of CG13617 coding region. It is possible that by chance inversion 2j arose in a 
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chromosome presenting a decreased CG13617 expression caused by a pre-existing promoter 

variant. In this case, the nucleotide changes responsible for the reduced expression of this 

gene would be linked to inversion 2j due to its proximity to one of the breakpoints (which 

prevents recombination in the adjacent sequences), but the breakpoint itself would not be the 

primary cause of the observed change in CG13617 expression level. To investigate this 

possibility, first structural variation in the CG13617 gene region was studied in several 2st and 

2j lines by restriction mapping of PCR products (SUPPORTING TABLE 4 of PUIG et al. 2004), 

although no differences shared by all the lines with the same arrangement that distinguish 

them from the alternative chromosomal organization could be detected. In fact, the only 

structural variation was located in the non-coding sequences upstream CG13617 coding region 

within the lines carrying 2j inversion. Sequenced line j-1 differs from st-1 line by the presence 

of a 166-bp tandem duplication and a 26-bp insertion located 1010 bp and 408 bp upstream of 

the CG13617 start codon, respectively, but of the other analyzed 2j lines only j-19 has this 

same structural changes. A 900-bp insertion found in jz3-4 in the intergenic region upstream of 

this gene and a few restriction site polymorphisms are the only other detected variants, neither 

of them shared by all inverted chromosomes. Second, we also attempted to identify CG13617 

promoter or regulatory regions by analyzing the DNA sequences upstream of the TSS in five 

Drosophila species. The 5’ UTR was experimentally determined to be 118 bp long in D. buzzatii 

and a multiple alignment with the four other available four Drosophila subgenus sequences 

allowed us to define the location of the putative TSS in these species based on sequence 

conservation. The comparative analysis of the intergenic sequence separating the 5’ end of 

CG13617 and the 5’ end of gene nAcRβ-96A revealed the presence of three conserved non-

coding sequences (CNSs) in these species (FIGURE 31 and TABLE 14). CNS1 corresponds to 

nAcRβ-96A 5’ UTR and promoter, CNS2 is a 158-bp region located approximately 500 bp 

away from the TSS of both flanking genes in D. buzzatii, and CNS3 is a 124-bp segment 

immediately upstream of CG13617 TSS that includes several short stretches of 5-10 bp 

conserved in the different studied species (FIGURE 31) that may correspond to regulatory 

elements involved in controlling CG13617 expression. No recognizable TATA box has been 

found in this analysis, but many expressed genes do not seem to possess this box in their core 

promoters (GERSHENZON et al. 2006). However, a putative promoter with DNA replication 

related elements bound by TRF2 (TATA-box-binding protein related factor 2) (HOCHHEIMER 

et al. 2002) can be computationally predicted in the CNS3 sequence located immediately 
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upstream of CG13617 TSS, suggesting that these sequences can indeed represent the core 

promoter controlling the expression of this gene. It is surprising that five of these short 

conserved elements comprise the sequence motif CAAC (or its reverse sequence GTTG), 

which indicates that they might be specific sequences recognized by a transcription factor able 

to bind them (i.e. TFBS). In fact, positions -20 to -8 with respect to CG13617 TSS (position 

+1), which include two CAAC motifs in opposite orientation, have been identified 

bioinformatically as a putative binding site for transcription factor Rfx, also known to bind the 

promoter of DNA replication gene mus209 in Drosophila (OTSUKI et al. 2004) and its 

homologous gene PCNA in humans (LIU et al. 1999). Remarkably, a putative Rfx binding site 

is also found in CG13617 upstream sequences in D. melanogaster (150 bp upstream the initial 

methionine) and other closely related species (results not shown), although it can not be 

identified using the same method in all of the 12 sequenced genomes. A multiple alignment of 

the 12 Drosophila genomes also fails to detect any of these motifs as conserved elements 

because they are small and slight variations in some species are sufficient to cause a 

misalignment in sequences as divergent as these ones that does not allow their recognition as 

conserved elements. However, the presence of a binding site for the same transcription factor 

in species as phylogenetically distant as D. melanogaster and D. buzzatii suggests that this can be 

a functional sequence involved in the regulation of CG13617 gene expression through the 

action of the Rfx transcription factor. 

 

When the sequences of both D. buzzatii chromosomal arrangements were compared, 

only two nucleotide changes between 2st and 2j sequenced lines were found in the CNS 

identified in the 5’ region of CG13617 (FIGURE 31), and one of this nucleotide changes seems 

to have occurred in the st-1 line (results not shown). Besides, none of these changes is found 

in the short conserved sequences that may be candidates to act as regulatory elements of this 

gene. Therefore, even though variation exists in the region upstream CG13617 coding region, 

none of the detected changes can be correlated with the expression difference. Thus, although 

the hypothesis that a promoter variant linked to inversion 2j is causing the reduced expression 

level does not seem likely, it has to be taken into account that the precise regulatory elements 

of this gene (promoters, enhancers, etc.) have not been identified yet and they can be very 

distant from the coding region of the gene. So, it still remains possible that variation in one of 
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these elements could play a role in causing a lower expression of CG13617 if it was present in 

all 2j chromosomes but not in 2st ones. 

 

 

4.1.2 CG13617 antisense transcript 

 

On the other hand, our results indicate that the most likely silencing mechanism for 

CG13617 involves an antisense RNA overlapping the whole coding region of this gene 

discovered in 2j embryos. This antisense transcript was detected due to the repeated 

amplification of a DNA-sized band in 2j lines (together with the expected spliced band) in 

RT-PCR experiments with primers located in different exons. After characterizing this RNA 

and analyzing its expression, several evidences point to the antisense transcript to be 

responsible for CG13617 decreased expression in 2j embryos. First, the reduction of CG13617 

expression occurs only in 2j embryos, which have the highest amounts of antisense RNA. No 

differences in the expression level of this gene were observed in other developmental stages, 

where the antisense RNA was found only in very small quantities, probably insufficient to 

cause gene silencing. Second, the antisense RNA expression level is negatively correlated with 

CG13617 mRNA expression, presenting a 5-fold increase in 2j embryos when compared to 2st 

embryos that is accompanied by the 5-fold decrease detected for CG13617 transcript. Third, 

the antisense RNA expression level has an intermediate value in 2st/2j heterozygotes whereas 

CG13617 mRNA expression level is similar to that in 2j lines, which suggests a trans effect able 

to affect the two copies of the gene even though in heterokaryotypes the antisense molecule is 

transcribed only from one of them (the 2j chromosome). Finally, the higher expression of the 

antisense RNA is the only feature shared by all 2j lines that distinguishes them from 2st lines, 

apart from the TEs inserted at the breakpoint junction and the 2j inversion itself. 

 

The molecular characterization of the antisense RNA revealed that it is transcribed 

from the TEs inserted at the breakpoint junction in 2j chromosomes, and more specifically 

from a GalileoK copy present in all the analyzed 2j lines. This antisense transcript has an 

estimated length of ~3 kb and includes the complete coding region of CG13617, as well as all 

of its introns (FIGURE 1 of PUIG et al. 2004). The antisense RNA is probably a non-coding 

transcript since its sequence contains only small ORFs (53-143 aa) without homology to any 
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known protein. It also seems to be unspliced (i.e., does not have any introns of its own) and 

polyadenylated (according to KATAYAMA et al. (2005) many highly expressed polyA– RNAs 

have been identified among the antisense and non-coding RNAs in the mouse FANTOM3 

database). 

 

 Antisense transcripts able to down-regulate gene expression have been reported in an 

increasing number of genes in many different species ranging from yeast to plants and animals 

(LAPIDOT and PILPEL 2006). In humans, it has been reported that 22% of transcriptional units 

form sense-antisense pairs (CHEN et al. 2004), in mouse almost 29% of all mapped 

transcriptional units overlap with a cDNA in the opposite strand (KATAYAMA et al. 2005), 

while annotations of the D. melanogaster genome identified sense-antisense pairs in 15-17% of 

the genes (MISRA et al. 2002, SUN et al. 2006). There are also well-characterized examples of 

antisense transcripts with regulatory function. For example, in Neurospora crassa regulation of 

the circadian clock, which is critical for the correct temporal expression of genes, is controlled 

partly by two antisense RNAs in the gene frq, whose cyclic expression is a prerequisite for 

rhythmicity (KRAMER et al. 2003). These antisense frq RNAs are ~5 and 5.5 kb long and non-

coding and in the dark, their expression levels cycle with the opposite phase to sense 

transcripts (FIGURE 35a). Sense and antisense transcripts are inducible by light, but when the 

antisense RNAs promoter is eliminated and their expression abolished, several alterations in 

the circadian clock take place, revealing that these antisense frq transcripts have an essential 

role in setting the phase of the circadian clock, even though the exact mechanism by which 

they exert their effects has not been determined yet. Also, in the snail Lymnaea stagnalis a nitric 

oxide synthase (NOS) pseudogene that includes a region of significant antisense homology to 

a neuronal NOS (nNOS)-encoding mRNA, is expressed in the central nervous system. Both 

transcripts are co-expressed in certain neurons and form stable dsRNA duplexes in vivo. As a 

consequence, the antisense region of the pseudogene transcript prevents the translation of 

nNOS protein from the nNOS-encoding mRNA, showing that expressed pseudogenes can 

act as regulatory elements and that a natural antisense RNA can mediate the translational 

control of nNOS expression in Lymnaea (KORNEEV et al. 1999). 

 

Antisense RNAs have also been involved in genomic imprinting, a phenomenon 

where one of the two parental alleles of an autosomal gene is silenced epigenetically by a cis-
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FIGURE 35 | Examples of natural antisense RNAs with regulatory functions. (a) frq locus in Neurospora 
crassa (KRAMER et al. 2003). In panel A, black boxes indicate frq ORF and thick black arrows represent the sense 
(S) and antisense (AS) frq transcripts. Details of the region downstream of the frq ORF are shown below: the 
asterisks correspond to polyadenylation sites of the sense frq mRNA, and small arrows to the transcription start 
points of the antisense frq transcripts. E and C mark restriction sites. Panel B shows the cycling of frq transcript 
levels in the dark. Open circles correspond to the sense frq mRNA levels and black circles to the antisense frq 
RNA. (b) Map spanning the 400-kb imprinted cluster regulated by the Air transcript (panel A). Paternally 
expressed Air is represented as a hatched box, maternally expressed genes Igf2r, Slc22a2 and Slc22a3 as dotted 
boxes and non-imprinted genes as black boxes (SLEUTELS et al. 2002). In panel B, Igf2r expression was analyzed 
by RNase protection assays in individuals carrying several combinations of a truncated copy of Air (Air-T), a 
deletion of the whole imprinted cluster (Thp) and a wild-type Air allele (+). For each genotype the maternal allele 
is indicated first. When the maternal allele is deleted (Thp) no Igf2r expression is detected (lane 4), which indicates 
that the paternal allele is normally repressed. When a truncated Air-T is present in the absence of a maternal allele 
(lane 1), Igf2r is expressed from the paternal allele, which suggests that Air RNA is essential for the genomic 
imprinting of this gene. The same results were obtained for genes Slc22a2 and Slc22a3 (SLEUTELS et al. 2002). (c) 
Representation of the RNAs produced in the Xist/Tsix locus. Xist is shown in red and the antisense RNA Tsix in 
blue. Other non-coding RNAs have been described in this locus that could be implicated in the regulation of X 
inactivation. RepA RNA and xiRNAs (depicted as small arrows) have been characterized as RNA species 
overlapping the repeat A element (in yellow) and Xite transcripts (grey zone) originate from a region between the 
next gene Tsx (not depicted) and the Tsix major promoter (LEEB et al. 2009). Figures extracted in each case from 
the corresponding cited articles. 
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acting mechanism. In mouse chromosome 17, the paternal expression of Air RNA is 

correlated with repression of the paternal alleles of three protein-coding genes (Igf2r, Slc22a2 

and Slc22a3), so that these imprinted genes are exclusively maternally expressed. The Air 

transcript is a 108-kb long, non-coding and polyadenylated RNA that is apparently unspliced 

and overlaps the Igf2r promoter (FIGURE 35b). A truncated Air allele maintains imprinted 

expression and methylation of the Air promoter, but shows a complete loss of silencing of 

genes Igf2r, Slc22a2 and Slc22a3 on the paternal chromosome (FIGURE 35b), which suggests an 

active role of this RNA in the genomic imprinting of this region (SLEUTELS et al. 2002). The 

silencing of the two genes that do not overlap with the Air transcript probably occurs by the 

spreading of a silent chromatin state induced by the bidirectionally transcribed sequences. 

Another example of functional antisense RNAs is found during X chromosome inactivation 

in female mice (LEEB et al. 2009). Xist is a 17-kb non-coding RNA transcribed from the XIC 

(X inactivation center) locus that is required for the initiation of X inactivation (although not 

for the maintenance of this silencing). It is expressed exclusively from the X copy that will be 

inactivated, where it accumulates coating the whole chromosome and, by recruiting several 

proteins, induces chromatin changes that silence transcriptionally this chromosome. Tsix is an 

antisense transcript that overlaps Xist transcription unit and that is expressed in the active X 

chromosome (FIGURE 35c). It acts as a repressor of X inactivation in cis. However, it remains 

unknown if Tsix contributes to the repression of Xist by acting as a functional RNA or 

whether transcription over the Xist promoter facilitates its repression through epigenetic 

changes. Finally, antisense RNAs have also been implicated in human disease (TUFARELLI et 

al. 2003), TE silencing (SIJEN and PLASTERK 2003, CHUNG et al. 2008) and defense against 

viruses (OBBARD et al. 2009).  

 

Several mechanisms have been described to explain the effect of an antisense 

transcript on the expression of the corresponding sense mRNA, also known as antisense 

regulation (LAPIDOT and PILPEL 2006, MUNROE and ZHU 2006). Some of these mechanisms 

require the formation of dsRNA molecules by the specific pairing of sense-antisense pairs 

(FIGURE 36a). For example, the formation of dsRNA could block the binding of proteins to 

the target sense transcript, a process known as RNA masking (MUNROE and ZHU 2006). The 

presence of a complementary transcript could therefore prevent the binding of proteins 

involved in the splicing, export, stability or translation of the sense mRNA and difficult these 



 

4 | Discussion         165 

processes, thus affecting the final amount of available mRNA (HASTINGS et al. 1997). 

Regulation could also occur by the well-known RNA interference (RNAi) mechanism, where 

dsRNA molecules are cleaved into discrete 21-23 nt fragments known as small interfering 

RNAs (siRNAs) that act by targeting the destruction of homologous single-stranded RNAs or 

by repressing translation (see BOX 2). While this pathway is usually considered a post-

transcriptional silencing mechanism (BORSANI et al. 2005, DUHRING et al. 2006), there is also 

evidence that some components of the RNAi pathway are involved in the creation of 

epigenetic alterations through DNA methylation (IMAMURA et al. 2004) or chromatin 

remodeling that could lead to gene silencing at the transcriptional level by RNA-dependent 

heterochromatin assembly (CARTHEW and SONTHEIMER 2009). This last mechanism of 

transcriptional regulation is especially important when antisense RNAs overlap the sense 

promoter (ANDERSEN and PANNING 2003, IMAMURA et al. 2004). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 36 | Mechanisms of antisense regulation. (a) Mechanisms that involve sense-antisense pairing. (b) 
Mechanisms that do not require dsRNA formation. Blue arrows and lines correspond to sense trancripts and red 
arrows and lines represent antisense RNAs. Colored circles represent regulatory proteins. Figure redrawn from 
MUNROE and ZHU (2006). 
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However, there are also other regulatory mechanisms that do not involve dsRNA 

formation (FIGURE 36b). This is the case of transcriptional interference, where transcription 

from one DNA strand hinders transcription of the opposite strand, especially in convergent 3’ 

overlapping sense-antisense pairs (PRESCOTT and PROUDFOOT 2002, MUNROE and ZHU 

2006). In transcriptional interference, the progression of the machinery transcribing one 

strand of DNA can prevent the elongation of the transcript on the complementary strand, or, 

alternatively, interacting elongation complexes from the sense and antisense promoters can 

cause premature termination of one or both complexes (MAZO et al. 2007). Experimental 

evidence of sense or antisense transcriptional interference has been found in different genes 

and species (MAZO et al. 2007). This is the case of the IME4 gene in Sacharomyces cerevisiae, 

whose expression is repressed by an antisense transcript only when transcription of both 

molecules occurs in cis, ruling out RNA interference mechanisms (HONGAY et al. 2006), or the 

untranslated RNAs regulating genes of the Drosophila bithorax complex of homeotic genes 

(PETRUK et al. 2006). Another antisense regulation mechanism that does not require dsRNA 

involves the sharing of binding sites and the competition for transcription factors. This 

mechanism is particularly important in gene pairs with juxtaposed promoters (PAULER et al. 

2005), but it can also affect other kinds of sense-antisense pairs because it is known that 

regulatory elements can be located in introns as well as in the sequences downstream of a 

gene. 

 

In the case of gene CG13617, the extensive overlap of the two transcripts (mRNA and 

antisense RNA) with ~2.3 kb of shared sequence, makes possible that the two complementary 

transcripts bind each other to form long stretches of perfectly matched dsRNA in 2j embryos. 

Indeed, we have experimentally tested the formation of dsRNA in the case of the CG13617 

sense-antisense pair. After digestion of single-stranded RNA, fragments of the coding region 

of the gene present in both transcripts could still be amplified by RT-PCR in 2j embryos, 

although not in 2st ones, where the antisense RNA is found at very low levels and no dsRNA 

is formed that can protect CG13617 mRNA from degradation (FIGURE 6 of PUIG et al. 2004). 

This indicates that the two complementary transcripts are able to bind each other but it is not 

a proof that this happens in vivo, which would require the two transcripts to be expressed 

simultaneously in the same cells. The detection of small fragments of 21-23 nt corresponding 

to siRNAs with CG13617 sequence would indicate unequivocally that the silencing is being 



 

4 | Discussion         167 

triggered by the dsRNA through the RNAi pathway. Meanwhile, other mechanisms like 

transcriptional interference can not be completely ruled out in this case. In fact, more than 

one antisense regulatory mechanism could be affecting CG13617 expression in 2j embryos. 

For example, since both mRNA and antisense RNA are transcribed from the same locus, it is 

likely that some type of transcriptional interference plays a role in the detected reduced 

expression level. Transcriptional interference depends on the relative strength of the two 

promoters driving transcription of the target gene and the regulatory RNA. Thus, a strong 

promoter controlling antisense transcription alone could cause a significant reduction in the 

amount of sense transcript, if they were both being transcribed at the same time in the same 

cells. If the two promoters were equally efficient and enough quantities of both transcripts 

were produced in the same cells, then they could form long dsRNA molecules able to trigger 

other silencing mechanisms, such as the RNAi pathway, which could act by degrading 

CG13617 mRNA or through the induction of heterochromatin formation. Actually, in 

inversion 2j, the formation of heterochromatin could be facilitated by the large insertions at 

the breakpoints that involve several different TEs. Repetitive elements have been implicated 

as nucleation sites for heterochromatin formation via an RNAi mechanism in different 

organisms including Drosophila (PAL-BHADRA et al. 2004). Specifically, TE 1360, which belongs 

to the P superfamily like Galileo, has been implicated as a target for sequence-specific 

heterochromatic silencing through an RNAi-dependent mechanism (HAYNES et al. 2006). 

Since both 1360 (ARAVIN et al. 2001) and Galileo (PUIG et al. 2004) are known to produce 

transcripts that could target dsRNA-mediated silencing to the region of chromatin where they 

are located, a transcriptional silencing mechanism based on dsRNA-dependent 

heterochromatin formation can not be completely ruled out either. Thus, even though the 

formation of dsRNA is probably not essential for an antisense RNA to be able to alter 

CG13617 mRNA expression, what is really indispensable is that the two transcripts are 

transcribed simultaneously in time and space for any type of interference to take place. In the 

case of CG13617, the negatively correlated expression pattern of the sense mRNA and the 

antisense transcript is the strongest proof of regulatory activity, and therefore of sense and 

antisense expression happening in a coordinated manner. The in situ hybridization in embryos 

with a probe able to bind the antisense RNA did not yield any clear results, so the expression 

pattern of this antisense transcript remains to be characterized. 
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It has not escaped our attention that very low levels of an antisense RNA could be 

detected in the embryos of some 2st lines when CG13617 sense and antisense specific cDNAs 

were synthesized and used as templates in RT-PCR experiments (FIGURE 5 of PUIG et al. 

2004). This could mean that an antisense RNA is part of the normal regulation of this gene in 

the 2st arrangement. Such a transcript would require the presence of a promoter downstream 

of CG13617 coding region in non-inverted chromosomes. Promoters in 3’ UTRs of protein-

coding genes have been recently detected in the human genome, and the resulting transcripts 

might regulate the adjacent downstream genes using a sense-antisense mechanism (CARNINCI 

et al. 2006). Evidence of downstream promoters driving antisense transcription was also 

provided by a recent study that mapped the binding sites of three human transcription factors 

(SP1, c-Myc and p53) to chromosomes 21 and 22 and found that 36% of the binding sites 

were located within or immediately 3’ of well-characterized genes and are significantly 

correlated with non-coding RNAs (CAWLEY et al. 2004). If a downstream antisense promoter 

was present in the 2st arrangement, the insertion of TE sequences in 2j chromosomes could 

have replaced the original weak promoter (producing small, almost-undetectable quantities of 

antisense RNA) with a stronger one contained inside the TEs that increased the amount of the 

antisense transcript to a level able to reduce significantly CG13617 mRNA expression. 

Alternatively, what we are detecting in 2st lines could be unspecific transcription without a 

distinct biological function. We should take into consideration that up to 93% of DNA is 

thought to be transcribed in the ENCODE regions of the human genome but the biological 

relevance of most of these transcripts remains unclear (BIRNEY et al. 2007). In any case, the 

low amount of this RNA precluded any further analysis. 

 

 

4.1.3 Transposable elements can induce transcription of adjacent 
sequences 
 

 Although the exact localization of the antisense RNA 5’ end could not be 

determined, transcription appears to start within a 698-bp GalileoK element inserted inside the 

GalileoG element that originated inversion 2j (CÁCERES et al. 2001). Transcripts initiated within 

TEs may seem unusual events, but increasing evidence reveals that they are quite frequent in 

many species. For example, in wheat, retrotransposon Wis 2-1A LTRs drive the synthesis of 
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new transcripts from adjacent sequences, including the antisense or sense strands of known 

genes (KASHKUSH et al. 2003). These sense and antisense RNAs increase or decrease, 

respectively, the expression levels of the corresponding genes. A recent high-throughput 

analysis of TSSs revealed that 6-30% of mouse and human RNA transcripts initiate within 

repetitive elements (retrotransposons, satellite DNA, or simple repeats) (FAULKNER et al. 

2009). Retrotransposons located 5’ of protein-coding genes can function as alternative 

promoters or express non-coding RNAs. Also, more than 25% of mouse and human genes 

contain retrotransposons in their 3’ UTRs, and on average they show reduced expression 

levels when compared to retrotransposon-free transcripts (FAULKNER et al. 2009). These two 

examples demonstrate that retrotransposons (LTR-retrotransposons in plants and mainly 

LINEs and SINEs in mammals) are able to generate transcripts that can affect the expression 

of adjacent genes, either causing the transcription of the coding region from an alternative 

promoter (which may result in expression in different tissues or with a different timing) or by 

synthesizing regulatory RNAs.  

 

 However, Galileo, which seems to be driving the transcription of the antisense RNA 

affecting CG13617 expression, is not a retrotransposon but a DNA transposon (MARZO et al. 

2008). Another well-known example of repeated elements transcribing into adjacent sequences 

involving a DNA transposon is that of the Stellate (Ste) gene in D. melanogaster. In this case, the 

TE 1360 (also known as Hoppel) causes the synthesis of antisense transcripts in the 

bidirectionally transcribed Y-linked Supressor of Stellate [Su(Ste)] repeats that are able to cause Ste 

silencing in testes of wild-type males, even though the X-linked Ste gene and Su(Ste) present 

only 90% nucleotide identity. Transgenic constructs revealed that a short 102-bp sequence of 

Ste that contains only 33 transcribed nucleotides is sufficient to confer Su(Ste)-dependent 

silencing of a LacZ reporter gene (ARAVIN et al. 2001). Su(Ste) is essential for male fertility and 

its deletion leads to abnormalities in spermatogenesis. Antisense Su(Ste) RNA has three 

different start sites within the 1360 sequence, with the longest transcript containing 441 bp of 

TE, and seems to be non-polyadenylated (ARAVIN et al. 2001). All the transcripts involved co-

localize in the nuclei of spermatocytes, which indicates that they are expressed at the same 

time and are able to form dsRNA in vivo. The detection of short RNAs resulting from Ste and 

Su(Ste) dsRNA processing together with the fact that mutations of genes involved in the RNAi 

pathway eliminate Ste silencing, suggest that a post-transcriptional mechanism is regulating Ste 
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expression in the D. melanogaster germ line (ARAVIN et al. 2004). Moreover, the P element has 

also been reported to induce transcription of adjacent sequences in certain alleles of gene 

nup154 due to the presence of an outward-reading promoter near its 3’ end (KIGER et al. 

1999). As mentioned above, the recent identification of Galileo transposase in D. buzzatii and 

other Drosophila species has allowed to classify Galileo as a TE related to 1360 and P elements 

that belongs to the P superfamily of DNA transposons (MARZO et al. 2008). Thus, it is 

surprising that the few known examples of regulatory transcripts initiated inside DNA 

transposons have all been found in Drosophila species and caused by related TEs. This could 

suggest that, in spite of their different structures and sequences, Galileo and 1360 might share 

some features that facilitate their ability to originate transcripts that extend into adjacent 

sequences. 

 

 Why are TEs capable of driving transcription of adjacent regions? Since they can 

provide promoter and cis-regulatory regions, TEs have been proved to be a rich source of 

regulatory elements that can be used by the host organisms to evolve regulatory mechanisms 

for the genes adjacent to them. In particular, TEs can contain promoters, enhancers, TFBSs, 

insulators, splice sites or polyadenylation signals within their sequences (MEDSTRAND et al. 

2005, FESCHOTTE 2008). For example, 25% of experimentally characterized human promoters 

contain TE-derived sequences (JORDAN et al. 2003). This same study showed that ~8% of all 

proximal promoter regions (500 bp upstream of known TSSs) and 2.5% of known TFBSs are 

located within TEs. Besides, many promoters and polyadenylation signals in human and 

mouse genes are derived from primate-specific and rodent-specific TEs (VAN DE LAGEMAAT 

et al. 2003). These regulatory elements come from two possible origins. On the one hand, TEs 

provide raw material from which cis-regulatory elements can evolve de novo through point 

mutations (BRITTEN 1996a, MEDSTRAND et al. 2005). This is the case of certain human Alu 

sequences that are able to bind PAX6, a critical transcription factor involved in the 

development of the eye, pancreas and central nervous system (ZHOU et al. 2002). On the other 

hand, TEs already have pre-existing ready-to-use regulatory elements (promoters and TFBSs) 

to control their own expression that can be incorporated into the natural regulation of 

adjacent genes directly or after modifications of the surrounding environment. For example, 

B2 SINE elements carry an active RNA pol II promoter able to induce transcription 

(FERRIGNO et al. 2001) and the TFBSs that make possible that an LTR of endogenous 
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retrovirus ERV-L acts as a promoter for human gene B3GALT5 were already present in the 

original consensus sequence for this kind of LTRs (DUNN et al. 2005). In the case of the 

retrotransposon-initiated transcripts detected in mice and humans mentioned above, the vast 

majority started in previously unidentified promoters (FAULKNER et al. 2009). 

 

 The GalileoK element downstream CG13617 is a small 698-bp defective copy that 

does not have any coding capability. However, this copy could have retained the pre-existing 

promoter that Galileo must contain in order to control transcription of its own transposase 

gene, which is needed for transposition. To determine if this copy of GalileoK includes the 

region where the natural promoter of Galileo should be located (upstream of the transposase 

gene) and the relative orientation of this sequence with respect to gene CG13617, the GalileoK 

sequence was aligned with the full-length copy of Galileo isolated in D. buzzatii (MARZO et al. 

2008). The GalileoK sequence aligns completely within the 1229-bp Galileo TIRs (results not 

shown) and does not seem to contain any of the internal sequences where the transposase 

gene and its promoter are located (in fact, the same alignment is obtained with the two 

possible orientations of the full-length Galileo). Therefore, no evidences could be found that 

this copy of GalileoK includes the original promoter of the TE or that it is responsible for the 

transcription of the antisense RNA. 

 

 Alternatively, a new promoter sequence could have evolved de novo in this particular 

copy through the introduction of one or a few point mutations, becoming able to recruit RNA 

polymerase and initiate transcription when a determined combination of transcription factors 

are present in the cell. Most cis-regulatory elements like TFBSs tend to be short and 

degenerate in sequence (WRAY et al. 2003), so it is not difficult to imagine that the high 

mutation rate that occurs in TEs (where most of the time there is no selective pressure to 

maintain the sequences) can originate such elements. In fact, putative promoter elements 

could be predicted in the TIRs of GalileoK using the NEURAL NETWORK PROMOTER 

PREDICTION tool (results not shown), although the small size and degenerate nature of 

regulatory sequences and TFBS, together with the lack of knowledge about many types of 

core promoter sequences makes them difficult to predict bioinformatically and these results 

are not always very reliable. For example, MCPROMOTER, a different software, does not 

predict any promoter in the GalileoK element where the antisense RNA is thought to initiate 
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(results not shown), even though it detects putative promoters in other TEs inserted at the 

proximal breakpoint junction of line j-1. However, this TEs are not found in all 2j 

chromosomes, but specific insertions that occurred in this particular line and that are probably 

not related to the antisense RNA production, a feature shared by all chromosomes carrying 

the inversion. In any case, a newly evolved promoter sequence could have been maintained by 

natural selection if the presence of the antisense in embryos turned out to be useful for the 

individual. TE insertions that have acquired a function are usually conserved in different 

species or present high frequencies inside one species. In the inversion 2j, complex insertions 

made up of multiple nested TEs are found at the breakpoints. However, as mentioned above, 

the TE that provides the antisense transcript promoter seems to be present in all 2j 

chromosomes (CÁCERES et al. 2001) which might suggest that it acquired a function useful for 

the host that caused its increase in frequency in D. buzzatii populations. 

 

 Moreover, the promoter contained within the GalileoK copy seems to work mainly in 

embryos, the only developmental stage where it is able to generate the antisense transcript that 

causes the CG13617 expression change with respect to 2st individuals. FAULKNER et al. (2009) 

observed that the transcripts starting inside retrotransposons in the human and mouse 

genomes are frequently tissue-specific, with 35% of all retrotransposon-associated transcripts 

showing spatially or temporally restricted expression, in contrast to the 17% observed in 

transcripts initiated in non-repetitive elements. VAN DE LAGEMAAT et al. (2003) also found 

many cases where TE-derived promoters contribute to tissue-specific gene expression, like the 

placenta-specific promoter of the human CYP19 gene or the erythroid-specific promoter of 

the carbonic anhydrase (CA1) gene, which are both found within LTRs. The presence of 

specific TFBSs within TE sequences can explain these expression patterns, which will be 

restricted to those tissues (or moments) where (or when) the transcription factor able to bind 

them is expressed. For example, in a D. melanogaster strain, the insecticide resistance gene 

Cyp6g1 shows an increased expression restricted to tissues important for detoxification in 

larvae due to cis-regulatory sequences located within an Accord retrotransposon (CHUNG et al. 

2007), and in humans several genes adjacent to ERV retroelement copies containing a p53 

binding site are expressed in response to DNA damage (WANG et al. 2007). Besides, there are 

some TEs that are expressed only in certain tissues, so we could expect that if their regulatory 

elements were coopted by the host individual to express adjacent genes, at least in the initial 
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stages of the process, these genes would display the same tissue-specific activity. For example, 

in D. melanogaster P element is only able to transpose in germ cells due to a regulatory 

mechanism controlling the expression of the transposase gene (RIO 2002). Also, the tissue-

specific expression of retroelements roo, strongly expressed during embryogenesis in certain 

restricted regions of the embryo (BRONNER et al. 1995), and F, transcribed in specific cells of 

the female and male germ lines and in various tissues during embryogenesis of D. melanogaster 

(KERBER et al. 1996), are both mediated by internal cis-acting elements contained inside the 

transposon. Therefore, the expression of the CG13617 antisense RNA predominantly in 

embryos is not an uncommon phenomenon. 

 

 

4.2 Consequences of CG13617 silencing 

 

After pinpointing the antisense RNA as the most likely cause of CG13617 silencing in 

D. buzzatii 2j embryos, we explored the consequences that the reduced level of expression of 

this gene might have for those individuals carrying inversion 2j. Gene CG13617 was silenced 

in D. melanogaster using RNA interference techniques in order to mimic what occurs naturally 

in D. buzzatii 2j chromosomes. This technique allows the silencing of a single gene in a specific 

manner with the additional advantage that it uses the same mechanism operating in D. buzzatii 

2j embryos. At the same time, it provides a transient silencing effect that fades as development 

progresses, a situation again similar to what seems to be happening in 2j individuals. By doing 

this, we constructed an artificial system in a totally different species, D. melanogaster, which 

allowed the use of microarrays to assess at a genomic level any gene expression changes that 

could be associated to the silencing of CG13617. 

 

 

4.2.1 Expression changes associated to CG13617 silencing 

 

The comparison of the expression patterns from CG13617-depleted D. melanogaster 

first instar larvae and larvae expressing this gene normally using oligonucleotide microarrays 

revealed that only 41 genes showed expression changes, according to the chosen criteria. 

Surprisingly, all these genes exhibited a reduction in their expression levels when CG13617 
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was silenced, and none showed a consistent increase. This imbalance towards down-regulated 

genes strongly indicates the detection of a real effect because by chance we would expect to 

find both up- and down-regulated genes in similar proportions, even though the decreased 

expression levels of these genes could also be due to the unspecific action of the injected 

dsRNA (see below). In addition, a gene ontology analysis of the differentially expressed genes 

unveiled a significant overrepresentation of genes involved in DNA replication and cell cycle, 

with a total of 17 out of 26 genes with gene ontology annotation (65.4%) included in these 

functional categories. Some of these genes participate in nucleic acid metabolic processes 

(FIGURE 24) and some of them have roles in the replication fork (FIGURE 23), although there 

are also cell-cycle regulatory proteins like CycE or proteins implicated in nuclear transport like 

RanGap. In a systems genetics study where genome-wide transcript abundance was quantified 

in D. melanogaster wild-derived lines showing significant variation in six ecologically relevant 

complex traits, the variable transcripts could be grouped into modules of intercorrelated genes 

that were enriched for pathways, gene ontology categories, tissue-specific expression or TFBSs 

(AYROLES et al. 2009). Of the 41 differentially expressed genes detected in our experiments, 19 

are included in the same transcriptional module, which corresponds to genes affecting basic 

cellular processes, a fact that further indicates that these genes are functionally related and 

expressed in similar conditions. 

 

To confirm the microarray results, the expression levels of eight of these genes were 

measured again by real-time RT-PCR in a larger number of D. melanogaster samples, and 

differences in expression levels were validated for all of them. The five samples where 

CG13617 had been silenced by RNAi showed a lower average expression level for the eight 

analyzed genes than the control samples expressing CG13617 normally. It is noteworthy that 

despite hybridizing only two microarrays with each type of samples (with and without 

CG13617 expression), the expression changes seem to persist when they are measured using a 

completely different method and additional independent samples are added to the initial two. 

However, we noticed that the magnitude of the observed differences is reduced in the real-

time RT-PCR quantification with respect to the fold changes calculated based on the signal 

intensity detected in the microarrays (TABLE 6 and FIGURE 25). Although it is a common 

observation that the amount of change tends to be greater in real-time RT-PCR measurements 

than in hybridization-based methods due to the smaller detection range of microarrays 



 

4 | Discussion         175 

(CANALES et al. 2006, ARIKAWA et al. 2008), a similar decrease in the magnitude of gene-

expression differences in real-time RT-PCR with respect to microarrays has also been 

observed in a larger comparison of expression levels in the human and non-human primate 

brain (M. CÁCERES, unpublished results). The addition of three new samples in the real-time 

RT-PCR experiments does not seem to be the cause of the observed differences between the 

two methods, since they exhibit intermediate expression values that do not differ significantly 

from those obtained for the two samples that had been previously hybridized in the 

microarrays. Still, there are several reasons that might explain the differences in the fold 

changes measured by the two independent techniques. First, we have to take into account that 

a fold change of 2 is commonly considered as the cutoff below which microarray and 

quantitative PCR data begin to lose correlation (WURMBACH et al. 2003, MOREY et al. 2006), 

and many of the analyzed genes present fold-changes of approximately this value. And 

second, an increasing distance between the location of PCR primers and microarray probes 

seems to decrease the correlation between the two methods (ETIENNE et al. 2004, ARIKAWA et 

al. 2008) and for many of the analyzed genes the primers used in real-time RT-PCR 

experiments are not located in the same sequences interrogated by the microarray probes. 

 

In any case, for three of the analyzed genes (mus209, RnrL and RnrS) the differences 

detected by real-time RT-PCR between control and silenced samples are statistically significant 

(P < 0.05), and two more genes (Mcm2 and Mcm5) show marginally significant (P < 0.1) 

differential expression. Therefore, five out of eight genes tested present substantial differences 

between those samples expressing CG13617 normally and those where this gene has been 

silenced. The remaining three genes either show very small expression changes (like CycE with 

a fold change of only -1.14, which corresponds to a 12% reduction of the mean expression 

level in silenced samples with respect to controls) or exhibit considerable variation within each 

type of samples that does not allow the differences between both types to be considered 

significant. Despite this, the mean expression values are in all cases decreased in the samples 

where CG13617 has been silenced. 

 

Next, the average expression levels of ten of the differently expressed genes involved 

in DNA replication identified in the D. melanogaster microarrays, were also compared between 

D. buzzatii 2st and 2j embryos (FIGURE 26a). The results indicate that nine genes (90%) also 
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show expression differences between chromosomal arrangements in D. buzzatii. Besides, the 

expression changes are always in the expected direction: a reduction of the expression level in 

those lines carrying the inversion, which are the lines with a decreased CG13617 expression in 

embryos. Taken separately for each gene, the differences between lines carrying the 2j or 2st 

arrangement are not statistically significant. However, considering the results obtained for the 

ten genes as a whole, a clear trend can be observed: several genes involved in DNA replication 

show lower expression levels in 2j embryos when compared to 2st ones. That nine out of ten 

genes have reduced expression levels in D. buzzatii as in D. melanogaster is a significant result 

according to the sign test and a t-test for paired comparisons. 

 

Gene expression levels for these ten genes were also measured in first instar larvae 

from 2st and 2j lines but, in this case, no differences could be detected for any of them 

(FIGURE 26b). This agrees with the fact that CG13617 expression difference between 

arrangements is lower in first instar larvae (~1.5-fold) than in embryos (~2.5-fold) (FIGURES 

26c and 32). This declining difference with age probably reflects the normalization of 

CG13617 expression level in 2j individuals as development progresses and the antisense RNA 

is no longer transcribed (FIGURE 3 of PUIG et al. 2004). The decrease in the expression level of 

DNA replication genes specifically in embryos (the only developmental stage where CG13617 

expression is altered in 2j lines) but not in later stages points to CG13617 having a causal role 

in this reduction. Interestingly, the expression levels of DNA replication genes seem to level 

off between arrangements almost at the same time that CG13617 levels do: in the larval stage, 

coinciding with the antisense RNA disappearance. Thus, it is possible that CG13617 

expression reduction in first instar larvae is not sufficient to generate a detectable effect in any 

of the other genes. Although the differentially expressed genes were initially detected by the 

microarray analysis not in embryos but in D. melanogaster first instar larvae, we have to take into 

account that experimental CG13617 silencing caused by dsRNA injection persisted at least 

until third instar larvae, which still show an almost complete repression of CG13617 

expression (FIGURE 18). Hence, the situation in dsRNA-injected D. melanogaster larvae 

resembles more that found in D. buzzatii 2j embryos (where CG13617 shows a decreased 

expression) than that of D. buzzatii larvae (where CG13617 expression is no longer affected by 

the antisense RNA). 

 



 

4 | Discussion         177 

It is remarkable that mus209 is the one gene that does not seem to show any difference 

in its expression level between 2st and 2j lines in D. buzzatii embryos, since this is the gene 

with the highest fold change in D. melanogaster real-time RT-PCR experiments (-1.75) and also 

one of the better supported expression changes in the microarray results, appearing as a 

differentially expressed gene in the three independent analyses we performed (TABLE 6). In 

general, D. buzzatii real-time RT-PCR fold changes are larger than those detected by the same 

method in D. melanogaster. For example, RnrS presents a fold change of -1.37 in D. melanogaster, 

but -1.92 in D. buzzatii, or CycE with -1.14 and -1.85, respectively. This is surprising because 

the silencing induced by the exogenous dsRNA injection in D. melanogaster seems to be 

stronger (CG13617 expression is barely detectable and this effect persists much longer) than 

that caused by the natural CG13617 antisense RNA in D. buzzatii embryos. 

 

 

4.2.1.1 Magnitude of the expression changes induced by CG13617 silencing 

 

For most of the differentially expressed genes, the expression changes detected in the 

two species are small according to both measuring techniques: oligonucleotide microarrays 

and real-time RT-PCR. Microarray fold changes fluctuate between 2 and 4 for the vast 

majority of our differentially expressed genes. However, even small changes in gene 

expression can have substantial and biologically significant phenotypic effects (CARROLL 2005, 

WRAY 2007). For example, a 15% reduction in mouse Gpc3 (a glypican involved in 

morphogenesis and growth regulation) gene expression level underlies a quantitative trait 

locus (QTL) responsible for the response to selection on growth, causing a change of body 

mass of approximately 20% (OLIVER et al. 2005). Also, when PDYN (a gene that encodes 

prodynorphin, the precursor of a neuropeptide with critical roles in regulating perception, 

behavior, and memory) expression is compared between humans and chimpanzees, a slight 

up-regulation is detected when transcription is induced by intracellular calcium release. The 

nucleotide changes responsible for this difference are located in the human promoter, which 

shows signs of positive selection, suggesting that it is possible that minor changes in gene 

regulation played a significant role in the evolution of human traits (ROCKMAN et al. 2005). 
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Several reasons can explain why the detected expression differences in the D. 

melanogaster experimental system or between D. buzzatii chromosomal arrangements are small. 

(1) Different spatial expression patterns in embryos of CG13617 and the analyzed 

differentially expressed genes; (2) Variation of expression levels within chromosomal 

arrangements; and (3) Subtle differences are more likely to persist in natural populations. Each 

point is explained in more detail next. 

 

In the first place, according to FlyExpress , a database of embryonic expression 

patterns in D. melanogaster, the studied DNA replication genes for which there are available 

expression data seem to be expressed in multiple tissues during embryonic development, while 

CG13617 exhibits a more restricted spatial expression pattern, at least in D. buzzatii 

(SUPPORTING FIGURE 7 of PUIG et al. 2004). We expect that the expression level of the DNA 

replication genes will only be altered by CG13617 silencing in those cells where both genes are 

being co-expressed. Therefore, the cells that normally do not express CG13617 will remain 

unaffected by its silencing and will express the DNA replication genes at the usual levels. As a 

result, changes in gene expression may occur in only a small fraction of the cells expressing a 

given transcript. Since expression is quantified in whole embryos, the cells expressing DNA 

replication genes normally are pooled and measured together with those that present an 

altered expression caused by CG13617 silencing. It is thus likely that this dilution effect due to 

the proper expression of the DNA replication genes in most tissues contributes to attenuate 

the differences found in microarray and real-time experiments for both species. In those 

particular groups of cells where CG13617 expression has been reduced 2.5-5 times, as happens 

in 2j embryos, the effects on DNA replication genes expression levels could be much higher 

than the detected fold changes. 

 

Second, a great degree of variation in gene-expression levels has been found within 

arrangements in D. buzzatii measurements. This variation is mainly due to two lines. The 

combination of one 2st line with unusually low expression levels in all the analyzed genes, 

together with a 2j line that systematically exhibited a higher expression level than the rest of 

the lines carrying the inversion, resulted in average expression differences that are not 

statistically significant in many cases. Removing these two outlier lines from the analysis the 

differences become highly significant for all genes tested. Nonetheless, there is no basis to 



 

4 | Discussion         179 

exclude these two lines, since they are part of the natural populations of D. buzzatii and they 

represent the variability found within these populations. In addition, these two lines show 

levels of CG13617 expression that are similar to those of the rest of lines with the same 

chromosomal arrangement. To explain the uncommon expression levels detected in these two 

lines (with respect to the other lines carrying the same arrangement) it is important to take 

into account that the expression of the DNA replication genes does not depend uniquely on 

CG13617 activity, but rather multiple factors control the expression of these genes. Since all 

the analyzed genes follow the same pattern, with the same two outlier lines in each 

chromosomal arrangement, the cause of this different expression is likely to be a variant in 

trans, so that a single change is able to affect the expression of several DNA replication genes 

simultaneously (WITTKOPP et al. 2008). Several mechanisms like differences in the affinity, 

activity or availability of transcription factors (WITTKOPP 2010) involved in the regulation of 

the expression of the DNA replication genes could account for changes in the expression 

levels of these genes independently of the levels of CG13617 protein. In these cases, the 

functional polymorphisms may lie in the coding or non-coding regions of genes producing 

direct regulators of these DNA replication genes, or in genes producing indirect regulators 

that modify the activity of direct regulators. In any case, the existence of such variants could 

influence greatly the expression level of a transcript in a given line and contribute to alter the 

mean expression values for each chromosomal arrangement. Possibly, the use of a greater 

number of samples for each arrangement would increase the statistical power to detect 

significant differences, since it would reduce the weight of each individual measurement in the 

mean expression values. 

 

Finally, we need to take into account that inversion 2j is a natural inversion that has 

passed the filter of selection in D. buzzatii natural populations. For this reason, we expect to 

find subtle differences between arrangements rather than dramatic changes, since these are 

more likely to be deleterious for the individuals carrying them and would have been eliminated 

by purifying selection. Modifying slightly the expression level of a gene at a certain 

developmental stage (even if as a consequence, the expression level of another set of genes is 

readjusted as well) will have less pleiotropic effects (and therefore will be less harmful) than 

completely inactivating a coding sequence either by disrupting it or by introducing amino acid 

changes in the encoded protein, which affects all the tissues where the gene is expressed and 
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might entail negative consequences (CARROLL 2005, WRAY 2007). For example, loss-of-

function mutations of gene Gpc3 cause Simpson-Golabi-Behmel syndrome in humans, a 

disorder with numerous phenotypic effects like overgrowth, skeletal and renal abnomalities, an 

increased frequency of embryonic cancers and neonatal mortality. Gpc3 knock-out mice show 

similar phenotypes, but when this same gene is simply down-regulated it leads to an increased 

body size in this species with no pathological side effects (OLIVER et al. 2005). Therefore, the 

same gene that causes a disease when completely inactivated, can also generate favorable and 

selectable phenotypes when its regulation is modified. In the case of gene CG13617 and 

inversion 2j, it seems that the expression level of some genes involved in DNA replication 

could be affected as well, and we have to take into consideration that DNA replication is a 

very important process during development, especially in the embryonic stages when extensive 

cell proliferation takes place. So, probably DNA replication is not a biological function that 

can be easily altered without further consequences, and larger fold changes of these key genes 

could seriously impair the individuals’ ability to survive. 

 

The only exception to small fold changes in the differentially-expressed genes list are 

four genes (CG8087, CG13135, CG32198 and CG14850) with unknown function that belong 

to a putative family formed by 31 genes in the D. melanogaster genome, according to the 

PANTHER  database (THOMAS et al. 2003). These genes show the largest expression 

changes in the microarrays with expression levels decreasing 4-14 times in the samples where 

CG13617 is silenced (the exact fold changes depend on the gene and the analysis tool, see 

TABLE 6). Even though the different members of this protein family are quite different at 

nucleotide and amino acid level, some of these genes are grouped in tandem in Drosophila 

genomes and their copy numbers in a given genomic location vary when several Drosophila 

species are compared. Unfortunately, this repetitive and copy-number-variable nature, 

together with the large phylogenetic distances between the available sequenced Drosophila 

subgenus genomes, prevented us from identifying reliably in the D. buzzatii genome the 

coding region of CG8087 (among these four genes, the one with the best supported 

expression change). As a consequence, gene-expression levels could not be compared between 

2st and 2j lines. However, two of these genes, CG8087 and CG14850, have been found to be 

up-regulated in microarray experiments analyzing trithorax (trx) D. melanogaster mutants and 

together with two other genes of the same family are considered to form a cluster of co-
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expressed genes (BLANCO et al. 2008). The fact that CG8087 and CG14850 are part of the 

same family and that they are co-expressed in response to another different situation (trx 

deficiency), apart from CG13617 silencing, suggests that these genes are often expressed under 

the same circumstances (possibly by sharing regulatory elements) and that they are indeed 

functionally related. While these four genes do not have any gene ontology terms assigned and 

their sequences do not show homology to any known proteins in similarity searches, 

PANTHER  database describes this protein family (PTHR23246) as structural proteins 

involved in cell structure maintenance. This agrees with the fact that most of the co-expressed 

gene clusters found by BLANCO et al. (2008) to change their expression levels in trx mutants 

consist of genes that encode structural proteins involved in cuticle formation. Therefore, it 

does not seem likely that these genes are also involved in the DNA replication process, but 

probably they are part of another biological pathway in which CG13617 protein might play 

some kind of regulatory role (see below). 

 

 

4.2.1.2 Specificity of CG13617 silencing effect 

 

Since all the detected differentially-expressed genes are down-regulated, it could be 

argued that this is due to an unspecific action of the injected dsRNA in D. melanogaster. Upon 

injection, the long ~600-bp dsRNA molecule is processed into multiple 21-nt fragments 

(siRNAs) able to target the complementary mRNA to be degraded (see BOX 3 for more 

details). Each of these fragments could also silence genes other than CG13617 if their 

sequences are similar enough to bind to other transcripts. Besides, several other silencing 

mechanisms (such as translational repression mediated by miRNAs) do not require a perfect 

complementarity between the transcript and the small RNAs (CARTHEW and SONTHEIMER 

2009). As a result, we could observe these unspecific targets as genes with decreased 

expression in the subsequent microarray experiments, but they would not correspond to genes 

being regulated by CG13617. In addition, it is also possible that there is some kind of general 

response caused by the introduction of exogenous nucleic acids in the cells. 

 

Several reasons suggest that this situation is not likely to be happening in our 

experiments. First, we selected the 587-bp dsRNA because a BLASTN similarity search of this 
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sequence against the D. melanogaster genome yields a single highly significant hit corresponding 

to gene CG13617 (100% identity and coverage, E-value = 0.0). Only seven short stretches (19-

36 bp long) of the dsRNA sequence also present secondary hits with other parts of the D. 

melanogaster genome (identities 84-100%, E-values = 0.13-5.6). However, four of these 

fragments show similarity to intergenic regions that are not transcribed, and therefore not 

susceptible to be silenced through RNAi mechanisms. The remaining three match coding 

regions, but none of the corresponding genes is included in the differentially expressed list. 

Second, the Affymetrix oligonucleotide microarrays probes that interrogate CG13617 

expression cover the same region of the gene that the injected dsRNA. In fact, thirteen of the 

fourteen 25-nt probes specific for CG13617 overlap the dsRNA sequence. The reason for this 

coincidence is that both dsRNA and oligonucleotide probes were inadvertently designed in 

the same part of the gene with the same purpose: maximum specificity. This region spans the 

fourth and fifth exons and does not contain the more conserved initial fraction of the protein 

or any of the putative protein motifs identified in CG13617 (which might cause cross-

hybridization with other mRNA sequences) and probably corresponds to the most distinctive 

sequences able to identify CG13617 transcripts unequivocally. Third, as we have seen, most of 

the affected genes are functionally related, and it is unlikely that several genes silenced by 

mistake based on the accidental homology of some siRNAs turn out to participate in the same 

biological process when they are unrelated from the point of view of sequence. However, our 

observations still could be explained if a positive regulator shared by a group of genes 

involved in a certain process was unspecifically affected by CG13617 dsRNA. Finally, the fact 

that the expression levels of the differentially expressed genes detected in D. melanogaster are 

also reduced in D. buzzatii 2j lines points clearly to CG13617 silencing having a role in causing 

this effect. The possibility that siRNAs generated in D. buzzatii as a consequence of the 

processing of the dsRNA formed by CG13617 mRNA and the antisense transcript silence 

unspecifically and by chance the same genes that in D. melanogaster seems highly unlikely. 

 

In summary, the reduction of the expression level of several genes involved in DNA 

replication and cell cycle regulation seems to be indeed a consequence of CG13617 silencing 

for two main reasons: (1) The expression changes in these genes were first detected in D. 

melanogaster between samples only differentiated by the presence or absence of CG13617 

expression, but expression changes in the same direction were also found for those same 
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genes in D. buzzatii 2j embryos, where CG13617 expression is naturally decreased by an 

antisense RNA. CG13617 silencing is the only factor shared between both systems (D. 

melanogaster RNAi samples and D. buzzatii 2st/2j chromosomal arrangements). (2) In D. 

buzzatti, the expression changes in DNA replication genes occur only in embryos, when the 

differences in CG13617 expression level between 2st and 2j lines are larger. In first instar 

larvae, when the CG13617 expression difference between arrangements is small and no 

antisense RNA is produced, no effects were detected on the expression of any of the other 

genes. 

 

 

4.2.2 Gene CG13617 structure and function 

 

 CG13617 was predicted computationally as a potential ORF with unknown function 

during the initial annotation of the D. melanogaster genome (ADAMS et al. 2000). In this work we 

have shown that this gene produces a 2.3-kb mRNA that is expressed throughout the whole 

D. buzzatii life cycle and encodes a 734-aa protein, thus confirming that it is indeed a 

functional gene. CG13617 has been sequenced in two D. buzzatii lines, st-1 and j-1, as well as 

in D. martensis, another repleta group species. Moreover, the sequencing of 12 Drosophila 

genomes (CLARK et al. 2007) gave us the opportunity to identify genes orthologous to 

CG13617 in all these species. CG13617 is located in D. buzzatii chromosome 2 (which 

corresponds to D. melanogaster chromosome arm 3R) in a syntenic block between genes Pp1α-

96A and nAcRβ-96A, forming a conserved group of genes that are found in the same order 

and orientation in the 12 sequenced genomes as well as in D. buzzatii. Comparative DNA and 

protein sequence analysis of CG13617 allowed us to determine the following: (1) CG13617 

shows changes in its exonic structure in the analyzed Drosophila species; (2) All Drosophila 

proteins share several putative functional domains, which include a zinc finger, three coiled 

coil regions, two PEST sequences, and putative nuclear localization and export signals, which 

give hints of their possible function as regulatory proteins; (3) Proteins with similar structure 

and sequence to CG13617 seem to be present in multiple animal species ranging from insects 

to humans, and show some homology to the zebrafish Iguana and human DZIP1 proteins. 
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4.2.2.1 Changes in gene structure within the Drosophila genus 

 

Although CG13617 coding and protein sequence is conserved (TABLE 11), gene 

structure varies in some of these species. CG13617 coding region contains 5 exons and 4 

introns in all the Sophophora subgenus species except for D. pseudoobscura and D. persimilis where 

the third intron has been lost (FIGURE 27). Conversely, all the Drosophila subgenus species 

have 4 exons separated by 3 introns (FIGURE 27). This structure results from the elimination 

in the Drosophila subgenus of D. melanogaster intron 2, fusing together what in this species are 

exons 2 and 3, or, alternatively, the gain of this same intron in the Sophophora branch, which 

would break an originally large exon 2 in two different parts. Therefore, the evolution of 

CG13617 gene structure in Drosophila requires at least one event of intron loss (intron 3) in the 

ancestor of D. pseudoobscura and D. persimilis, and either another intron loss or an intron gain 

(intron 2) in the Drosophila or Sophophora subgenus ancestors, respectively. For intron 2, we can 

not distinguish between these two scenarios because the closest outgroup species have a quite 

different gene structure that complicates comparison. The Anopheles gambiae homologous gene 

(TABLE 13) has a single intron corresponding to the first Drosophila intron (although probably 

this protein is incomplete at the C-terminal end, see below), and the available coding sequence 

from another mosquito species, Culex quinquefasciatus, is composed of only three exons: two 

short first and third exons and a large second exon that comprises the most part of the 

protein, and where the introns lost or gained in Drosophila would be located. In fact, variation 

in intron number does not seem to be an infrequent event in Drosophila. In a study where 

28933 D. melanogaster introns were mapped in the remaining 11 Drosophila sequenced genomes, 

a total of 1944 introns (6.7%) were missing from one or more species (COULOMBE-

HUNTINGTON and MAJEWSKI 2007). A total of 1754 intron loss events and 213 gain events 

could be inferred from these data by maximizing parsimony over the phylogenetic tree. An 

additional 220 differences were found between the two oldest branches leading to Sophophora 

and Drosophila subgenera, where losses and gains can not be distinguished due to the lack of an 

outgroup. In this analysis, 82% of the missing introns were exactly cut out (or inserted). In the 

CG13617 case, intron 2 was precisely inserted or deleted without modifying any exonic 

nucleotides, whereas the poor conservation of the last part of the protein together with the 

larger phylogenetic distance with respect to the other available Drosophila subgenus sequences, 
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do not allow to determine if intron 3 was cleanly eliminated in the D. pseudoobscura and D. 

persimilis ancestor or not.  

 

Several mechanisms have been proposed for intron loss, such as the genomic deletion 

of an individual intron (for example through recombination between short direct repeats at 

the intron ends) or the recombination of an intronless cDNA with the genomic version of the 

gene, resulting in the deletion of one or more introns (a mechanism that requires the reverse 

transcription of a processed mRNA into cDNA) (RODRÍGUEZ-TRELLES et al. 2006). Also, 

different mechanisms could explain intron gain, like a TE insertion inside an exon coupled 

with the use of splice sites contained within the inserted sequence, or the duplication of a pre-

existing intron via reverse-splicing into a new location in the same (or another) mRNA 

followed by recombination of a reversely-transcribed copy with the corresponding genomic 

DNA (reverse-splicing can represent a rate-limiting step in this case) (RODRÍGUEZ-TRELLES et 

al. 2006). Even improper recombination events between homologous copies of genes and the 

creation of new splice sites within exons through single nucleotide mutations could be 

involved in the generation of new introns (COULOMBE-HUNTINGTON and MAJEWSKI 2007). 

It is important to note that intron gain/loss rates fluctuate across lineages and evolutionary 

time. Also, some introns seem to have a biological function, like the binding of specific 

transcription factors, and this could explain their observed higher level of conservation and 

the fact that they are less likely to be lost (COULOMBE-HUNTINGTON and MAJEWSKI 2007). 

 

 

4.2.2.2 Protein sequence analysis 

 

The presence of certain motifs in a protein sequence can provide clues about its 

molecular function inside the cell, as well as about the biological processes it might be 

involved in. In particular, several known motifs have been identified in the protein encoded by 

the D. buzzatii CG13617 gene. First, the existence of a well-characterized C2H2 zinc finger 

suggests that the CG13617 protein may bind to DNA to perform its function. However, a 

single zinc finger domain, like in this case, is in itself considered not sufficient for high-affinity 

binding to a specific DNA target sequence (KLUG and SCHWABE 1995). Zinc fingers were first 

identified as a DNA-binding motif, but it is now known that they can also bind to RNA 
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(HALL 2005) or protein targets (BRAYER and SEGAL 2008). Therefore, CG13617 zinc finger 

could act binding to other proteins, although cases of proteins with a single zinc finger capable 

to bind DNA with high affinity have also been reported, like Drosophila transcription factor 

GAGA (PEDONE et al. 1996) or Arabidopsis SUPERMAN protein (DATHAN et al. 2002) and 

this possibility should not be ruled out without further studies. Coiled coil domains are 

oligomerization motifs (BURKHARD et al. 2001), and their presence suggests that CG13617 

interacts with other proteins. The detection of PEST sequences may be indicating that 

CG13617 has a rapid turnover (a short intracellular half-life), since these signals target the 

protein for degradation (ROGERS et al. 1986). Finally, the identification of nuclear localization 

and export signals (NLS and NES) points to CG13617 being a protein capable of entering and 

exiting the nucleus (GAMA-CARVALHO and CARMO-FONSECA 2001). In addition, these 

functional motifs are conserved in all the analyzed Drosophila species with minor variations (see 

Results for more details), which reinforces their computational prediction. However, despite 

the conservation of these functional features, the overall sequence conservation of the 

CG13617 protein among the different Drosophila species is not very high (the overall amino 

acid identity between D. buzzatii and D. melanogaster is 59.7%, see TABLE 11 for more details). 

As can be seen in the conservation graph below the multiple alignment of the 14 Drosophila 

CG13617 protein sequences in FIGURE 30 and in FIGURE 31, the first third of the protein is 

the part that presents a higher level of conservation. The rest of the protein is quite divergent, 

to the point of being difficult to align among distant species (in the second half of the 

alignment less than 20% of all positions are identical in the 14 sequences and 27% include 

gaps in at least one species). The better conserved fragment of the protein includes the two 

first coiled coil regions separated by the C2H2 zinc finger and two groups of three amino acid 

residues that are conserved not only within the Drosophila genus but in all the proteins similar 

to CG13617 obtained in the similarity searches in multiple species (see below), which indicates 

that these features must be essential for the proper functioning of this protein. 

 

The collection of protein motifs identified in the same protein could be consistent 

with CG13617 carrying out transcription factor functions (which is one of the reasons why we 

looked for expression changes associated to its silencing). However, transcription factors 

usually have multiple zinc fingers and, although short coiled-coil domains are also frequently 

found as homo- and heterodimerization motifs in this kind of proteins (BORNBERG-BAUER et 
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al. 1998), the most common form are leucine zippers, a class of coiled coils that includes 

leucines every seven residues in a repeated pattern, and CG13617 coiled coils do not fit into 

this model. In fact, FlyTF , a Drosophila transcription factor database, includes CG13617 in a 

list of 754 putative site-specific transcription factors, but it is not found in a reduced list of 

294 well-supported trusted candidates. The reason for this is probably related to the fact that 

the functional features explained above do not seem to correspond exactly (in structure or 

number) with the domains we would expect to find in transcription factors, so other types of 

functions can not be completely ruled out for CG13617 and should be considered. 

 

 

4.2.2.3 CG13617 homologous proteins in other species 

 

Luckily, even though CG13617 has not been studied in any of the other Drosophila 

species, the search of similar proteins in other organisms provided some useful insights about 

possible functions for this gene. An extensive search for CG13617 orthologs in species other 

than Drosophila in the GenBank database revealed the presence of homologous genes in other 

insects (three mosquito species, a beetle and the honey bee), an echinoderm (sea urchin), two 

cnidarians (a sea anemone and a hydrozoan), a tunicate, a cephalochordate (lancelet), and 

several vertebrate species, including two amphibians (frogs), a fish (zebrafish), a bird 

(chicken), and nine mammal species ranging from marsupials to rodents and primates (TABLE 

13 and FIGURE 37). So, animals belonging to very different animal classes seem to possess 

genes with significant similarity to D. buzzatii CG13617.  

 

 The region of homology of most of these sequences is restricted to the initial portion 

of the protein that comprises from the initial amino acids to the zinc finger or the second 

coiled coil, depending on the species considered. This agrees with the observation that in 

Drosophila species, the level of conservation is variable along the protein and the most 

conserved part is the first third of the sequence, where the detected functional domains are 

located (FIGURE 30). In fact, all the proteins retrieved in the searches include a C2H2-type 

zinc finger (TABLE 13), except for the Apis mellifera sequence, which presents a much shorter 

protein. However, the Apis protein is probably improperly annotated due to the presence of 

multiple gaps in the genomic sequence that could result in internal parts of the gene being  
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FIGURE 37 | Animal groups with proteins homologous to CG13617. In this tree representing all animals, 
those classification groups where at least one species seems to possess a protein showing similarity to CG13617 
are highlighted in yellow. These results are based on the BLAST searches performed using D. buzzatii CG13617 
protein sequence as a query. See TABLE 13 for more details. For each group it is indicated the number of 
genomes already sequenced or currently being sequenced as well as the number of complete available genomes 
(in parentheses), according to the GOLD genomes online database . 
 

 

missing. The A. gambiae protein sequence, which shows the highest similarity and represents 

the only case where the alignment with D. buzzatii CG13617 extends through the whole 607 aa 

of the mosquito protein, is also reported to be incomplete on the C-terminal end in the 

GenBank reference sequence. Moreover, the VectorBase  database information about this 
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gene in the mosquitoes A. gambiae and C. quinquefasciatus states that both proteins possess 4 

and 5 coiled coil regions, respectively, which is coincident with the results obtained in the 

Drosophila protein sequence analysis. Unfortunately, the function of many of these orthologous 

proteins remains unknown. Most of these genes are predicted annotations made in the 

respective sequenced genomes, although they seem to be indeed related among them since 

many have been tentatively named DAZ interacting protein 1-like (DZIP1L) because of their 

similarity to human DZIP1 gene in several species. 

 

 

4.2.2.4 Is CG13617 a component of the Hedgehog signaling pathway? 
 

 The only two proteins retrieved from sequence databases showing similarity with 

CG13617 that have been analyzed in some detail are those encoded by the genes iguana (igu) in 

zebrafish and DZIP1 in humans. Although amino acid identity is low among them because 

Drosophila, zebrafish and humans are distantly related species, Iguana and DZIP1 share several 

protein motifs with CG13617 that suggest a common cellular function (FIGURE 38). At least 

Iguana (and possibly also DZIP1) contains a single zinc finger, coiled-coil domains, PEST 

sequences and nuclear localization and export signals, the same motifs detected in CG13617. 

This coincidence of sequence similarity and structural motifs points to CG13617 being the 

most likely Drosophila ortholog of igu and DZIP1, as has been suggested by WOLFF et al. (2004). 

 

Functional studies indicate that Iguana/DZIP1 is a component of the Hedgehog (Hh) 

signaling pathway (SEKIMIZU et al. 2004, WOLFF et al. 2004). This pathway controls several 

important developmental processes in animals (see INGHAM AND MCMAHON (2001) for a 

review). Reduced Hh signaling can cause serious developmental defects, and inappropriate 

activation contributes to certain forms of cancer in humans. Much of the current knowledge 

about the Hh signaling pathway is based upon genetic analysis in Drosophila. The Hh protein 

that acts as signal is released by the Dispatched (Disp) protein from secreting cells and binds 

to the cell surface receptor Patched (Ptc) in responding cells. This interaction activates the 

transmembrane protein Smoothened (Smo) that signals to the transcription factor Cubitus 

interruptus (Ci), which results in its release from the protein complex it was part of together 

with Fused kinase (Fu) and Costal2 (Cos2). Active Ci is transported into the nucleus where it  
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Dbuz CG13617      -----------MGYKNN--FPQVMREAG------------------------------------------ 
Drer Iguana       -----------MPFYDNVYYPYPSDPPG-----THSSAGIPSLLSSPQSQPSSGSQSRPAPSTMSGPLTS 
Hsap DZIP1        MQAEAADWFSSMPFQKHVYYPLASGPEGPDVAVAAAAAGAASMACAP-------------PSAASGPL-- 
                             * : .:  :*      *                                           
 
Dbuz CG13617      ----------FKLRQYRDGPLDWRQMGSYETERILREQNLEVVDEALQHLSEAPLGTMLETHI---LDGG 
Drer Iguana       SGASTSIPPPFKFRSRREN-VDWRRINAVDVDRVACEMDFQALQEHINAVTFCSVEGERCHRCQSPVDPA 
Hsap DZIP1        --------PFFQFRPRLES-VDWRRLSAIDVDKVAGAVDVLTLQENIMNITFCKLEDEKCPHCQSGVDPV 
                            *::*   :. :***.:.: :.:.:    :. .::* :  :: . :      .    :*   
 
Dbuz CG13617      IAKYFIMSQYAIQYLLCCRTYLDESVDELREAHEISQQEIAKLRKSLSESNNEVVQLHKKITQIETI--- 
Drer Iguana       LIKLFRLAQLTVEYLLHSQDCLSISLQAAEERLLAEAREREQICVQLQKKTQDAKALKEELKQRKKIIAS 
Hsap DZIP1        LLKLIRLAQFTIEYLLHSQEFLTSQLHTLEERLRLSHCDGEQSKKLLTKQAGEIKTLKEECKRRKKMIST 
                  : * : ::* :::*** ..  *  .:    *    .  :  :    * :.  :   *::: .. :.:    
 
Dbuz CG13617      ---------REVVFPCHLCTKNFISNEALNVHIGRKH------RMGTPSSIVAGGATVRDK----ENDMQ 
Drer Iguana       QQAMFSAGISANYHKCQHCEKAFMNASFLQSHMQRRHPSEFDMKLMTDNQKKIQTVKLQDEINKLQEQLT 
Hsap DZIP1        QQLMIEA--KANYYQCHFCDKAFMNQAFLQSHIQRRHTEE---NSHFEYQKNAQIEKLRSEIVVLKEELQ 
                               . *: * * *:.   *: *: *.*      .     .      .:..:    ::::  
 
Dbuz CG13617      LINT--------------------IKMELEIKQLKERLNAAERNIKERSGGSRSHLQLQDQTTSTMRDVG 
Drer Iguana       LVTSQMETQQKDYTAKQEKEL---IQRQEEFKRQLEIWKEEEKMRMNSKIDEVKQACQRDMDSINQRNRN 
Hsap DZIP1        LTRSELEAAHHASAVRFSKEYEMQKTKEEDFLKLFDRWKEEEKEKLVDEMEKVKEMFMKEFKELTSKNSA 
                  *  :                       : :: .  :  :  *.     .  . .    .:    . .:   
 
Dbuz CG13617      IQSNLADYKEKD--D-VSSEATESEATERKE-------QLHGLAERLNSFEA-WQAQLKQSNEDF----- 
Drer Iguana       LETELLKLQQKNIQESMQSVQTQPNASTSNE----HWQEVVKLQQKLHKQEVKWTGKMQKMKEDHDREKS 
Hsap DZIP1        LEYQLSEIQKSNMQI-KSNIGTLKDAHEFKEDRSPYPQDFHNVMQLLDSQESKWTARVQAIHQEHKKEKG 
                  :: :* . ::.:     ..  *  :*   :*       :.  : : * . *  * ..::  :::.      
 
Dbuz CG13617      ---------------------------IRGINQKLED---LTIALEQTKRNAESKGAAPTTAEERVATPC 
Drer Iguana       LLQEELCKVSSAVSEGMEES----RRQVQELSHRLQEQQQIITSQNKQMKQISSKPPTITVQREGVSTPS 
Hsap DZIP1        RLLSHIEKLRTSMIDDLNASNVFYKKRIEELGQRLQEQNELIITQRQQIKDFTCNPLN-SISEPKVNAPA 
                                             :  :.:.*::   :  :  :  .:  .:    :     * :*. 
 
Dbuz CG13617      LEDLERILTEKVAEIGKVSANKLEEVVHQLETGYKEKLEALERDLRRLSLRKQTPAAEVQQAASTSKIPK 
Drer Iguana       PETKAKV----VVSEQSNSVHKLDPIV-ELSEEDKDSSSISESPTENRSWQK-----EVQELLKNPGLRR 
Hsap DZIP1        LHTLETKSSLPMVHEQAFSSHILEPIE-ELSEEEKGRENEQKLNNNKMHLRK--------ALKSNSSLTK 
                             :.     * : *: :  :*.   *   .  :    .   .*           ... : . 
 
Dbuz CG13617      ALPKKEEN--MDRIKRL--------------------VETEFLKAKRDDDTY--SIEEPPPPPEEHVVTH 
Drer Iguana       DMRLAAQHNLDDRLQSLGIKG-VSGLSKNLYKSSMTQIISDRRKKLEEDPVYRRALKEISHKLEQRVKER 
Hsap DZIP1        GLRTMVEQNLMEKLETLGINADIRGISSDQLHRVLKSVESERHKQEREIPNFHQIREFLEHQVSCKIEEK 
                   :    ::   :.:: *                    : ::  *   :   :    :      . .:  . 
 
Dbuz CG13617      ---VQEQPSGNSSGSHPTYTKP--APAPAPARDEVKPKATTSE----PE----------QSEATDI---- 
Drer Iguana       ---NTEQPVKSKLHEQVVQSRPRSSSFPSTVTRVMSGPASKQQRTPQPV----------PRSRTNVPHKT 
Hsap DZIP1        ALLSSDQCSVSQMDTLSTGEVPKMIQLPSKNRQLIRQKAVSTDRTSVPKIKKNVMEDPFPRKSSTIT--- 
                       :*   ..     .   *     *:     :   * . :    *             . : :     
 
Dbuz CG13617      --------SESLSGEE---SISDEGSEVLTSEPERQVFMSPK----IKSSLKTKLPPKPLTRKDARKLIN 
Drer Iguana       STPLQHRRTPPFSSDEDSSEEEEEEEEEEESSDEESPQMQKKTVLVNSSTAKAQNTAKTQSTAQSVRSAV 
Hsap DZIP1        --------TPPFSSEE---EQEDDDLIRAYASPGPLPVPPPQ----NKGSF------------------- 
                          : .:*.:*   . .::      :.         :     ..:                     
 
Dbuz CG13617      QKLSPHGFNMKSKTISNTTAKRVSAEL--------AQQRARLK-LDYPNFYTTRNRIRKFVEKLCSAKMP 
Drer Iguana       ALTSAEPTNVTTLSDSDWTDGSEMEEINLSQLHKHTDQNGNLKNVTHSNVKALGKSLEKQLAAR-GPKKP 
Hsap DZIP1        ------GKN-TVKSDADGTEGSEIED---------TDDSPKPAGVA---VKTPTEKVEKMFPHRKNVNKP 
                          * .  : :: *      :         :::  .   :    . :  : : * .    . : * 
 
Dbuz CG13617      ----ERAQILLKNKTPLQPMEVPKSRNLSLTTTDDDDELNEGSDVTSASQGVEEDEEIEKASTSSKRQQK 
Drer Iguana       AGGVNT---FLEKPTDVRNTRQNAKKELKYSDDDDDDDDD--WDISSLEDV----PAVAKPTQCPVPVRK 
Hsap DZIP1        VGGTNVPEMFIKKE---------ELQELKCADVEDED-----WDISSLEEEISLGKKSGKEQKEPPPAKN 
                      :    ::::            .:*. :  :*:*      *::* .:         *    .   .: 
 
Dbuz CG13617      NFKAQLEQLLAKPAAHVVSKPKLVQIQQAKPMPLPRKRVMFNTEGSRKNNEDSAE- 
Drer Iguana       SLDKSQDTSTSVWGSSTGKGHKPGLTDAGTASTLKSSLVTVS------DWDDSDEI 
Hsap DZIP1        --EPHFAHVLNAWGAFNPKGPKGEGLQENESSTLKSSLVTVT------DWSDTSDV 
                    .          .:   .  *    :   . .*  . * ..      :..*: :  
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FIGURE 38 | Alignment of D. buzzatii CG13617 with human DZIP1 and zebrafish Iguana proteins. 
Asterisks below the alignment indicate identical amino acids and dots conservative changes. Residues enclosed in 
a green box correspond to the C2H2 zinc finger. The two cysteine residues and the two histidines are clearly 
conserved in the three proteins (red asterisks). The orange boxes denote two blocks of three amino acids that 
present a striking level of conservation since they are found intact in all the sequences retrieved by the BLAST 
similarity searches (TABLE 13). Yellow boxes correspond to coiled coil regions. Purple boxes indicate the NLS 
and blue ones the NES. PEST sequences are enclosed in pink boxes. All protein motifs details were obtained 
from SEKIMIZU et al. (2004) and WOLFF et al. (2004) for Iguana, and MOORE et al. (2004) for DZIP1. Detailed 
information about some of the protein motifs in the human sequence could not be found in the literature, 
although preliminary analyses suggest that possibly it also contains coiled coils and nuclear signals. For each of 
these species, the protein isoform that aligned better with D. buzzatii CG13617 protein sequence has been 
represented here. A black arrow indicates the position of an alternative exon in human DZIP1 protein. The grey-
shaded amino acids are an alternatively spliced intron in zebrafish Iguana protein sequence. GenBank accession 
numbers of the aligned sequences are: NP_055749.1 (isoform 1) for human DZIP1, Q7T019.2 (long isoform) 
for zebrafish Iguana, and AAT52021 for D. buzzatii st-1 line CG13617 protein sequence. Dbuz, Drosophila 
buzzatii; Hsap, Homo sapiens; Drer, Danio rerio. 
 

 

 

 
FIGURE 39 | Hedgehog signaling pathway in Drosophila. Blue and grey circles represent the different 
components of the Hh signaling pathway. See main text for the complete protein names. Ci transcription factor 
is depicted in green (active form) and red (repressor form). (a) When there is no Hh signal, the protein complex 
containing Ci remains anchored to the microtubules (straight black line) and Ci is cleaved to release the repressor 
form that accumulates into the nucleus and represses target genes. (b) When there are intermediate levels of Hh, 
the protein complex dissociates from microtubules and Ci binds Su(fu), an interaction that restricts its nuclear 
import and its activator activity. (c) High Hh levels promote dissociation of Su(fu) stimulating Ci transport to the 
nucleus where it activates transcription of target genes. CG13617, in yellow, has been added by the authors of 
this work in the step of the pathway where it might perform its function: the regulation of the nuclear access of 
both Ci isoforms. Based on Figure 8 of INGHAM and MCMAHON (2001). 
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can activate Hh target genes (FIGURE 39c). In the absence of Hh ligands, cAMP-dependent 

protein kinase 1 (Pka) phosphorylates Ci to promote its proteolytic cleavage, generating a 

repressor isoform able to repress expression of Hh target genes when transported into the 

nucleus (FIGURE 39a). The nuclear import of both the activator and repressor forms of Ci is 

regulated by Supressor of Fused [Su(Fu)] (see FIGURE 39 for more details). The balance 

between these activator and repressor forms of Ci within the nucleus determines the specific 

target genes that the cell expresses in response to a particular level of Hh signaling. 

 

Mutations in igu lead to a reduced expression of Hh target genes in the ventral neural 

tube of the zebrafish, but at the same time, cause an expanded expression pattern for Hh 

target genes in somites. This is thought to be due to different threshold responses to Hh 

signals. The ability to fully activate Hh target genes seems to be impaired in all tissues in igu 

mutants but the remaining low levels of Hh signaling appear to be sufficient to activate target 

genes in some tissues although not in the neural tube, where higher levels of Hh signaling are 

required. The two available studies on zebrafish Iguana (SEKIMIZU et al. 2004, WOLFF et al. 

2004) propose that Iguana/DZIP1 plays a role in regulating the nuclear levels of Gli (the 

ortholog of Drosophila Ci in zebrafish) and therefore the ratios between the active and 

repressor forms. Iguana/DZIP1 has domains like the zinc finger and the coiled coil regions 

capable of mediating protein-protein interactions, and seems to be able to shuttle between the 

cytoplasm and the nucleus in a manner correlated with Hh pathway activity (WOLFF et al. 

2004). So, Iguana/DZIP1 may act directly in nuclear import or indirectly by sequestrating Gli 

factors in the cytoplasm, affecting both positive and negative regulation of Hh signaling 

(VOKES and MCMAHON 2004). Su(fu) is another protein involved in regulation of the nuclear 

import of Ci/Gli and mutants show phenotypes similar to igu deficient individuals. The 

hypersensibility of igu mutants to Su(fu) alterations suggests a dual role or a certain 

redundancy for Iguana/DZIP1 and Su(fu) in mediating nuclear transport of the two forms of 

Ci/Gli (VOKES and MCMAHON 2004). 

 

 CG13617 could be performing a similar function to vertebrate Iguana/DZIP1 in 

Drosophila. Although in zebrafish Iguana seems to be required to achieve the complete 

activation of Hh target genes, we do not know if the same happens in Drosophila. It is 

noteworthy that according to the microarray results, even though most of the well-known 
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targets of Hh signaling pathway (ptc, en, wg, dpp, ato) are expressed in the studied D. melanogaster 

samples, they do not alter significantly their expression level when CG13617 expression is 

silenced (results not shown). The only differentially expressed gene that is known to respond 

to Hh signaling at least in some tissues is CycE (DUMAN-SCHEEL et al. 2002), which is down-

regulated both in the D. melanogaster RNAi experiments and in D. buzzatii 2j individuals. Cyclin 

E is an important regulator of S phase of the cell cycle (when DNA replication takes place) 

during Drosophila development (KNOBLICH et al. 1994) (FIGURE 40a). DUMAN-SCHEEL et al. 

(2002) have demonstrated that Ci is capable of inducing CycE expression in Drosophila eye and 

wing, through direct binding to three Ci-specific binding sites in the CycE promoter. Thus, Hh 

signaling is able to promote the S phase of the cell cycle by inducing CycE expression. If the 

lack of CG13617 impairs Hh signaling pathway and causes the down-regulation of CycE, this 

could affect cell cycle progression by hindering the G1/S transition. The observed decrease in 

expression of the rest of DNA replication genes, which act during S phase, could be an 
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FIGURE 40 | Cyclin E and RanGap cellular functions. (a) Phases of the cell cycle and associated cyclins and 
cyclin-dependent kinases (Cdk). Cyclin E (highlighted in yellow) binds cyclin-dependent kinase Cdk2 and initiates 
transition from the growth phase G1 to the S phase, when DNA replication takes place. (b) Ran protein is 
involved in the transport of proteins across the nuclear envelope by binding to importins and changing their 
ability to bind or release cargo molecules. Ran exists in the cell in two nucleotide-bound forms: GDP-bound and 
GTP-bound. The cytoplasmic localization of RanGap (marked by a red arrowhead) induces GTP hydrolysis in 
this cellular compartment, while chromatin-bound RCC1 in humans (Bj1 in Drosophila) catalyzes the exchange of 
GTP for GDP on Ran in the nucleus. These processes create a concentration gradient that is essential for some 
cellular processes like the assembly of the spindle and nuclear envelope during mitosis or to establish the 
directionality of nuclear transport. Both RanGap and Bj1 transcripts are down-regulated to some extent in 
samples where CG13617 gene is silenced (although Bj1 presents a lower fold change and is not included in the 
list of 41 differentially expressed genes). Panel b of the figure extracted from FAHRENKROG and AEBI (2003). 
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indirect consequence of Cyclin E not functioning properly. In this regard, it is remarkable the 

absence of the nematode Caenorhabditis elegans from the list of species that possess genes with 

significant similarity to CG13617 protein (TABLE 13). As can be seen in FIGURE 37, there is a 

relatively high number of available nematode genomes (with 13 completed genomes) 

compared to other groups of species, but no sequence with similarity to CG13617 protein was 

obtained for this phylum in the similarity searches. This could be related to the fact that the C. 

elegans genome does not have any hh ortholog and therefore no Hh signaling (INGHAM and 

MCMAHON 2001). 

 

 The unaffected expression of many Hh signaling target genes suggests that this 

pathway is not significantly altered in individuals not expressing CG13617. Therefore, it is 

possible that, if CG13617 acts during Hh signaling, another protein (for example Su(fu), 

which is also involved in nuclear trafficking) is able to perform its function its absence. This 

redundant activity would agree with the fact that the lack of CG13617 in embryos does not 

seem to cause any important defects. Alternatively, CG13617 may not be part of the Hh 

signaling route. In this case, CG13617 could be regulating the nuclear import of other 

transcription factors different than Ci, possibly transcription factors regulating more directly 

the expression of genes involved in DNA replication. One example of such a transcription 

factor would be E2f. This transcription factor plays a very important role in cell division 

control and activates the transcription of many genes involved in DNA replication 

(TRIMARCHI and LEES 2002). In a microarray study of E2f-depleted cells, 12 genes of our 

differentially expressed list (mus209, CycE, Mcm2, Mcm5, Mcm7, RnrL, RnrS, RanGap, Ts, dnk, 

CG7670 and icln) were found to be down-regulated (DIMOVA et al. 2003). An additional 3 

genes (Hel25A, RfC40 and His2Av) that show fold changes in our experiments between 1.5 

and 1.8 (below the cutoff of the differentially expressed genes list) are also regulated by E2f in 

the same manner. Most of these genes are included in the DNA replication or cell cycle 

functional categories in the gene ontology classification. The fact that all these genes present a 

reduced expression level in absence of both E2f and CG13617 expression, makes E2f a good 

candidate for a transcription factor whose activity could be regulated by CG13617, for 

example, by controlling its access to the nucleus. E2f is not differentially expressed in our 

microarrays. However, if the molecular function of CG13617 was related to nuclear transport, 

we would not expect to find the proteins directly regulated by CG13617 as expression changes 
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in the microarray experiments, since mainly alterations in the transcriptional regulation of a 

gene can be detected as different amounts of transcript. Other regulatory mechanisms acting 

at post-transcriptional or protein levels that do not translate into changes in the quantity of a 

given mRNA will go unnoticed. 

 

 Nuclear transport is an essential process for the cell since mRNAs have to be exported 

to the cytoplasm to be translated and nuclear proteins need to be imported into the nucleus in 

order to perform their functions. It also represents a critical step in the regulation of gene 

expression, because the nuclear envelope can be used as a barrier to control access of 

transcriptional regulators to their target genes. A simple way to regulate the transcription of a 

gene in response to a signaling pathway is to retain transcription factors in the cytoplasm until 

a specific signal triggers their access to the nucleus, where they can activate the corresponding 

target genes. In particular, control over nuclear import of transcription factors is a well-

established strategy to regulate gene expression downstream of developmental signaling 

pathways (SISSON et al. 2006, DONG et al. 2007), which suggests that the nuclear transport 

machinery can also play important roles during development (MASON and GOLDFARB 2009). 

For example, proper function of Bj1 and RanGap are essential for Drosophila development and 

several loss-of-function mutations of genes that are part of the Ran pathway result in 

developmental defects or are lethal (MASON and GOLDFARB 2009). 

 

Transport of either proteins or RNAs across the nuclear envelope can be bi-

directional, and an increasing number of proteins have been identified that shuttle 

continuously back and forth between the nucleus and the cytoplasm. These shuttling proteins 

are essential factors in conveying information on nuclear and cytoplasmic activities within the 

cell and they play a critical role in the regulation of cell cycle progression and control of 

cellular proliferation (GAMA-CARVALHO and CARMO-FONSECA 2001). Nucleocytoplasmic 

shuttling proteins have typically both NLS and NES, and include transport receptors and 

adaptors, transcription factors, cell cycle regulators and numerous RNA binding proteins 

(GAMA-CARVALHO and CARMO-FONSECA 2001). Therefore, the presence of both classes of 

nuclear signals in CG13617 suggests that this protein could be able to shuttle between the 

nucleus and cytoplasm, and the zinc finger indicates that it could bind RNA or other proteins. 

In addition, the overall sequence similarity to Iguana/DZIP1, a protein whose function seems 
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to be regulating the access of a certain transcription factor to the nucleus, contributes even 

further to support a molecular function of CG13617 related to nuclear transport, where it 

could operate as a regulator, controlling the access of transcription factors to their target 

genes. Finally, it is suggestive that other proteins involved in nuclear transport, such as 

RanGap (RanGTPase-activating protein), an important member of the Ran pathway (FIGURE 

40b), are down-regulated as well in the absence of CG13617 expression. Besides RanGap, two 

other genes performing nuclear transport functions are included in the extended list of 

differentially expressed genes with lower fold changes. They are Bj1, which encodes the other 

key enzyme (together with RanGap) involved in the maintenance of the Ran gradient (FIGURE 

40b), and Hel25A, which produces a RNA helicase involved in the export of mRNAs from 

the nucleus. The reduced expression levels of these genes indicates that CG13617 could be 

directly or indirectly regulating the transcription of other genes essential for nuclear transport, 

a cellular process in which CG13617 itself might also play a role. 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 41 | D. melanogaster RNA-Seq developmental profile. Preview of data from the Developmental 
Stage Timecourse Transcriptional Profiling with RNA-Seq (modENCODE Project) (CELNIKER et al. 2009) 
performed on polyA+-RNA from 30 developmental stages spanning the life cycle of D. melanogaster, from 0-2 h 
embryos through 30-day adults. On top of the image the coding regions of CG13617 and part of the flanking 
genes are represented as light orange rectangles and UTRs as grey-shaded boxes. Below, the transcriptional 
profile of each developmental stage is shown in a different line and color. The ages of the individuals are shown 
at the right of each line written in the corresponding color. As can be seen in the graph, CG13617 is expressed in 
embryos (except for the earlier stages) and its expression decreases in larvae only to increase again in the pupal 
and adult stages. It is notable that CG13617 expression is not detected in adult females (3 last lines) even though 
it is clearly expressed in males. Image obtained from FlyBase . 
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As mentioned above, the other characterized protein showing similarity to CG13617 is 

human DZIP1 (DAZ-interacting protein 1) (MOORE et al. 2004). The DZIP1 gene encodes 

three different protein isoforms that contain a C2H2 zinc finger domain (FIGURE 38). It is 

expressed predominantly in human embryonic stem cells and fetal and adult germ cells, 

although expression was also detected in fetal brain (MOORE et al. 2004). Dzip1 may associate 

with DAZ (Deleted in Azoospermia), a factor required early in germ cell development to 

maintain initial germ cell populations, both in embryonic stem cells and germ cells. Consistent 

with this, according to FlyAtlas  (CHINTAPALLI et al. 2007), a database about gene expression 

in D. melanogaster adults, CG13617 is mainly expressed in testis at this developmental stage, 

even though its gene-expression pattern in D. buzzatii embryos appears to be more general and 

does not indicate an expression restricted to germ cells or its precursors (SUPPORTING FIGURE 

7 of PUIG et al. 2004). Similarly, recent RNA-Seq data from the Developmental Stage 

Timecourse Transcriptional Profiling (modENCODE project) (CELNIKER et al. 2009) reveal 

that CG13617 does not seem to be expressed in adult females, even though expression is 

detected in males, as well as in embryos and pupae (the level of expression is lower in the 

larval stages, also consistent with our D. buzzatii data) (FIGURE 41). In relation to this, it is 

noteworthy that the male germ line is one of the few proliferating adult tissues where a great 

number of cell divisions (and therefore DNA replication) take place. So, this expression 

pattern in adults could be reinforcing CG13617 role as a protein involved in the DNA 

replication process.  

 

 

4.2.3 CG13617 and inversion 2j evolutionary history 

 

Inversion 2j is widespread in Drosophila natural populations (HASSON et al. 1995) and 

can be considered evolutionary successful. In this work we have described a position effect 

associated with the breakpoints of this inversion. The expression change of gene CG13617 

provides a molecular mechanism able to link this chromosomal rearrangement with the 

phenotypical differences in adult body size and developmental time observed between 2st and 

2j arrangements (BETRÁN et al. 1998) and, consequently, with the adaptive value of inversion 

2j. 
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 The reduction in CG13617 expression level is caused by the presence of an antisense 

transcript that has been associated to 2j chromosomes. Two main events have contributed to 

the generation of an antisense RNA overlapping gene CG13617, and therefore, to the detected 

expression change: the GalileoK insertion and inversion 2j itself. If the insertion of this 

particular TE copy happened first, then the inversion of a portion of chromosome 2 by 

ectopic recombination in the adjacent GalileoG fragment situated GalileoK in the current 

position and orientation, which allowed the antisense transcription of CG13617. Alternatively, 

GalileoK could have inserted in an already inverted chromosome. In this case, the antisense 

transcription, with the consequent silencing of CG13617, might have resulted in a favorable 

mutation that swept all other 2j chromosomes in the population, causing also an increase in 

inversion frequency. This last possibility would explain that the different 2j alleles at the 

breakpoints are younger than the inversion itself (CÁCERES et al. 2001). Consistent with this, 

LAAYOUNI et al. (2003) state that their nucleotide diversity analysis is compatible with a 

scenario where historical frequencies of inversion 2j have remained quite low during most of 

the time, and that its rise in frequency, likely due to selection, has only occurred recently. 

Thus, the selected favorable change could be CG13617 silencing in embryos caused by the 

insertion of GalileoK inside the initial GalileoG copy that originated inversion 2j. However, for 

such an escenario to be possible, the reduction of CG13617 expression level in 2j embryos 

should cause a phenotypical change in traits affecting fitness. 

 

Developmental time and adult body size are two traits of adaptive importance. Faster 

development can increase fitness in many insects like Drosophila either by an increase in larval 

survival in wild conditions or a demographic advantage for early reproduction (LEWONTIN 

1965). A positive correlation has been reported in D. buzzatii between body size and longevity, 

mating success and fecundity, three major fitness components (SANTOS et al. 1992). In 

Drosophila, large flies have also been shown to present lower metabolic rates, higher 

desiccation tolerance and greater dispersal ability (SANTOS et al. 1992). Based on their effects 

on fitness, developmental time and body size are connected by a trade-off because, everything 

else being equal, it takes a longer time to grow to a larger size (ROFF 2000). Since a larger body 

size requires a longer development, a certain individual will experience either the advantages 

of having a short development or the ones derived from a large body size. In D. buzzatii, the 

phenotypic effects of inversion 2j are related to these two traits. Inversion 2j carriers have a 
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larger adult body size (RUIZ et al. 1991) but also a longer development when compared to 2st 

individuals (BETRÁN et al. 1998). This means that the carriers of the 2st arrangement are 

smaller as adults but they benefit from a shorter development. Therefore, the two 

chromosomal arrangements are thought to be maintained as a balanced polymorphism in D. 

buzzatii natural populations because of a trade-off between developmental time and body size. 

 

 We have shown in this work that as a consequence of CG13617 natural (in D. buzzatii 

2j embryos) or experimental (in D. melanogaster) silencing, the expression levels of several genes 

involved in DNA replication and regulation of cell cycle are decreased as well. This indicates 

that CG13617 protein participates directly or indirectly in the regulation of these processes 

(additional pieces of evidence linking gene CG13617 to these activities come from its putative 

promoter sequences, which might contain a TFBS for Rfx, a transcription factor also known 

to bind the promoter of other genes that take part in DNA replication, and maybe a DRE 

element). The importance of some of the affected genes in both biological processes suggests 

that it is possible that their lower expression leads to a reduced DNA replication rate. Studies 

in yeast, plants, mammalian cells or Drosophila (WEIGMANN et al. 1997, NEUFELD et al. 1998) 

have shown that cells forced to divide more slowly become much larger than controls because 

cell growth continues for a longer period of time (SU and O'FARRELL 1998). For example, D. 

melanogaster giant (gt) mutants, which exhibit an extended period of growth during the third 

larval instar that allows them to reach twice the size of wild type larvae and generate giant 

adults, have a reduced rate of DNA synthesis measured as the incorporation of DNA 

precursors (NARACHI and BOYD 1985). In addition, gt flies also show many single-strand and 

double-strand breaks, further indicating an altered DNA metabolism (NARACHI and BOYD 

1985). Larvae carrying another mutation with similar phenotypical effects, l(2)gl, also exhibit an 

slowed DNA synthesis (but less so than in gt). In both cases, these observations correlate with 

a slowed growth and development. Besides, in gt larvae, the increased body size appears to be 

caused by an increase in cell size and not in cell number (SIMPSON and MORATA 1980). 

Therefore, the consequences of slowing down DNA replication and cell division could be: (1) 

larger cells, which could result in larger animals, and (2) longer developmental times, since it 

would take longer to complete the cell divisions required to generate a fully developed 

individual. Interestingly, a larger adult body size and longer developmental times are precisely 

the two phenotypical characteristics that distinguish inversion 2j carriers from 2st individuals. 
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Nonetheless, this hypothesis has some drawbacks. In the first place, CG13617 

expression change in 2j lines takes place in embryos, a developmental stage where cell 

proliferation occurs without growth (the ~50000-cell larvae that hatches from the egg has 

roughly the same size that the initial single-cell embryo) (O'FARRELL 2004). So, most of the 

embryonic cells decrease in size with each division, rather than doubling their mass, although 

it is also true that some cell types of the embryo clearly grow, like neuroblasts, which enlarge 

considerably in the early embryo (EDGAR and NIJHOUT 2004). And in second place, adult 

body size in Drosophila is largely determined by the size of the larva at the time of pupation. 

Thus, if body size is effectively regulated by the mechanism that controls the timing of the 

onset of metamorphosis in third instar larvae, how could an expression change that takes 

place in embryos affect this process? In larvae, if development is delayed, pupation takes place 

later, giving rise to larger individuals. For example, Drosophila giant (gt) mutants have reduced 

hormonal signals for pupation, slow-growing imaginal discs (groups of cells from which adult 

structures like wings or legs will develop) and delayed metamorphosis (SCHWARTZ et al. 1984). 

Therefore, these larvae grow to a giant size before undergoing metamorphosis because it takes 

longer for the discs to achieve their final size. Also, in studies on imaginal disc regeneration in 

Drosophila larvae, it has been shown that regenerating discs are able to delay pupation until 

regeneration is complete (SIMPSON et al. 1980). So, while imaginal discs are growing, larvae can 

not initiate metamorphosis but they keep growing nonetheless (EDGAR and NIJHOUT 2004). If 

for some reason imaginal discs growth takes longer to complete, the resulting animal is larger. 

Since no significant expression differences have been detected so far between 2st and 2j lines 

in larvae, the detected CG13617 expression change is probably not affecting imaginal disc 

development. However, similar mechanisms could be operating during embryonic 

development, so that that slowing down the growth of a certain tissue or group of cells could 

cause a delay in the development of the whole animal. As a result of a longer developmental 

time, a total larger size could be reached later on. In the case of inversion 2j, gene CG13617 

reduced expression in 2j embryos could be the primary cause of a delay in development 

starting at the embryonic stage. Also, we need to take into account that the earlier a change 

occurs in development the more unpredictable and major the consequences can be, since they 

can be affecting a larger number of cells and in the critical moment of formation of the 

organism. 
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So, CG13617 silencing seems to affect the expression levels of several genes involved 

in DNA replication and in cell cycle, and this change could be the basis for an increase of 

both developmental time and adult body size in inversion 2j carriers. It is not the first time 

that genes involved in these processes have been associated to variation in size. In humans, 

large-scale genome-wide association studies have recently identified 44 loci known to influence 

normal variation in height (WEEDON and FRAYLING 2008). Despite that the causal variants at 

each of these loci have not yet been determined, in many cases there is a strong case for a 

particular gene being responsible for this effect. An analysis of the candidate genes has given 

some insights into gene groups and molecular processes that are important in normal human 

growth. As can be seen in FIGURE 42, there is an over-representation of genes involved in cell 

cycle, nucleic acid metabolism and developmental processes among the height-associated 

genes (WEEDON and FRAYLING 2008). Within the category of developmental genes, the  

 

 

 

 

FIGURE 42 | Biological processes in which human genes associated to variation in height are involved 
compared with all genes in the genome. All genes included between flanking recombination hotspots in 44 
loci known to influence normal variation in human height are considered height-associated genes. Functional 
categories are based on PANTHER classification . There is a clear over-representation of genes in three 
categories: cell cycle, nucleic acid metabolism and developmental processes. Figure extracted from WEEDON and 
FRAYLING (2008). 



 

202         4 | Discussion 

authors highlight that there are several components of the Hedgehog signaling pathway, which 

is also crucial for vertebrate patterning and development. Remarkably, the over-represented 

functional categories are the same we found in the list of differentially expressed genes due to 

CG13617 silencing (FIGURE 22 and TABLE 7) and the analysis of CG13617 molecular function 

by searching possible homologous proteins in other species indicates that it is an ortholog of a 

member of the Hh signaling pathway. Therefore, it is indeed possible that a modification of 

the expression level of genes involved in processes like nucleic acid metabolism or cell cycle 

effectively contributes to a change in size, since in humans, genes belonging to these 

functional categories have an effect on height too. Unfortunately, the underlying mechanism 

by which certain alleles of these genes (some of which have been proven to be differentially 

expressed in humans or mice) are able to affect the size of an organism remains unknown. 

 

 In the case of D. buzzatii, the phenotypical differences between 2st and 2j carriers are 

small, although it does not mean that they can not be biologically relevant. For example, the 

thorax length measurements (as an indication of adult body size) show an increment of 1.5-

2% in 2j individuals with respect to 2st adults, but this difference is consistent and statistically 

highly-significant (RUIZ et al. 1991, NORRY et al. 1995, BETRÁN et al. 1998, FERNÁNDEZ 

IRIARTE and HASSON 2000). As previously said, we need to take into consideration that 

inversion 2j is a natural inversion that arose in a natural population of D. buzzatii and that has 

passed the filter of natural selection. For this reason, we do not expect the inversion to cause 

any major phenotypic changes. Any mutation altering fitness-related traits, such as size or 

developmental time in a dramatic way, is likely to be eliminated. The changes (for example 

loss-of-function mutations)that result in noticeable phenotypical effects often turn out to be 

viable in laboratory conditions but they would probably cause a significant reduction of fitness 

in nature and they would be eliminated by natural selection (FISHER 1930). On the contrary, 

subtle changes have increased chances of remaining in the population and, if at a given 

moment they turn out to be useful, they can be positively selected.  

 

The alteration experienced by gene CG13617 in 2j chromosomes has a regulatory 

nature, which means that the silencing is not permanent and can be restricted to embryos by 

expressing the antisense RNA only in this developmental stage, while its expression can be 

restored to normal levels in larvae, pupae and adults. The fact that this change affects gene 
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regulation and not coding sequences reduces greatly its possible pleiotropic effects and 

facilitates that the positive effects it may have on fitness can be selected, causing an increase in 

its frequency (CARROLL 2005, WRAY 2007). Besides, the dominant effect of the antisense 

RNA acting in trans to silence both copies of gene CG13617 in heterokaryotypes 

(SUPPORTING TABLE 6 of PUIG et al. 2004) could facilitate the detection of this expression 

change by natural selection if it was accompanied by the corresponding phenotypical effect in 

individuals carrying only one copy of the inverted chromosome. This would provide an 

advantage for the initial increase of inversion 2j frequency when compared to recessive 

mutations, since homozygous individuals carrying a new mutation on which natural selection 

can act will only appear in the population if a mutation has previously achieved a certain 

frequency through stochastic processes. Even though the evolutionary potential of gene 

regulation has long been recognized (KING and WILSON 1975), only recently regulatory 

changes in expression patterns or levels that contribute to the evolution of specific traits have 

been identified (AVEROF and PATEL 1997, STERN 1998, SHAPIRO et al. 2004, GOMPEL et al. 

2005, CLARK et al. 2006). The reduction in the expression level of gene CG13617 in 2j 

chromosomes caused by the TE-induced antisense RNA could be influencing significant traits 

such as body size and developmental time and therefore it might represent another example of 

a regulatory change able to affect the fitness of carrier individuals. 

 

 The evidence of position effects in natural inversions is scarce, being the hypotheses 

based on the maintenance of linkage disequilibrium between loci located within the inverted 

segment traditionally favored as the mechanism by which inversions are able to affect 

phenotype and be selected. However, we provide an example that shows that a position effect 

on a single gene caused by a natural inversion can have functional consequences on other 

genes and trigger a more global response able to affect traits important for fitness. Yet, it is 

possible that different mechanisms are responsible for the increase in the inversion frequency 

in different moments of its evolution. For instance, the position effect could have provided an 

initial advantage but the genetic isolation between rearrangements within the inverted 

sequences could have facilitated the establishment of coadapted gene complexes that 

complemented the effect of CG13617 silencing. Alternatively, initial effects caused by locally 

adapted alleles found within the inverted segment could have been accentuated by a position 

effect appearing later on because of the insertion of the GalileoK copy that originates antisense 
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transcription. Therefore, the existence of position effects should also be considered (together 

with the rest of mechanisms, as well as their combinations) when searching for the genes 

responsible for the adaptive value of other natural inversions. 

 

In this work we have demonstrated the existence of such a position effect caused by 

inversion 2j breakpoint on the adjacent gene CG13617. This gene shows a 5-fold reduction of 

its expression level in embryos carrying the inversion when compared to 2st ones, a difference 

caused by the presence of an antisense RNA transcribed from the TEs inserted at the 

breakpoint junction. In turn, CG13617 silencing seems to induce the down-regulation of 

several genes involved in DNA replication and regulation of cell cycle. This generates slightly 

different expression profiles in embryos of the 2st and 2j lines that could be the genetic basis 

of the phenotypic differences in size and developmental time that distinguish both 

arrangements, and could represent at least part of the molecular mechanism responsible for 

the adaptive value of this inversion. Future studies doing deeper comparisons of the 

expression levels in both rearrangements, a more extensive functional analysis of the 

differentially expressed genes, and more formal phenotypic characterizations of transiently 

CG13617-depleted individuals would provide a better understanding of these questions. 
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The following conclusions can be drawn from this work: 

 

1. CG13617 is a functional gene expressed through the whole D. buzzatii life cycle that is 

transcribed into a 2.3-kb mRNA and encodes a 734-amino acid protein in this species. 

This gene is conserved across the genus Drosophila although there is variation in gene 

structure and the overall level of sequence conservation is not very high. 

 

2. CG13617 shows a 5-fold reduction of its expression level in embryos carrying inversion 2j 

with respect to embryos with the 2st arrangement, but none of the other developmental 

stages (larvae, pupae and adults) showed significant differences between lines with 

inverted and non-inverted chromosomes. 

 

3. CG13617 silencing in 2j embryos is caused by an antisense RNA that overlaps the whole 

CG13617 coding region and presents an expression level that is 5 times higher in 2j 

embryos when compared to 2st individuals. The antisense RNA is transcribed exclusively 

in the embryonic stage from a GalileoK copy inserted at the proximal breakpoint junction 

that has been found in all analyzed 2j chromosomes but not in non-inverted ones. 

 

4. CG13617 silencing causes the down-regulation of several genes involved in DNA 

replication and regulation of cell cycle both in CG13617-depleted D. melanogaster and in D. 

buzzatii 2j embryos. However, no differences were detected between arrangements in the 

expression levels of any of these genes in D. buzzatii first instar larvae, where the 

difference in CG13617 expression level between 2st and 2j lines is lower than in embryos 

and the antisense RNA is no longer transcribed. 
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5. D. buzzatii CG13617 protein contains a C2H2 zinc finger, three coiled coil regions, two 

PEST sequences, and putative nuclear localization and export signals. These features are 

mostly conserved in the CG13617 protein of other Drosophila species. 

 

6. CG13617 protein presents sequence similarity and shares the presence of several 

functional motifs with human DZIP1 and zebrafish Iguana (a component of the 

Hedgehog signaling pathway) proteins, which suggests that CG13617 might be involved in 

the nuclear transport of transcription factors. 

 

7. The reduction in CG13617 expression level in embryos is shared by all D. buzzatii 2j lines 

and might be at the basis of the phenotypic differences in size and developmental time 

that distinguish both arrangements. By slowing down DNA replication and cell cycle and 

causing a delay in embryonic development, CG13617 silencing might increase both 

developmental time and the final adult body size, both characteristic of individuals 

carrying inversion 2j. 
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Molecular Characterization of Two Natural
Hotspots in the Drosophila buzzatii Genome Induced
by Transposon Insertions
Mario Cáceres,1 Marta Puig, and Alfredo Ruiz
Departament de Genètica i de Microbiologia, Universitat Autònoma de Barcelona, 08193 Bellaterra (Barcelona), Spain

Transposable elements (TEs) have been implicated in the generation of genetic rearrangements, but their
potential to mediate changes in the organization and architecture of host genomes could be even greater than
previously thought. Here, we describe the naturally occurring structural and nucleotide variation around two
TE insertions in the genome of Drosophila buzzatii. The studied regions correspond to the breakpoints of a
widespread chromosomal inversion generated by ectopic recombination between oppositely oriented copies of a
TE named Galileo. A detailed molecular analysis by Southern hybridization, PCR amplification, and DNA
sequencing of 7.1 kb surrounding the inversion breakpoints in 39 D. buzzatii lines revealed an unprecedented
degree of restructuring, consisting of 22 insertions of ten previously undescribed TEs, 13 deletions, 1 duplication,
and 1 small inversion. All of these alterations occurred exclusively in inverted chromosomes and appear to have
accumulated after the insertion of the Galileo elements, within or close to them. The nucleotide variation at the
studied regions is six times lower in inverted than in noninverted chromosomes, suggesting that most of the
observed changes originated in only 84,000 years. Galileo elements thus seemed to promote the transformation
of these, otherwise normal, chromosomal regions in genetically unstable hotspots and highly efficient traps for
transposon insertions. The particular features of two new Galileo copies found indicate that this TE belongs to
the Foldback family. Together, our results strengthen the importance of TEs, and especially DNA transposons, as
inducers of genome plasticity in evolution.

[The sequence data described in this paper have been submitted to the GenBank data library under accession
nos. AF368842–AF368859 and AF368861–AF368900. In addition, sequences submitted under accession nos.
AF162796–AF162799 were used as a basis for this study.]

Transposable elements (TEs) are intrinsic components of the
genomes of all living organisms, from the simplest prokary-
otes to the most complex eukaryotes (Berg and Howe 1989;
Capy et al. 1998). They make up a substantial fraction of most
studied genomes, although TE content varies widely in differ-
ent species and tends to be positively correlated with total
genome size (Hartl 2000). Current sequencing projects are
revealing the precise organization of genomes and how re-
petitive sequences are distributed and arranged within them.
In the euchromatin, TEs are usually found scattered as indi-
vidual repeats interspersed with single-copy sequences. The
chromosomal arms of Drosophila melanogaster, for example,
contain sporadic TE insertions separated by long stretches of
unique DNA (Ashburner et al. 1999; Adams et al. 2000; Benos
et al. 2000). In the human genome around 35%–45% of the
euchromatic portion is taken up by TEs, mainly SINEs and
LINEs, more or less randomly distributed in a short period
interspersion pattern (Lander et al. 2001; Venter et al. 2001).
Heterochromatic regions located around centromeres and
telomeres of eukaryote chromosomes, however, show a very
different organization. These regions consist almost exclu-
sively of repeated sequences and harbor a great accumulation
of TE sequences. A well-known case is the pericentromeric

heterochromatin of D. melanogaster, where, besides simple se-
quence repeats, there are many different families of mostly
rearranged TEs interspersed with very little unique DNA (Gatti
and Pimpinelli 1992; Pimpinelli et al. 1995; Adams et al.
2000).

Traditionally, TEs have been considered as junk DNA or
mere genomic parasites, exploiting cells for their own propa-
gation (Doolittle and Sapienza 1980; Orgel and Crick 1980).
However, though probably as indirect consequences of their
existence (Charlesworth et al. 1994), TEs exert a great variety
of effects on the genome of their hosts and could have played
a very important role in the shaping of the genetic material
during evolution (Finnegan 1989; McDonald 1995; Kidwell
and Lisch 1997). TEs are a major source of mutation and ge-
netic variation by getting inserted into coding sequences or
regulatory regions of genes. These insertions are generally del-
eterious for the organism, as happens in manyDrosophila phe-
notypic mutants (Lindsley and Zimm 1992) and several hu-
man genetic diseases (Wallace et al. 1991; Holmes et al. 1994),
but some have been involved in new gene expression patterns
and even new genes with apparently beneficial effects (Britten
1996, 1997; Lander et al. 2001). Moreover, TEs possess the
ability to promote genetic recombination between homolo-
gous sequences and can produce large-scale chromosomal re-
arrangements (Lim and Simmons 1994; Gray 2000). Specifi-
cally, TEs have been implicated in the origin of some natural
chromosomal inversions in different organisms, such as bac-
teria (Daveran-Mingot et al. 1998), yeast (Kim et al. 1998),
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flies (Cáceres et al. 1999), and hominids (Schwartz et al.
1998).

One of the most outstanding examples of natural varia-
tion in chromosome structure is the extraordinarily rich in-
version polymorphism in the species of the Drosophila genus.
Hundreds of polymorphic inversions have been described in
Drosophila, and these inversions do not distribute at random
among species or among chromosomal elements within spe-
cies (Krimbas and Powell 1992). Furthermore, the breakpoints
of inversions are not randomly distributed along chromo-
somes either (Krimbas and Powell 1992; Cáceres et al. 1997).
Despite the fact that not all naturally occurring inversions
have TEs at their breakpoints (Wesley and Eanes 1994; Cirera
et al. 1995), inversion breakpoints have been found to be
associated with TE insertion sites in D. melanogaster (Lyttle
and Haymer 1992; Andolfatto et al. 1999), D. willistoni (Reg-
ner et al. 1996), and the D. virilis group (Evgen’ev et al. 2000),
and direct evidence for the implication of TEs in the origin of
chromosomal inversions has been obtained both in the labo-
ratory (Lim and Simmons 1994) and in nature (Cáceres et al.
1999). Therefore, it has been suggested that TEs could be re-
sponsible for the hotspots where repeated breaks have been
observed (Krimbas and Powell 1992; Evgen’ev et al. 2000).
However, the molecular confirmation of the existence of the
hotspots and the elucidation of their anatomy have remained
elusive.

Recently, we cloned and sequenced the breakpoints of a
highly successful chromosomal inversion of D. buzzatii, in-
version 2j, that was originated by ectopic recombination be-
tween oppositely oriented copies of a TE (Cáceres et al. 1999).
This inversion inverted a central segment of the 2 standard
(2st) chromosomal arrangement, the ancestral arrangement
of chromosome 2 for all of the D. buzzatii cluster species (Ruiz
and Wasserman 1993), comprising around one-fourth of its
euchromatic fraction. In all 2j chromosomes both inversion
breakpoints were found to contain large insertions that were
absent from the noninverted 2st chromosomes. Because these
insertions fulfilled all characteristic features of TEs (Capy et al.
1998), they were considered copies of a new transposon that
was named Galileo. However, the insertion at the proximal

breakpoint exhibited a very complex structure, with copies of
several different internal repeats in an apparently chaotic ar-
rangement. In addition, a preliminary study revealed that
some variation in the structure of both breakpoint insertions
existed among inverted chromosomes. Thus, the further char-
acterization of the 2j breakpoints offered the opportunity to
get a deeper insight into the molecular nature of inversion
breakpoints and to investigate the long-term effects that TE
insertions raised up to a high frequency might have on the
organization of the genome.

Here, an exhaustive molecular analysis of the 2j break-
point regions in 9 lines with 2st chromosomes and 30 lines
with the 2j inversion has uncovered an amazing degree of
naturally occurring structural variation among 2j chromo-
somes, caused by the insertion of multiple TEs inside each
other, deletions, and other small DNA rearrangements. The
observed structural diversity contrasts with the low level of
nucleotide variation, suggesting that the structural changes
have accumulated in a short period of time. Therefore, the
breakpoints of inversion 2j appear to be highly variable
hotspots.

RESULTS
Structural Variation at Inversion 2j
Breakpoint Regions
Figure 1 shows the breakpoint regions of inversion 2j in the
two D. buzzatii lines that were previously characterized, st-1
and j-1 (Cáceres et al. 1999). In 2st chromosomes the break-
point regions have been designated as AB (distal breakpoint)
and CD (proximal breakpoint). Inversion 2j took place be-
tween A and B sequences and between C and D sequences,
and the breakpoint regions in 2j chromosomes consist of AC
(distal breakpoint) and BD (proximal breakpoint). Large inser-
tions not present in 2st chromosomes are found in the chro-
mosomes with the inversion between A and C sequences and
between B and D sequences. In this study, several molecular
techniques with increasing resolution power and accuracy
were sequentially used to examine the structure of the 2j
breakpoints in other 2st and 2j lines: Southern blot hybrid-

Figure 1 Physical map of the distal and proximal 2j breakpoint regions in the st-1 and j-1 lines. Thick lines represent the single-copy A, B, C, and
D sequences. TE insertions are represented as empty boxes. Hatched and black rectangles correspond, respectively, to the AB and CD probes used
for the Southern hybridization analysis. Small arrows represent primers used in the PCR amplification. Some of the restriction sites found in this
region are shown: C, ClaI; D, DraI; H, HindIII; P, PstI; S, SalI.
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ization, PCR amplification of different segments, restriction
mapping of the PCR products, and DNA sequencing.

No structural variation in the AB or CD regions was
found between nine 2st lines of diverse geographic origins.
Southern blot hybridization of PstI-digested genomic DNA
with AB and CD probes revealed in all 2st lines the same bands
of 1.7 kb and 5.4 kb, respectively, corresponding to the distal
and proximal 2j breakpoint regions (Fig. 1). PCR amplification
of the 1.73-kb R1–B1 and 0.37-kb A1–B1 segments (distal
breakpoint) or the 0.32-kb C1–D2 segment (proximal break-
point) did not show any size variation between the 2st lines
either. Restriction mapping of the PCR products corroborated
the absence of differences within each segment.

Clearly contrasting results were found in 2j chromo-
somes. First, variation in the restriction map of the breakpoint
regions in 30 2j lines was analyzed by Southern blot hybrid-
ization. Genomic DNA of all 2j lines was digested with PstI
and hybridized with a CD probe. Two hybridization bands
were observed in each of the 2j lines, corresponding to the
proximal and distal breakpoints with their respective inser-
tions, and remarkable variation was detected among them:
There were 11 bands of different sizes for the proximal break-
point, whereas there were 6 different bands for the distal
breakpoint (Table 1). For those lines whose PstI hybridization

pattern did not coincide with that of j-1 (Fig. 1), a more de-
tailed restriction map of the breakpoint region was elaborated
by repeated Southern hybridization using additional restric-
tion enzymes (ClaI,DraI, EcoRI, EcoRV,HindIII, SalI, and XbaI)
and AB and CD probes. This resulted in the identification of
nine main structural types in the proximal breakpoint and six
in the distal breakpoint (Table 1).

In the PCR analysis of the 2j lines, smaller regions, con-
taining just the breakpoint insertions and the adjacent single-
copy DNA, were studied. Primer pairs B2–G6 and G5–D1
(proximal breakpoint) and R1–C2 and A1–C1 (distal break-
point) were used with genomic DNA of all 2j lines (Fig. 1). The
PCR products of each line were compared by gel electropho-
resis and were digested with restriction enzymes to detect and
map any variation existing between them (Table 1). The PCR
results revealed a small difference between two lines (j-16 and
jz3–4) belonging to one of the previous nine structural types
defined in the proximal breakpoint and between several lines
previously ascribed to the same structural type of the distal
breakpoint, but otherwise confirmed the restriction maps ob-
tained from the Southern hybridizations. However, two prob-
lems arose in the PCR amplifications. First, TaqDNA polymer-
ase sometimes jumped between distant parts of certain DNA
templates, causing an excision of the intervening segment. By

Table 1. Molecular Analysis by Southern Blot Hybridization and PCR Amplification of the 2j Breakpoint
Regions of the 30 2j Lines Used in This Study

Name Geographic origin

Hybridization bands (kb) PCR products (kb)

Proximal Distal B2-G6 G5-D1 R1-C2 A1-C1

j-1 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-2 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-3 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-4 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-5 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-6 Carboneras (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-7 Caldetas (Spain) 6.1 7.0 1.38 1.92 2.81 0.75
j-8 San Luis (Argentina) 8.5 7.0 4.15 2.13 2.83 0.77
j-9 Quilmes (Argentina) 5.0 8.5 1.32 2.07 4.34 2.28
j-10 Palo Labrado (Argentina) 5.1 9.0 1.38 2.13 — —
j-11 Los Negros (Bolivia) 8.8 7.0 1.32 2.07 2.83 0.77
j-12 Guaritas (Brazil) 8.8 7.0 1.32 2.07 2.83 0.77
j-13 Guaritas (Brazil) 8.8 7.0 1.32 2.07 2.81 0.75
j-14 Laboratory (Australia) 6.1 7.0 1.38 1.92 2.83 0.77
j-15 Catamarca (Argentina) 6.1 7.0 1.38 1.92 2.81 0.75
j-16 Salta (Argentina) 12.1 7.0 1.38 — 2.83 0.77
j-17 Tilcara (Argentina) 6.0 7.0 1.38 — 2.83 0.77
j-18 Termas Rio Hondo (Argentina) 5.0 7.0 1.32 2.07 2.83 0.77
j-19 Ticucho (Argentina) 10.3 8.9 1.32 2.25 — —
j-20 Hemmant Australia) 6.1 7.0 1.38 1.92 2.81 0.75
j-21 Hemmant (Australia) 6.1 7.0 1.38 1.92 2.81 0.75
j-22 Trinkey (Australia) 8.8 7.0 1.32 2.07 2.83 0.77
jz3-1 Carboneras (Spain) 9.9 7.0 1.32 3.11 2.83 0.77
jz3-2 Carboneras (Spain) 9.9 7.0 1.32 3.11 2.81 0.75
jz3-3 Kariouan (Tunisia) 9.9 7.0 1.32 3.11 2.83 0.77
jz3-4 Tilcara (Argentina) 8.3 9.2 1.34 — — —
jq7-1 Carboneras (Spain) 7.5 7.0 1.36 — 2.81 0.75
jq7-2 Mogan, Canary Islands (Spain) 7.5 11.0 1.36 — 3.62 1.56
jq7-3 Caldetas (Spain) 7.5 7.0 1.36 — 2.81 0.75
jq7-4 Otamendi (Argentina) 6.1 7.0 1.38 1.92 2.83 0.77

Hybridization bands are those obtained by Southern hybridization of PstI-digested genomic DNA of each line with
the CD probe. Proximal and distal refer to the proximal and distal breakpoint, respectively. Proximal breakpoint
bands indicated in boldface include a 3.8-kb extra segment due to a polymorphism in a PstI site. Products of each
PCR were digested with different restriction enzymes: B2-G6, BamHI–EcoRI; G5-D1, R1-C2, and A1-C1, DraI.
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sequencing the G5–D1 PCR products of lines j-1 and j-19 we
showed that two different ∼1-kb deletions have occurred dur-
ing the amplification. In both cases the deletions were found
to take place between short homologous sequences repeated
in direct orientation that were contained within long inverted
repeats. Thus, the PCR excision mechanism resembles that of
spontaneous deletion by slippage during DNA replication
(Farabaugh et al. 1978; Albertini et al. 1982), which is stimu-
lated by the formation of stem–loop secondary structures (Eg-
ner and Berg 1981). On the other hand, no amplification oc-
curred in some of the 2j lines (Table 1) and other combina-
tions of primers different of the previous ones were assayed.
Nevertheless, a few breakpoint segments could not be ampli-
fied either with the new combinations of primers or with PCR
conditions specially designed for the amplification of difficult
templates (see Methods).

As a final step, we sequenced the regions that were found
to differ between 2j lines (Fig. 2). Fragments showing varying
restriction patterns were cloned and sequenced completely
from the corresponding PCR products. However, when two or
more 2j lines did not show any variation in the restriction
map of a particular region, only the DNA of one of them was
sequenced as representative. A thorough effort was made to
isolate and characterize all segments in which differences
have been detected. Therefore, for those segments that were
not PCR-amplified or that suffered deletions during PCR, we
turned to traditional cloning. Two � genomic libraries of the
j-19 and jz3–4 lines were constructed and in both lines the two
breakpoints of inversion 2j were isolated. Those segments dif-
fering with regard to the other 2j lines in each breakpoint
were cloned and sequenced.

Altogether, the Southern blot hybridization and PCR
data allowed us to infer the structures present at the break-
points of the 30 2j lines studied, and DNA sequencing let us
fully identify the changes that differentiate them (Fig. 2). Ten
different structural types were found in the proximal break-
point and seven in the distal breakpoint, and most of them
were related by relatively simple changes, such as insertions
or deletions of DNA segments. Thus, with this information we
were able to postulate a plausible evolutionary sequence of
changes between the breakpoint structures. To better illus-
trate the changes, five hypothetical variants (Hyp) have been
represented as intermediaries between the observed ones.
Also, for the sake of simplicity, we have considered that all
insertions occurred independently, although a few of them
could have originated in a single event. In the proximal break-
point, the simplest structure is that of Hyp–P1, which con-
tains aGalileo insertion between B andD sequences with three
other TEs inserted inside (Fig. 2A). All of the TEs inside Galileo
are flanked by direct repeats, presumably generated by the
duplication of the target site during the insertion event, with
the only exception of BuT1. In the latter case, the absence of

the outermost nucleotide of the right inverted terminal repeat
(ITR), suggests that a deletion after the BuT1 insertion re-
moved its last base pair, the right target site duplication, and
part of the left long ITR of Galileo (see below). From Hyp–P1,
eight large insertions of seven different TEs, eight deletions,
and the inversion of an internal segment are required to gen-
erate the structural diversity actually seen in the proximal
breakpoint (see Fig. 2A for details). In the distal breakpoint,
the simplest structure is that of j-12, formed by a 392-bp Ga-
lileo insertion between A and C sequences and an ISBu1 inser-
tion in A (Fig. 2B). From here, eight insertions of seven dif-
ferent TEs, five deletions and a small duplication should have
occurred to explain the other six structural variants observed
(see Fig. 2B for details).

The most important features of the 22 large insertions
(named from i1 to i22) found at the breakpoints of inversion
2j are summarized in Table 2. The target site duplications
flanking most insertions, the presence of multiple copies, and
the variation found among lines identify the inserted DNA
sequences as TEs (Capy et al. 1998). According to sequence
similarities between the inserted sequences, we have recog-
nized ten different previously undescribed TEs (that will be
described in detail elsewhere). Apart from the original Gal-
ileo-1 and Galileo-2 insertions that were implicated in the gen-
eration of inversion 2j (Cáceres et al. 1999), there are two
more Galileo copies inserted at the 2j breakpoints, Galileo-3
and Galileo-4. These new Galileo copies are basically com-
posed of very long ITRs, with a relatively small and heterog-
eneous central region that does not seem to encode any pro-
tein involved in their transposition. Like the first two copies,
they do not show homology to any known sequence in the
available databases, but they display significant structural
similarity to the Foldback elements described in many organ-
isms (Bingham and Zachar 1989; Hoffman-Liebermann et al.
1989; Hankeln and Schmidt 1990; Yuan et al. 1991; Re-
batchouk and Narita 1997), including the ability to form
stable secondary structures when denatured (as indicated by
the difficulties encountered in the PCR amplification of the
segments containing these elements). Five other insertions
corresponding to two closely related TEs (average sequence
identity 84%) also show similarities to Foldback elements.
These new elements have been named Kepler and Newton and
share many of their characteristics with Galileo (average se-
quence identity 73%), suggesting that they belong to the
same family: (1) The terminal 40 bp of their ITRs are identical
(except for one single nucleotide difference); (2) all of them
tend to duplicate 7 bp of the target site upon insertion (Table
2); and (3) Newton elements exhibit very long ITRs resembling
those of Galileo elements. Moreover, insertions i10 to i17 cor-
respond to four different TEs that can be ascribed to Class II
(Finnegan 1989; Capy et al. 1998) and have been designated
as D. buzzatii transposons or BuTs. Based on sequence ho-

Figure 2 Schematic representation of the structures found at the proximal (A) and distal (B) breakpoints of inversion 2j in the 30 2j lines studied.
All different structures are shown, except for that of j-16 in the proximal breakpoint, which differs from jz3–4 by the absence of d6 deletion. Thick
lines represent the single-copy A, B, C, and D sequences. TEs are represented as colored boxes and sharp ends correspond to the ITRs. Insertions
and deletions are delimited by green and red lines, respectively, and are named with an i or a d followed by a number. Target site duplications
flanking the insertions are shown above them. Blue lines indicate the inversion of an internal segment. Arrows below the diagrams inform on the
orientation of some homologous segments. Segments sequenced in each structure are enclosed within clear rectangles. Only the D. buzzatii lines
representative of each structural variant are shown. Lines sharing the same structure in the proximal breakpoint are jq7–1, jq7–2, and jq7–3; j-1,
j-2, j-3, j-4, j-5, j-6, j-7, j-14, j-15, j-20, j-21, and jq7–4; j-9, j-11, j-12, j-13, j-18, and j-22 (deletion d2 was detected during j-12 sequencing and
we do not know whether it is present in other lines or not); jz3–1, jz3–2, and jz3–3. Lines sharing the same structure in the distal breakpoint are
j-1, j-2, j-3, j-4, j-5, j-6, j-7, j-13, j-15, j-20, j-21, jz3–2, jq7–1, and jq7–3; j-8, j-11, j-12, j-14, j-16, j-17, j-18, j-22, jz3–1, jz3–3, and jq7–4. Hyp are
hypothetical structures not found in our sample of 2j lines. Small black arrows are PCR primers used in the study.
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Figure 2 (See facing page for legend.)
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mologies they have been included in the hAT superfamily
(Calvi et al. 1991). BuT1 and BuT2 show similarity to the
element Gandalf of D. koepferae (Marín and Fontdevila 1995),
whereas BuT3 and BuT4 are related to the element Hopper of
Bactrocera dorsalis (Handler and Gomez 1997). Finally, five
insertions could not be neatly classified into any of the pre-
viously known TE families. BuT5 ends in ITRs of just three
base pairs (followed by subterminal imperfect inverted repeats
of 17 bp), generates 9-bp duplications during insertion, shows
a moderately repetitive pattern by in situ hybridization to D.
buzzatii polytene chromosomes (J.M. Ranz, pers. comm.), and
has been tentatively considered a Class II TE. The other four
insertions belong to a new class of highly repetitive mobile
elements, whose members do not possess ITRs and seem to
duplicate two base pairs upon insertion. We have called them
ISBu elements because of their structural and sequence simi-
larity to the IS elements of the species of the obscura group of
Drosophila (Hagemann et al. 1998).

Several other types of genetic rearrangements besides the
multiple TE insertions have been found at the 2j breakpoints.
We have detected 13 deletions of more than 17 bp (Fig. 2): d1,
93 bp; d2, 24 bp; d3, 238 bp; d4, 32 bp; d5, 179 bp; d6, 41 bp;
d7, >536 bp; d8, 20 bp; d9, 17 bp; d10, 248 bp; d11, >649 bp;

d12, 1023 bp; and d13, 136 bp (the lengths of d7 and d11 are
minimum estimates, as the real size of the deleted fragments
is not known). Five of these deletions seem to have originated
by the well-established mechanism of slipped-strand mispair-
ing (Farabaugh et al. 1978; Albertini et al. 1982): d2, d3, and
d6 took place between two repeated sequences of 3–4 bp,
eliminating one of them and the intervening DNA; d8 and
d13 removed one copy of a sequence of 20 bp and 136 bp,
respectively, duplicated in tandem. A similar mechanism
could also have generated the tandem duplication of the ter-
minal 41 bp of Galileo-2 in j-9 (Fig. 2B). Finally, in some of the
2j lines we have found a change of orientation of a 55-bp
Galileo-1 internal fragment, which suggests that an inversion
has occurred inside the proximal breakpoint insertion (Fig.
2A). This inversion spanned ∼600 bp and was probably gen-
erated by recombination between the oppositely oriented
ITRs of Kepler-1 and Kepler-2 in Hyp-P2.

Nucleotide Variation at Inversion 2j
Breakpoint Regions
In addition to the structural variation study, we sequenced
596 bp corresponding to the A, B, C, and D single-copy se-
quences in the nine 2st lines and 12 2j lines representing the
diversity of structural types found. For comparison, we ob-
tained the nucleotide sequence of the same regions in D. mar-
tensis, another species of the D. buzzatii complex (Ruiz and
Wasserman 1993). These are seemingly noncoding intergenic
regions, located 0.5–3.7 kb apart from the rox8 (A), Pp1�-96A
(C), and nAcR�-96A (D) coding sequences (Cáceres et al.
1999). However, the last 112 bp of D show homology to a
putativeD. melanogasterORF recently discovered (Adams et al.
2000) that would require further investigation. In the 12 2j
lines we sequenced also 839 bp of the distal breakpoint inser-
tion and the ends of the proximal breakpoint insertion. Figure
3 summarizes the 81 polymorphic sites found and Table 3
shows the estimates of the nucleotide diversity, � (Nei 1987),
calculated ignoring sites with alignment gaps or missing data
only in pairwise comparisons.

Considering the four single-copy regions together,
nucleotide diversity is six times lower in 2j chromosomes
than in 2st chromosomes (Table 3). We carried out computer
simulations of the coalescent process using the DnaSP pro-
gram (Rozas and Rozas 1999) to assess whether the nucleotide
variation in each chromosomal arrangement was significantly
different. Ten thousand trees were generated assuming the
average number of nucleotide differences of 2st chromo-
somes, constant population size and no recombination, and a
statistically significant probability of 0.01 of obtaining
nucleotide diversity values as the one observed in 2j chromo-
somes or lower was found. In addition, 2st and 2j chromo-
somes exhibit a great number of fixed differences, including
17 nucleotide substitutions and six indels of 1–4 bp (TE in-
sertions and target site duplications excluded). Using D. mar-
tensis as outgroup, a neighbor-joining tree (Saitou and Nei
1987) was built with the single-copy sequences of 2st and 2j
lines (Fig. 4). All 2j sequences formed a monophyletic cluster
of high bootstrap value, clearly separated from that of 2st
sequences, confirming the proposed unique origin of the in-
version (Cáceres et al. 1999).

No significant departures from the neutral model were
found with the Tajima (1989) and Fu and Li (1993) tests, and
nucleotide variation was used to date the origin of the inver-
sion and of the sampled 2st and 2j alleles. The age of the

Table 2. TE Insertions at the Breakpoint Regions of
Inversion 2j of Drosophila buzzatii

Insertion TE
Size
(bp)

ITRs
(bp)

Target site
(bp) BP

Foldback-like elements

i1 Galileo-1 1589 228/443 7 P
i2 Galileo-2 392 106 7 D
i3 Galileo-3 2204 683/684 7 P
i4 Galileo-4 2083 918/916 ND D
i5 Kepler-1 722 150 5 P
i6 Kepler-2 735 ND 7 P
i7 Kepler-3 692 20 ND D
i8 Newton-1 1510 572/575 7 P
i9 Newton-2 1512 575/574 7 D

hobo, Activator, Tam3 (hAT) elements

i10 BuT1 801 15/14 ND P
i11 But2 2775 12 8 P
i12 BuT3-1 413 23 8 P
i13 BuT3-2 844 23 8 P
i14 BuT3-3 798 23 8 P
i15 BuT3-4 795 23 8 D
i16 BuT3-5 147 ND ND D
i17 BuT4 721 24/23 8 D

Unclassified elements

i18 BuT5 1039 3 9 P
i19 ISBul-1 841 — 2 D
i20 ISBul-2 1467 — 2 P
i21 ISBul-3 853 — 2 D
i22 ISBu2 726 — 2 D

Elements have been classified by structural and sequence similari-
ties with described TEs according to Capy et al. (1998). When
different, the size of the left and right inverted terminal repeats
(ITRs) are indicated. BP refers to the location of the element in the
proximal (P) or distal (D) breakpoint.
ND, data that could not be determined due to deletions.
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inversion was estimated from the fixed differences between
2st and 2j chromosomes. The average number of nucleotide
differences, dxy (Nei 1987), between 2st and 2j chromosomes
is 0.0353 and between D. buzzatii and D. martensis is 0.1094.
Subtracting from both figures the intraspecific polymorphism
(0.0197), the net average number of nucleotide substitutions
is obtained (Nei 1987). Combining the available information
(Russo et al. 1995; Rodríguez-Trelles et al. 2000), we have es-
timated the divergence time between D. buzzatii and D. mar-
tensis as 5.8 million years (Myr) and this results in a rate of
7.7 � 10�9 nucleotide substitutions per site and per year for
the breakpoint regions. Therefore, the 2j inversion should be
∼1 Myr old, which is consistent with its widespread distribu-
tion through most D. buzzatii populations. The coalescence

Figure 3 Nucleotide polymorphism at the breakpoint regions of inversion 2j. Nucleotide position is represented above the sequences. The
breakpoints are taken as start point of A, B, C, D, distal breakpoint insertion, and proximal breakpoint insertion sequences. Nucleotides identical
to the first sequence are indicated by a dot and missing data by a question mark. Deletions and insertions are indicated by minus and plus signs,
respectively, and their size in base pairs is shown below. Gross deletions affecting the sequenced regions are named as in Fig. 2 and are included
in rectangles. TE insertions and target site duplications are not shown. In 2st lines there is a 18-bp stretch between A and B sequences resembling
Galileo footprints (Cáceres et al. 1999) that is not represented here either. Positions A65 to A101 in st-3 and st-8 accumulate multiple nucleotide
changes with regard to the other lines and are shown in italics.

Table 3. Nucleotide Variation in the Breakpoint Regions of
Inversion 2j of Drosophila buzzatii

Region

Total (N = 21) 2st (N = 9) 2j (N = 12)

m S � S � S �

ABCD 596 35 0.0197 15 0.0075 3 0.0013
A 179 13 0.0251 5 0.0063 2 0.0189
B 143 9 0.0320 2 0.0076 0 0
C 155 9 0.0167 6 0.0104 0 0
D 119 4 0.0045 2 0.0055 1 0.0015
Insertions 839 — — — — 13 0.0066
proximal 447 — — — — 11 0.0096
distal 392 — — — — 2 0.0007

Positions A65 to A101 of st-3 and st-8 lines, probably originated
by some sort of genetic exchange, have been excluded from the
estimation of the nucleotide diversity.
N, number of sequences considered; m, maximum number of
nucleotides sequenced in each region; S, number of segregating
sites; �, average number of pairwise differences between se-
quences per nucleotide.

Figure 4 Neighbor-joining phylogenetic tree of the breakpoint se-
quences of inversion 2j based on the A, B, C, and D sequence data for
the nine 2st and 12 2j Drosophila buzzatii lines. The Ma-4 Drosophila
martensis line was used as outgroup. Bootstrap values in percentage
out of 500 replicates are indicated for the main nodes.
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time of 2st and 2j alleles was estimated from the average num-
ber of pairwise differences between the sequences of each
chromosomal arrangement (Rozas et al. 1999). Accordingly,
the sampled 2st alleles are estimated to be 485,000 years old
and the sampled 2j alleles 84,000 years old.

Finally, we have used the Kreitman and Hudson’s homo-
geneity test to detect differences in polymorphism levels be-
tween the studied regions (Kreitman and Hudson 1991). In
the pooled set of 21 2st and 2j sequences no significant dif-
ferences in polymorphism across A, B, C, and D regions were
found (X2

L = 2.86, df = 3, P = 0.41). However, the TE se-
quences inserted at the proximal breakpoint accumulate strik-
ingly higher nucleotide variation between 2j chromosomes
than the single-copy regions and the distal breakpoint inser-
tion (X2

L = 8.61, df = 2, P = 0.01). The difference between the
polymorphism levels between 2j chromosomes at the TE in-
sertions of each breakpoint (X2

L = 4.00, df = 1, P = 0.04),
which are expected to be equally selectively constrained, sug-
gests that there could be an intrinsic increased rate of nucleo-
tide change at the proximal breakpoint insertion.

DISCUSSION
Our detailed analysis of the breakpoints of inversion 2j has
allowed us to characterize and reconstruct the evolutionary
sequence of changes that has occurred in these regions. This
study has revealed a great extent of genetic rearrangement at
the breakpoints, consisting of 22 insertions of 10 different
TEs, 13 deletions, a duplication, and an internal inversion.
The low level of nucleotide variation at the single-copy se-
quences among 2j chromosomes suggests that the different
structures in each breakpoint were generated gradually from a
common ancestor in a short period of time. According to the
coalescence time of the sampled 2j alleles, the changes that
differentiate them, that is, 16 of the TE insertions, the 13
deletions, the duplication, and the internal inversion, are es-
timated to have occurred <84,000 years ago. Together with
the inversion 2j itself, this represents a rapid degree of ge-
nome restructuring never found before in nature and qualifies
the 2j breakpoints as genetically unstable hotspots.

Typically, the density of TE insertions in D. melanogaster
euchromatin is low. The 2.9-Mb sequence from the Adh re-
gion (Ashburner et al. 1999) and the 2.6-Mb sequence from
the tip of the X chromosome (Benos et al. 2000) display just

one insertion every 171 kb and 155 kb on average, respec-
tively. These values coincide with the previous observed fre-
quencies of polymorphic insertions in particular gene regions
of D. melanogaster and other Drosophila species (Table 4). The
frequency of insertions found at the 2j breakpoints in D. buz-
zatii 2j chromosomes is, however, ∼100 times higher than the
D. melanogaster average and ∼40 times bigger than the highest
frequency of insertions ever found in the genus Drosophila,
that of the vermilion locus of D. ananassae (Table 4). This com-
plex array of broken and rearranged TEs accumulated in the 2j
breakpoints in 2j chromosomes clearly differs from the ex-
pected organization of ordinary euchromatin and resembles
more closely some D. melanogaster heterochromatic regions
(Miklos et al. 1988; Vaury et al. 1989; Devlin et al. 1990; Locke
et al. 1999).

What is the cause of these hotspots? The structural di-
versity in 2j chromosomes contrasts sharply with the lack of
TE insertions and structural variation in the homologous re-
gions of 2st chromosomes and points to an effect of the in-
version or of the initial Galileo insertions as most likely ex-
planations for the hotspots. It has been argued that TEs
should accumulate around inversion breakpoints because the
reduction of recombination protects them from being elimi-
nated by deleterious ectopic exchanges (Montgomery et al.
1987; Eanes et al. 1992; Sniegowski and Charlesworth 1994),
and this could in part account for the insertions at the 2j
breakpoints. However, we think that the former explanation
does not agree completely with our observations. First, TE
insertions accumulate exclusively in very small regions
around the 2j inversion breakpoints. Of the 12.3 kb corre-
sponding to the studied region in the 2j ancestral chromo-
some, all TE insertions have accumulated just in the 5.1 kb
comprised by the Galileo-1, Galileo-2, and ISBu1-1 elements
and none in the surrounding single-copy DNA. In the two
other polymorphic inversions in which variation around the
breakpoints was analyzed, In(3L)P and In(2L)t of D. melano-
gaster, only two TE insertions were found in 2.5 kb and 5 kb
studied, respectively (Hasson and Eanes 1996; Andolfatto et
al. 1999). Second, although differences in mobility levels may
be involved, the complete absence among the TEs inserted in
the 2j breakpoints of retrotransposons, which seem to consti-
tute the majority of TEs in Drosophila (Arkhipova et al. 1995),
is noteworthy. Third, given the actual intermediate frequency

of inversion 2j, the reduction in re-
combination is expected to affect
2st and 2j chromosomes in a similar
way. Finally, the recombination re-
duction hypothesis does not ac-
count for deletions and other chro-
mosomal rearrangements.

Accordingly, we favor the idea
that the Galileo insertions were
probably the main inducers of the
generation of the hotspots. It is par-
ticularly remarkable that Galileo el-
ements seem to belong to the Fold-
back family. These elements have a
distinctive internally repeated
structure and the FB elements of D.
melanogaster are characterized by
the production of extremely un-
stable mutations and chromosomal
rearrangements at unusually high
frequencies in laboratory popula-

Table 4. Frequency of Naturally Occurring Insertions in Different Drosophila Species

Species
DNA

analyzed

Frequency
of insertions

(insertions/kb/
chromosome) Reference

D. buzzatii
2st chromosomes 7.1 kba 0 This study
2j chromosomes 7.1 kba 0.601b This study

D. melanogaster 578 kb 0.005 Charlesworth and Langley 1991
D. melanogaster 229 kb 0.004 Aquadro 1993
D. simulans 165 kb 0.0005 Aquadro 1993
D. pseudoobscura 32 kb 0 Aquadro 1993
D. ananassae

forked locus 18 kb 0.004 Stephan and Langley 1989
vermilion locus 18 kb 0.017 Stephan and Langley 1989

aFor 2st and 2j chromosomes, the length of the single-copy region analyzed by Southern
hybridization of PstI-digested DNA in 2st chromosomes was considered.
bOnly those insertions known to have occurred independently were computed.
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tions (Bingham and Zachar 1989; Lovering et al. 1991). TE
insertions, deletions, and the other DNA rearrangements are
not distributed uniformly along the studied regions in 2j
chromosomes. Instead, they appear to have occurred after Ga-
lileo-1 and Galileo-2 insertions, within or very close to them
(Fig. 2). Fourteen TEs out of 20 are inserted within Galileo-1 or
Galileo-2 elements and all of the observed deletions occurred
inside or at the ends of pre-existing Galileo or Galileo-like el-
ements. The fact that all 2j chromosomes share three TE in-
sertions and one hypothetical deletion inside the Galileo-1
element and an ISBu1 insertion at the distal breakpoint is
suggestive of the hotspots predating the origin of the 2j in-
version, but a population bottleneck affecting 2j chromo-
somes could also be invoked.

There are several cases of nested insertion of TEs inside
Foldback elements (Bingham and Zachar 1989; Hoffman-
Liebermann et al. 1989). This sometimes has been interpreted
as a mechanism to direct TE insertion outside of gene coding
regions to reduce the damage inflicted to the host by their
mobilization (Kidwell and Lisch 1997). Among Class II TEs,
insertion site preference has been examined only for D. me-
lanogaster P elements, which show some tendency to insert
into accessible chromatin regions in the 5� end of genes and
into pre-existing P copies (Engels 1996; Liao et al. 2000). Nev-
ertheless, many more examples are known among retrotrans-
posons. In Saccharomyces cerevisiae, Ty1, Ty2, Ty3, and Ty4
elements are mostly located in regions upstream of tRNA
genes and other genes transcribed by RNA polymerase III,
whereas Ty5 prefers to integrate near silent chromatin at the
telomeres (Ji et al. 1993; Zou and Voytas 1997; Boeke and
Devine 1998; Kim et al. 1998). In addition, blocks of nested
retrotransposons are formed in the intergenic regions of the
maize genome by repeated insertion of them inside each
other. In particular, 14 of the 23 retrotransposons found in
the adh1-F region were inserted within other retrotransposons
(SanMiguel et al. 1996, 1998). Finally, there are also retro-
transposons that seem to preferentially target heterochro-
matic regions, such as the KERV-1 element of kangaroos
(Waugh O’Neill et al. 1998) or the I element ofD. melanogaster
(Dimitri et al. 1997).

On the other hand, TEs, and especially DNA transposons,
are largely known to mediate the production of various types
of genetic rearrangements, including deletions, duplications,
and inversions, with high efficiency. In laboratory studies, P
elements have been found to promote deletions and duplica-
tions of the flanking genomic sequences (Preston et al. 1996)
and internal deletions of PDNA (Staveley et al. 1995), whereas
deletions recovered from mariner elements usually affect the
ITR of the element and the DNA where is inserted (Lohe et al.
2000). In both cases, extra DNA appears sometimes between
the deletion endpoints, as happens in our d4 and d5 dele-
tions, which were accompanied by the introduction of a new
nucleotide. In addition, TEs are involved in promoting ge-
netic recombination between homologous sequences (Sved et
al. 1990; McCarron et al. 1994; Lohe et al. 2000). We have
already shown that recombination between Galileo copies was
implicated in the generation of inversion 2j (Cáceres et al.
1999), and several other naturally occurring inversions in
Diptera could have originated by a similar mechanism as well
(Lyttle and Haymer 1992; Mathiopoulos et al. 1998; Andol-
fatto et al. 1999). At the molecular level, genetic instability
might result from the presence of inverted repeats or the
mechanism of transposition of the TEs inserted at the 2j
breakpoints. Excluding ISBu1 and ISBu2, all of the other ele-

ments are thought to transpose by a conservative cut-and-
paste mechanism (Finnegan 1989; Capy et al. 1998), in which
DNA breaks induced by the transposase at the transposon
ends could be aberrantly repaired by host repair functions,
producing many different types of DNA alterations (Lohe et al
2000). Either an increased mutation rate attributable to re-
peated repair events or an increased frequency of genetic ex-
change with other copies of the element could account for the
higher nucleotide variation observed at the TE insertion of the
proximal breakpoint.

Several lessons can be drawn from this work. We have
been able to follow the effects of particular TE insertions on
the genome through evolutionary time and to see how these
TEs seem to have altered the dynamics of ordinary euchro-
matic regions, transforming them into highly unstable het-
erochromatin-like structures. Previously, insertion and ex-
pansion of P transposon transgenes in the D. melanogaster
genome was found to induce local formation of heterochro-
matin and this was proposed to be caused by the pairing of
adjacent repeats (Dorer and Henikoff 1994). Also, the TE clus-
tering at the 2j breakpoints is consistent with the retrotrans-
poson associations found in D. virilis chromosomes by in situ
hybridization (Evgen’ev et al. 2000) but challenges the proto-
typical picture of the Drosophila genome provided by D. me-
lanogaster (Ashburner et al. 1999; Adams et al. 2000; Benos et
al. 2000). An analogous disparity in TE distribution is found
between two plant species with very different genome sizes,
Arabidopsis thaliana and Zea mays. Similar to D. melanogaster,
A. thaliana has a relatively small genome and is atypical in
that most TEs are located in the pericentromeric region (Lin et
al. 1999; Mayer et al. 1999). Our results are reminiscent of the
explosive accumulation of 23 retrotransposons in the origi-
nally 80-kb adh-1 region of maize over the last 6 Myr that
resulted in the triplication of its size (SanMiguel et al. 1996,
1998). However, the TE insertion rate observed in the 7.1-kb
2j breakpoint regions of D. buzzatii is even faster. The impor-
tant effects that these blocks of TEs could have on genome
evolution and the possibility that Galileo or other Foldback
elements could be involved in analogous hotspots at other
locations of the D. buzzatii genome are very interesting ques-
tions for further investigation.

METHODS

Drosophila Stocks
Thirty-nine lines of D. buzzatii and one of D. martensis were
used in the study. The D. buzzatii lines (except jq7–3 and
jq7–4) are isogenic for chromosome 2 and bear one of four
different 2 chromosome arrangements: 2st, 2j, 2jz3, or 2jq7

(2jz3 and 2jq7 derive from the 2j arrangement and carry in-
versions 2z3 and 2q7, respectively). These lines were isolated
from different natural populations covering the whole range
of the species distribution. The geographic origins of the 2st
lines are: st-1 and st-2, Carboneras (Spain); st-3, Vipos (Argen-
tina); st-4, Guaritas (Brazil); st-5, Catamarca (Argentina); st-6,
Salta (Argentina); st-7, Termas de Rio Hondo (Argentina); st-8,
Ticucho (Argentina); and st-9, Trinkey (Australia). The geo-
graphic origin of the 2j lines is given in Table 1. The D. mar-
tensis line (Ma-4) is from Guaca (Venezuela).

Southern Hybridization and Construction of
Genomic Libraries
Southern hybridization was carried out by standard methods
as described previously (Ranz et al. 1999). Two probes were
used for the analysis of the 2j breakpoint regions (Fig. 1). The
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AB probe consists of a 1.7-kb PstI fragment containing 1178
bp of A and 510 bp of B sequences, whereas the CD probe
consists of a 0.9-kb DraI fragment containing 242 bp of C and
715 bp of D sequences (Cáceres et al. 1999). Two genomic
libraries of the j-19 and jz3–4 D. buzzatii lines were con-
structed in the �GEM-11 vector (Promega) as described in Cá-
ceres et al. (1999). To isolate the clones containing the 2j
breakpoints, these libraries were screened by plaque hybrid-
ization with the AB and CD probes.

PCR Amplification
For the PCR amplification, different pairs of oligonucleotide
primers covering the entire regions of study were designed
(see Table 5, available as an on-line supplement at http://
www.genome.org, for sequence of primers). To specifically
amplify the breakpoint insertions, primers that anneal to in-
serted repetitive sequences were always used in combination
with primers located on the flanking nonrepetitive DNA.
PCRs were carried out in a volume of 50 µl, including 100–200
ng of genomic DNA of each line, 20 pmoles of the different
primers, 200 µM dNTPs, 1.5 mM MgCl2, and 1–1.5 units of
Taq DNA polymerase. Typical temperature cycling conditions
were 30 rounds of 30 sec at 94°C, 30 sec at 50–70°C (depend-
ing on the primer pair used), and 60–180 sec at 72°C. Difficult
templates that were not amplified with the normal PCR con-
ditions were assayed with the GC-Rich PCR System (Roche),
using 0.5–2 M GC-Rich resolution solution and an elongation
temperature of 68°C.

DNA Sequencing and Sequence Analysis
DNA fragments of interest coming from restriction enzyme
digestion or PCR amplification were cloned into Bluescript II
SK (Stratagene) or pGEM-T (Promega) vectors, respectively.
These fragments were sequenced on an ALFexpress (Amer-
sham Pharmacia Biotech) or an ABI 373 A (Perkin-Elmer) au-
tomated DNA sequencer, using M13 universal and reverse
primers. Nucleotide sequences were analyzed with the Wis-
consin Package (Genetics Computer Group). Bestfit was
used to align pairs of homologous sequences in different lines
to detect inserted or deleted segments. Similarity searches
through the GenBank/EMBL databases using FASTA,BLASTX,
and TBLASTX were carried out to identify the inserted se-
quences. To analyze the nucleotide variation at the 2j break-
points, we sequenced the same regions as in Cáceres et al.
(1999) in six additional 2st lines and seven additional 2j lines.
Both strands of PCR-generated templates were sequenced
completely with different pairs of primers (Table 5, available
as an on-line supplement at http://www.genome.org). Se-
quences were multiply aligned with Clustal W (Thompson
et al. 1994). Polymorphism analysis was performed using the
DnaSPprogram (Rozas and Rozas 1999). Phylogenetic analysis
was performed using the PHYLIP software package (J. Felsen-
stein).
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Evolution of genes and genomes on the
Drosophila phylogeny
Drosophila 12 Genomes Consortium*

Comparative analysis of multiple genomes in a phylogenetic framework dramatically improves the precision and sensitivity
of evolutionary inference, producing more robust results than single-genome analyses can provide. The genomes of 12
Drosophila species, ten of which are presented here for the first time (sechellia, simulans, yakuba, erecta, ananassae, persimilis,
willistoni, mojavensis, virilis and grimshawi), illustrate how rates and patterns of sequence divergence across taxa can
illuminate evolutionary processes on a genomic scale. These genome sequences augment the formidable genetic tools that
have made Drosophila melanogaster a pre-eminent model for animal genetics, and will further catalyse fundamental research
on mechanisms of development, cell biology, genetics, disease, neurobiology, behaviour, physiology and evolution. Despite
remarkable similarities among these Drosophila species, we identified many putatively non-neutral changes in
protein-coding genes, non-coding RNA genes, and cis-regulatory regions. These may prove to underlie differences in the
ecology and behaviour of these diverse species.

As one might expect from a genus with species living in deserts, in the
tropics, on chains of volcanic islands and, often, commensally with
humans, Drosophila species vary considerably in their morphology,
ecology and behaviour1. Species in this genus span a wide range of
global distributions: the 12 sequenced species originate from Africa,
Asia, the Americas and the Pacific Islands, and also include cos-
mopolitan species that have colonized the planet (D. melanogaster
and D. simulans) as well as closely related species that live on single
islands (D. sechellia)2. A variety of behavioural strategies is also
encompassed by the sequenced species, ranging in feeding habit from
generalist, such as D. ananassae, to specialist, such as D. sechellia,
which feeds on the fruit of a single plant species.

Despite this wealth of phenotypic diversity, Drosophila species
share a distinctive body plan and life cycle. Although only D. mela-
nogaster has been extensively characterized, it seems that the most
important aspects of the cellular, molecular and developmental bio-
logy of these species are well conserved. Thus, in addition to provid-
ing an extensive resource for the study of the relationship between
sequence and phenotypic diversity, the genomes of these species
provide an excellent model for studying how conserved functions
are maintained in the face of sequence divergence. These genome
sequences provide an unprecedented dataset to contrast genome
structure, genome content, and evolutionary dynamics across the
well-defined phylogeny of the sequenced species (Fig. 1).

Genome assembly, annotation and alignment
Genome sequencing and assembly. We used the previously pub-
lished sequence and updated assemblies for two Drosophila species,
D. melanogaster3,4 (release 4) and D. pseudoobscura5 (release 2), and
generated DNA sequence data for 10 additional Drosophila genomes
by whole-genome shotgun sequencing6,7. These species were chosen
to span a wide variety of evolutionary distances, from closely related
pairs such as D. sechellia/D. simulans and D. persimilis/D. pseudoobs-
cura to the distantly related species of the Drosophila and Sophophora
subgenera. Whereas the time to the most recent common ancestor of
the sequenced species may seem small on an evolutionary timescale,
the evolutionary divergence spanned by the genus Drosophila exceeds

that of the entire mammalian radiation when generation time is
taken into account, as discussed further in ref. 8. We sequenced seven
of the new species (D. yakuba, D. erecta, D. ananassae, D. willistoni,
D. virilis, D. mojavensis and D. grimshawi) to deep coverage (8.43 to
11.03) to produce high quality draft sequences. We sequenced two
species, D. sechellia and D. persimilis, to intermediate coverage
(4.93 and 4.13, respectively) under the assumption that the avail-
ability of a sister species sequenced to high coverage would obviate
the need for deep sequencing without sacrificing draft genome qual-
ity. Finally, seven inbred strains of D. simulans were sequenced to low
coverage (2.93 coverage from w501 and ,13 coverage of six other
strains) to provide population variation data9. Further details of the
sequencing strategy can be found in Table 1, Supplementary Table 1
and section 1 in Supplementary Information.

We generated an initial draft assembly for each species using one of
three different whole-genome shotgun assembly programs (Table 1).
For D. ananassae, D. erecta, D. grimshawi, D. mojavensis, D. virilis and
D. willistoni, we also generated secondary assemblies; reconciliation
of these with the primary assemblies resulted in a 7–30% decrease in
the estimated number of misassembled regions and a 12–23%
increase in the N50 contig size10 (Supplementary Table 2). For
D. yakuba, we generated 52,000 targeted reads across low-quality
regions and gaps to improve the assembly. This doubled the mean
contig and scaffold sizes and increased the total fraction of high
quality bases (quality score (Q) . 40) from 96.5% to 98.5%. We
improved the initial 2.93 D. simulans w501 whole-genome shotgun
assembly by filling assembly gaps with contigs and unplaced reads
from the ,13 assemblies of the six other D. simulans strains, gene-
rating a ‘mosaic’ assembly (Supplementary Table 3). This integration
markedly improved the D. simulans assembly: the N50 contig size of
the mosaic assembly, for instance, is more than twice that of the
initial w501 assembly (17 kb versus 7 kb).

Finally, one advantage of sequencing genomes of multiple closely
related species is that these evolutionary relationships can be
exploited to dramatically improve assemblies. D. yakuba and
D. simulans contigs and scaffolds were ordered and oriented using
pairwise alignment to the well-validated D. melanogaster genome

*A list of participants and affiliations appears at the end of the paper.
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sequence (Supplementary Information section 2). Likewise, the
4–53 D. persimilis and D. sechellia assemblies were improved by
assisted assembly using the sister species (D. pseudoobscura and
D. simulans, respectively) to validate both alignments between
reads and linkage information. For the remaining species, com-
parative syntenic information, and in some cases linkage informa-
tion, were also used to pinpoint locations of probable genome mis-
assembly, to assign assembly scaffolds to chromosome arms and to
infer their order and orientation along euchromatic chromosome
arms, supplementing experimental analysis based on known
markers (A. Bhutkar, S. Russo, S. Schaeffer, T. F. Smith and W. M.
Gelbart, personal communication) (Supplementary Information
section 2).

The mitochondrial (mt)DNA of D. melanogaster, D. sechellia,
D. simulans (siII), D. mauritiana (maII) and D. yakuba have been
previously sequenced11,12. For the remaining species (except D. pseu-
doobscura, the DNA from which was prepared from embryonic
nuclei), we were able to assemble full mitochondrial genomes,
excluding the A1T-rich control region (Supplementary Informa-
tion section 2)13. In addition, the genome sequences of three
Wolbachia endosymbionts (Wolbachia wSim, Wolbachia wAna and
Wolbachia wWil) were assembled from trace archives, in D. simulans,
D. ananassae and D. willistoni, respectively14. All of the genome
sequences described here are available in FlyBase (www.flybase.org)
and GenBank (www.ncbi.nlm.nih.gov) (Supplementary Tables 4
and 5).
Repeat and transposable element annotation. Repetitive DNA
sequences such as transposable elements pose challenges for

whole-genome shotgun assembly and annotation. Because the best
approach to transposable element discovery and identification is still
an active and unresolved research question, we used several repeat
libraries and computational strategies to estimate the transposable
element/repeat content of the 12 Drosophila genome assemblies
(Supplementary Information section 3). Previously curated trans-
posable element libraries in D. melanogaster provided the starting
point for our analysis; to limit the effects of ascertainment bias, we
also developed de novo repeat libraries using PILER-DF15,16 and
ReAS17. We used four transposable element/repeat detection meth-
ods (RepeatMasker, BLASTER-TX, RepeatRunner and CompTE) in
conjunction with these transposable element libraries to identify
repetitive elements in non-melanogaster species. We assessed the
accuracy of each method by calibration with the estimated 5.5%
transposable element content in the D. melanogaster genome, which
is based on a high-resolution transposable element annotation18

(Supplementary Fig. 1). On the basis of our results, we suggest a
hybrid strategy for new genome sequences, employing translated
BLAST with general transposable element libraries and
RepeatMasker with species-specific ReAS libraries to estimate the
upper and lower bound on transposable element content.
Protein-coding gene annotation. We annotated protein-coding
sequences in the 11 non-melanogaster genomes, using four different
de novo gene predictors (GeneID19, SNAP20, N-SCAN21 and
CONTRAST22); three homology-based predictors that transfer
annotations from D. melanogaster (GeneWise23, Exonerate24,
GeneMapper25); and one predictor that combined de novo and
homology-based evidence (Gnomon26). These gene prediction sets

Table 1 | A summary of sequencing and assembly properties of each new genome

Final assembly Genome centre Q20 coverage (3) Assembly size (Mb) No. of contigs $2 kb N50 contig $2 kb (kb) Per cent of base pairs with quality .Q40

D. simulans WUGSC* 2.9 137.8 10,843 17 90.3
D. sechellia Broad{ 4.9 166.6 9,713 43 90.6
D. yakuba WUGSC* 9.1 165.7 6,344 125 98.5
D. erecta Agencourt{ 10.6 152.7 3,283 458 99.2
D. ananassae Agencourt{ 8.9 231.0 8,155 113 98.5
D. persimilis Broad{ 4.1 188.4 14,547 20 93.3
D. willistoni JCVI{ 8.4 235.5 6,652 197 97.4
D. virilis Agencourt{ 8.0 206.0 5,327 136 98.7
D. mojavensis Agencourt{ 8.2 193.8 5,734 132 98.6
D. grimshawi Agencourt{ 7.9 200.5 9,632 114 97.1

Contigs, contiguous sequences not interrupted by gaps; N50, the largest length L such that 50% of all nucleotides are contained in contigs of size $L. The Q20 coverage of contigs is based on the
number of assembled reads, average Q20 readlength and the assembled size excluding gaps. Assemblers used: *PCAP6, {ARACHNE4.5 and {Celera Assembler 7.
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Figure 1 | Phylogram of the 12 sequenced species of Drosophila. Phylogram
derived using pairwise genomic mutation distances and the neighbour-
joining method152,153. Numbers below nodes indicate the per cent of genes
supporting a given relationship, based on evolutionary distances estimated
from fourfold-degenerate sites (left of solidus) and second codon positions
(right of solidus). Coloured blocks indicate support from bayesian

(posterior probability (PP), upper blocks) and maximum parsimony (MP;
bootstrap values, lower blocks) analyses of data partitioned by chromosome
arm. Branch lengths indicate the number of mutations per site (at fourfold-
degenerate sites) using the ordinary least squares method. See ref. 154 for a
discussion of the uncertainties in the D. yakuba/D. erecta clade.
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were combined using GLEAN, a gene model combiner that chooses
the most probable combination of start, stop, donor and acceptor
sites from the input predictions27,28. All analyses reported here, unless
otherwise noted, relied on a reconciled consensus set of predicted
gene models—the GLEAN-R set (Table 2, and Supplementary
Information section 4.1).
Quality of gene models. As the first step in assessing the quality of the
GLEAN-R gene models, we used expression data from microarray
experiments on adult flies, with arrays custom-designed for D. simu-
lans, D. yakuba, D. ananassae, D. pseudoobscura, D. virilis and
D. mojavensis29 (GEO series GSE6640; Supplementary Information
section 4.2). We detected expression significantly above negative
controls (false-discovery-rate-corrected Mann–Whitney U (MWU)
P , 0.001) for 77–93% of assayed GLEAN-R models, representing
50–68% of the total GLEAN-R predictions in each species (Supple-
mentary Table 6). Evolutionarily conserved gene models are much
more likely to be expressed than lineage-specific ones (Fig. 2).
Although these data cannot confirm the detailed structure of gene
models, they do suggest that the majority of GLEAN-R models
contain sequence that is part of a poly-adenylated transcript.
Approximately 20% of transcription in D. melanogaster seems to
be unassociated with protein-coding genes30, and our microarray
experiments fail to detect conditionally expressed genes. Thus,

transcript abundance cannot conclusively establish the presence or
absence of a protein-coding gene. Nonetheless, we believe these
expression data increase our confidence in the reliability of the
GLEAN-R models, particularly those supported by homology evid-
ence (Fig. 2).

Because the GLEAN-R gene models were built using assemblies
that were not repeat masked, it is likely that some proportion of gene
models are false positives corresponding to coding sequences of
transposable elements. We used RepeatMasker with de novo ReAS
libraries and PFAM structural annotations of the GLEAN-R gene set
to flag potentially transposable element-contaminated gene models
(Supplementary Information section 4.2). These procedures suggest
that 5.6–32.3% of gene models in non-melanogaster species corre-
spond to protein-coding content derived from transposable elements
(Supplementary Table 7); these transposable element-contaminated
gene models are almost exclusively confined to gene predictions
without strong homology support (Fig. 2). Transposable element-
contaminated gene models are excluded from the final gene predic-
tion set used for subsequent analysis, unless otherwise noted.
Homology assignment. Two independent approaches were used to
assign orthology and paralogy relationships among euchromatic
D. melanogaster gene models and GLEAN-R predictions. The first
approach was a fuzzy reciprocal BLAST (FRB) algorithm, which is an

Table 2 | A summary of annotated features across all 12 genomes

Protein-coding gene annotations Non-coding RNA annotations Repeat coverage
(%)*

Genome size (Mb;
assembly{/flow

cytometry{)Total no. of protein- coding
genes (per cent with D.

melanogaster homologue)

Coding sequence/
intron (Mb)

tRNA (pseudo) snoRNA miRNA rRNA
(5.8S 1 5S)

snRNA

D. melanogaster 13,733 (100%) 38.9/21.8 297 (4) 250 78 101 28 5.35 118/200

D. simulans 15,983 (80.0%) 45.8/19.6 268 (2) 246 70 72 32 2.73 111/162

D. sechellia 16,884 (81.2%) 47.9/21.9 312 (13) 242 78 133 30 3.67 115/171

D. yakuba 16,423 (82.5%) 50.8/22.9 380 (52) 255 80 55 37 12.04 127/190

D. erecta 15,324 (86.4%) 49.1/22.0 286 (2) 252 81 101 38 6.97 134/135

D. ananassae 15,276 (83.0%) 57.3/22.3 472 (165) 194 76 134 29 24.93 176/217

D. pseudoobscura 16,363 (78.2%) 49.7/24.0 295 (1) 203 73 55 31 2.76 127/193

D. persimilis 17,325 (72.6%) 54.0/21.9 306 (1) 199 75 80 31 8.47 138/193

D. willistoni 15,816 (78.8%) 65.4/23.5 484 (164) 216 77 76 37 15.57 187/222

D. virilis 14,680 (82.7%) 57.9/21.7 279 (2) 165 74 294 31 13.96 172/364

D. mojavensis 14,849 (80.8%) 57.8/21.9 267 (3) 139 71 74 30 8.92 161/130

D. grimshawi 15,270 (81.3%) 54.9/22.5 261 (1) 154 82 70 32 2.84 138/231

* Repeat coverage calculated as the fraction of scaffolds .200 kb covered by repeats, estimated as the midpoint between BLASTER-tx 1 PILER and RepeatMasker 1 ReAS (Supplementary
Information section 3). {Total genome size estimated as the sum of base pairs in genomic scaffold .200,000 bp. {Genome size estimates based on flow cytometry38.
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Figure 2 | Gene models in 12 Drosophila genomes. Number of gene models
that fall into one of five homology classes: single-copy orthologues in all
species (single-copy orthologues), conserved in all species as orthologues or
paralogues (conserved homologues), a D. melanogaster homologue, but not
found in all species (patchy homologues with mel.), conserved in at least two

species but without a D. melanogaster homologue (patchy homologues, no
mel.), and found only in a single lineage (lineage specific). For those species
with expression data29, pie charts indicate the fraction of genes in each
homology class that fall into one of four evidence classes (see text for details).
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extension of the reciprocal BLAST method31 applicable to multiple
species simultaneously (Supplementary Information section 5.1).
Because the FRB algorithm does not integrate syntenic information,
we also used a second approach based on Synpipe (Supplementary
Information section 5.2), a tool for synteny-aided orthology assign-
ment32. To generate a reconciled set of homology calls, pairwise
Synpipe calls (between each species and D. melanogaster) were
mapped to GLEAN-R models, filtered to retain only 1:1 relation-
ships, and added to the FRB calls when they did not conflict and
were non-redundant. This reconciled FRB 1 Synpipe set of homo-
logy calls forms the basis of our subsequent analyses. There were
8,563 genes with single-copy orthologues in the melanogaster group
and 6,698 genes with single-copy orthologues in all 12 species; similar
numbers of genes were also obtained with an independent
approach33. Most single-copy orthologues are expressed and are free
from potential transposable element contamination, suggesting that
the reconciled orthologue set contains robust and high-quality gene
models (Fig. 2).
Validation of homology calls. Because both the FRB algorithm and
Synpipe rely on BLAST-based methods to infer similarities, rapidly
evolving genes may be overlooked. Moreover, assembly gaps and
poor-quality sequence may lead to erroneous inferences of gene
loss. To validate putative gene absences, we used a synteny-based
GeneWise pipeline to find potentially missed homologues of D. mel-
anogaster proteins (Supplementary Information section 5.4). Of the
21,928 cases in which a D. melanogaster gene was absent from another
species in the initial homology call set, we identified plausible homo-
logues for 13,265 (60.5%), confirmed 4,546 (20.7%) as genuine
absences, and were unable to resolve 4,117 (18.8%). Because this
approach is conservative and only confirms strongly supported
absences, we are probably underestimating the number of genuine
absences.
Coding gene alignment and filtering. Investigating the molecular
evolution of orthologous and paralogous genes requires accurate
multi-species alignments. Initial amino acid alignments were gener-
ated using TCOFFEE34 and converted to nucleotide alignments
(Supplementary Table 8). To reduce biases in downstream analyses,
a simple computational screen was developed to identify and mask
problematic regions of each alignment (Supplementary Information
section 6). Overall, 2.8% of bases were masked in the melanogaster
group alignments, and 3.0% of bases were masked in the full 12
species alignments, representing 8.5% and 13.8% of alignment col-
umns, respectively. The vast majority of masked bases are masked in
no more than one species (Supplementary Fig. 3), suggesting that the
masking procedure is not simply eliminating rapidly evolving regions
of the genome. We find an appreciably higher frequency of masked
bases in lower-quality D. simulans and D. sechellia assemblies, com-
pared to the more divergent (from D. melanogaster) but higher-
quality D. erecta and D. yakuba assemblies, suggesting a higher error
rate in accurately predicting and aligning gene models in lower-
quality assemblies (Supplementary Information section 6 and
Supplementary Fig. 3). We used masked versions of the alignments,
including only the longest D. melanogaster transcripts for all sub-
sequent analysis unless otherwise noted.
Annotation of non-coding (nc)RNA genes. Using de novo and
homology-based approaches we annotated over 9,000 ncRNA genes
from recognized ncRNA classes (Table 2, and Supplementary
Information section 7). In contrast to the large number of predictions
observed for many ncRNA families in vertebrates (due in part to large
numbers of ncRNA pseudogenes35,36), the number of ncRNA genes
per family predicted by RFAM and tRNAscan in Drosophila is rela-
tively low (Table 2). This suggests that ncRNA pseudogenes are
largely absent from Drosophila genomes, which is consistent with
the low number of protein-coding pseudogenes in Drosophila37.
The relatively low numbers of some classes of ncRNA genes (for
example, small nucleolar (sno)RNAs) in the Drosophila subgenus
are likely to be an artefact of rapid rates of evolution in these types

of genes and the limitation of the homology-based methods used to
annotate distantly related species.

Evolution of genome structure
Coarse-level similarities among Drosophilids. At a coarse level,
genome structure is well conserved across the 12 sequenced species.
Total genome size estimated by flow cytometry varies less than three-
fold across the phylogeny, ranging from 130 Mb (D. mojavensis) to
364 Mb (D. virilis)38 (Table 2), in contrast to the order of magnitude
difference between Drosophila and mammals. Total protein-coding
sequence ranges from 38.9 Mb in D. melanogaster to 65.4 Mb in
D. willistoni. Intronic DNA content is also largely conserved, ranging
from 19.6 Mb in D. simulans to 24.0 Mb in D. pseudoobscura
(Table 2). This contrasts dramatically with transposable element-
derived genomic DNA content, which varies considerably across
genomes (Table 2) and correlates significantly with euchromatic
genome size (estimated as the summed length of contigs . 200 kb)
(Kendall’s t5 0.70, P 5 0.0016).

To investigate overall conservation of genome architecture at an
intermediate scale, we analysed synteny relationships across species
using Synpipe32 (Supplementary Information section 9.1). Synteny
block size and average number of genes per block varies across the
phylogeny as expected, with the number of blocks increasing and the
average size of blocks decreasing with increasing evolutionary dis-
tance from D. melanogaster (A. Bhutkar, S. Russo, T. F. Smith and W.
M. Gelbart, personal communication) (Supplementary Fig. 4). We
inferred 112 syntenic blocks between D. melanogaster and D. sechellia
(with an average of 122 genes per block), compared to 1,406 syntenic
blocks between D. melanogaster and D. grimshawi (with an average of
8 genes per block). On average, 66% of each genome assembly was
covered by syntenic blocks, ranging from 68% in D. sechellia to 58%
in D. grimshawi.

Similarity across genomes is largely recapitulated at the level of
individual genes, with roughly comparable numbers of predicted
protein-coding genes across the 12 species (Table 2). The majority
of predicted genes in each species have homologues in D. melanoga-
ster (Table 2, Supplementary Table 9). Moreover, most of the 13,733
protein-coding genes in D. melanogaster are conserved across the
entire phylogeny: 77% have identifiable homologues in all 12 gen-
omes, 62% can be identified as single-copy orthologues in the six
genomes of the melanogaster group and 49% can be identified as
single-copy orthologues in all 12 genomes. The number of functional
non-coding RNA genes predicted in each Drosophila genome is
also largely conserved, ranging from 584 in D. mojavensis to 908 in
D. ananassae (Table 2).

There are several possible explanations for the observed interspe-
cific variation in gene content. First, approximately 700 D. melano-
gaster gene models have been newly annotated since the FlyBase
Release 4.3 annotations used in the current study, reducing the dis-
crepancy between D. melanogaster and the other sequenced genomes
in this study. Second, because low-coverage genomes tend to have
more predicted gene models, we suspect that artefactual duplication
of genomic segments due to assembly errors inflates the number of
predicted genes in some species. Finally, the non-melanogaster spe-
cies have many more predicted lineage-specific genes than D. mela-
nogaster, and it is possible that some of these are artefactual. In the
absence of experimental evidence, it is difficult to distinguish genuine
lineage-specific genes from putative artefacts. Future experimental
work will be required to fully disentangle the causes of interspecific
variation in gene number.
Abundant genome rearrangements during Drosophila evolution.
To study the structural relationships among genomes on a finer
scale, we analysed gene-level synteny between species pairs. These
synteny maps allowed us to infer the history and locations of fixed
genomic rearrangements between species. Although Drosophila spe-
cies vary in their number of chromosomes, there are six fundamental
chromosome arms common to all species. For ease of denoting
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chromosomal homology, these six arms are referred to as ‘Muller
elements’ after Hermann J. Muller, and are denoted A–F. Although
most pairs of orthologous genes are found on the same Muller ele-
ment, there is extensive gene shuffling within Muller elements
between even moderately diverged genomes (Fig. 3, and Supplemen-
tary Information section 9.1).

Previous analysis has revealed heterogeneity in rearrangement
rates among close relatives: careful inspection of 29 inversions that
differentiate the chromosomes of D. melanogaster and D. yakuba
revealed that 28 were fixed in the lineage leading to D. yakuba, and
only one was fixed on the lineage leading to D. melanogaster39.
Rearrangement rates are also heterogeneous across the genome
among the 12 species: simulations reject a random-breakage model,
which assumes that all sites are free to break in inversion events, but
fail to reject a model of coldspots and hotspots for breakpoints
(S. Schaeffer, personal communication). Furthermore, inversions
seem to have played important roles in the process of speciation in
at least some of these taxa40.

One particularly striking example of the dynamic nature of gen-
ome micro-structure in Drosophila is the homeotic homeobox (Hox)
gene cluster(s)41. Hox genes typically occur in genomic clusters, and
this clustering is conserved across many vertebrate and invertebrate
taxa, suggesting a functional role for the precise and collinear
arrangement of these genes. However, several cluster splits have been
previously identified in Drosophila42,43, and the 12 Drosophila genome
sequences provide additional evidence against the functional import-
ance of Hox gene clustering in Drosophila. There are seven different
gene arrangements found across 13 Drosophila species (the 12
sequenced genomes and D. buzzatii), with no species retaining the
inferred ancestral gene order44. It thus seems that, in Drosophila, Hox
genes do not require clustering to maintain proper function, and are
a powerful illustration of the dynamism of genome structure across
the sequenced genomes.
Transposable element evolution. Mobile, repetitive transposable
element sequences are a particularly dynamic component of eukar-
yotic genomes. Transposable element/repeat content (in scaffolds
.200 kb) varies by over an order of magnitude across the genus,
ranging from ,2.7% in D. simulans and D. grimshawi to ,25% in
D. ananassae (Table 2, and Supplementary Fig. 1). These data
support the lower euchromatic transposable element content in
D. simulans relative to D. melanogaster45, and reveal that euchromatic
transposable element/repeat content is generally similar within
the melanogaster subgroup. Within the Drosophila subgenus,

D. grimshawi has the lowest transposable element/repeat content,
possibly relating to its ecological status as an island endemic, which
may minimize the chance for horizontal transfer of transposable
element families. Finally, the highest levels of transposable element/
repeat content are found in D. ananassae and D. willistoni. These
species also have the highest numbers of pseudo-transfer (t)RNA
genes (Table 2), indicating a potential relationship between
pseudo-tRNA genesis and repetitive DNA, as has been established
in the mouse genome36.

Different classes of transposable elements can vary in abundance
owing to a variety of host factors, motivating an analysis of the
intragenomic ecology of transposable elements in the 12 genomes.
In D. melanogaster, long terminal repeat (LTR) retrotransposons
have the highest abundance, followed by LINE (long interspersed
nuclear element)-like retrotransposons and terminal inverted
repeat (TIR) DNA-based transposons18. An unbiased, conservative
approach (Supplementary Information section 3) for estimating the
rank order abundance of major transposable element classes suggests
that these abundance trends are conserved across the entire genus
(Supplementary Fig. 5). Two exceptions are an increased abundance
of TIR elements in D. erecta and a decreased abundance of LTR
elements in D. pseudoobscura; the latter observation may represent
an assembly artefact because the sister species D. persimilis shows
typical LTR abundance. Given that individual instances of transpos-
able element repeats and transposable element families themselves
are not conserved across the genus, the stability of abundance trends
for different classes of transposable elements is striking and suggests
common mechanisms for host–transposable element co-evolution in
Drosophila.

Although comprehensive analysis of the structural and evolution-
ary relationships among families of transposable elements in the 12
genomes remains a major challenge for Drosophila genomics, some
initial insights can be gleaned from analysis of particularly well-
characterized transposable element families. Previous analysis has
shown variable dynamics for the most abundant transposable ele-
ment family (DINE-1)46 in the D. melanogaster genome18,47: although
inactive in D. melanogaster48, DINE-1 has experienced a recent trans-
positional burst in D. yakuba49. Our analysis confirms that this ele-
ment is highly abundant in all of the other sequenced genomes of
Drosophila, but is not found outside of Diptera50,51. Moreover, the
inferred phylogenetic relationship of DINE-1 paralogues from
several Drosophila species suggests vertical transmission as the major
mechanism for DINE-1 propagation. Likewise, analysis of the Galileo
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Figure 3 | Synteny plots for Muller elements B and C with respect to
D. melanogaster gene order. The horizontal axis shows D. melanogaster
gene order for Muller elements B and C, and the vertical axis maps
homologous locations32,155 in individual species (a–f in increasing
evolutionary distance from D. melanogaster). Left to right on the x axis is

from telomere to centromere for Muller element B, followed by Muller
element C from centromere to telomere. Red and green lines represent
syntenic segments in the same or reverse orientation along the chromosome
relative to D. melanogaster, respectively. Blue segments show gene
transposition of genes from one element to the other.
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and 1360 transposons reveals a widespread but discontinuous phylo-
genetic distribution for both families, notably with both families
absent in the geographically isolated Hawaiian species, D. grim-
shawi52. These results are consistent with an ancient origin of the
Galileo and 1360 families in the genus and subsequent horizontal
transfer and/or loss in some lineages.

The use of these 12 genomes also facilitated the discovery of trans-
posable element lineages not yet documented in Drosophila, specif-
ically the P instability factor (PIF) superfamily of DNA transposons.
Our analysis indicates that there are four distinct lineages of this
transposon in Drosophila, and that this element has indeed colonized
many of the sequenced genomes53. This superfamily is particularly
intriguing given that PIF-transposase-like genes have been impli-
cated in the origin of at least seven different genes during the
Drosophila radiation53, suggesting that not only do transposable ele-
ments affect the evolution of genome structure, but that their
domestication can play a part in the emergence of novel genes.

D. melanogaster maintains its telomeres by occasional targeted
transposition of three telomere-specific non-LTR retrotransposons
(HeT-A, TART and TAHRE) to chromosome ends54,55 and not by the
more common mechanism of telomerase-generated G-rich repeats56.
Multiple telomeric retrotransposons have originated within the
genus, where they now maintain telomeres, and recurrent loss of
most of the ORF2 from telomeric retrotransposons (for example,
TAHRE) has given rise to half-telomeric-retrotransposons (for
example, HeT-A) during Drosophila evolution57. The phylogenetic
relationship among these telomeric elements is congruent with the
species phylogeny, suggesting that they have been vertically transmit-
ted from a common ancestor57.
ncRNA gene family evolution. Using ncRNA gene annotations
across the 12-species phylogeny, we inferred patterns of gene copy
number evolution in several ncRNA families. Transfer RNA genes are
the most abundant family of ncRNA genes in all 12 genomes, with
297 tRNAs in D. melanogaster and 261–484 tRNA genes in the other
species (Table 2). Each genome encodes a single selenocysteine tRNA,
with the exception of D. willistoni, which seems to lack this gene
(R. Guigo, personal communication). Elevated tRNA gene counts
in D. ananassae and D. willistoni are explained almost entirely by
pseudo-tRNA gene predictions. We infer from the lack of pseudo-
tRNAs in most Drosophila species, and from similar numbers of
tRNAs obtained from an analysis of the chicken genome
(n 5 280)58, that the minimal metazoan tRNA set is encoded by
,300 genes, in contrast to previous estimates of 497 in human and
659 in Caenorhabditis elegans59,60. Similar numbers of snoRNAs are
predicted in the D. melanogaster subgroup (n 5 242–255), in which
sequence similarity is high enough for annotation by homology, with
fewer snoRNAs (n 5 194–216) annotated in more distant members
of the Sophophora subgenus, and even fewer snoRNAs (n 5 139–165)
predicted in the Drosophila subgenus, in which annotation by homo-
logy becomes much more difficult.

Of 78 previously reported micro (mi)RNA genes, 71 (91%) are
highly conserved across the entire genus, with the remaining seven
genes (mir-2b-1, -289, -303, -310, -311, -312 and -313) restricted to
the subgenus Sophophora (Supplementary Information section 7.2).
All the species contain similar numbers of spliceosomal snRNA genes
(Table 2), including at least one copy each of the four U12-dependent
(minor) spliceosomal RNAs, despite evidence for birth and death of
these genes and the absence of stable subtypes61. The unusual, lin-
eage-specific expansion in size of U11 snRNA, previously described
in Drosophila61,62, is even more extreme in D. willistoni. We annotated
99 copies of the 5S ribosomal (r)RNA gene in a cluster in D. mela-
nogaster, and between 13 and 73 partial 5S rRNA genes in clusters in
the other genomes. Finally, we identified members of several other
classes of ncRNA genes, including the RNA components of the
RNase P (1 per genome) and the signal recognition particle (SRP)
RNA complexes (1–3 per genome), suggesting that these functional
RNAs are involved in similar biological processes throughout the

genus. We were only able to locate the roX (RNA on X)63,64 genes
involved in dosage compensation using nucleotide homology in the
melanogaster subgroup, although analyses incorporating structural
information have identified roX genes in other members of the
genus65.

We investigated the evolution of rRNA genes in the 12 sequenced
genomes, using trace archives to locate sequence variants within the
transcribed portions of these genes. This analysis revealed moderate
levels of variation that are not distributed evenly across the rRNA
genes, with fewest variants in conserved core coding regions, more
variants in coding expansion regions, and higher still variant abun-
dances in non-coding regions. The level and distribution of sequence
variation in rRNA genes are suggestive of concerted evolution, in
which recombination events uniformly distribute variants through-
out the rDNA loci, and selection dictates the frequency to which
variants can expand66.
Protein-coding gene family evolution. For a general perspective on
how the protein-coding composition of these 12 genomes has chan-
ged, we examined gene family expansions and contractions in the
11,434 gene families (including those of size one in each species)
predicted to be present in the most recent common ancestor of the
two subgenera. We applied a maximum likelihood model of gene
gain and loss67 to estimate rates of gene turnover. This analysis sug-
gests that gene families expand or contract at a rate of 0.0012 gains
and losses per gene per million years, or roughly one fixed gene gain/
loss across the genome every 60,000 yr68. Many gene families (4,692
or 41.0%) changed in size in at least one species, and 342 families
showed significantly elevated (P , 0.0001) rates of gene gain and loss
compared to the genomic average, indicating that non-neutral pro-
cesses may play a part in gene family evolution. Twenty-two families
exhibit rapid copy number evolution along the branch leading to
D. melanogaster (eighteen contractions and four expansions; Sup-
plementary Table 10). The most common Gene Ontology (GO)
terms among families with elevated rates of gain/loss include ‘defence
response’, ‘protein binding’, ‘zinc ion binding’, ‘proteolysis’, and
‘trypsin activity’. Interestingly, genes involved in ‘defence response’
and ‘proteolysis’ also show high rates of protein evolution (see
below). We also found heterogeneity in overall rates of gene gain
and loss across lineages, although much of this variation could result
from interspecific differences in assembly quality68.
Lineage-specific genes. The vast majority of D. melanogaster
proteins that can be unambiguously assigned a homology pattern
(Supplementary Information section 5) are inferred to be ancestrally
present at the genus root (11,348/11,644, or 97.5%). Of the 296 non-
ancestrally present genes, 252 are either Sophophora-specific, or have
a complicated pattern of homology requiring more than one gain
and/or loss on the phylogeny, and are not discussed further. The
remaining 44 proteins include 14 present in the melanogaster group,
23 present only in the melanogaster subgroup, 3 unique to the mel-
anogaster species complex, and 4 found in D. melanogaster only.
Because we restricted this analysis to unambiguous homologues of
high-confidence protein-coding genes in D. melanogaster8, we are
probably undercounting the number of genes that have arisen
de novo in any particular lineage. However, ancestrally heterochro-
matic genes that are currently euchromatic in D. melanogaster may
spuriously seem to be lineage-specific.

The 44 lineage-specific genes (Supplementary Table 11) differ
from ancestrally present genes in several ways. They have a shorter
median predicted protein length (lineage-specific median 177 amino
acids, other median 421 amino acids, MWU, P 5 3.6 3 10213),
are more likely to be intronless (Fisher’s exact test (FET), P 5

6.2 3 1026), and are more likely to be located in the intron of another
gene on the opposite strand (FET, P 5 3.5 3 1024). In addition, 18 of
these 44 genes are testis- or accessory-gland-specific in D. melanoga-
ster, a significantly greater fraction than is found in the ancestral set
(FET, P 5 1.25 3 1024). This is consistent with previous observa-
tions that novel genes are often testis-specific in Drosophila69–73 and
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expression studies on seven of the species show that species-restricted
genes are more likely to exhibit male-biased expression29. Further,
these genes are significantly more tissue-specific in expression (as
measured by t; ref. 74) (MWU, P 5 9.6 3 1026), and this pattern is
not solely driven by genes with testis-specific expression patterns.

Protein-coding gene evolution
Positive selection and selective constraints in Drosophila genomes.
To study the molecular evolution of protein-coding genes, we esti-
mated rates of synonymous and non-synonymous substitution in
8,510 single-copy orthologues within the six melanogaster group
species using PAML75 (Supplementary Information section 11.1);
synonymous site saturation prevents analysis of more divergent com-
parisons. We investigate only single-copy orthologues because when
paralogues are included, alignments become increasingly proble-
matic. Rates of amino acid divergence for single-copy orthologues
in all 12 species were also calculated; these results are largely consist-
ent with the analysis of non-synonymous divergence in the melano-
gaster group, and are not discussed further.

To understand global patterns of divergence and constraint
across functional classes of genes, we examined the distributions of
v (5dN/dS, the ratio of non-synonymous to synonymous diver-
gence) across Gene Ontology categories (GO)76, excluding GO

annotations based solely on electronic support (Supplementary
Information section 11.2). Most functional categories of genes are
strongly constrained, with median estimates ofvmuch less than one.
In general, functionally similar genes are similarly constrained:
31.8% of GO categories have significantly lower variance in v than
expected (q-value true-positive test77). Only 11% of GO categories
had statistically significantly elevated v (relative to the median of all
genes with GO annotations) at a 5% false-discovery rate (FDR),
suggesting either positive selection or a reduction in selective con-
straint. The GO categories with elevated v include the biological
process terms ‘defence response’, ‘proteolysis’, ‘DNA metabolic
process’ and ‘response to biotic stimulus’; the molecular function
terms ‘transcription factor activity’, ‘peptidase activity’, ‘receptor
binding’, ‘odorant binding’, ‘DNA binding’, ‘receptor activity’ and
‘G-protein-coupled receptor activity’; and the cellular location term
‘extracellular’ (Fig. 4, and Supplementary Table 12). Similar results
are obtained when dN is compared across GO categories, suggesting
that in most cases differences in v among GO categories is driven by
amino acid rather than synonymous site substitutions. The two
exceptions are the molecular function terms ‘transcription factor
activity’ and ‘DNA binding activity’, for which we observe signifi-
cantly decelerated dS (FDR 5 7.2 3 1024 for both; Supplementary
Information section 11.2) and no significant differences in dN.
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Figure 4 | Patterns of constraint and positive selection among GO terms.
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positive selection (Supplementary Information section 11.2) for genes
annotated with: a, biological process GO terms; b, cellular component GO
terms; and c, molecular function GO terms. Only GO terms with 200 or more

genes annotated are plotted. See Supplementary Table 12 for median values
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positive selection do not typically have an average v across all codons that
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To distinguish possible positive selection from relaxed constraint,
we tested explicitly for genes that have a subset of codons with sig-
natures of positive selection, using codon-based likelihood models of
molecular evolution, implemented in PAML78,79 (Supplementary
Information section 11.1). Although this test is typically regarded
as a conservative test for positive selection, it may be confounded
by selection at synonymous sites. However, selection at synonymous
sites (that is, codon bias, see below) is quite weak. Moreover, vari-
ability in v presented here tends to reflect variability in dN. We
therefore believe that it is appropriate to treat synonymous sites as
nearly neutral and sites with v. 1 as consistent with positive selec-
tion. Despite a number of functional categories with evidence for
elevated v, ‘helicase activity’ is the only functional category signifi-
cantly more likely to be positively selected (permutation test,
P 5 2 3 1024, FDR 5 0.007; Supplementary Table 12); the biological
significance of this finding merits further investigation. Furthermore,
within each GO class, there is greater dispersion among genes in their
probability of positive selection than in their estimate of v (MWU
one-tailed, P 5 0.011; Supplementary Information section 11.1),
suggesting that although functionally similar genes share patterns
of constraint, they do not necessarily show similar patterns of
positive selection (Fig. 4).

Interestingly, protein-coding genes with no annotated
(‘unknown’) function in the GO database seem to be less constrained
(permutation test, P , 1 3 1024, FDR 5 0.006)80 and to have on
average lower P-values for the test of positive selection than genes
with annotated functions (permutation test, P 5 0.001, FDR 5

0.058). It is unlikely that this observation results entirely from an
over-representation of mis-annotated or non-protein-coding genes
in the ‘unknown’ functional class, because this finding is robust to the
removal of all D. melanogaster genes predicted to be non-protein-
coding in ref. 8. The bias in the way biological function is ascribed
to genes (to laboratory-induced, easily scorable functions) leaves
open the possibility that unannotated biological functions may have
an important role in evolution. Indeed, genes with characterized
mutant alleles in FlyBase evolve significantly more slowly than other
genes (median vwith alleles 5 0.0525 and vwithout alleles 5 0.0701; MWU,
P , 1 3 10216).

Previous work has suggested that a substantial fraction of non-
synonymous substitutions in Drosophila were fixed through positive
selection81–85. We estimate that 33.1% of single-copy orthologues in
the melanogaster group have experienced positive selection on at least
a subset of codons (q-value true-positive tests77) (Supplementary
Information section 11.1). This may be an underestimate, because
we have only examined single-copy orthologues, owing to difficulties
in producing accurate alignments of paralogues by automated meth-
ods. On the basis of the 878 genes inferred to have experienced
positive selection with high confidence (FDR , 10%), we estimated
that an average of 2% of codons in positively selected genes have
v. 1. Thus, several lines of evidence, based on different methodo-
logies, suggest that patterns of amino acid fixation in Drosophila
genomes have been shaped extensively by positive selection.

The presence of functional domains within a protein may lead to
heterogeneity in patterns of constraint and adaptation along its
length. Among genes inferred to be evolving by positive selection
at a 10% FDR, 63.7% (q-value true-positive tests77) show evidence
for spatial clustering of positively selected codons (Supplementary
Information section 11.2). Spatial heterogeneity in constraint is fur-
ther supported by contrasting v for codons inside versus outside
defined InterPro domains (genes lacking InterPro domains are
treated as ‘outside’ a defined InterPro domain). Codons within
InterPro domains were significantly more conserved than codons
outside InterPro domains (median v: 0.062 InterPro domains,
0.084 outside InterPro domains; MWU, P , 2.2 3 10216; Supple-
mentary Information section 11.2). Similarly, there were significantly
more positively selected codons outside of InterPro domains than
inside domains (FET P , 2.2 3 10216), suggesting that in addition to

being more constrained, codons in protein domains are less likely to
be targets of positive selection (Supplementary Fig. 6).
Factors affecting the rate of protein evolution in Drosophila. The
sequenced genomes of the melanogaster group provide unpreced-
ented statistical power to identify factors affecting rates of protein
evolution. Previous analyses have suggested that although the
level of gene expression consistently seems to be a major determinant
of variation in rates of evolution among proteins86,87, other factors
probably play a significant, if perhaps minor, part88–91. In Drosophila,
although highly expressed genes do evolve more slowly, breadth of
expression across tissues, gene essentiality and intron number all also
independently correlate with rates of protein evolution, suggesting
that the additional complexities of multicellular organisms are
important factors in modulating rates of protein evolution78. The
presence of repetitive amino acid sequences has a role as well: non-
repeat regions in proteins containing repeats evolve faster and show
more evidence for positive selection than genes lacking repeats92.

These data also provide a unique opportunity to examine the
impact of chromosomal location on evolutionary rates. Population
genetic theory predicts that for new recessive mutations, both
purifying and positive selection will be more efficient on the
X chromosome given its hemizygosity in males93. In contrast, the lack
of recombination on the small, mainly heterochromatic dot chro-
mosome94,95 is expected to reduce the efficacy of selection96. Because
codon bias, or the unequal usage of synonymous codons in protein-
coding sequences, reflects weak but pervasive selection, it is a sen-
sitive metric for evaluating the efficacy of purifying selection.
Consistent with expectation, in all 12 species, we find significantly
elevated levels of codon bias on the X chromosome and significantly
reduced levels of codon bias on the dot chromosome97. Furthermore,
X-chromosome-linked genes are marginally over-represented within
the set of positively selected genes in the melanogaster group (FET,
P 5 0.055), which is consistent with increased rates of adaptive sub-
stitution on this chromosome. This analysis suggests that chromo-
somal context also serves to modulate rates of molecular evolution in
protein-coding genes.

To examine further the impact of genomic location on protein
evolution, we examined the subset of genes that have moved within
or between chromosome arms32,98. Genes inferred to have moved
between Muller elements have a significantly higher rate of protein
evolution than genes inferred to have moved within a Muller element
(MWU, P 5 1.32 3 10214) and genes that have maintained
their genomic position (MWU, P 5 0.008) (Supplementary Fig. 7).
Interestingly, genes that move within Muller elements have a signifi-
cantly lower rate of protein evolution than those for which genomic
locations have been maintained (MWU, P 5 3.85 3 10214). It
remains unclear whether these differences reflect underlying biases
in the types of genes that move inter- versus intra-chromosomally, or
whether they are due to in situ patterns of evolution in novel genomic
contexts.
Codon bias. Codon bias is thought to enhance the efficiency and/or
accuracy of translation99–101 and seems to be maintained by muta-
tion–selection–drift balance101–104. Across the 12 Drosophila genomes,
there is more codon bias in the Sophophora subgenus than in the
Drosophila subgenus, and a previously noted105–109 striking reduction
in codon bias in D. willistoni110,111 (Fig. 5). However, with only minor
exceptions, codon preferences for each amino acid seem to be con-
served across 11 of the 12 species. The striking exception is D. will-
istoni, in which codon usage for 6 of 18 redundant amino acids has
diverged (Fig. 5). Mutation alone is not sufficient to explain codon-
usage bias in D. willistoni, which is suggestive of a lineage-specific
shift in codon preferences111,112. We found evidence for a lineage-
specific genomic reduction in codon bias in D. melanogaster
(Fig. 5), as has been suggested previously113–119. In addition, max-
imum-likelihood estimation of the strength of selection on synonym-
ous sites in 8,510 melanogaster group single-copy orthologues
revealed a marked reduction in the number of genes under selection
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for increased codon bias in D. melanogaster relative to its sister spe-
cies D. sechellia120.
Evolution of genes associated with ecology and reproduction.
Given the ecological and environmental diversity encompassed by
the 12 Drosophila species, we examined the evolution of genes and
gene families associated with ecology and reproduction. Specifically,
we selected genes with roles in chemoreception, detoxification/
metabolism, immunity/defence, and sex/reproduction for more
detailed study.
Chemoreception. Drosophila species have complex olfactory and
gustatory systems used to identify food sources, hazards and mates,
which depend on odorant-binding proteins, and olfactory/odorant
and gustatory receptors (Ors and Grs). The D. melanogaster genome
has approximately 60 Ors, 60 Grs and 50 odorant-binding protein
genes. Despite overall conservation of gene number across the 12
species and widespread evidence for purifying selection within the
melanogaster group, there is evidence that a subset of Or and Gr genes
experiences positive selection121–123. Furthermore, clear lineage-
specific differences are detectable between generalist and specialist
species within the melanogaster subgroup. First, the two indepen-
dently evolved specialists (D. sechellia and D. erecta) are losing Gr
genes approximately five times more rapidly than the generalist spe-
cies121,124. We believe this result is robust to sequence quality, because
all pseudogenes and deletions were verified by direct re-sequencing
and synteny-based orthologue searches, respectively. Generalists are
expected to encounter the most diverse set of tastants and seem to
have maintained the greatest diversity of gustatory receptors. Second,
Or and Gr genes that remain intact in D. sechellia and D. erecta evolve
significantly more rapidly along these two lineages (v5 0.1556 for
Ors and 0.1874 for Grs) than along the generalist lineages
(v5 0.1049 for Ors and 0.1658 for Grs; paired Wilcoxon,
P 5 0.0003 and 0.003, respectively124). There is some evidence that
odorant-binding protein genes also evolve significantly faster in spe-
cialists compared to generalists122. This elevated v reflects a trend
observed throughout the genomes of the two specialists and is likely
to result, at least in part, from demographic phenomena. However,
the difference between specialist and generalist v for Or/Gr genes
(0.0292) is significantly greater than the difference for genes across
the genome (0.0091; MWU, P 5 0.0052)121, suggesting a change in
selective regime. Moreover, the observation that elevated v as well as
accelerated gene loss disproportionately affect groups of Or and Gr
genes that respond to specific chemical ligands and/or are expressed
during specific life stages suggests that rapid evolution at Or/Gr loci
in specialists is related to the ecological shifts these species have
sustained121.

Detoxification/metabolism. The larval food sources for many
Drosophila species contain a cocktail of toxic compounds, and con-
sequently Drosophila genomes encode a wide variety of detoxification
proteins. These include members of the cytochrome P450 (P450),
carboxyl/choline-esterase (CCE) and glutathione S-transferase
(GST) multigene families, all of which also have critical roles in
resistance to insecticides125–127. Among the P450s, the five enzymes
associated with insecticide resistance are highly dynamic across the
phylogeny, with 24 duplication events and 4 loss events since the last
common ancestor of the genus, which is in striking contrast to genes
with known developmental roles, eight of which are present as a
single copy in all 12 species (C. Robin, personal communication).
As with chemoreceptors, specialists seem to lose detoxification genes
at a faster rate than generalists. For instance, D. sechellia has lost the
most P450 genes; these 14 losses comprise almost one-third of all
P450 loss events (Supplementary Table 13) (C. Robin, personal
communication). Positive selection has been implicated in detoxi-
fication-gene evolution as well, because a search for positive
selection among GSTs identified the parallel evolution of a radical
glycine to lysine amino acid change in GSTD1, an enzyme known to
degrade DDT128. Finally, although metabolic enzymes in general are
highly constrained (median v5 0.045 for enzymes, 0.066 for non-
enzymes; MWU, P 5 5.7 3 10224), enzymes involved in xenobiotic
metabolism evolve significantly faster than other enzymes (median
v5 0.05 for the xenobiotic group versus v5 0.045 overall,
two-tailed permutation test, P 5 0.0110; A. J. Greenberg, personal
communication).

Metazoans deal with excess selenium in the diet by sequestration in
selenoproteins, which incorporate the rare amino acid selenocysteine
(Sec) at sites specified by the TGA codon. The recoding of the norm-
ally terminating signal TGA as a Sec codon is mediated by the sele-
nocystein insertion sequence (SECIS), a secondary structure in the
39 UTR of selenoprotein messenger RNAs. All animals examined so
far have selenoproteins; three have been identified in D. melanogaster
(SELG, SELM and SPS2129,130). Interestingly, although the three
known melanogaster selenoproteins are all present in the genomes
of the other Drosophila species, in D. willistoni the TGA Sec codons
have been substituted by cysteine codons (TGT/TGC). Consistent
with this finding, analysis of the seven genes implicated to date in
selenoprotein synthesis including the Sec-specific tRNA suggests that
most of these genes are absent in D. willistoni (R. Guigo, personal
communication). D. willistoni thus seems to be the first animal
known to lack selenoproteins. If correct, this observation is all the
more remarkable given the ubiquity of selenoproteins and the seleno-
protein biosynthesis machinery in metazoans, the toxicity of excess
selenium, and the protection from oxidative stress mediated by
selenoproteins. However, it remains possible that this species
encodes selenoproteins in a different way, and this represents an
exciting avenue of future research.
Immunity/defence. Drosophila, like all insects, possesses an innate
immune system with many components analogous to the innate
immune pathways of mammals, although it lacks an antibody-
mediated adaptive immune system131. Immune system genes often
evolve rapidly and adaptively, driven by selection pressures from
pathogens and parasites132–134. The genus Drosophila is no exception:
immune system genes evolve more rapidly than non-immune genes,
showing both high total divergence rates and specific signs of positive
selection135. In particular, 29% of receptor genes involved in phago-
cytosis seem to evolve under positive selection, suggesting that
molecular co-evolution between Drosophila pattern recognition
receptors and pathogen antigens is driving adaptation in the immune
system135. Somewhat surprisingly, genes encoding effector proteins
such as antimicrobial peptides are far less likely to exhibit adaptive
sequence evolution. Only 5% of effector genes (and no antimicrobial
peptides) show evidence of adaptive evolution, compared to 10% of
genes genome-wide. Instead, effector genes seem to evolve by rapid
duplication and deletion. Whereas 49% of genes genome-wide, 63%
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of genes involved in pathogen recognition and 81% of genes impli-
cated in immune-related signal transduction can be found as single-
copy orthologues in all 12 species, only 40% of effector genes exist as
single-copy orthologues across the genus (x2 5 41.13, P 5 2.53 3

1028), suggesting rapid radiation of effector protein classes along
particular lineages135. Thus, much of the Drosophila immune system
seems to evolve rapidly, although the mode of evolution varies across
immune-gene functional classes.
Sex/reproduction. Genes encoding sex- and reproduction-related
proteins are subject to a wide array of selective forces, including
sexual conflict, sperm competition and cryptic female choice, and
to the extent that these selective forces are of evolutionary con-
sequence, this should lead to rapid evolution in these genes136 (for
an overview see refs 137, 138). The analysis of 2,505 sex- and
reproduction-related genes within the melanogaster group indicated
that male sex- and reproduction-related genes evolve more rapidly at
the protein level than genes not involved in sex or reproduction or
than female sex- and reproduction-related genes (Supplementary
Fig. 8). Positive selection seems to be at least partially responsible
for these patterns, because genes involved in spermatogenesis have
significantly stronger evidence for positive selection than do non-
spermatogenesis genes (permutation test, P 5 0.0053). Similarly,
genes that encode components of seminal fluid have significantly
stronger evidence for positive selection than ‘non-sex’ genes139.
Moreover, protein-coding genes involved in male reproduction,
especially seminal fluid and testis genes, are particularly likely to be
lost or gained across Drosophila species29,139.
Evolutionary forces in the mitochondrial genome. Functional ele-
ments in mtDNA are strongly conserved, as expected: tRNAs are
relatively more conserved than the mtDNA overall (average pairwise
nucleotide distance 5 0.055 substitutions per site for tRNAs versus
0.125 substitutions per site overall). We observe a deficit of substitu-
tions occurring in the stem regions of the stem-loop structure in
tRNAs, consistent with strong selective pressure to maintain RNA
secondary structure, and there is a strong signature of purifying
selection in protein-coding genes13. However, despite their shared
role in aerobic respiration, there is marked heterogeneity in the rates
of amino acid divergence between the oxidative phosphorylation
enzyme complexes across the 12 species (NADH dehydrogenase,
0.059 . ATPase, 0.042 . CytB, 0.037 . cytochrome oxidase, 0.020;
mean pairwise dN), which contrasts with the relative homogeneity in
synonymous substitution rates. A model with distinct substitution
rates for each enzyme complex rather than a single rate provides a
significantly better fit to the data (P , 0.0001), suggesting complex-
specific selective effects of mitochondrial mutations13.

Non-coding sequence evolution
ncRNA sequence evolution. The availability of complete sequence
from 12 Drosophila genomes, combined with the tractability of RNA
structure predictions, offers the exciting opportunity to connect pat-
terns of sequence evolution directly with structural and functional
constraints at the molecular level. We tested models of RNA evolu-
tion focusing on specific ncRNA gene classes in addition to inferring
patterns of sequence evolution using more general datasets that are
based on predicted intronic RNA structures.

The exquisite simplicity of miRNAs and their shared stem-loop
structure makes these ncRNAs particularly amenable to evolutionary
analysis. Most miRNAs are highly conserved within the Drosophila
genus: for the 71 previously described miRNA genes inferred to
be present in the common ancestor of these 12 species, mature
miRNA sequences are nearly invariant. However, we do find a small
number of substitutions and a single deletion in mature miRNA
sequences (Supplementary Table 14), which may have functional
consequences for miRNA–target interactions and may ultimately
help identify targets through sequence covariation. Pre-miRNA
sequences are also highly conserved, evolving at about 10% of the
rate of synonymous sites.

To link patterns of evolution with structural constraints, we
inferred ancestral pre-miRNA sequences and deduced secondary
structures at each ancestral node on the phylogeny (Supplementary
Information section 12.1). Although conserved miRNA genes show
little structural change (little change in free energy), the five melano-
gaster group-specific miRNA genes (miR-303 and the mir-310/311/
312/313 cluster) have undergone numerous changes across the entire
pre-miRNA sequence, including the ordinarily invariant mature
miRNA. Patterns of polymorphism and divergence in these lin-
eage-specific miRNA genes, including a high frequency of derived
mutations, are suggestive of positive selection140. Although lineage-
specific miRNAs may evolve under less constraint because they have
fewer target transcripts in the genome, it is also possible that recent
integration into regulatory networks causes accelerated rates of
miRNA evolution.

We further investigated patterns of sequence evolution for the
subset of 38 conserved pre-miRNAs with mature miRNA sequences
at their 39 end by calculating evolutionary rates in distinct site classes
(Fig. 6, and Supplementary Information section 12.2). Outside the
mature miRNA and its complementary sequence, loops had the high-
est rate of evolution, followed by unpaired sites, with paired sites
having the lowest rate of evolution. Inside the mature miRNA,
unpaired sites evolve more slowly than paired sites, whereas the
opposite is true for the sequence complementary to the mature
miRNA. Surprisingly, a large fraction of unpaired bulges or internal
loops in the mature miRNA seem to be conserved—a pattern which
may have implications for models of miRNA biogenesis and the
degree of mismatch allowed in miRNA–target prediction methods.
Overall these results support the qualitative model proposed in ref.
141 for the canonical progression of miRNA evolution, and show that
functional constraints on the miRNA itself supersede structural con-
straints imposed by maintenance of the hairpin-loop.

To assess constraint on stem regions of RNA structures more
generally, we compared substitution rates in stems (S) to those in
nominally unconstrained loop regions (L) in a wide variety of
ncRNAs (Supplementary Information section 12.3). We estimated
substitution rates using a maximum likelihood framework, and com-
pared the observed L/S ratio with the average L/S ratio estimated
from published secondary structures in RFAM, which we normalized
to 1.0. L/S ratios for Drosophila ncRNA families range from a highly
constrained 2.57 for the nuclear RNase P family to 0.56 for the 5S
ribosomal RNA (Supplementary Table 15).
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Finally, we predicted a set of conserved intronic RNA structures
and analysed patterns of compensatory nucleotide substitution in
D. melanogaster, D. yakuba, D. ananassae, D. pseudoobscura, D. virilis
and D. mojavensis (Supplementary Information section 13). Signa-
tures of compensatory evolution in RNA helices are detected as
covarying nucleotide sites or ‘covariations’ (that is, two Watson–
Crick bases that interact in species A replaced by a different
Watson–Crick pair in species B). The number of covariations (per
base pair of a helix) depends on the physical distance between the
interacting nucleotides (Supplementary Fig. 9), as has been observed
for the RNA helices in the Drosophila bicoid 39 UTR region142. Short-
range pairings exhibit a higher average number of covariations with a
larger variance among helices than longer-range pairings. The
decrease in rate of covariation with increasing distance may be
explained by physical properties of a helix, which may impose selec-
tive constraints on the evolution of covarying nucleotides within a
helix. Alternatively, if individual mutations at each locus are dele-
terious but compensated by mutations at a second locus, given suffi-
ciently strong selection against the first deleterious mutation these
epistatic fitness interactions could generate the observed distance
effect143.
Evolution of cis-regulatory DNAs. Comparative analyses of cis-
regulatory sequences may provide insights into the evolutionary
forces acting on regulatory components of genes, shed light on the
constraints of the cis-regulatory code and aid in annotation of
new regulatory sequences. Here we rely on two recently compiled
databases, and present results comparing cis-regulatory modules144

and transcription factor binding sites (derived from DNase I foot-
prints)145 between D. melanogaster and D. simulans (Supplementary
Information section 8). We estimated mean selective constraint (C,
the fraction of mutations removed by natural selection) relative to
the ‘fastest evolving intron’ sites at the 59 end of short introns, which
represent putatively unconstrained neutral standards (Supplemen-
tary Information section 8.2)146. Note that this approach ignores the
contribution of positively selected sites, potentially underestimating
the fraction of functionally relevant sites147.

Consistent with previous findings, Drosophila cis-regulatory
sequences are highly constrained148,149. Mean constraint within cis-
regulatory modules is 0.643 (95% bootstrap confidence inter-
val 5 0.621–0.662) and within footprints is 0.692 (0.655–0.723),
both of which are significantly higher than mean constraint in
non-coding DNA overall (0.555 (0.546–0.563)) and significantly
lower than constraint at non-degenerate coding sites (0.862
(0.856–0.868)) and ncRNA genes (0.864 (0.846–0.880)) (Supple-
mentary Fig. 10). The high level of constraint in cis-regulatory
sequences also extends into flanking sequences, only declining to
constraint levels typical of non-coding DNA 40 bp away. This is
consistent with previous findings that transcription factor binding
sites tend to be found in larger blocks of constraint that cluster to
form cis-regulatory modules150. To understand selective constraints
on nucleotides within cis-regulatory sequences that have direct con-
tact with transcription factors, we estimated the selective constraint
for the best match to position weight matrices within each foot-
print151; core motifs in transcription-factor-binding sites have a
mean constraint of 0.773 (0.729–0.814), significantly greater than
the mean for the footprints as a whole, and approaching the level
of constraint found at non-degenerate coding sites and in ncRNA
genes (Supplementary Fig. 10).

We next examined the variation in selective constraint across cis-
regulatory sequences. Surprisingly, we find no evidence that selective
constraint is correlated with predicted transcription-factor-binding
strength (estimated as the position weight matrix score P-value)
(Spearman’s r 5 0.0681, P 5 0.0609). We observe significant vari-
ation in constraint both among target genes (Kruskal–Wallis tests,
footprints, P , 0.0001; and position weight matrix matches within
footprints, P 5 0.0023) and among chromosomes (cis-regulatory
modules, P 5 0.0186; footprints, P 5 0.0388; and position weight

matrix matches within footprints, P 5 0.0108; Supplementary
Table 16).

Discussion and conclusion

Each new genome sequence affords novel opportunities for compar-
ative genomic inference. What makes the analysis of these 12
Drosophila genomes special is the ability to place every one of these
genomic comparisons on a phylogeny with a taxon separation that is
ideal for asking a wealth of questions about evolutionary patterns and
processes. It is without question that this phylogenomic approach
places additional burdens on bioinformatics efforts, multiplying the
amount of data many-fold, requiring extra care in generating multi-
species alignments, and accommodating the reality that not all gen-
ome sequences have the same degree of sequencing or assembly
accuracy. These difficulties notwithstanding, phylogenomics has
extraordinary advantages not only for the analyses that are possible,
but also for the ability to produce high-quality assemblies and accur-
ate annotations of functional features in a genome by using closely
related genomes as guides. The use of multi-species orthology pro-
vides especially convincing evidence in support of particular gene
models, not only for protein-coding genes, but also for miRNA
and other ncRNA genes.

Many attributes of the genomes of Drosophila are remarkably con-
served across species. Overall genome size, number of genes, distri-
bution of transposable element classes, and patterns of codon usage
are all very similar across these 12 genomes, although D. willistoni is
an exceptional outlier by several criteria, including its unusually
skewed codon usage, increased transposable element content and
potential lack of selenoproteins. At a finer scale, the number of struc-
tural changes and rearrangements is much larger; for example, there
are several different rearrangements of genes in the Hox cluster found
in these Drosophila species.

The vast majority of multigene families are found in all 12 gen-
omes, although gene family size seems to be highly dynamic: almost
half of all gene families change in size on at least one lineage, and a
noticeable fraction shows rapid and lineage-specific expansions and
contractions. Particularly notable are cases consistent with adaptive
hypotheses, such as the loss of Gr genes in ecological specialists and
the lineage-specific expansions of antimicrobial peptides and other
immune effectors. All species were found to have novel genes not seen
in other species. Although lineage-specific genes are challenging to
verify computationally, we can confirm at least 44 protein-coding
genes unique to the melanogaster group, and these proteins have very
different properties from ancestral proteins. Similarly, although the
relative abundance of transposable element subclasses across these
genomes does not differ dramatically, total genomic transposable
element content varies substantially among species, and several
instances of lineage-specific transposable elements were discovered.

There is considerable variation among protein-coding genes in
rates of evolution and patterns of positive selection. Functionally
similar proteins tend to evolve at similar rates, although variation
in genomic features such as gene expression level, as well as chromo-
somal location, are also associated with variation in evolutionary rate
among proteins. Whereas broad functional classes do not seem to
share patterns of positive selection, and although very few GO cat-
egories show excesses of positive selection, a number of genes
involved in interactions with the environment and in sex and repro-
duction do show signatures of adaptive evolution. It thus seems likely
that adaptation to changing environments, as well as sexual selection,
shape the evolution of protein-coding genes.

Annotation of ncRNA genes across all 12 species allows com-
prehensive analysis of the evolutionary divergence of these genes.
MicroRNA genes in particular are more conserved than protein-
coding genes with respect to their primary DNA sequence, and the
substitutions that do occur often have compensatory changes such
that the average estimated free energy of the folding structures
remains remarkably constant across the phylogeny. Surprisingly,
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mismatches in miRNAs seem to be highly conserved, which may
impact models of miRNA biogenesis and target recognition.
Lineage-restricted miRNAs, however, have considerably elevated
rates of change, suggesting either reduced constraint due to novel
miRNAs having fewer targets, or adaptive evolution of evolutionarily
young miRNAs.

Virtually any question about the function of genome features in
Drosophila is now empowered by being embedded in the context of
this 12 species phylogeny, allowing an analysis of the ways by which
evolution has tuned myriad biological processes across the hundreds
of millions of years spanned in total by this phylogeny. The analyses
presented herein have generated more questions than they have
answered, and these results represent a small fraction of that which
is possible. Because much of this rich and extraordinary comparative
genomic dataset remains to be explored, we believe that these 12
Drosophila genome sequences will serve as a powerful tool for glean-
ing further insight into genetic, developmental, regulatory and evolu-
tionary processes.

METHODS

The full methods for this paper are described in Supplementary Information.

Here, we describe the datasets generated by this project and their availability.

Genomic sequence. Scaffolds and assemblies for all genomic sequence generated

by this project are available from GenBank (Supplementary Tables 4 and 5), and

FlyBase (ftp://ftp.flybase.net/12_species_analysis/). Genome browsers are

available from UCSC (http://genome.ucsc.edu/cgi-bin/hgGateway?hgsid 5

98180333&clade 5 insect&org 5 0&db 5 0) and Flybase (http://flybase.org/

cgi-bin/gbrowse/dmel/). BLAST search of these genomes is available at FlyBase

(http://flybase.org/blast).

Predicted gene models. Consensus gene predictions for the 11 non-melanoga-

ster species, produced by combining several different GLEAN runs that weight

homology evidence more or less strongly, are available from FlyBase as GFF files

for each species (ftp://ftp.flybase.net/12_species_analysis/). These gene models

can also be accessed from the Genome Browser in FlyBase (Gbrowse; http://

flybase.org/cgi-bin/gbrowse/dmel/). Predictions of non-protein-coding genes

are also available in GFF format for each species, from FlyBase (ftp://ftp.

flybase.net/12_species_analysis/).

Homology. Multiway homology assignments are available from FlyBase (ftp://

ftp.flybase.net/12_species_analysis/), and also in the Genome Browser

(Gbrowse).

Alignments. All alignment sets produced are available in FASTA format from

FlyBase (ftp://ftp.flybase.net/12_species_analysis/).

PAML parameters. Output from PAML models for the alignments of single

copy orthologues in the melanogaster group, including the q-value for the

test for positive selection, are available from FlyBase (ftp://ftp.flybase.net/

12_species_analysis/).
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The Foldback-like element Galileo belongs to the P
superfamily of DNA transposons and is widespread
within the Drosophila genus
Mar Marzo, Marta Puig, and Alfredo Ruiz*

Departament de Genètica i de Microbiologia, Universitat Autònoma de Barcelona, Bellaterra, 08193 Barcelona, Spain

Communicated by Margaret G. Kidwell, University of Arizona, Tucson, AZ, December 28, 2007 (received for review August 8, 2007)

Galileo is the only transposable element (TE) known to have
generated natural chromosomal inversions in the genus Drosoph-
ila. It was discovered in Drosophila buzzatii and classified as a
Foldback-like element because of its long, internally repetitive,
terminal inverted repeats (TIRs) and lack of coding capacity. Here,
we characterized a seemingly complete copy of Galileo from the D.
buzzatii genome. It is 5,406 bp long, possesses 1,229-bp TIRs, and
encodes a 912-aa transposase similar to those of the Drosophila
melanogaster 1360 (Hoppel) and P elements. We also searched the
recently available genome sequences of 12 Drosophila species for
elements similar to Dbuz\Galileo by using bioinformatic tools.
Galileo was found in six species (ananassae, willistoni, peudoob-
scura, persimilis, virilis, and mojavensis) from the two main lin-
eages within the Drosophila genus. Our observations place Galileo
within the P superfamily of cut-and-paste transposons and extend
considerably its phylogenetic distribution. The interspecific distri-
bution of Galileo indicates an ancient presence in the genus, but
the phylogenetic tree built with the transposase amino acid se-
quences contrasts significantly with that of the species, indicating
lineage sorting and/or horizontal transfer events. Our results also
suggest that Foldback-like elements such as Galileo may evolve
from DNA-based transposon ancestors by loss of the transposase
gene and disproportionate elongation of TIRs.

class II elements � transposase � terminal inverted repeats �
1360 � inversions

Transposable elements (TEs) are intracellular parasites that
populate most eukaryotic genomes and have a huge impact

on their evolution (1). Their abundance and diversity are aston-
ishing and a considerable effort is needed to put order in the
increasing constellation of families being discovered. So far, two
main classes are widely recognized, retrotransposons that trans-
pose by an intermediate RNA molecule and transposons that
move by using a single- or double-stranded DNA intermediate
(2). Three subclasses of transposons have been defined based on
the transposition mechanism: cut-and-paste, rolling-circle, and
Mavericks (3). Cut-and-paste transposons possess TIRs, usually
short, and encode a protein called transposase (TPase) that
catalyzes their excision from the original location in the genome
and promotes their reinsertion into a new site generating target
site duplications (TSDs) in the process (4). The Drosophila
elements P (5) and mariner (6) are among the best known
families of cut-and-paste transposons but there are many more
families classified in ten transposon superfamilies on the basis of
similarity among the TPases: Tc1/mariner, hAT, P, MuDR,
CACTA, PiggyBac, PIF/Harbinger, Merlin, Transib, and Banshee
(3). Other elements are still unclassified, seemingly because only
defective copies have been found. Defective (nonautonomous)
copies coexist and often outnumber the canonical (autonomous)
copies, and can move if there is a functional TPase provided by
canonical copies present somewhere else in the same genome
and if they conserve the signals required for TPase recognition
(usually the TIR ends).

Foldback-like elements constitute a group of poorly known
TEs with uncertain classification (2, 3). They take their name
from the Foldback (FB) element of Drosophila melanogaster (7,
8) and are present in a diverse array of organisms (9–13). The
unusual characteristics of Foldback-like elements include very
long TIRs that make up almost the entire element and are
separated by a middle domain with variable length and compo-
sition. No coding capacity has been found in many Foldback-like
elements, and thus, their mechanism of transposition is uncer-
tain. However, a small proportion (�10%) of FB copies in D.
melanogaster is associated with a 4-kb-long sequence called NOF
encoding a 120-kDa protein of unknown function (14, 15). FB
has been recently included in the MuDR superfamily (3) because
of the similarity of the proteins encoded by both MuDR and NOF
to that of Phantom, a transposon from Entamoeba (16). Besides,
some copies of FARE, another Foldback-like transposon from
Arabidopsis, harbor a large ORF with weak similarity to the
MuDR TPase (13). The origin of many other Foldback-like
elements is still uncertain.

Galileo was discovered in Drosophila buzzatii and is the only
TE in the genus Drosophila that has been shown to have
generated chromosomal inversions in nature (17–19). Other
TEs, such as P, Hobo, or FB are known to induce chromosomal
rearrangements in experimental populations of D. melanogaster
(20), but there is no direct evidence of their implication in
Drosophila chromosomal evolution. Galileo, together with two
closely related elements, Kepler and Newton, were classified as
Foldback-like elements because of their long, internally repeti-
tive TIRs (18, 21). All copies of Galileo, Kepler, and Newton
isolated so far from the genome of D. buzzatii lack any significant
protein-coding capacity except for two Galileo copies bearing a
short segment with weak similarity to the TPase of element 1360
(Hoppel) (21). An experimental search for Galileo sequences in
other Drosophila species suggested that this TE has a rather
restricted distribution, being only present in the closest relatives
of D. buzzatii but not in more distantly related species within the
repleta group (21). Here, we take advantage of the recently
sequenced genomes of D. melanogaster (22), Drosophila
pseudoobscura (23), and ten additional Drosophila species (24) to
search for sequences similar to Galileo in these genomes by using
bioinformatic tools. We found that Galileo has a much wider
species distribution within the Drosophila genus than previously
suspected. Furthermore, our results allow us to fully characterize
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the element Galileo and to classify it as a member of the P
superfamily of cut-and-paste DNA transposons.

Results
Structure of Galileo in D. buzzatii. By using as a query Galileo-3, a
defective copy of Dbuz\Galileo (21), we carried out preliminary
bioinformatic searches in the genome sequence of Drosophila
mojavensis, another member of the repleta species group. Some
of the hits, on close examination, bounded a protein-coding
segment that might be the Galileo TPase. Several PCRs were
then attempted to isolate longer Galileo copies from the D.
buzzatii genome (see Methods). In each of them, one primer was
anchored in the known Dbuz\Galileo TIRs and the other in the
possible Dmoj\Galileo TPase. A putatively complete copy of
Dbuz\Galileo could be assembled in this way (Fig. 1A). This copy
is 5,406 bp long, possesses 1,229-bp TIRs and an intronless
2,738-bp ORF (nt 1348–4087) encoding a 912-aa protein (after
fixing two STOP codons, and a 1-bp deletion that causes a
frameshift mutation).

A search using BLASTX revealed significant similarity of the
Dbuz\Galileo TPase to those of the related D. melanogaster 1360
and P elements (25, 26) [AAN39288, E-value � 1e�95;
Q7M3K2, E-value � 3e�25]. The Dbuz\Galileo TPase includes
a THAP domain near the N terminus (amino acids 27–104)
similar to the DNA binding domain of P element TPase (27–30).
A copy of 1360 located in chromosome 4 of D. melanogaster (31)
encodes a TPase (854 aa) longer than that in the National Center
for Biotechnology Information database (25), including a THAP
domain near the N terminus (after curation of a 1-bp frameshift
mutation). A global alignment of the Dbuz\Galileo TPase with

those of Dmel\1360 and Dmel\P yielded 34.5% and 27.6%
identity, respectively. No significant similarity was found be-
tween the Dbuz\Galileo TPase and the proteins encoded by
Dmel\FB (14, 15).

Distribution of Galileo and 1360 in the 12 Sequenced Drosophila
Genomes. Systematic bioinformatic searches using as queries the
TPases and TIRs of Dbuz\Galileo and Dmel\1360 were carried
out (see Methods). The results [supporting information (SI)
Tables 1–3] suggested that elements similar to Galileo are
present in D. ananassae, D. pseudoobscura, D. persimilis, D.
willistoni, D. virilis, and D. mojavensis, whereas elements similar
to 1360 are present in the five melanogaster subgroup species
(melanogaster, simulans, sechellia, yakuba, and erecta) plus D.
pseudoobscura, D. persimilis, and D. virilis. Therefore, none of the
two TEs is seemingly present in D. grimshawi but both are found
in D. pseudoobscura, D. persimilis, and D. virilis.

Characterization of Galileo Copies. We characterized 46 relatively
long copies of Galileo containing segments encoding a partial or
full TPase from the six genomes where this TE is present (SI
Table 4). All of them possess one or two long TIRs with similarity
to those of Dbuz\Galileo (see below) and nine are flanked by
perfect 7-bp TSDs. The structure of the longest, presumably
most complete, copy in each species is depicted in Fig. 1B. These
Galileo copies are 4,386 bp (D. willistoni) to 5,989 bp long (D.
mojavensis) and exhibit TIRs of 684 bp (D. ananassae) to 813 bp
(D. mojavensis). However, none of them contains a single ORF
encoding a fully functional TPase (all bear STOP codons,
frameshift mutations, and/or deletions). In D. mojavensis 16 long
copies were characterized. Many of them include nearly com-
plete TPase-coding segments and all but three contain one or
more insertions of other TEs (SI Table 4). These 16 copies
belong to two groups with distinctive structures (see Fig. 1B for
representative copies) and encoding somewhat different TPases
(see below).

We also searched each of the six Drosophila genomes for short
nonautonomous Galileo copies by using BLASTN and the most
complete copy already found in the same genome (Fig. 1B) as
query (see Methods). Galileo was rather abundant in the six
genomes, the number of significant hits being �100 in all cases
with a maximum of 495 in D. willistoni (SI Table 1). We identified
and isolated 109 Galileo copies from the contigs producing
significant hits in the six species. All of them possess two long
TIRs separated by a relatively short middle segment and 97 show
perfect 7-bp TSDs (SI Table 5). Thus, these copies are struc-
turally similar to the copies of Galileo, Kepler, and Newton
previously found in D. buzzatii (21). A summary of the charac-
teristics of these relatively short nonautonomous copies is given
in SI Table 6.

TSDs. In D. buzzatii, Galileo generates on insertion 7-bp TSDs
with the consensus GTAGTAC (21). Likewise, in the six Dro-
sophila genomes analyzed here, 106 Galileo copies were flanked
by identical 7-bp sequences (SI Tables 4 and 5). We calculated
the frequency of the four nucleotides in each of the seven sites
for each species separately. The frequency pattern observed in
the six species was similar to that of Dbuz\Galileo and the 106
sequences were combined. All positions but the fourth show a
significant departure from randomness, and the consensus is the
palindrome GTANTAC.

Divergence Between Galileo Copies. To estimate the time since the
most recent transpositional activity of Galileo, we measured the
average pairwise divergence between the short nonautonomous
copies within each species (see Methods and SI Table 6). In D.
ananassae, the average pairwise divergence among 20 copies was
2.8%, which implies a divergence time of �1.8 myr. However,

500 bp
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D. virilis

D. willistoni

D. persimilis

D. pseudoobscura

D. ananassae

D. melanogaster

D. simulans

D. sechellia

D. erecta

D. yakuba

D. pseudoobscura

D. persimilis

D. virilis

Contig 3151

Contig 7729

Contig 10048

Chr. 4

Contig 9930

Contig 15556

Contig 16409

Chr. U

Contig 5259

Contig 7407

Contig 0.40

Contig 784

Contig 9857

Contig 17537
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B

C

D. mojavensis
Contig 10758.1

Fig. 1. Most complete copies of Galileo and 1360 found in this work. (A)
Putative complete Galileo copy from the D. buzzatii genome. (B) Most com-
plete copies of Galileo found in the 12 sequenced genomes. (C) Most complete
copies of 1360. TIRs are represented as arrows and TPases are represented as
gray rectangles. The direct repeats of the TIRs in Dbuz\Galileo are indicated by
striped patterns. Dmoj\Galileo internal inverted repeats are represented as
little triangles. In D. mojavensis two Galileo copies representative of two
subfamilies found in this species are depicted. See SI Table 4 for details.
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evidence for more recent transpositional events was found
because a subgroup of 13 copies shows an average divergence of
0.36% equivalent to a divergence time of only 0.225 myr. Similar
observations were made in D. pseudoobscura, D. persimilis, and
D. willistoni (SI Table 6). In each case, subgroups with �1%
average divergence (implying divergence times �0.6 myr) were
found. In D. virilis, analysis of 13 short nonautonomous copies
uncovered two highly divergent groups that we named A and B
(SI Fig. 5). Copies within each group were aligned and analyzed
separately (SI Table 6). The average pairwise divergence within
groups A and B was 4.6 and 5.7%, implying divergence times of
2.9 and 3.6 myr, respectively. Inclusion in the analysis of the
longest copy found in the species (contig 16409) indicated
unequivocally that it is a member of group A (SI Fig. 5). In D.
mojavensis, analysis of 20 short nonautonomous copies revealed
the presence of four well defined groups, here named C–F. We
included in the analysis nine of the long copies containing the
two TIRs and generated a phylogenetic tree with the 29 copies
(Fig. 2). Groups C and D correspond to the two groups

previously detected when the long, nearly complete, copies were
analyzed. Copies within each group were separately aligned and
analyzed. Average pairwise divergences within groups C through
F were 2.2%, 2.3%, 2.4%, and 8.9%, respectively, indicating
divergence times ranging from 1.4 to 5.5 myr (SI Table 6). The
two and four Galileo groups or subfamilies found in D. virilis and
D. mojavensis, respectively, seemingly represent relatively old
tranposition bursts in these genomes. We suggest that the
Newton and Kepler elements previously found in the D. buzzatii
genome (18, 21) should likewise be considered only as different
groups or subfamilies of Galileo in this species.

One copy in D. pseudoobscura (contig 4355), one copy in D.
willistoni (contig 10422), and three copies in D. mojavensis (contigs
11233, 10770.1, and 9832) are likely chimeric because they are
flanked by dissimilar 7-bp sequences and show increased levels of
divergence between the two TIRs (see for instance Fig. 2).

Characterization of 1360 Copies. The longest and complete or nearly
complete copies of element 1360 found in the eight genomes are
shown in Fig. 1C (see also SI Table 7). The eight copies possess
TPase-coding segments 2,428 bp (D. erecta) to 2,565 bp long (D.
melanogaster), although only D. yakuba includes three different
copies with 2,562-bp ORFs encoding a fully functional TPase. All
of them bear 31- or 32-bp-long TIRs and total size for seemingly
complete copies varies between 2,985 bp (D. persimilis) and 4,702
bp (D. virilis). The longest copies found in each species (Fig. 1C)
were used as queries to interrogate the eight genomes by using
BLASTN. The results showed that 1360 is very abundant in all
genomes with a maximum number of 690 significant hits in D.
sechellia (SI Table 1).

Comparison of Galileo, 1360, and P Element TIRs. With the exception
of D. pseudoobscura and D. persimilis, the long Galileo TIRs show
little similarity between the different species either in length or
sequence composition. Conservation seems to be restricted to
the terminus as revealed by the alignment of the first 40 bp of
Galileo in D. buzzatii (including Kepler and Newton) and the six
species analyzed here (including D. virilis groups A and B and D.
mojavensis groups C–F). A total of 17 of the 40 terminal bp are
conserved in the 13 sequences (Fig. 3A). Likewise, alignment of
the 31 bp of 1360 TIRs in the longest copies described earlier
(Fig. 1C) revealed 14 conserved bp (Fig. 3B). We generated the
consensus sequences of the element terminus in Galileo and 1360
in the different species. Fifteen of 31 bp are identical, which
provides further evidence of the evolutionary relationship be-
tween both TEs. In addition, the consensus Galileo terminus
shares 17 bp with the 31-bp TIRs of Dmel\P (Fig. 3C).

Comparison of Galileo, 1360, and P Element TPases. We generated
consensus amino acid sequences for the Galileo and 1360 TPases
within each species (see Methods). For Dmoj\Galileo, the con-
sensus sequences of the TPases encoded by copies in groups C
and D are 937 and 936 aa long, respectively, and when aligned
alone show a 87.2% identity and a 96.4% similarity.

A multiple alignment of the eight consensus Galileo TPases,
the eight consensus 1360 TPases, and five TPases of represen-
tative P elements was carried out (SI Fig. 6). Besides, the human
P-like THAP9 protein (32) was included in the analysis as
outgroup. The Galileo TPases are 30–35% identical to those of
1360 and 20–25% identical to those of P elements (SI Table 8).
Within the Galileo TPases, identity varies between 97.2% in the
closely related pair D. pseudoobscura–D. persimilis, and 39.3%
between D. persimilis and D. virilis. In addition, we examined the
multiple alignment for conservation of several functional do-
mains and motifs that have been identified in the Dmel\P TPase
(5). The THAP domain is a zinc-dependent DNA binding
domain evolutionarily conserved in an array of different proteins
including the P TPase, cell-cycle regulators, proapoptotic fac-
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Fig. 2. Neighbor-joining phylogenetic tree inferred from the analysis of 29
Galileo copies found in the D. mojavensis genome. The two TIRs of each copy
were included in the tree as separate sequences to allow their comparison
within and between copies. TIRa is the TIR located at 5� from the TPase or the
first TIR that appears in the contig if the copy could not be oriented. The
complete deletion option was used leaving 269 informative sites. Bootstrap
values at main nodes are shown. The average pairwise divergence between
groups D and E is �25%, indicating a divergence time of �8 myr, and the
average pairwise divergence between these two groups and groups C and F is
�32%, implying a divergence time of �10 myr. The putative chimeric ele-
ments with highly divergent TIRs are marked with an arrow. Details of these
Galileo copies are given in SI Tables 4 and 5.
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tors, transcriptional repressors, and chromatin-associated pro-
teins (28–30). It includes a metal-coordinating C2CH signature
plus four other residues (P, W, F, and P) that are also required
for DNA binding. These eight residues are fully conserved (with
one exception) in positions C29, C34, P53, W63, C89, H92, F93,
and P119 of the multiple alignment (SI Fig. 6). A leucine zipper
coiled-coil motif involved in protein dimerization is located after
the DNA binding domain (5). We predicted in silico a similar
22-aa-long coiled-coil motif after the THAP domain in the
Galileo and 1360 TPases (SI Fig. 6). Finally, although the Dmel\P
TPase does not contain the characteristic catalytic motif
DD(35)E shared by many other TPases and integrases (4), the
C-terminal portion of this protein contains numerous aspartic
(D) or glutamic (E) residues and four of them seem to be critic
for TPase function: D(83)D(2)E(13)D (see ref. 5). The first 3 aa
are fully conserved in positions D677, D774, and E777 of the
multiple alignment with one exception (SI Fig. 6), thus support-
ing this model (5). The conservation of the fourth amino acid is
unclear.

A phylogenetic tree was generated with the 21 Galileo, 1360,
and P TPases and the human THAP9 protein (see Methods). The
tree (Fig. 4) shows three clades corresponding to the Galileo,
1360, and P elements. Therefore, the three TEs seem monophy-
letic, although only the Galileo and P clades have very high
statistical support. Galileo and 1360 are more closely related to
each other than to the P element, which is connected to the other
two by a deeper branch.

Discussion
We characterized a seemingly complete copy of Galileo from the
genome of D. buzzatii that contains a 2,738-bp ORF encoding a
TPase. Three observations indicate that this is the true Galileo
TPase instead of that of another TE accidentally associated with

the long Galileo TIRs. (i) Two previously isolated Galileo copies
bear a 141-bp portion of the same ORF in the right position and
orientation (21), suggesting that all previously isolated Galileo
copies are defective versions of the complete structure reported
here. (ii) Our bioinformatic searches uncovered TEs structurally
similar to Galileo in the genomes of six phylogenetically distant
Drosophila species. These searches were carried out by using as
queries the Dbuz\Galileo and Dmel\1360 TPases, and a careful
scrutiny of the contigs producing significant hits led to the
finding of the TIRs associated with the TPase segment and the
characterization of the elements as either Galileo or 1360. No
other TIRs besides those of these two TEs were found flanking
the hits (but note that in Dmoj\Galileo 160-bp internal inverted
repeats bound the TPase; Fig. 1B). The persistent association
(over tens of myr) of this TPase with the same type of TIRs
renders the possibility of an accidental association extremely
unlikely. (iii) The presence of multiple Galileo copies comprising
both TIRs and TPase-coding segments in seven Drosophila
genomes suggests that these are integral components of the same
elements, and these elements are (or have been) able to replicate
and transpose within these genomes.

Further evidence leads us to infer that Galileo, previously
considered a Foldback-like element, is in fact a transposon
related to the D. melanogaster 1360 and P elements, and thus, it
is probably a TE moving by a cut-and-paste reaction (3, 4). (iv)
The Galileo TPase is 30–35% and 20–25% identical to those of
1360 and P elements, respectively, and the three proteins harbor
similar functional domains such as a DNA binding THAP
domain, a coiled-coil motif for protein dimerization, and a
catalytic domain (5, 27–30). (v) Despite their dramatically
different size (several hundred base pairs vs. 31 bp), the Galileo
terminus includes sequences clearly related to the 1360 and P
TIRs. Specifically, the consensus Galileo terminus shares 15 bp
with the 1360 consensus TIR and 17 bp with the Dmel\P TIR.
The three elements share identical 5�-CA. . .TG-3� termini. (vi)
Both Galileo and 1360 generate on insertion 7-bp TSDs that, in
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Fig. 3. Comparison of TIR ends. (A) Alignment of 40 bp of the TIR end of
Galileo. A consensus sequence was constructed for Galileo TIRs in each TE
subfamily and species. (B) Alignment of the 31-bp TIR of 1360. A representa-
tive TIR from a single copy of the TE is included. (C) Comparison of the Galileo
TIR end with the TIRs of elements 1360 and P. Identical positions in all
sequences are shown in black. Sites identical between Galileo and 1360 or P
are shown in gray.
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Fig. 4. Neighbor-joining phylogenetic tree constructed with the eight con-
sensus Galileo TPases, eight consensus 1360 TPases, and five TPases from
representative P elements. The human P-like THAP9 protein is included as an
outgroup. The complete alignment without Gblocks filtering is shown in SI
Fig. 6. The tree topology was identical when using maximum likelihood and
parsimony methods.

2960 � www.pnas.org�cgi�doi�10.1073�pnas.0712110105 Marzo et al.



the case of Galileo, match the consensus sequence GTANTAC,
a palindrome. The TSDs of Dmel\P are 8 bp long and the
consensus also corresponds to a palindrome, GTCCGGAC, a
fact related to the dimerization of the P TPase (5). This suggests
that the functional Galileo TPase is also a dimer. We conclude
that Galileo belongs to the P superfamily of cut-and-paste
transposons.

A parsimonious interpretation of the phylogenetic tree relat-
ing Galileo with the 1360 and P elements (Fig. 4) suggests that
Galileo arose from an ancestor with much shorter TIRs. Galileo
long TIRs are variable in size both between and within species,
suggesting a remarkable structural dynamism. For instance, in D.
willistoni, the longest and putatively complete copy (contig
10048) has 765-bp TIRs, but another copy (contig 9452) has
959-bp-long TIRs. Similarly, TIRs of Galileo copies in D. mo-
javensis are 458 bp (contig 10940) to 1,260 bp (contig 10757.2)
long. TIRs may accidentally shorten (e.g., by deletion) but very
likely they may also be elongated by internal duplication, un-
equal recombination, and/or other mechanisms, such as long-
tract gene conversion (33) or single-strand break and synthesis-
repair (see figure 5B in ref. 34). We suggest that different
Foldback-like elements might have originated from independent
transposon lineages in a similar manner as the Drosophila
element Galileo. In other words, TIR length and structure is not
a reliable criterion for TE classification, and Foldback-like
elements do not constitute a monophyletic group.

The phylogeny of the Galileo elements in the seven Drosophila
species (Fig. 4) is clearly inconsistent with that of the species (cf.
figure 1 in ref. 24). The elements of D. willistoni and D. virilis,
pertaining to different subgenera (Sophophora and Drosophila,
respectively) are each other’s closest relative. Similarly, the
Galileo elements of D. mojavensis and D. buzzatii (Drosophila
subgenus) are more closely related to those of D. ananassae, D.
pseudoobscura, and D. persimilis (Sophophora subgenus) than to
those of D. virilis, a species from the same subgenus. Equally
inconsistent with the species relationships is the phylogeny of the
1360 element (Fig. 4). There are two possible explanations for
these topological disparities: lineage sorting and horizontal
transfer (35). Lineage sorting refers to the vertical diversification
of TE lineages and their differential loss along the branches of
the species tree. Horizontal transfer is the process of invasion of
a new genome by a TE, which is common for transposons and is
considered as an integral phase of the transposon life cycle that
allows long-term survival (6, 36). The strongest evidence for
horizontal transfer is probably the detection of elements with a
high degree of similarity in very divergent taxa, such as in the P
element colonization of the D. melanogaster genome within the
last century from the distantly related species D. willistoni (37).
Many more events of horizontal transfer have occurred during
the evolution of P elements in the genus Drosophila based on the
available evidence (38). However, despite their close evolution-
ary relationship to P, the available evidence for horizontal
transfer in Galileo and 1360 (Fig. 4) is not compelling and lineage
sorting should be considered, at this time, as an equally likely
explanation.

The origin of the numerous chromosomal inversions in Dro-
sophila and other Dipterans is still an open question and very few
species have been investigated in this regard. Strong evidence
implicating TE-mediated ectopic exchange has been found in
four polymorphic inversions only, including the two D. buzzatii
inversions generated by Galileo (39). In D. melanogaster and its
close relatives, no TEs have been involved in the origin of three
polymorphic inversions and only 2 of 29 fixed inversions contain
repetitive sequences inverted with respect to each other at both
breakpoints, pointing to a completely different mechanism for
inversion generation (39). The fact that Galileo generated two
independent inversions in D. buzzatii suggests that Galileo is not
a passive substrate where ectopic recombination operates but

may be actively generating inversions as a byproduct of its
transposition mechanism. If this is correct, to create inversions,
Galileo has to be active in a genome and a recent transpositional
activity would be a necessary condition for Galileo to have any
role in the generation of current inversions. We have not found
any functional TPase in any of these species but only one genome
was sequenced in each case, so they could still exist in unse-
quenced genomic regions, other genomes, and/or other natural
populations. However, we have provided evidence of recent (�1
myr) transpositional activity of Galileo in D. ananassae, D.
persimilis, D. pseudoobscura, and D. willistoni. These four are
among the most polymorphic species of the genus with 24, 28, 13,
and 50 inversions, respectively (40). In D. mojavensis, with fewer
inversions (41), the most recent transpositional activity of Ga-
lileo seems somewhat older (�1.5 myr). Finally, D. virilis with the
oldest Galileo activity (�3 myr) is chromosomally monomorphic
(40). Therefore, there is a qualitative correlation between the
number of inversions and the time of the most recent activity of
Galileo in this small group of species. This correlation is sug-
gestive but might be only coincidental. However, the detection
of chimerical copies that may be the result of chromosomal
rearrangements (19) indicates that, indeed, Galileo might have
been involved in the origin of inversions, at least in some other
species besides D. buzzatii.

Methods
PCR Amplification and DNA Sequencing. Genomic DNA from D. buzzatii (strain
st-1) and D. mojavensis (strain 15081-1352.22, Tucson Drosophila Stock Cen-
ter) (as control) was used as template for PCR amplification of Galileo copies.
Primers located in the TIRs were designed based on D. buzzatii known
incomplete copies of Galileo (21), whereas primers inside the TPase were
designed on the D. mojavensis putative complete TPases found in a prelimi-
nary bioinformatic search (SI Fig. 7). Primers in the TIRs were always used in
combination with primers anchored in the TPase to avoid multiple bands
generated by the highly repetitive primer alone or the amplification of
defective copies without TPase. PCRs were carried out in a total volume of 25
�l including 100–200 ng of genomic DNA, 20 pmol of each primer, 200 �M
dNTPs, 1.5 mM MgCl2, and 1–1.5 units of Taq DNA polymerase. PCR products
were gel-purified by using QIAquick Gel Extraction kit (Qiagen) and se-
quenced directly with the amplification primers and sequencing primers
designed over the end sequences to close gaps (SI Fig. 7). Sequences were
aligned and assembled by using multialign software MUSCLE 3.6 (42).

Bioinformatic Searches. BLAST searches were performed on the chromosome
assemblies of D. melanogaster and D. simulans and the contig CAF1 assemblies
of the other ten publicly available Drosophila genomes (http://rana.lbl.gov/
drosophila). We used BLAST algorithm version 2.2.2 (43) implemented in the
Drosophila Polymorphism Database server (http://bioinformatica.uab.es/
dpdb) with default parameters. TBLASTN searches in the different species
were performed by using as queries the TPases of Dbuz\Galileo and Dmel \1360
(SI Table 1). Hits with an E-value � 10�20 (which in the conditions of our
searches amounts roughly to �30% identity over a stretch of 200 aa) were
considered significant. BLASTN searches were also carried out with the 40
terminal bp of Dbuz\Galileo and the 31 bp of the Dmel\1360 TIR (SI Table 1).
The cutoff in this case was an E-value � 10�3 (that requires �21–22 consecutive
identical base pairs).

Contigs producing significant hits with the Dbuz\Galileo and Dmel \1360
TPases in each species were scrutinized to characterize the different copies of
both TEs. TIRs and TSDs were searched around the putative TPases by using
Dotlet 1.5 (44) to define the boundaries of each copy. Insertions of other TEs
inside Galileo were identified by aligning the different Galileo copies found in
the same species and further analyzing the sequences present in only one of
them. Significant contigs �1 kb long and those that were found to contain
complex clusters of several TE insertions (likely of heterochromatic origin)
were not further investigated.

Nonautonomous Copies. BLASTN searches were carried out with the longest
copies of Galileo and 1360 (Fig. 1 B and C) to estimate the abundance of the
two TEs within each species (SI Table 1). Significant hits were those with
E-value � 10�20 (equivalent to �80% identity over a stretch of 200 bp). The
number of significant contigs in these searches provides usually a minimum
estimate for the number of TE copies because the searched databases were the
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CAF1 contig assemblies in most cases and each contig contains at least one
copy but may actually contain two or more. For similarity analyses, only the
TIRs were used as they produced the most reliable alignments. The two TIRs of
each TE copy were analyzed separately to estimate the divergence between
the two TIRs within each copy as well as the pairwise divergence between
copies.

Consensus Sequences. The consensus sequences for Galileo and 1360 TPases
and Galileo TIRs were generated by using BioEdit 7.0.5 (45) after aligning the
respective nucleotide sequences (SI Table 9) with MUSCLE 3.6 software (42). In
the case of TPases, this consensus sequence was then translated into protein
to allow the comparison among different species (SI Fig. 6). Conserved protein
domains were detected by using InterProScan (46) and Conserved Domain
Search (47). Coiled-coil regions were predicted by using the Coils server (48).

Phylogenetic Analyses. TPase sequences were aligned with MUSCLE 3.6 (42)
and the alignment was filtered with Gblocks version 0.91b (49) to remove the
poorly aligned and highly divergent segments. Gblocks was used with the
default parameters except for the maximum number of contiguous noncon-
served positions � 15, the minimum length of a block � 6, and allowed gap
position � half. These parameters were fixed so that the conserved THAP
domain was included in the filtered alignment. All phylogenetic trees were
constructed with MEGA 3.1 (50) by using the neighbor-joining method with

complete deletion and 500 replicates to generate bootstrap values. Poisson
correction and Kimura 2 parameters were used as substitution models for
amino acid and nucleotide sequences, respectively. We dated the most recent
transposition events within each species by dividing the average pairwise
divergence between the elements in the same group or subgroup by the
Drosophila synonymous substitution rate, 0.016 substitutions per nucleotide/
myr (21). To date the divergence between different groups or subfamilies we
calibrated the tree with the same substitution rate by using the appropriate
option in MEGA (50). Time estimates for TEs should be taken with caution; if
the synonymous substitution rate were an underestimate of the true mutation
rate for TEs, our time estimates would provide an upper bound for the true
values.
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The Transposon Galileo Generates Natural Chromosomal
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Alejandra Delprat, Bàrbara Negre.¤, Marta Puig., Alfredo Ruiz*
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Abstract

Background: Transposable elements (TEs) are responsible for the generation of chromosomal inversions in several groups
of organisms. However, in Drosophila and other Dipterans, where inversions are abundant both as intraspecific
polymorphisms and interspecific fixed differences, the evidence for a role of TEs is scarce. Previous work revealed that the
transposon Galileo was involved in the generation of two polymorphic inversions of Drosophila buzzatii.

Methodology/Principal Findings: To assess the impact of TEs in Drosophila chromosomal evolution and shed light on the
mechanism involved, we isolated and sequenced the two breakpoints of another widespread polymorphic inversion from D.
buzzatii, 2z3. In the non inverted chromosome, the 2z3 distal breakpoint was located between genes CG2046 and CG10326
whereas the proximal breakpoint lies between two novel genes that we have named Dlh and Mdp. In the inverted
chromosome, the analysis of the breakpoint sequences revealed relatively large insertions (2,870-bp and 4,786-bp long)
including two copies of the transposon Galileo (subfamily Newton), one at each breakpoint, plus several other TEs. The two
Galileo copies: (i) are inserted in opposite orientation; (ii) present exchanged target site duplications; and (iii) are both
chimeric.

Conclusions/Significance: Our observations provide the best evidence gathered so far for the role of TEs in the generation
of Drosophila inversions. In addition, they show unequivocally that ectopic recombination is the causative mechanism. The
fact that the three polymorphic D. buzzatii inversions investigated so far were generated by the same transposon family is
remarkable and is conceivably due to Galileo’s unusual structure and current (or recent) transpositional activity.
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Introduction

A sizable portion of eukaryotic and prokaryotic genomes is

composed of transposable elements (TEs) with the potential to

cause chromosomal rearrangements such as inversions, transloca-

tions and duplications [1–3]. These rearrangements however may

be generated also by other processes that do not involve TEs (see

below). Thus, the actual contribution of TEs to the evolutionary

reorganization of genomes is unclear. One of the most frequent

and widespread types of chromosomal rearrangements during

evolution are inversions, which alter gene order often without

changing total gene content [4]. Inversions are remarkably

abundant in the genus Drosophila, both as intraspecific polymor-

phisms and as interspecific fixed differences [5,6] and increasing

evidence point to their prevalence in many other species, e.g.

humans [7–11].

TEs can generate chromosomal inversions by intrachromosom-

al homologous recombination between two copies of the same TE

family arranged in opposite orientation [12]. This mechanism is

known as TE-mediated ectopic recombination or nonallelic

homologous recombination (NAHR). TEs can also induce

inversions as well as other types of rearrangements when two

ends coming from different TE copies participate together in an

aberrant transposition event. The outcome depends on the

location and orientation of the two cooperating TE copies in the

parental chromosome and the chromosomal site where they insert

(Figure S1). If the two copies are located in sister chromatids or

homologous chromosomes, the process is referred to as hybrid

element insertion [13–15]. When the two copies are located at

neighboring sites on the same chromatid, the mechanism is known

as reversed ends transposition [16,17]. Inversions can be also

generated by two other mechanisms not involving TEs. One such

mechanism is chromosomal breakage and repair by non-

homologous end-joining (NHEJ). Double strand breaks (DSBs)

are produced in many ways in all cells and the machinery to deal

with these lesions is conserved from yeasts to vertebrates [18,19].

When two or more DSBs occur simultaneously, repair by NHEJ

may produce gross rearrangements if the joining takes place
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between previously unlinked DNA molecules [20]. Finally,

inversions may result from ectopic recombination between other

repeated sequences besides TEs, such as tRNA genes [21] or

segmental duplications (SDs) [7,8].

TE-mediated ectopic recombination has generated natural

chromosomal inversions in bacteria [22–27] and some lineages

have experienced an striking degree of rearrangement caused by

this process [28–31]. Likewise, Ty-recombination mediated

deletions, duplications, inversions and translocations have been

found to occur in yeast [12,32–34]. In mammals, long and short

interspersed elements (LINEs and SINEs, respectively) have been

implicated in the generation by ectopic recombination of 50

inversions fixed between humans and chimpanzees [35,36]. In

Drosophila, the evidence for the implication of TEs in the

generation of inversions is limited. Two D. buzzatii polymorphic

inversions, 2j and 2q7, were seemingly generated by ectopic

recombination between copies of the transposon Galileo [37,38].

In D. pseudoobscura, the polymorphic inversion Arrowhead and a

number of fixed inversions have been also generated by ectopic

recombination between 128-bp and 315-bp repeats, yet the

nature of these repeats is obscure [39]. Inversion In(4)a of D.

americana has been found to be flanked by copies of a new

transposon and was likely generated by an intrachromosomal

exchange between these repeats [40]. TEs have been found also

at the breakpoints of two Anopheles gambiae inversions, 2Rd’ and

2La, but the implication of these TEs in the origin of the

inversions is circumstantial [41,42].

Chromosomal breakage and repair by NHEJ is also a common

mechanism for the generation of chromosomal inversions. This

process may generate duplications flanking the inverted segment

when one or both DSBs occur in a staggered manner [43]. In

Drosophila, this process has been responsible for most of the

inversions fixed between D. melanogaster and D. yakuba [43] as well

as three D. melanogaster polymorphic inversions [44–46]. In

addition, this mechanism likely generated several inversions fixed

in other lineages where TEs were not detected at the breakpoints

or when present were not involved in the origin of the inversion

[47–50]. SDs represent a significant fraction of mammalian

genomes and ectopic recombination between SDs seems to be a

common mechanism inducing chromosomal inversions in these

genomes. Six of the nine large pericentric inversion differences

between the human and chimpanzee genomes have been

associated with SDs [51] and there is a significant SD enrichment

at the sites of breakpoints which occurred during primate

evolution [52–58] although it is not clear whether ectopic

recombination is always the cause for the co-location of SDs and

breakpoints. Ectopic recombination between SDs is also respon-

sible for the generation of chromosomal inversions in other groups,

e.g insects [59].

The transposon Galileo was discovered in D. buzzatii and

tentatively classified (along with two related elements named

Newton and Kepler) as a Foldback-like element because of its long,

internally repetitive, terminal inverted repeats (TIRs) and lack of

coding capacity [60,61]. We have recently shown that Galileo is a

cut-and-paste transposon belonging to the P superfamily that is

present in six of the 12 recently sequenced Drosophila genomes

[62]. Galileo, Newton and Kepler show a high degree of nucleotide

similarity (including the most terminal 40 bp that are almost

identical) and produce 7-bp target site duplications (TSDs) with

the same consensus sequence, GTAGTAC, which suggests that

they are mobilized by the same transposase [61]. They should be

considered only as different subfamilies of Galileo in the genome of

D. buzzatii and will be denoted hereafter as GalileoG, GalileoN and

GalileoK, respectively.

In order to increase our understanding of the mechanisms

underlying the generation of Drosophila inversions in nature and

test for an implication of transposable elements, here we isolated

and characterized the breakpoints of another D. buzzatii

polymorphic inversion, 2z3. This inversion arose on a chromo-

some carrying the 2j inversion, giving rise to arrangement 2jz3.

The 2z3 segment encompasses about one third of chromosome 2

(,11 Mb) and overlaps the 2j segment so that the two inversions

can not be separated by recombination [63] Thus, three

chromosome 2 arrangements are commonly found in D. buzzatii

natural populations, 2 standard (2st), 2j and 2jz3. Arrangement 2jz3

has a wide geographical distribution being present in natural

populations of Argentina, Southern Brazil, Chile and the Old

World [64,65]. In 18 Argentina populations where arrangement

2jz3 is present, its relative frequencies range from 0.5 to 31.5%

with an average of ,8% [65]. We choose to study this inversion in

part because its proximal breakpoint was located at chromosomal

band 2F1c [63] very near the site (2F1c-e) where the proboscipedia-

Ultrabithorax portion of the Hox gene complex has been localized

[66,67]. We seek to determine the precise distance from the

inversion breakpoint to the Hox genes and find out whether these

genes were affected in any way by the inversion. The results show

that copies of the transposon GalileoN are located at both inversion

2z3 breakpoints. The arrangement of TSDs and the chimeric

nature of both GalileoN copies provide unequivocal evidence that

this transposon generated inversion 2z3 by ectopic recombination.

The 2z3 proximal breakpoint lies ,24 kb downstream of the

proboscipedia gene in a poorly annotated region where two novel

genes, Dlh and Mdp, have been discovered.

Results

Physical Mapping of the 2z3 Inversion Breakpoints in the
D. buzzatii Genome

Previous cytological observations in D. buzzatii located the distal

and proximal breakpoints of inversion 2z3 near chromosome 2

bands 2E4c and 2F1c, respectively [63,68]. We used the BAC-

based physical map of the D. buzzatii genome [69] and the

available genome sequence of the related species D. mojavensis [70]

to pinpoint the 2z3 distal breakpoint in the intergenic region

between CG2046 and CG10326 (see Figure 1 left and Materials

and Methods for details). A detailed physical map of the D. buzzatii

chromosomal region encompassing the 2z3 proximal breakpoint

had been constructed in a previous study [67] and one of the four

BAC clones bearing the breakpoint (BAC 40C11) was already fully

sequenced and annotated. We mapped the proximal breakpoint

within the gene lodestar (lds) that had been tentatively annotated in

that region of BAC 40C11 (see Figure 1 right and Materials and

Methods). This annotation was put into question by the

subsequent annotation of the D. mojavensis genome [70] and a

close scrutiny of the region (see below) revealed the presence of

two novel genes that we have named Dlh and Mdp. The 2z3

proximal breakpoint falls in the intergenic space between them.

Breakpoint Sequences in the Non-Inverted
Chromosomes

Following previous sequence analyses of inversion breakpoints

[37,44], the distal and proximal breakpoint regions of 2z3 were

designated as AB and CD in the non-inverted chromosomes (2st or

2j) and as AC and BD in the inverted chromosome (2jz3). Using

primers designed in the D. mojavensis genome, we amplified and

sequenced 1,022 bp of the distal breakpoint region (AB) between

genes CG2046 and CG10326 in three 2st lines and five 2j lines from

diverse geographic origins. In line st-1, the AB sequence comprises

Transposon-Mediated Inversions
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281 bp of gene CG2046, 163 bp of gene CG10326 and the 578-bp

intergenic region (Figure 2) including an (AT)23 microsatellite

(272 bp away from the start codon of CG2046). No structural

variation was found in the AB region between the eight non-

inverted lines except for the number of repeats in the microsatellite

(between 16 and 24).

The proximal breakpoint (CD) was localized in the Dlh - Mdp

intergenic region (Figure 2). In line st-1, the intergenic region

between these two genes is 1,102-bp long and includes two TE

fragments: a 296-bp fragment of GalileoN (element Galileo,

subfamily Newton), and a 202-bp fragment of BuT5 (an unclassified

D. buzzatii transposon [60]). The CD region was amplified by PCR

and sequenced in seven non-inverted lines besides st-1. The CD

sequence (1,771 bp) includes 238 bp of gene Dlh and 337 bp of

gene Mdp. All seven lines contained the BuT5 fragment but only

one (j-19) contained the GalileoN fragment.

Levels of nucleotide variation in the 2z3 breakpoint regions were

estimated from the AB and CD sequences of the eight lines without

the inversion (Figure 3 and Table S1). Overall, 2,422 bp were

analyzed comprising 719 bp of coding sequence, 1,501 bp of non-

coding sequence (introns and intergenic segments) and 202 bp of

the BuT5 insertion. Coding and non-coding sequences were

analyzed separately. Both the (AT)16–24 microsatellite and the

polymorphic GalileoN insertion were excluded from the analysis.

Besides this GalileoN insertion, one small insertion of 4 bp and 9

deletions (ranging in size from 1 to 64 nucleotides) were observed in

the set of eight lines. Non-coding sequences contain 33 segregating

sites (10 in AB and 23 in CD), coding sequences 12 and the BuT5

insertion six (Figure 3). Nucleotide diversity [71] values in the

different regions are given in Table S1 and a neighbour-joining

phylogenetic three built with the non-coding sequences of the single-

copy breakpoint regions (ABCD) is shown in Figure 4.

Figure 1. Experimental strategy used for mapping the distal (left) and proximal (right) breakpoints of inversion 2z3. The segments
depicted in each column are ordered from top to bottom in four successive steps with increasing mapping resolution. The distance between
consecutive bars stands for 10 Mb, 100 kb, 10 kb and 1 kb, in the four steps, respectively. Line 1: Relative position of the contigs on the physical map
of D. buzzatii standard chromosome 2. Line 2: Relative position of the BAC clones encompassing the distal breakpoint (left) and the proximal
breakpoint (right). Line 3: Position of the PCR probes used to pinpoint the breakpoints within the overlapping segment of BAC clones. Line 4: Genes
located in the breakpoint regions of the non-inverted chromosome (designated as AB and CD) are represented by dark grey rectangles with a
pointed end indicating the direction of transcription and TEs by light grey rectangles. Short numbered segments under the genes in the distal
breakpoint region (left) represent intergenic regions amplified by PCR and grey bars below the genes in the proximal breakpoint column (right)
correspond to plasmid subclones of BAC 40C11. Line 5: Genes located in the breakpoint region of the inverted chromosome (designated as AC and
BD). Thick lines above the inverted chromosome represent the lambda clones isolated during the cloning of the 2z3 breakpoints. Small horizontal
arrows represent PCR primers (e.g. AF, NR, …). Vertical arrows mark the location of the breakpoints. Note that there is a reversal of orientation
between lines 1 and 2 in the distal breakpoint (left). The reason is inversion 2z3 took place in a 2j chromosome and not in the standard chromosome 2
represented in line 1. See Materials and Methods for details.
doi:10.1371/journal.pone.0007883.g001
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Results can be summarized as follows. First, diversity level does

not vary significantly between 2st and 2j chromosomes in AB and

CD non coding regions (based on the heterogeneity test [72],

x2
L = 1.69, df = 1, 0.5,P,0.1 and x2

L = 1.72, df = 1, 0.5,P,0.1,

respectively). In addition, the lines of the two arrangements appear

intermingled in the phylogenetic tree (Figure 4). Second, pooling

the eight lines, diversity level of polymorphism of the CD non-

coding region is more than two times higher than that of AB non-

coding region (p= 0.01391 and p= 0.00567, respectively) and the

difference is statistically significant (x2
L = 19.23, df = 1, P,0.001).

This latter result was corroborated by computer simulations.

Finally, the level of polymorphism is lower in coding sequences.

Three of the sampled genes contain a total of 6 synonymous

polymorphisms and 6 amino acid replacement polymorphisms

whereas the fourth (CG10326) does not present any segregating

sites (Figure 3). One of the replacement polymorphisms generates

a stop codon in exon 2 of Dlh in one of the lines (Figure 3).

Breakpoint Sequences in the Inverted Chromosome
To isolate the AC and BD regions of the inverted arrangement,

two 2jz3 lambda genomic libraries were screened with appropriate

probes from regions C, D and B (see Materials and Methods). Two

positive clones were isolated with probe C. In situ hybridization of

these clones to 2j chromosomes produced an intense signal at the

proximal breakpoint and weak additional signals in multiple sites.

This indicates that these clones bear sequences from region C but

Figure 2. Schematic representation of the structures found at the distal and proximal breakpoint of inversion 2z3 in D. buzzatii. Thick
lines represent the single-copy A, B, C and D sequences. Coding regions of genes are represented as grey boxes with an arrow that indicates their
orientation. Transposable elements are represented as coloured boxes with pointed ends. The different copies of GalileoN have been numbered
sequentially following the order of the copies previously described [61]. Vertical arrows indicate the location of the breakpoints. Target site
duplications flanking TE insertions are shown in boxes above them.
doi:10.1371/journal.pone.0007883.g002

Figure 3. Nucleotide polymorphism at the breakpoints of inversion 2z3 in inverted and non-inverted chromosomes. For each region,
nucleotide positions are numbered taking the breakpoint as start points. The sequence of line st-1 is taken as reference for the A, B, C and D regions,
and the BuT5-8 insertion. Positions with nucleotides identical to the reference sequence are indicated by a dot. The nucleotide substitution
generating a premature stop codon in Dlh exon 2 is shown underlined. Insertions and deletions are represented by minus and plus signs in the
reference sequence, respectively, and a number in the line with the insertion or deletion indicating its size in nucleotides. In the case of deletions in
st-1, a plus sign was added is in the rest of lines, indicating that this sequence is present. Deletions including more than one position of the reference
line are included in rectangles. Exons, introns and intergenic regions are not drawn to scale. Variation in the BuT5-8 insertion is represented separately
from region D.
doi:10.1371/journal.pone.0007883.g003
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do not span the complete distal breakpoint region (AC) and also

that they contain repetitive sequences. Clone lz3-96 was selected

for subcloning because its insert reached further away in direction

to the breakpoint, and subclones containing the fragments located

closest to the breakpoint were sequenced (Figure 1). This provided

the sequence of region C and also repetitive sequences inserted at

the breakpoint junction but not region A. The rest of the AC

region was isolated by PCR using two primers, NR located at the

end of the lz3-96 clone and AF anchored in gene CG2046 from

region A (Figure 1). The resulting PCR product was sequenced

(1,072 bp) and assembled together with the insert of clone lz3-96

to complete the sequence of the distal breakpoint AC.

Three positive clones were isolated with probe D. These clones

produced an intense signal at the proximal breakpoint when

hybridized to 2j chromosomes but also weak additional signals in

multiple locations. This indicates that these clones bear sequences

from region D but do not span the complete proximal breakpoint

region (BD) and also that they contain repetitive sequences. Clone

lz3-79 containing the longest insert was subcloned and subclones

of interest sequenced confirming that it did not contain sequences

from region B (Figure 1). Moreover, this time the remaining part

of the sequence could not be amplified by PCR, so we screened the

two 2z3 lambda libraries with a probe from region B. Three

additional lambda clones were isolated and tested by PCR for the

presence of the genes at each side of the breakpoint. Clone lz3-99

was chosen as it contained the genes CG10326 and Mdp, located in

regions B and D, respectively. Southern blot analysis revealed that

in lz3-99 clone these markers were separated by ,5 kb, therefore

it was completely sequenced and the sequence of the proximal

breakpoint (BD) was determined.

In total, we sequenced 4,067 bp and 12,520 bp from the distal

(AC) and proximal (BD) breakpoint regions in a chromosome with

the 2z3 inversion. Comparison of these sequences with the

breakpoint regions in non-inverted chromosomes (AB and CD)

allowed us to locate the precise site of the breakpoint junctions

within the intergenic regions (Figure 2). This comparison also

revealed that there are no fixed nucleotide substitutions between

inverted and non-inverted chromosomes (Figure 3). In the

phylogenetic tree the 2jz3 chromosome does not form a separate

lineage and appears to be closest to the j-9 line (Figure 4), with

which it shares the premature stop codon in Dlh exon 2 (Figure 3).

Relatively large insertions were found at the AC (2,870 bp) and

BD (4,786 bp) junctions that were not present in non-inverted

chromosomes (Figure 2). These insertions are composed of several

TE insertions, most of them similar to elements previously

characterized in D. buzzatii [38,60]. The detailed TE content of

the breakpoint insertions is summarized in Table 1.

The 2,870-bp insertion in the AC junction comprises a copy of

GalileoN (GalileoN-4) with two nested insertions: a copy of BuT5

(BuT5-7) flanked by 8-bp TSDs and a 261-bp copy of a LINE-like

element (Figure 2). The latter copy has no apparent ORF and no

significant sequence homology with described elements. We have

classified this insertion as a partial LINE-like element because it

shows a 41-bp long polyA tail and two flanking 13-bp TSDs. The

4,786-bp insertion in the BD junction comprises also a copy of

GalileoN (GalileoN-5) with two other nested TE insertions (Figure 2):

a copy of BuT4 (BuT4-3) flanked by 8-bp TSDs and a copy of

BuT3 (BuT3-7) flanked also by 8-bp TSDs. BuT4 was previously

classified as a Class II element of the hAT superfamily [60]. This is

corroborated by the 87% nucleotide identity observed between

this copy of BuT4 and Homo7, a hAT element recently described in

D. mojavensis [73]. This copy of BuT4 includes a 1774-bp segment

with a 87.7% identity to Homo7 transposase-encoding ORF.

The two GalileoN copies inserted at the breakpoint junctions

(GalileoN-4 and GalileoN-5) have relatively long TIRs (Table 1) and

are very similar to copies of the subfamily Newton previously

described in D. buzzatii [60]. Upon insertion, Galileo generates 7-bp

TSDs with the consensus sequence GTAGTAC [61,62]. The 7-bp

sequence flanking GalileoN-4 in region C (GTAGTAC) is the

reverse and complementary version of the 7-bp sequence flanking

GalileoN-5 in region D (GTACTAC). Likewise, the 7-bp sequence

flanking GalileoN-4 in region A (GTACTAT) is the inverted and

complementary version of that flanking GalileoN-5 in region B

(ATAGTAC). Only one single copy of the 7-bp sequence

GTACTAT is present at the distal breakpoint (AB) and one copy

of the target sequence GTACTAC is found at the proximal

breakpoint (CD) in the non-inverted chromosomes. This pattern of

exchanged TSDs is consistent with ectopic recombination as the

mechanism that generated the 2z3 inversion (see Discussion).

Two Novel Drosophila Genes
The proximal breakpoint of inversion 2z3 was located within

BAC 40C11 in the genomic region between genes CG14899 and

CG14290. This D. buzzatii chromosome 2 region had been

tentatively annotated as containing a single five-exon gene

orthologous to D. melanogaster lds [67]. However, only three of

the five exons of the D. buzzatii gene model showed significant

homology with Dmel\lds. We failed to corroborate the structure of

the putative D. buzzatii lds gene by RT-PCR using primers

anchored in exons 1 and 5. In addition, the sequencing and

Figure 4. Neighbour-joining phylogenetic tree of the ABCD
breakpoint sequences excluding the (AT)16–24 microsatellite
and the TE insertions.
doi:10.1371/journal.pone.0007883.g004

Table 1. Transposable elements found at the breakpoint
regions of inversion 2z3 in D. buzzatii.

Breakpoint
Region Family-copy Size (bp) TIR (bp) TSD (bp)

AC GalileoN-4 1541 575/610 7

AC BuT5-7 1039 3/3 8

AC LINE-like 261 - 13

BD GalileoN-5 1533 606/580 7

BD BuT4-3 2441 23/24 8

BD BuT3-7 795 23/23 8

C GalileoN-6 296 10/10 7

D BuT5-8 202 3 -

doi:10.1371/journal.pone.0007883.t001
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annotation of 12 Drosophila genomes [70] revealed that in D.

mojavensis, the closest species to D. buzzatii, the lds ortholog is

located in a distant chromosome 2 region casting doubts on the D.

buzzatii annotation. These observations prompted a detailed

comparative analysis of the 7.5-kb D. buzzatii region between

genes CG14899 and CG14290 with the homologous regions in D.

mojavensis and D. virilis and a search for RNA expression by RT-

PCR (see Materials and Methods).

The results lead us to discard the lds annotation and discover

two novel Drosophila genes, whose main characteristics are

described in Table S2. In D. buzzatii, the gene that we have named

MADF domain protein (Mdp) is composed of three exons and two

introns with a total length of 794 bp (Table S2). The coding

sequence is 651-bp long and encodes a 216-aa protein with a

MADF domain (Figure S2). Mdp has been found also in D.

mojavensis and D. virilis with a similar structure, although a

somewhat longer coding sequence in D. virilis and a stop codon in

position 142 of the third exon in D. mojavensis. As expected from

the phylogenetic relationships, nucleotide identity and amino acid

identity were higher with D. mojavensis (82.5% and 76.3%,

respectively) than with D. virilis (70.4% and 60.9%, respectively).

The overall codon-based Z-test of purifying selection shows highly

significant results (Z = 210.15, P,1026) and the ratio of

synonymous to non-synonymous substitutions (Ka/Ks = 0.22)

shows a moderate degree of functional constraint. The second

gene has been named DEAD-like helicase (Dlh) and in D. buzzatii it

comprises four exons and three introns with a total length of

2,826 bp. The coding sequence is 1,554-bp long and encodes a

517-aa protein with a SNF2-related or DEAD-like helicase N-

terminal domain and a DNA/RNA helicase C-terminal domain

(Figure S3). This gene is also present in D. mojavensis with a similar

structure, but could not be found in D. virilis (Table S2). Nucleotide

identity of the coding sequence (76.8%) and amino acid identity of

the protein (64.5%) support orthology. The estimated ratio Ka/Ks

was relatively high (0.48), but significantly lower than 1

(Z = 25.56, P = 261027) suggesting that this is a relatively fast

evolving gene.

Discussion

Inversion 2z3 Was Generated by Ectopic Recombination
between Galileo Copies

Many studies have shown the potential of TEs to induce

chromosomal rearrangements in experimental Drosophila popu-

lations implicating retrotransposons (e.g. BEL, roo, Doc, and I) as

well as transposons (e.g. P, hobo, and FB) [74]. In contrast, the

evidence for the involvement of TEs in the generation of natural

Drosophila inversions, i.e. those effectively contributing to

adaptation and/or evolution of natural populations, is scarce

(see Introduction). We have previously found that the cut-and-

paste transposon Galileo was involved in the generation of two

polymorphic inversions of D. buzzatii, 2j and 2q7 [37,38]. Here we

have isolated and sequenced the breakpoints of another polymor-

phic inversion of D. buzzatii, 2z3. Our results provide the most

compelling evidence for the participation of Galileo in the

generation of Drosophila inversions and for ectopic recombination

as the responsible mechanism.

Several TE insertions were found at the breakpoint regions in

the chromosome with the 2z3 inversion that were not present in

non-inverted chromosomes (Table 1). Remarkably, only GalileoN

was present at the two breakpoint junctions. This fact and the

evidence presented below indicate that GalileoN is the element

responsible for the generation of the 2z3 inversion. Two other TE

insertions, BuT5 and LINE-like, were found nested within the

GalileoN copy in the distal breakpoint and another two, BuT3 and

BuT4, within the GalileoN copy in the proximal breakpoint. These

four TE insertions are present at a single breakpoint junction only

and each of them is flanked by identical direct TSDs. Thus, they

are unlikely to be responsible for the generation of the inversion

and are best interpreted as secondary colonizers of the breakpoint

regions (see below). Another two TE fragments (BuT5 and GalileoN)

are present in the proximal breakpoint region (but not in the

junction) of non-inverted chromosomes and thus can not be

involved in the generation of the inversion either.

Two processes can explain the induction of chromosomal

inversions by TEs: ectopic recombination [12,74] and aberrant

transposition [13–17]. Ectopic recombination requires the pres-

ence in the parental chromosome of two homologous TE copies

inserted in opposite orientation at different sites. After the

inversion is generated, two chimeric TE copies are expected to

be found flanking the inverted segment with their TSDs

exchanged. On the other hand, two transposon copies may

participate in an aberrant transposition event, by which a hybrid

element formed by the 59 end of one copy and the 39 end of the

other copy transposes to a new chromosomal site. The outcome of

this process is an inversion flanked by two transposon copies in

opposite orientation accompanied by deletions or duplications

when the original copies were inserted at separate chromosomal

sites (Figure S1). The lack of any deletions or duplications and the

pattern of TSDs in the 2z3 breakpoints allow us to reject this latter

possibility. However, we must consider the possibility of an

aberrant transposition with the two original transposon copies

located at the same chromosomal site (hybrid insertion model).

The outcome in this case (Figure S1 A) is strikingly similar to that

of ectopic recombination except for the fact that the two TE copies

flanking the inversion are identical under the hybrid element

insertion model but chimeric under the ectopic recombination

[38].

The two GalileoN copies found in the 2z3 breakpoints (named

GalileoN-4 and GalileoN-5) have similar sizes and structures, with

relatively long TIRs and a middle segment oriented in opposite

direction in the two copies, and show a high similarity with two

other copies previously described (GalileoN-1 and GalileoN-2)

[60,61]. Each of the latter two copies was flanked by perfect 7-

bp TSDs generated upon insertion. By contrast, the 7-bp

duplications flanking the GalileoN copies at the 2z3 breakpoints

are exchanged (Figure 2 and Results). In the non-inverted

chromosomes, only one copy of the corresponding 7-bp target

sequence is detected at each breakpoint (Figure 2). These

observations are consistent with the presence of two GalileoN

insertions in the parental chromosome and the generation of the

2z3 inversion by ectopic recombination between them, but does

not rule out the hybrid element insertion model (see above).

Further evidence was revealed by comparing the nucleotide

sequence of the TIRs within and between GalileoN copies. GalileoN-

1 and GalileoN-2 possess TIRs .99% identical within each copy

but ,7% divergent between copies (Table 2). In contrast, GalileoN-

4 and GalileoN-5 show TIRs that are ,6% divergent within each

copy but .99% identical between copies (Table 2). These results

suggest that both GalileoN-4 and GalileoN-5 are chimeric. A closer

scrutiny of the four GalileoN copies revealed a striking pattern and

led to the same conclusion (Figure 5). In 33 variable sites, from

position 1 through 824, the nucleotide present in GalileoN-4 is

identical to that in GalileoN-1 and the nucleotide present in

GalileoN-5 is identical to that in GalileoN-2 (Figure 5 top). The

situation is completely reversed for 20 variable sites from position

966 to the end of the element where the nucleotide present in

GalileoN-4 is identical to that in GalileoN-2 while that in GalileoN-5 is
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identical to that in GalileoN-1 (Figure 5 top). Phylogenetic analyses

of the four sequences carried out separately for the two portions of

the element (Figure 5 bottom) and the maximum chi-square

method (x2 = 53.00, df = 1, P,161027) [75,76] corroborated the

chimeric structure of GalileoN-4 and GalileoN-5. These observations

provide strong support for the ectopic recombination model and

suggest that the recombination event that gave rise to the 2z3

inversion took place within 141-bp of the middle segment between

positions 825 and 965 of GalileoN (Figure 5). The absence of

GalileoN insertions in the analyzed non-inverted chromosomes

should be no surprise because insertions of actively transposing

families are expected to be present at low population frequencies

under transposition-selection balance [77,78] and we sampled just

a few non-inverted chromosomes.

We can conclude that the three polymorphic inversions of D.

buzzatii studied so far, 2j, 2q7 and 2z3, have been generated by the

same TE family, Galileo, and very likely by the same molecular

mechanism, ectopic recombination. In all three cases, after the

generation of the inversion, many TE copies have accumulated at

the breakpoint regions, which became hotspots for secondary TE

insertions (Table 3). This accumulation is probably a consequence

of the reduction of recombination in these regions [79,80] that

protects TE copies from being eliminated by deleterious ectopic

exchanges [77,78]. It is intriguing though that the 40 TE copies

associated with inversion breakpoints in D. buzzatii belong to a

limited set of nine TE families (Table 3). All of them but one (the

LINE-like element in the distal breakpoint of inversion 2z3) are

Class II elements: ISBu elements are Helitrons [81] and the

remaining elements are cut-and-paste transposons [82]. This

enrichment of breakpoint regions in specific TE families may be

due (1) to the fact that these TE families were among the most

transpositionally active elements in the D. buzzatii genome when

the opportunity window for insertion was open, and/or (2) to

insertional preference [83].

Because many different TE families are able to induce

chromosomal rearrangements in Drosophila [74], the question

arises as to why the three polymorphic D. buzzatii inversions should

be generated by the same TE family, namely Galileo. The

frequency of ectopic recombination should increase with copy

number and length, and this prediction is borne out by the data

([78], D. Petrov, personal communication). In the D. melanogaster

genome, at least 121 TE families are present [84,85]. A total of

996 copies from 81 families were annotated in the euchromatin of

the sequenced genome (excluding the proximal 2 Mb where TEs

regularly accumulate) and copy number per family varied between

1 and 124 with an average of 12.3 [84]. Although no detailed

inventory of the TE families in the D. buzzatii genome is yet

available, there is no ground for assuming a smaller number of

families than in D. melanogaster. Galileo copy number per genome

was estimated as 11.7 in the euchromatic distal-central region of

chromosomes (i.e. excluding the dot and pericentromeric regions)

[61]. The analogous figure for BuT5 is 11.4 copies per genome and

lower values were estimated for another five D. buzzatii transposons

[83]. In summary, Galileo copy number does not seem particularly

high in the D. buzzatii genome, although more data is needed.

Length of Galileo copies is not unusual either. The canonical copy

is ,5.4 kb long [62] but most copies are non-autonomous and

much shorter. Average length (6 SD) of a combined sample of 23

non-autonomous copies of GalileoG, GalileoN and GalileoK is 953 bp

(6640 bp) [61]. In D. melanogaster, the average length of the TE

copies annotated by [84] was 2.9 kb.

Two characteristics of Galileo can explain its primary role in the

generation of rearrangements by ectopic recombination: (1) its

Figure 5. Chimeric structure of the two GalileoN copies (GalileoN-4 and GalileoN-5) observed at the breakpoints of inversion 2z3.
GalileoN-1 and GalileoN-2 were found in a previous study [60]. Top: Nucleotides present in the four GalileoN copies at 53 variable sites are shown.
Bottom: Neighbor-joining phylogenetic trees of the GalileoN sequences built separately for the two portions of the sequence: sites 1–824 (left) and
sites 966–1567 (right).
doi:10.1371/journal.pone.0007883.g005

Table 2. Nucleotide divergence between the TIRs of four
GalileoN copies.

TIR 1R 2L 2R 4L 4R 5L 5R

1L 0.0018 0.0670 0.0670 0.0326 0.0708 0.0552 0.0727

1R 0.0690 0.0690 0.0345 0.0728 0.0271 0.0747

2L 0.0071 0.0234 0.0591 0.0514 0.0234

2R 0.0591 0.0234 0.0514 0.0234

4L 0.0628 0.0071 0.0647

4R 0.0552 0.0036

5L 0.0570

TIR number indicates the GalileoN copy, and L and R correspond to 59 TIR and
39TIR, respectively; values in boldface correspond to the comparisons between
TIRs of the same copy.
doi:10.1371/journal.pone.0007883.t002
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transpositional activity; and (2) its unusual structure. Galileo belongs

to the P superfamily of TIR transposons and is likely to transpose

by a cut-and-paste mechanism similar to that of the D. melanogaster

P element [86,87]. This transposition mechanism involves the

binding of the transposase to the element TIRs and the excision of

the element generating a DSB at the donor site followed by the

integration of the element into a different chromosomal site.

Hence DSBs produced during normal or aberrant transposition

events may provide the initial step for ectopic recombination

events. The accumulation of Galileo copies after the generation of

inversions 2j and 2q7 (Table 3) indicates that Galileo is (or has been

recently) active in the genome of D. buzzatii. Nevertheless, unless

Galileo has an unusually high transposition rate, this explanation is

insufficient because Galileo is not the only TE family transposi-

tionally active in the D. buzzatii genome (at least another eight TE

families must be active; Table 3).

The participation of Galileo in the generation of inversions may

be also related to its unusual structure with up to 1.2-kb long TIRs

[61,62]. The two GalileoN copies involved in the generation of the

2z3 inversion have ,575 bp long TIRs separated by a ,350 bp

long middle segment (Table 1). This kind of spaced inverted repeat

sequences is well known to form stem-loop structures in single-

stranded DNA or cruciform structures in double-stranded DNA

and induce DSBs and rearrangements in a wide variety of

organisms [88-93]. Generation of DSBs by these secondary

structures may be due to the fact that they are substrates for

nuclease cleavage or because they interrupt replication fork

progression [94,95]. In D. melanogaster, Foldback (FB) elements,

which also present very long TIRs and induce secondary

structures, are known to cause rearrangements at a high rate in

the laboratory [96,97]. We propose that the long TIRs of Galileo

induce the formation of secondary structures and DSBs at high

rate and this contributes to its unique capacity to generate

chromosomal inversions. The fact that the recombination event

that generated inversion 2z3 took place in the middle segment of

GalileoN seems consistent with nuclease cleavage at the loop.

Functional Consequences of the 2z3 Inversion
Inversion 2z3 seems to have a recent origin as no fixed

nucleotide substitution was observed in the breakpoint regions

between non-inverted and inverted chromosomes (Figure 3). This

is in clear contrast with the ,1 Myr and ,0.5 Myr old inversions

2j and 2q7 where 17 and 14 fixed nucleotide substitutions were

observed, respectively [38,60]. The monomorphism of the a-

esterase5 gene in 2jz3 chromosomes is also consistent with a recent

origin of inversion 2z3 [98]. In spite of being a very young

inversion, 2z3 exhibits a widespread distribution in natural

populations (see Introduction), suggesting that it must have a

considerable selective value. In Argentina, the frequency of 2jz3 is

significantly correlated with latitude, a putatively selective pattern

[65]. Furthermore, selection component analyses and biometrical

studies they all have detected significant effects of 2jz3 chromo-

somes [99–102]. One possible explanation for its adaptive

advantage is provided by the position effect hypothesis, which

proposes that the localization of the inversion breakpoints near or

inside genes could affect their function or expression profile by

disrupting their coding regions or causing changes in the promoter

and regulatory regions [103,104]. Another factor that could affect

the expression of genes adjacent to the breakpoints is the presence

of TEs in these regions as they have been shown to alter gene

expression in different ways [103,105,106].

The 2z3 proximal breakpoint lies in a region previously

sequenced where a gene named lodestar (lds) had been tentatively

annotated [67]. A comparative analysis with other Drosophila

genomes and expression experiments by RT-PCR discarded the

lds annotation and has unveiled two novel genes flanking the

inversion breakpoint, Dlh in region C and Mdp in region D. Three

observations suggest that these two genes are fully functional. (i) In

D. buzzatii, both genes are expressed throughout the whole life

cycle, although they present slightly different expression patterns

(results not shown). (ii) Their overall structure and encoded protein

sequence are conserved in at least another Drosophila species

(Table S2). (iii) Both genes are evolving under purifying selection

with Ka/Ks ratios significantly different from 1 (strict neutrality).

The relatively short intergenic region (796 bp) and the close

proximity of the proximal breakpoint to the initiation codon of Dlh

(118 bp) suggest that the inversion might be affecting the

expression of Dlh and/or Mdp, a question that deserves further

work.

In D. buzzatii, the Hox gene complex is split in three portions:

proboscipedia (pb)-Ultrabithorax (Ubx), abdominalA (abdA)-AbdominalB

(AbdB) and labial (lab) [66,67]. We analyzed the breakpoints of

inversion 2z3 in part because of the cytological vicinity of the 2z3

proximal breakpoint to the pb-Ubx portion of the Hox gene

complex [63,66,67]. Our results show that the 2z3 proximal

breakpoint lies outside of the Hox gene complex ,23.7-kb

downstream of pb. The segment that separates the 2z3 proximal

breakpoint from pb contains three genes, CG17836, CG14290 and

Dlh. It seems unlikely that the 2z3 proximal breakpoint altered the

regulatory sequences or the expression pattern of pb because the

lab-pb split that took place much nearer the 39 end of pb in the

ancestor of the repleta group did not [67]. Nevertheless, the pb-Ubx

portion of the Hox gene complex is located within the inverted

segment and thus the 2z3 inversion relocates these genes to a much

more distal region within chromosome 2. Whether this change in

the chromatin environment has had any effect on the expression of

Hox genes remains an open question.

Materials and Methods

Drosophila Stocks
Nine lines of D. buzzatii homokaryotypic for one of three

different chromosome 2 arrangements (2st, 2j and 2jz3) were used.

These lines were isolated from natural populations with different

Table 3. Number of TE copies found in the breakpoint
regions of three D. buzzatii polymorphic inversions.

Inversion 2j 2q7 2z3 TOTAL

Breakpoint region a D P D P D P D+P

Galileo 4 5 1 3 1 1 16

BuT1 1 1

BuT2 1 1

BuT3 2 3 1 1 7

BuT4 1 1 2

BuT5 1 1 4 1 1 8

BuT6 1 1

ISBu 3 1 4

LINE-like 1 1

TOTAL 10 12 3 8 3 4 40

Number of chromosomal lines investigated: 30 for 2j, 6 for 2q7 and 1 for 2z3.
Data from [38,60] and this work.
aD = distal; P = proximal.
doi:10.1371/journal.pone.0007883.t003
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geographical origin: st-1, Carboneras (Spain); st-12, Trinkey

(Australia); st-13, Mazán (Argentina); j-2, Carboneras (Spain); j-

8, San Luis (Argentina); j-9, Quilmes (Argentina); j-13, Guaritas

(Brazil); j-19, Ticucho (Argentina); and jz3-2, Carboneras (Spain).

The stock of D. mojavensis (15081–1352.22, UC San Diego

Drosophila Species Stock Center) comes from Santa Catalina

Island (California) and is the stock used to sequence the D.

mojavensis genome [70].

Probes and In Situ Hybridization
DNA from BAC and plasmid clones was extracted by alkaline

lysis following standard protocols and used as probes for in situ

hybridization. All remaining probes were produced by polymerase

chain reaction (PCR) amplification of D. buzzatii or D. mojavensis

genomic DNA with different primer pairs. Probes were labelled

with biotin-16-dUTP (Roche) by random priming and hybridiza-

tion to the larval salivary gland polytene chromosomes was carried

out according to the procedure described [107]. Intraspecific in situ

hybridizations with D. buzzatii lines and probes were carried out at

37uC while interspecific hybridizations of D. mojavensis probes to D.

buzzatii polytene chromosomes were carried out at 25uC.

Hybridization results were recorded as digital images captured

with phase contrast Nikon Optiphot-2 microscope at 6006
magnification and a Nikon Coolpix 4500 camera. Cytological

localization of the hybridization signal was determined using the

cytological maps of D. buzzatii [63,69].

Physical Mapping of the Inversion Breakpoints
We searched the BAC-based physical map of the D. buzzatii

genome [69] for clones located near the cytological breakpoints

and selected eight clones from contig 961 mapping near the distal

breakpoint, and seven clones from contig 968 mapping near the

proximal breakpoint (Table S3). The fifteen BAC clones were

hybridized to the salivary gland chromosomes of one line with the

inversion (jz3-2) and one line without the inversion (j-9) to identify

those clones containing a breakpoint (that should produce two

hybridization signals in the first case and a single hybridization

signal in the second). Three BAC clones from contig 961 (18L15,

15P22 and 15L20) were found to include the distal breakpoint

(Figure S4A), and four clones from contig 968 (22N23, 22M06,

16A20, and 40C11) were found to contain the proximal break-

point (Figure S4E).

Both ends of each BAC clone bearing the distal breakpoint were

sequenced and the sequences mapped onto the genome sequence

of D. mojavensis using BLASTN (Figure 1 left). The distal

breakpoint was located in the overlapping region between the

three D. buzzatii BAC clones, a segment ,50-kb long of D.

mojavensis scaffold_6540 that corresponds to chromosome 2 [108].

To narrow down the position of the breakpoint we chose four

genes within this segment (CG1193, CG14906, Adk3 and CG4674)

and used them as probes for in situ hybridization to 2jz3

chromosomes (Table S4). The CG1193 probe (marker 1 in

Figure 1 left) mapped at the distal breakpoint, outside the

inversion, while the other three probes (markers 2, 3 and 4 in

Figure 1) hybridized at the proximal breakpoint, indicating that

they are located inside the inverted segment. As a result, we

located the distal breakpoint in the 13-kb segment between genes

CG1193 and CG14906 (markers 1 and 2 in Figure 1). Seven genes

had been annotated in this segment of D. mojavensis chromosome 2

and we designed primers to amplify the intergenic region between

each pair of genes in this species, as well as in D. buzzatii strains

with and without inversion 2z3. Our rationale was that the

intergenic region containing the distal breakpoint would amplify in

D. mojavensis and in the line with the non-inverted chromosome,

but not in the line carrying the inversion. In fact, all the intergenic

segments were amplified in the three lines, except that between

CG2046 and CG10326 (segment 9 in Figure 1 left) which failed to

amplify in the line carrying the inversion. To corroborate this

observation, PCR products amplified using the primers 8F-8R, 9F-

9R and 10F-10R were used as in situ hybridization probes to

chromosomes with the inversion, and they produced the expected

results (Figure S4B, C and D). Therefore, the distal breakpoint of

inversion 2z3 was located in the ,600-bp region between genes

CG2046 and CG10326 of D. mojavensis.

One of the four BAC clones bearing the 2z3 proximal

breakpoint (BAC 40C11) was already fully sequenced and

annotated and a physical map of the region was built using

sequence tagged sites (STSs) [67]. This map allowed us to locate

the proximal breakpoint in the ,70-kb region of overlap between

the four clones (Figure 1 right). Three STS markers generated in

this region were amplified and hybridized to 2jz3 chromosomes, in

order to further delimit the region which contains the proximal

breakpoint (Figure 2 right). One marker (number 13 in Figure 1

right) hybridized to the distal breakpoint and therefore was located

inside the inversion, whereas the other two (markers 14 and 15 in

Figure 2 right) mapped on the region of the proximal breakpoint,

indicating that they are located outside the inverted segment. As a

result, the proximal breakpoint could be narrowed down to a 16-

kb segment between genes CG17836 and CG2520 (markers 13 and

14 in Figure 1 right). Ten plasmid subclones from BAC 40C11

which cover this segment were also used for hybridization to

inverted chromosomes (Figure S4F, G and H and Table S4),

allowing us to locate the proximal breakpoint more precisely in the

,0.8-kb intergenic region between genes Dlh and Mdp (Figure 1

right).

Southern Blot and Screening of Genomic Libraries
Southern hybridization and library screenings were carried out

by standard methods [109]. Three different probes amplified from

D. buzzatii DNA: DF-DR (800 bp), CF-CR (337 bp) and BF-BR

(505 bp) were used (Table S5). Probes were labelled by random

priming with digoxigenin-11-dUTP under the conditions specified

by the supplier (Roche). Hybridization was carried out overnight

at 42uC in a standard hybridization solution (Roche). Stringency

washes were performed with 0.5x SSC 0.1% SDS solution at

65uC. Two lambda genomic libraries were screened. One library

was constructed with DNA derived from D. buzzatii line jz3-2 using

the LambdaGEM-11 vector following manufacturer’s instructions

(Promega). The second lambda library was derived previously

from D. buzzatii line jz3-4 [60] and was amplified using standard

methods [109]. Two positive clones (lz3-91 and lz3-96) were

recovered from the first library with probe CF-CR and six positive

clones were recovered from the second library, three with probe

DF-DR (lz3-77, lz3-79 and lz3-98) and three with probe BF-BR

(lz3-99, lz3-102 and lz3-104). The span of each clone was

determined through a combination of PCR, restriction mapping

and Southern blotting. DNA fragments of interest from positive

phages were subcloned into pBluescript II SK vector (Stratagene).

PCR Amplification
Polymerase chain reaction was carried out in a volume of 25 ml,

including 50–100 ng of genomic DNA, 10 pmol of each primer,

100 mM dNTPs, 1x buffer and 1–1.5 units of Taq DNA

polymerase. Temperature cycling conditions were 30 rounds of

30 s at 94uC; 30 s at the annealing temperature, and 30–60 s at

72uC, with annealing temperatures varying from 55 to 60uC
depending on the primer pair. Sequences of oligonucleotide

primers are given in Table S5.
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RNA Extraction and RT-PCR Amplification
Total RNA was isolated from embryos, larvae, pupae, and

adults of the D. buzzatii st-1 line using TRIzol (Invitrogen). Total

RNA was treated with 1 unit of DNase I (Ambion) for 30 min at

37uC to eliminate DNA contamination. cDNA was synthesized

from 1 mg of DNase I-treated RNA by using an oligo(dT) primer

(Transcriptor First Strand cDNA Synthesis kit for RT-PCR,

Roche). PCR reactions were performed as describe above.

To differentiate the size of amplification products, both cDNA

and st-1 genomic DNA were used as templates. RT-PCR

products were sequenced and their sequences compared with

those of genomic DNA to determine exon-intron boundaries

(Figures S2 and S3).

DNA Sequencing and Sequence Analysis
Sequencing was performed in the Servei de Genòmica of the

Universitat Autònoma de Barcelona, Macrogen Inc. (Seoul,

Korea) and GATC Biotech (Konstanz, Germany). Fragments

cloned into pBluescript II SK were sequenced with the M13

universal and reverse primers. PCR products were gel purified

using QIAquick Gel Extraction Kit (Qiagen), and sequenced

directly with the same primers used for amplification.

Sequences from different lines were aligned with MUSCLE 3.2

[110] and similarity searches in the GenBank/EMBL, Assembly/

Alignment/Annotation of 12 related Drosophila species (http://

rana.lbl.gov/drososphila/) and FlyBase databases were carried out

using BLASTN [111]. Nucleotide variability was estimated by

means of the number of segregating sites (S), and the nucleotide

diversity (p, average number of pairwise differences per site) using

DnaSP (version 4.50.3) software [112]. This software was also used

to test for differences in nucleotide variability by means of

computer simulations based on the coalescent process. Simulations

were carried out given the number of segregating sites and

analysing the nucleotide diversity (p) on the genealogy, fixing the

options of no recombination to AB region and free recombination

to CD region, because AB region mapped inside the 2j inversion.

Interspecific nucleotide and amino acid similarities were estimated

with MEGA 4 [113]. The ratios of non-synonymous to

synonymous nucleotide substitutions (Ka/Ks) were estimated

using Nei-Gojobori method and Jukes-Cantor distance. The

null hypothesis that Ka/Ks = 1 was tested by means of the Z-

test of selection. Phylogenetic analyses were also conducted using

MEGA 4.

Sequence data from this article have been deposited in the

GenBank/EMBL Database Libraries under accession nos.

GU132438-GU132454.

Supporting Information

Figure S1 Chromosomal inversions may be generated by

transposons when two ends that are not part of the same

transposon participate in an aberrant transposition event to a new

site [13–17]. Target site duplications (TSD) are indicated by # or

% (cooperating TE copies) and D (new insertion site). (A) The two

TE copies are located at the same site of sister chromatids or

homologous chromosomes and share the same TSD (#). The

result of the aberrant transposition is an inversion (segment BC)

flanked by two TE copies. (B) The two TE copies are inserted at

separate sites in the two homologous chromosomes and each has

its own TSD (indicated by # and %). The aberrant transposition

event produces an inversion (segment BC) and a deletion (segment

D). (C) The two TE copies are arranged as in (B) but two different

element ends are involved. The resulting chromosome carries an

inversion (segment BC) and a duplication (segment D). (D) The

two TE copies are inserted at separate sites on the same chromatid

and each has its own TSD (indicated by # and %). The resulting

chromosome has an inversion (segment BC) and a deletion

(segment D).

Found at: doi:10.1371/journal.pone.0007883.s001 (0.02 MB

PDF)

Figure S2 Alignment of gene Mdp sequences in three Drosophila

species. The aligned sequences are: positions 50294–51354 from

D. buzzatii BAC clone 40C11 (accession number AY900632),

positions 6137692–6136590 from D. mojavensis scaffold_6540 and

positions 5807143–5806092 from D. virilis scaffold_12855. Yellow

boxes indicate exons with the initial methionine and the final stop

codon colored in orange and red, respectively. The premature stop

codon found in the D. mojavensis sequence is also shown as a red

box. Note that there are some parts of the sequence upstream of

the coding region that are conserved in the different species

suggesting that they may be part of the 59 UTR or the regulatory

regions of the gene. A putative polyA signal determined only on

the basis of sequence conservation in the different species is

included in a purple rectangle. The blue bar below the alignment

indicates the 763-bp fragment amplified by RT-PCR and

sequenced in D. buzzatii with primer pair DF-DR. The protein

sequence encoded by the D. buzzatii gene is shown above the

alignment. The residues enclosed in a green box correspond to the

MADF domain found using InterProScan (http://www.ebi.ac.uk/

Tools/InterProScan/).

Found at: doi:10.1371/journal.pone.0007883.s002 (0.01 MB

PDF)

Figure S3 Alignment of gene Dlh sequences in two Drosophila

species. The aligned sequences are: positions 52175–55219 from

D. buzzatii BAC clone 40C11 (accession number AY900632) and

positions 6136143–6133352 from D. mojavensis scaffold_6540. This

gene could not be found in the D. virilis genome sequence. Yellow

boxes indicate exons with the initial methionine and the final stop

codon colored in orange and red, respectively. Enclosed in a

purple rectangle is the codon in the second exon of the gene that

becomes a polymorphic premature stop codon in lines j-9 and jz3-

1 by changing from TCA to TAA. No further upstream non-

coding sequence could be included in the alignment because of the

presence of a polymorphic GalileoN insertion in the st-1 line, from

which the D. buzzatii BAC clone is derived. Bars below the

alignment in different shades of blue indicate the three overlapping

fragments amplified by RT-PCR and sequenced in D. buzzatii

with primer pairs CF-CR (278 bp), CF-RT1R (609 bp) and

RT2F-RT2R (1,011 bp). The protein sequence encoded by the D.

buzzatii gene is shown above the alignment. The residues enclosed

in a dark green box correspond to a SNF2-related or a DEAD-like

helicase N-terminal domain and the aminoacids in a light green

box correspond to a DNA/RNA helicase C-terminal domain. The

protein domains have been analyzed using InterProScan ((http://

www.ebi.ac.uk/Tools/InterProScan/).

Found at: doi:10.1371/journal.pone.0007883.s003 (0.02 MB

PDF)

Figure S4 In situ hybridization to D. buzzatii chromosomes

carrying inversion 2z3 of BAC clones, plasmid clones and PCR

probes coming from the distal breakpoint (A-D) and the

proximal breakpoint (E-H). A: BAC clone 18L15; B: PCR

fragment 10F-10R; C: PCR fragment 9F-9R; D: PCR fragment

8F-8R. E: BAC clone 40C11; F: plasmid clone 9F01; G: plasmid

clone 8H04; H: plasmid clone 8D03. Arrows indicate hybrid-

ization signals.

Found at: doi:10.1371/journal.pone.0007883.s004 (4.84 MB TIF)
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Table S1 Nucleotide variability in non-inverted chromosomes.

N = number of chromosomal lines; m = number of compared

nucleotides.

Found at: doi:10.1371/journal.pone.0007883.s005 (0.05 MB

PDF)

Table S2 Structure and similarities of two novel Drosophila

genes: MADF domain protein (Mdp) and DEAD-like helicase (Dlh). NT

= nucleotide; AA = amino acid.

Found at: doi:10.1371/journal.pone.0007883.s006 (0.01 MB

PDF)

Table S3 BAC clones used for in situ hybridization.

Found at: doi:10.1371/journal.pone.0007883.s007 (0.01 MB

PDF)

Table S4 Plasmid clones used as probes for in situ hybridization

to map the proximal breakpoint of the 2z3 inversion.

Found at: doi:10.1371/journal.pone.0007883.s008 (0.01 MB

PDF)

Table S5 Sequence of oligonucleotide primers used for PCR

amplification.

Found at: doi:10.1371/journal.pone.0007883.s009 (0.05 MB

PDF)
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