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Abstract

English

Entanglement and nonlocal correlations constitute two fundamental re-
sources for quantum information processing, as they allow for novel tasks
that are otherwise impossible in a classical scenario. However, their elusive
characterization is still a central problem in Quantum Information Theory.
The main reason why such a fundamental issue remains a formidable chal-
lenge lies in the exponential growth in complexity of the Hilbert space, as
well as the space of nonlocal correlations. Physical systems of interest, on
the other hand, display symmetries that can be exploited to reduce this
complexity, opening the possibility that, for such systems, some of these
questions become tractable.

This PhD Thesis is dedicated to the study and characterization of en-
tanglement and nonlocal correlations constrained under symmetries. It
contains original results in these four threads of research: PPT entangle-
ment in the symmetric states, nonlocality detection in many-body systems,
the non-equivalence between entanglement and nonlocality and elemental
monogamies of correlations.

First, we study PPT entanglement in fully symmetric n-qubit states. We
solve the open question on the existence of four-qubit PPT entangled states
of these kind, providing constructive examples and methods. Furthermore,
we develop criteria for separability, edgeness and the Schmidt number of
PPT entangled symmetric states. Geometrically, we focus on the characteri-
zation of extremal states of this family and we provide an algorithm to find
states with such properties.

Second, we study nonlocality in many-body systems. We consider per-
mutationally and translationally invariant Bell inequalities consisting of
two-body correlators. These constitute the first tools to detect nonlocality
in many-body systems in an experimentally-friendly way with our current
technology. Furthermore, we show how these Bell inequalities detect nonlo-
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cality in physically relevant systems such as ground states of Hamiltonians
that naturally arise e.g., in nuclear physics. We provide analytical classes
of Bell inequalities and we analytically characterize which states and mea-
surements are best suited for them. We show that the method we introduce
can be fully generalized to correlators of any order in any Bell scenario.
Finally, we provide some feedback from a more experimental point of view.

Third, we demonstrate that entanglement and nonlocality are inequiva-
lent concepts in general; a question that remained open in the multipartite
case. We show that the strongest form of entanglement, genuinely mul-
tipartite entanglement, does not imply the strongest form of nonlocality,
genuinely multipartite nonlocality, in any case. We give a constructive
method that, starting from a multipartite genuinely multipartite state ad-
mitting a K-local model, extends it to a genuinely multipartite entangled
state of any number of parties while preserving the degree of locality.

Finally, we show that nonlocal correlations are monogamous in a much
stronger sense than the typical one, in which the figure of merit compares
a Bell inequality violation between two sets of parties. We show that the
amount of Bell violation that a set of parties observes limits the knowledge
that any external observer may gain on any of the outcomes of any of
the parties performing the Bell experiment. We show that this holds even
if such observer is not limited by quantum physics, but it only obeys the
no-signalling principle. Apart from its fundamental interest, we show how
these stronger monogamy relations boost the performance of some device-
independent (DI) protocols such as DI quantum key distribution or DI
randomness amplification.

Castellano

El entrelazamiento y las correlaciones no-locales constituyen dos recursos
fundamentales para el procesamiento cuántico de la información, ya que
abren la posibilidad de realizar tareas que seŕıan imposibles en el sentido
clásico. Sin embargo, su elusiva caracterización aún representa uno de los
problemas más importantes en la teoŕıa cuántica de la información. La
razón principal por la que una cuestión tan básica sigue siendo un reto
formidable subyace en el incremento exponencial de la complejidad del
espacio de Hilbert, aśı como del espacio de las correlaciones no-locales. Por
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otro lado, los sistemas f́ısicos de interés muestran simetŕıas que pueden ser
aprovechadas para reducir dicha complejidad, abriendo la posibilidad que,
para tales sistemas, algunas de esas cuestiones devengan tratables.

La presente tesis doctoral está enfocada al estudio de la caracterización
del entrelazamiento cuántico y las correlaciones no-locales bajo simetŕıas.
Contiene resultados originales en las siguientes ĺıneas de investigación: en-
trelazamiento del tipo PPT en estados simétricos, detección de no-localidad
en sistemas de muchos cuerpos, la no equivalencia entre el entrelazamiento
cuántico y la no-localidad y las correlaciones monogámicas elementales.

En primer lugar, estudiamos el entrelazamiento del tipo PPT en esta-
dos totalmente simétricos de n bits cuánticos. Resolvemos el problema
abierto referente a la existencia de estados PPT entrelazados de cuatro
bits cuánticos de este tipo, proporcionando ejemplos y métodos construc-
tivos. Además, desarrollamos criterios de separabilidad, estados frontera
y número de Schmidt para estados PPT entrelazados y simétricos. Desde
el punto de vista geométrico, nos centramos en la caracterización de esta-
dos extremos dentro de esta familia y proporcionamos un algoritmo para
encontrar estados cuánticos con tales propiedades.

En segundo lugar, estudiamos la no-localidad en sistemas de muchos cuer-
pos. Consideramos desigualdades de Bell, invariantes bajo permutaciones
o traslaciones, que involucran correladores entre dos cuerpos como mucho.
Dichas desigualdades constituyen los primeros tests de detección de no-
localidad en sistemas de muchos cuerpos que son accesibles desde el punto
de vista experimental, con el presente nivel de tecnoloǵıa. Además, de-
mostramos cómo esas desigualdades de Bell pueden detectar no-localidad
en estados f́ısicamente relevantes, como los estados de mı́nima enerǵıa
de hamiltonianos que aparecen de forma natural, por ejemplo, en f́ısica
nuclear. Proporcionamos clases anaĺıticas de desigualdades de Bell y car-
acterizamos, también anaĺıticamente, qué estados y medidas son los más
adecuados para ellas. Vemos que el método que introducimos es totalmente
generalizable a correladores de cualquier orden en cualquier escenario de
Bell. Finalmente, comentamos aspectos de interés desde un punto de vista
experimental.

En tercer lugar, demostramos que el entrelazamiento y las correlaciones
no-locales son conceptos no equivalentes en general, resolviendo un prob-
lema que persist́ıa abierto en el caso multipartito. Probamos que la forma
más fuerte de entrelazamiento −entrelazamiento multipartito genuino−
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no implica la forma más fuerte de no-localidad −no-localidad multipar-
tita genuina− en ningún caso. Para ello, damos un método constructivo
que, dado un estado cuántico multipartito genuinamente entrelazado que
admite un modelo K-local, lo extiende a un estado consistente en un
número de subsistemas arbitrario, genuinamente entrelazado, preservando
el mismo grado de localidad.

Finalmente, demostramos que las correlaciones no-locales son monógamas
en un sentido mucho más estricto que el que se considera t́ıpicamente,
donde se compara la violación de una desigualdad de Bell entre dos conjun-
tos de observadores. Vemos que la cantidad de violación que un conjunto de
observadores mide impone restricciones fundamentales en la información
que puede obtener cualquier observador externo sobre los resultados de
las medidas hechas por los observadores realizando el experimento de Bell.
Este resultado se mantiene aun si tal observador externo no está limitado
por las leyes que rigen la mecánica cuántica, sino que solamente tiene la
imposibilidad de transmitir información de manera instantánea. A parte de
su interés básico, demostramos que tales relaciones monógamas pueden
ser aplicadas para incrementar la eficiencia de protocolos de procesado
cuántico de la información independientes del dispositivo (ID), tales como
la distribución cuántica de llaves ID o la amplificación de aleatoriedad ID.

Català

L’entrellaçament i les correlacions no-locals constitueixen dos recursos
fonamentals per al processament quàntic de la informació, ja que obren la
possibilitat de realitzar tasques que serien impossibles en el sentit clàssic.
Tot i aix́ı, la seva elusiva caracterització és encara un dels problemes més
rellevants en la teoria quàntica de la informació. La raó principal per la
qual una qüestió tan bàsica segueix essent un repte formidable rau en
l’increment exponencial en complexitat de l’espai de Hilbert, aix́ı com el
de l’espai de les correlacions no-locals. Nogensmenys, molts sistemes f́ısics
d’interès gaudeixen de simetries que poden servir per reduir tal complexitat,
obrint la possibilitat que, per a tals sistemes, algunes d’aquestes preguntes
esdevinguin tractables.

La present tesi doctoral està dedicada a l’estudi i la caracterització de
l’entrellaçament quàntic i les correlacions no-locals restringides per sime-
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tries. Conté resultats originals en les ĺınies de recerca que s’esmenten a
continuació: entrellaçament del tipus PPT en estats simètrics, detecció
de no-localitat en sistemes de molts cossos, la no equivalència entre
l’entrellaçament quàntic i la no-localitat i les monogàmies elementals de
les correlacions.

En primer lloc, s’estudia l’entrellaçament en estats PPT totalment simètrics
de n bits quàntics. Es resol el problema obert referent a l’existència d’estats
simètrics PPT entrellaçats de quatre bits quàntics proporcionant-ne ex-
emples i mètodes constructius. A més a més, es desenvolupen criteris de
separabilitat, estats frontera i nombre de Schmidt per a estats simètrics
PPT entrellaçats. Des del punt de vista geomètric, es posa èmfasi en la
caracterització d’estats extrems dins d’aquesta famı́lia i es desenvolupa un
algoritme per trobar estats amb tals propietats.

En segon lloc, s’estudia la no-localitat en sistemes de molts cossos. Es
consideren desigualtats de Bell, invariants permutacionalment o ćıclica,
formades per correladors de, com a molt, dos cossos. Tals desigualtats
representen les primeres eines per a la detecció de no-localitat en sistemes
de molts cossos que són accessibles des d’un punt de vista experimental,
tenint en compte el nivell tecnològic d’avui en dia. Àdhuc es demostra la
capacitat d’aquestes desigualtats per detectar no-localitat en estats quàntics
rellevants des del punt de vista f́ısic, com ara els estats de mı́nima energia
corresponents a hamiltonians que apareixen de manera natural, per exem-
ple, en f́ısica nuclear. Es proposen classes anaĺıtiques de desigualtats de Bell
i es caracteritza, també de forma anaĺıtica, quins estats i observables són els
més adequats per a aquestes. El mètode que es proposa és generalitzable a
correladors de qualsevol ordre i a escenaris de Bell qualssevol. Finalment,
es comenten aspectes d’interès des d’un punt de vista experimental.

En tercer lloc, es demostra que l’entrellaçament i les correlacions no-
locals són conceptes no equivalents en general, resolent un problema que
romania obert en el cas multipartit. Es demostra que la forma més forta
d’entrellaçament −l’entrellaçament multipartit genúı− no implica la forma
més forta de no-localitat −la no-localitat multipartita genüına− en cap
cas. Es dóna un mètode constructiu que, partint d’un estat multipartit
genüınament entrellaçat que admet un model K-local, l’estén a un estat
genüınament entrellaçat consistent en un nombre de subsistemes arbitrari,
preservant-ne el grau de localitat.

Finalment, es demostra que les correlacions no-locals són monògames
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en un sentit molt més estricte que el que es considera convencionalment,
on es compara la violació d’una desigualtat de Bell entre dos conjunts
d’observadors. Es demostra que la quantitat de violació mesurada per
un conjunt d’observadors imposa restriccions fonamentals en la quantitat
d’informació que un observador extern pot extreure dels resultats de les
mesures que han fet els observadors que estan realitzant l’experiment de
Bell. Tal resultat es manté àdhuc si l’observador extern no es troba limitat
per les lleis que regeixen la mecànica quàntica, sinó que tan sols té la
impossibilitat de transmetre informació de manera instantània. A part del
seu interès bàsic, es demostra que els resultats que es deriven poden ser
aplicats per incrementar l’eficiència de protocols de processament quàntic
de la informació independents del dispositiu (ID), tals com la distribució
quàntica de claus ID o l’ amplificació d’aleatorietat ID.
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J. Tura, and A. Aćın The most energetic passive states 2015
arXiv:1502.07311. Under review in Physical Review Letters

xi





Contents

Abstract i

Acknowledgements vii

List of Publications ix

Contents xvi

1. Introduction 1
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1. Entanglement in the symmetric states . . . . . . . . 3
1.1.2. Detecting nonlocality in many-body systems . . . . . 4
1.1.3. The relation between entanglement and nonlocality 6
1.1.4. Atomic monogamies of correlations . . . . . . . . . . 6

1.2. Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1. Characterization of PPT Entangled Symmetric States 7
1.2.2. Detecting nonlocality with two-body correlators . . . 8
1.2.3. Entanglement and nonlocality are inequivalent for

any number of particles . . . . . . . . . . . . . . . . 9
1.2.4. Elemental and tight monogamy relations in no-signalling

theories . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3. Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . 10

2. Background 11
2.1. Entanglement . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1. Characterization of entanglement . . . . . . . . . . . 12
2.1.2. The separability problem . . . . . . . . . . . . . . . . 15

2.2. Nonlocality . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1. The device-independent formalism . . . . . . . . . . 21
2.2.2. A geometric approach to correlations . . . . . . . . . 22

xiii



2.2.3. Multipartite nonlocality . . . . . . . . . . . . . . . . 27
2.2.4. Local models . . . . . . . . . . . . . . . . . . . . . . 29

2.3. Systems of indistinguishable particles . . . . . . . . . . . . . 30
2.3.1. The block decomposition of a Permutationally In-

variant operator. Schur-Weyl duality . . . . . . . . . 31
2.3.2. Symmetric states . . . . . . . . . . . . . . . . . . . . 32

3. PPT Entangled Symmetric States 35
3.1. Characterization . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1.1. Separability criteria . . . . . . . . . . . . . . . . . . 37
3.1.2. Symmetric edge states . . . . . . . . . . . . . . . . . 44
3.1.3. Schmidt number . . . . . . . . . . . . . . . . . . . . 51

3.2. The Geometry of the set of PPTESS . . . . . . . . . . . . . . 56
3.2.1. Extremal PPT States . . . . . . . . . . . . . . . . . . 58
3.2.2. Algorithm to produce Extremal PPT States . . . . . . 60

3.3. Particular considerations . . . . . . . . . . . . . . . . . . . . 64
3.3.1. Special constructions . . . . . . . . . . . . . . . . . . 66

4. Nonlocality in Multipartite Quantum States 77
4.1. The structure of the local polytope . . . . . . . . . . . . . . 82

4.1.1. Going to a lower order correlations local polytope . . 83
4.1.2. The symmetrized polytope . . . . . . . . . . . . . . . 86
4.1.3. The permutationally invariant K-body correlations

polytope . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.1.4. Characterization of the vertices of the permutation-

ally invariant polytope . . . . . . . . . . . . . . . . . 92
4.2. Classes of Bell Inequalities . . . . . . . . . . . . . . . . . . . 96
4.3. Quantum Violation . . . . . . . . . . . . . . . . . . . . . . . 105

4.3.1. Block-diagonalization of the Bell operator . . . . . . 107
4.3.2. Analytical class of states . . . . . . . . . . . . . . . . 109
4.3.3. Accuracy of analytical results . . . . . . . . . . . . . 111
4.3.4. The two-body reduced density matrix . . . . . . . . 112
4.3.5. Robustness . . . . . . . . . . . . . . . . . . . . . . . 114

4.4. Inequalities for the Dicke States . . . . . . . . . . . . . . . . 116
4.4.1. Quantum violation of the Dicke states . . . . . . . . 118

4.5. Generalization . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5.1. Expectation values . . . . . . . . . . . . . . . . . . . 127

xiv



4.6. Translationally Invariant Bell Inequalities . . . . . . . . . . . 129
4.6.1. The Translationally Invariant Polytope . . . . . . . . 129
4.6.2. Equivalent Bell inequalities . . . . . . . . . . . . . . 131
4.6.3. Numerical results . . . . . . . . . . . . . . . . . . . . 132
4.6.4. Quantum violation with translationally invariant qu-

dit states . . . . . . . . . . . . . . . . . . . . . . . . 136
4.7. Experimental Considerations . . . . . . . . . . . . . . . . . 140

4.7.1. Experimental realizations . . . . . . . . . . . . . . . 143

5. Relating entanglement and nonlocality 155

5.1. Local Models . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.2. Bilocal models in the multipartite scenario . . . . . . . . . . 160

5.2.1. The extension . . . . . . . . . . . . . . . . . . . . . . 160
5.2.2. Certifying genuinely multipartite entanglement . . . 162

5.3. K-local models in the multipartite scenario . . . . . . . . . 166
5.4. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5.4.1. Isotropic states . . . . . . . . . . . . . . . . . . . . . 170
5.4.2. Werner states . . . . . . . . . . . . . . . . . . . . . . 170

5.5. Conclusions and outlook . . . . . . . . . . . . . . . . . . . . 171
5.5.1. Other nonlocality frameworks . . . . . . . . . . . . . 172

6. Atomic monogamies of correlations 175

6.1. Monogamy relations . . . . . . . . . . . . . . . . . . . . . . 178
6.1.1. Monogamy relations for No-Signalling Theories . . . 178
6.1.2. Monogamy relations for Quantum Theory . . . . . . 188

6.2. Bounds on randomness . . . . . . . . . . . . . . . . . . . . . 191
6.3. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

6.3.1. Quantum Key Distribution . . . . . . . . . . . . . . . 194
6.3.2. Randomness Amplification . . . . . . . . . . . . . . . 195

7. Conclusions and outlook 207

7.1. PPT Entangled Symmetric States . . . . . . . . . . . . . . . 207
7.2. Detection of nonlocality in many-body systems . . . . . . . 208
7.3. Entanglement and nonlocality are inequivalent in general . 210
7.4. Atomic monogamies of correlations . . . . . . . . . . . . . . 210

xv



A. Schur-Weyl duality 213
A.1. A crash course on representation theory . . . . . . . . . . . 213
A.2. The Symmetric and the Unitary groups . . . . . . . . . . . . 218

B. Additional Proofs 223

C. Tables 255

Acronyms 261

Notation 265

Bibliography 269

xvi



1. Introduction

The rules governing the behavior of very small-scale physics have no classi-
cal analogy. Below the nanoscale, molecules, atoms and subatomic particles
happen to be very accurately described by Quantum Theory (QT). However,
the anti-intuitive nature of QT made it hard to be accepted by the scientific
community, since its very genesis1, for accepting QT implies the acceptance
that Nature behaves as something that we can not make any parallelism
with.

Moreover, QT introduced several shifts of paradigm with the existing
physics. Classical physics is deterministic: if one is given complete infor-
mation about the state of a system at a given time, its past, present and
future are unambiguously determined. However, QT is intrinsically random:
even if one is given maximal information about the state of a quantum
system, it is not possible to guarantee which is going to be the result of
a measurement performed on that system, and we can only quantify its
probability. In addition, quantum observables do not have a definite value
prior to the measurement process and measuring processes disturb the
state of the system. One cannot simultaneously know the value of a set of
observables and the order in which they are measured becomes essential,
making QT non-commutative.

A plethora of extraordinary phenomena emerges due to QT, the quintessen-
tial being entanglement. If one is given a composite system, QT states that
the description of its components is, in general, not enough to describe
the whole system; such quantum state is said to be entangled. In some
cases, measurements on entangled quantum states lead to nonlocal corre-
lations, meaning that the statistics produced by the measurements can not

1Even Max Planck, the father of QT, formulated the quantum hypothesis of energy quanti-
zation in what he called an act of desperation in order to explain the black-body radiation.
More than a century has passed since that 14th of December 1900, and the revolution
that Planck initiated has had an unthinkably huge impact in technology, society and our
lives.
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1. Introduction

be mimicked by observers having access to correlated classical variables.
Entanglement and nonlocality tell us that some measurements performed

in spacelike separated regions may have perfectly correlated outcomes, as
if each of them would be knowing what is happening in the other region.
Although this cannot be used to transmit information instantaneously,
such phenomenon was seen by skepticism, and QT was regarded as an
incomplete theory2. However, equipped with a new theory that explained
a multitude of previously incomprehended phenomena, physicists of the
twentieth century decided that entanglement and nonlocality could wait3.

However, things changed at the beginning of the 1990s, when it was
realized that the peculiarities of entanglement could be employed as a
resource for many Quantum Information Processing (QIP) tasks [NC00;
Hor+09], comprising Quantum Key Distribution (QKD) [BB84; Eke91],
quantum teleportation [Ben+93] or an efficient algorithm to solve the
discrete logarithm problem, which implies efficient factorization [Sho94].
A new field, Quantum Information Theory, emerged from this synergy
between quantum physics and information theory.

The first QIP technology that was mature enough to be commercialized
was QKD, as it poses the least number of challenges. Although it is math-
ematically proven that QKD protocols are ultrasecure4, there is nothing
unconditionally secure in real life, and a commercial QKD device was re-
cently hacked [Lyd+10], exploiting the mismatches between the theory
and the implementation. Thus, another shift of paradigm deemed necessary,
which we now know as the Device-Independent (DI) approach.

The goal of Device-Independent Quantum Information Processing (DIQIP)
is to perform QIP tasks with the minimal number of assumptions; in par-
ticular, without any assumption about the internal working of the devices.

2 It was thought that, clearly, there must have been some degree of freedom or hidden
variable that was not taken into account by QT, with which these correlations could be
explained. This was formalized in the Einstein-Podolsky-Rosen (EPR) paradox in 1935
[EPR35].

3 In 1964, John Bell started the second quantum revolution by sending [Bel64] to the
obscure and now defunct journal Physics. There he proposed to think of entanglement
as a resource that would be useful in some tasks; like two parties, Alice and Bob, trying
to win in a cooperative game. He observed that the probability that was given by QT
was notably higher than the probability under the EPR assumptions. Hence, one needed
only to ask Nature by performing an experiment [AGR82].

4 Even someone who is eavesdropping the channel can be detected.
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1.1. Motivation

Devices are treated as some black boxes that recieve some classical infor-
mation that tells them which measurement to perform and output some
classical information as a result. This is a qualitative change in various
aspects: first, the advantadge to be able to distrust your own device does
not come for free, as the requirements to be met to achieve security in
DIQIP protocols are much more stringent, albeit possible; second, the
resource used in DI protocols is not (only) entanglement, but nonlocal
correlations, which are of different nature. Nonlocal correlations are useful
for other QIP tasks [Bru+14], such as Certified Quantum Random Number
Generation (CQRNG) [Pir+10], Device-Independent Quantum Key Distri-
bution (DIQKD) [Pir+13], Dimensionality Witnessing (DW) [Gal+10] or
Randomness Amplification (RA) [CR12].

Our understanding of entanglement and nonlocality is still severily lim-
ited. There is no general efficient method answer the simplest of the ques-
tions we can pose: whether a given quantum state is entangled or not,
nor whether a set of correlations is local or nonlocal. Fortunately, many
of the cases of physical relevance enjoy some symmetries that are inher-
ent to these kind of systems (e.g., permutational invariance, translational
invariance). This Thesis is aimed towards this direction: characterizing
entanglement and nonlocal correlations constrained by symmetries.

1.1. Motivation

With this Thesis we want to contribute to the characterization of entangle-
ment and nonlocal correlations in systems in which symmetry constraints
can be assumed. The main questions which are addressed are the following:

1.1.1. Entanglement in the symmetric states

One of the most powerful criteria that are sufficient (although not necessary
in general) to certify that a quantum state is entangled is the so-called
Positive under Partial Transposition (PPT) criterion [Per96]. This criterion
is, by definition, bipartite. It consists in applying a map to one part of the
system, while leaving the other part untouched. Such map has the property
that, if the whole system is separable (not entangled), it will preserve the
positiveness of the density matrix. Hence, if the resulting state is unphysical,
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the original state had to be entangled; if it is phyisical, the PPT criterion
does not decide. The PPT criterion is known to be necessary and sufficient
in the case of quantum states consisting of two qubits or a qubit and a
qutrit [Stø63; Wor76; HHH96].

In the multipartite scenario, one can easily generalize the PPT criterion:
If a multipartite quantum state fails the PPT criterion with respect to a
single bipartition, the state is entangled across this bipartition. However, the
number of bipartitions scales exponentially with the number of subsystems,
thus checking if a state is PPT with respect to every bipartition is an
inefficient task.

Symmetries significantly reduce this complexity. If one considers physical
systems in which particles are indistinguishable, such as bosonic particles,
the state of the system remains invariant under any permutation of its
particles. This implies that one can find more efficient representations of
the state and that the PPT criterion can be tailored to symmetric states
[Eck+02]: the only relevant variable is the number of elements in each
bipartition, and not which particular elements form the bipartition. Hence,
the relevant number of bipartitions now scales linearly with the number of
subsystems.

Despite this drastic simplification, a lot of questions remain open for sym-
metric states. It is known that there do not exist PPT entangled symmetric
states (PPTESS) of 2 or 3 qubits, and there exist some of 5 and 6 qubits,
although they are not PPT with respect to every bipartition [TG09]. It was
an open question whether the PPT criterion was necessary and sufficient
for 4 symmetric qubits. Do fully PPTESS of 4 qubits or more exist? What
are their algebraic and geometrical properties? To what extent can they be
characterized?

Entangled bipartite quantum states that are PPT are entangled in a weak
way [HHH98; Hor+09], meaning that, no matter how many copies of
them one has, a maximally entangled state can never be distilled. Can
one find fully PPT states that, nevertheless, possess the strongest form of
multipartite entanglement, Genuinely Multipartite Entangled (GME)?

1.1.2. Detecting nonlocality in many-body systems

Due to the intensive studies of entanglement properties of quantum many-
body systems, our understanding of them has rapidly grown in the last

4



1.1. Motivation

decade. For instance, in lattice spin models described by local Hamiltoni-
ans, entanglement is a signature of a Quantum Phase Transition (QPT)
[Ost+02]. Moreover, entanglement has also inspired an efficient descrip-
tion of the lowest energy states of local Hamiltonians in terms of Matrix
Product States (MPS) or, more generally, tensor networks.

Much less, however, is known about the role of quantum nonlocality in
many-body systems. First of all, the mathematical complexity of finding the
so-called Bell inequalities that characterize the frontier between locality and
nonlocality scales very badly with the number of particles, measurements
and/or outcomes that one considers in an experiment. Secondly, in order to
check nonlocality, typically one needs to measure correlators between many
particles, and these are difficult to access experimentally, as a high degree
of control of is required: one needs to address each particle individually and
perform the corresponding local measurement on it. In the lab, however,
what we have within our reach is severely limited, as typically one has
access to few-body correlations, often one- and two-body.

Is it possible, then, to detect nonlocality in many-body systems from the
least amount of information; namely, two-body correlations? This presents
several challenges: the first one is to tailor Bell inequalities to involve
only those lowest-order correlators; another challenge is whether such
inequalities would be strong enough to detect nonlocality, as higher-order
correlations contain much more information than its marginals. Apart from
these questions, which are of fundamental interest, another challenge is
whether there exist quantum states that are physically relevant; in particu-
lar, ground states of physical Hamiltonians, such that their nonlocality can
be revealed with these tools?

Symmetry also plays a significant role in lowering the complexity of this
problem to an accessible level. Of particular interest are Permutationally
Invariant (PI) and Translationally Invariant (TI) Bell inequalities, as these
symmetries are present in physical systems. However, application of sym-
metries further constrains the set of Bell inequalities that can be obtained,
making the question whether there exist physically relevant quantum states
whose nonlocality can be detected with two-body PI or TI Bell inequalities
even more demanding.
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1. Introduction

1.1.3. The relation between entanglement and nonlocality

Entanglement and nonlocality are fundamental resources for Quantum
Information Processing tasks. In order to obtain quantum nonlocal correla-
tions, one needs to have an entangled state. It was shown that, for pure
states; i.e., those for which our information is maximal, every entangled
state is also nonlocal [Gis91; PR92]. This apparent equivalence between
entanglement and nonlocality no longer holds for mixed states, as there
exist mixed entangled states that can never display nonlocal correlations
[Wer89; Bar02].

So far our knowledge about entangled states that do not display nonlo-
cality is very scarce, and most of the known examples are generalizations
of Werner’s model [Wer89] concerning a bipartite scenario. This lack of
knowledge is caused, to some extent, by the difficulty in proving that a state
is local: whereas nonlocality of a state is certified by giving measurements
that produce statistics that violate some Bell inequality, certifying locality of
a state requires the construction of a Local Hidden Variable Model (LHVM)
that works for any set of measurements that is performed on it.

In the multipartite scenario, except for a single tripartite example [TA06],
almost nothing is known. What is the relation between entanglement and
nonlocality when many parties are involved? Note that the relevant ques-
tion now concerns the strongest form of entanglement: Genuinely Multi-
partite Entangled (GME). Otherwise, one can trivially pick a bipartite local
state which is product with as many parties as needed, and it will be en-
tangled and local. Another technical challenge comes with the operational
definition of Genuinely Multipartite Nonlocal (GMN), which, unlike the
generalization of bipartite entanglement to GME, it is not a straightforward
generalization of bipartite nonlocality. As GME is the strongest form of
multipartite entanglement, does it become too demanding at some point
so that GME states always display some form of nonlocality, or does this
inequivalence hold in general?

1.1.4. Atomic monogamies of correlations

Another feature that entanglement and nonlocal correlations share is that
they are monogamous. Entanglement is monogamous in the sense that,
given a multipartite 3-qubit state shared between parties A, B and C, the
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more entangled A and B are, the less entangled A and C can be [CKW00].
In the case of nonlocal correlations (either quantum or no-signalling),

something similar happens. If we take as a measure of nonlocality the
amount of a Bell inequality violation, then there is a trade-off between
the observed violation between A and B, and between A and C. How-
ever, how essential is this relation? Bell inequalities are, after all, (linear)
combinations of correlators. Is there any fundamental limitation when we
compare the amount of violation of a Bell inequality with a single (hence,
the terminology atomic) correlator?

Many proofs of security in QIP protocols rely on this monogamy property:
If A and B share a high degree of entanglement, then the state of any spy
E is -by monogamy of entanglement- product with respect to AB. In DIQIP
protocols, an analogy can be made with correlations. However, if there
exist stronger monogamy relations, the power of any spy E can be more
accurately estimated. To which extent do these atomic monogamies of
correlations allow for an improvement of performance in DIQIP tasks?

1.2. Main results

In this Thesis, we address the open questions posed above.

1.2.1. Characterization of PPT Entangled Symmetric States

Entanglement properties of symmetric PPT states lack a systematic study
[Eck+02]. We start to fill this gap [Tur+12] by proving the existence of
four-qubit entangled PPT states. We follow two different approaches to
arrive at this result: numerically, we adapt a search algorithm for extremal
bipartite PPT states [LMO07] to the multipartite scenario and we apply it
to search for PPT entangled symmetric states (PPTESS); we also propose a
half-analytical, half-numerical method that constructs classes of PPTESS,
starting from bipartite 2⊗ 4 PPT entangled states, such as those introduced
by Horodecki [Hor97].

We further characterize PPTESS of many qubits [Aug+12]. We provide
several separability criteria in terms of the ranks of the state and its re-
spective positive partial transpositions. We also study edge states in these
systems. In particular, for 4 and 5 qubits, we show that the study of generic
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PPT states can be reduced to few (2 and 3, respectively) configurations
of ranks. We also expand the numerical search up to 23 qubits and study
the typicality of configurations of ranks of PPTESS: For an even number of
qubits we observe few configurations, whereas for odd number of qubits
we find only one configuration.

1.2.2. Detecting nonlocality with two-body correlators

We construct Bell inequalities that involve standard theory- and experiment-
friendly many-body observables, since they involve correlations which are
one- and two-body. We present a detailed and rigorous derivation of such
inequalities, focusing on those which are invariant under the action of
a symmetry group [Tur+15b]. In particular, we study Permutationally
Invariant [Tur+14a] and Translationally Invariant [Tur+14b] inequalities
of such kind. We study the structure the local polytope of correlations and
derive analytical classes of inequalities. For those classes, we study the
states that give the maximal quantum violation; i.e., those states whose
nonlocality is best revealed with these kind of Bell inequalities. We study
the asymptotic behavior or such states as the number of parties goes to
infinity, as well as the robustness against different sources of noise.

We show how these inequalities reveal the nonlocality of physical sys-
tems, such as ground states of the isotropic Lipkin-Meshkov-Glick (LMG)
Hamiltonian [LMG65]. These states are the so-called Dicke states [Dic54],
and we provide a class of PI Bell inequalities that detects every entangled
Dicke state.

We also discuss the possible generalization of the methods introduced to
obtain PI Bell inequalities with two-body correlators to K-body correlators,
with any number of parties, measurements and outcomes.

For TI Bell inequalities, we find all 3- and 4-partite inequalities with
at most 2-body correlators and classify them. We analyse their maximal
quantum and no-signalling violations and we show that a TI Bell inequality
can always be violated with a TI quantum states and the same set of
measurements at each site, at the possible cost of having to increase the
local dimensions of the state.

Finally, we address the role of imperfections and errors that are typically
introduced in an experiment, motivated by discussions with the Hannover
group [LK14] and we discuss several experimental setups in which nonlo-
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cality in many-body systems can be tested using the inequalities that we
have proposed [Tur+15a].

1.2.3. Entanglement and nonlocality are inequivalent for any number of
particles

Understanding the relation between nonlocality and entanglement is one
of the central problems in Quantum Information Theory (QIT). Except for
a single example of a three-qubit state that admits a Local Hidden Variable
Model, almost nothing is known in the multipartite scenario. We address
this problem in the multipartite case and show that, for any number of
particles, GME is not equivalent to GMN. In particular, we give a construc-
tion that, starting from a GME state that admits a K-local model, extends
that state to more parties in such a way that this extended state is GME
but not GMN. In particular, we discuss how this extension can be applied
to isotropic and Werner states and we further show how this extension is
compatible with the operational definitions of GMN [Aug+14c].

1.2.4. Elemental and tight monogamy relations in no-signalling theories

The way that nonlocal correlations can be distributed among parties is
constrained by the physical theory that one considers (such as Quantum
Theory (QT) or the No-Signalling (NS) principle). Such constraints are
often expressed as monogamy relations (trade-offs) that bound the amount
of a Bell inequality violation between different sets of parties. Here we
provide stronger monogamy relations for NS theories: the existence of
nonlocal correlations among a set of parties limits any form of correlations
(local or not) that are shared with an external party [Aug+14b].

We provide tight bounds between the amount of violation of a family
of Bell inequalities involving an arbitrary number of parties and the in-
formation that an external observer can get about the outcomes of any
measurement performed by any of the parties participating in the Bell
experiment. Such inequalities are a generalization of the Clauser-Horne-
Shimony-Holt (CHSH) inequality to an arbitrary Bell scenario with any
number of parties, measurements and outcomes [Aol+12; BKP06].

This result implies an improvement in performance with respect to
existing Device-Independent protocols. In particular, we show how they
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boost the key rate with respect to previous Device-Independent Quantum
Key Distribution (DIQKD) protocols and how they enable Randomness
Amplification (RA) under less demanding constraints.

1.3. Outline of the Thesis

This Thesis is organized as follows:

• Chapter 2 reviews the basic concepts that are needed to introduce
and derive this Thesis’ results. We have included this chapter for com-
pleteness, although readers with expertise in quantum information
may skip it.

• Chapter 3 is dedicated to the study of PPT entanglement in the
symmetric states. This chapter is based on the following original
results: [Tur+12; Aug+12].

• Chapter 4 is devoted to the study of nonlocality in multipartite quan-
tum states. This chapter is based on the following original results:
[Tur+14a; Tur+14b; Tur+15a; Tur+15b]. The results in Section 4.5
are new and unpublished.

• Chapter 5 studies the relation between entanglement and nonlocality
in the multipartite scenario and is based on the following original
work: [Aug+14c].

• Chapter 6 studies monogamy relations in NS theories and is based
on the following original work: [Aug+14b].

• Chapter 7 summarizes the obtained results and discusses future re-
search directions.

• Appendix A is added in the interest of self-containedness and it
comprises several results on representation theory which provide a
mathematical background to efficiently work with PI quantum states.

• Appendix B contains technical proofs from Chapter 4.

• Appendix C contains various tables that have been included for the
sake of completeness.
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2. Background

In this chapter we present the basics that will be used in the rest of the
Thesis, as well as the results that represent the state of the art. Expert
readers may skip this chapter.

2.1. Entanglement

If one had to describe quantum physics in just one word, this would prob-
ably be entanglement. Quantum physics predicts that, for a multipartite
system, there exist states which cannot be written as a product of the
states of its subsystems; such states are called entangled. This fact is just
a direct consequence of the tensor product structure of the Hilbert space
that describes a composite quantum system and the linearity of quantum
mechanics, also known as the superposition principle; however, it entails
deep consequences.

Historically, Einstein, Podolsky and Rosen argued in 1935 that quantum
mechanics was an incomplete description of Nature1, and entanglement
was at the heart of their argument [EPR35]. However, Schrödinger, who
first coined the term entanglement, noted that it was the most characteristic
feature of quantum mechanics [Sch35]:

Entanglement is not one but rather the characteristic trait of quantum
mechanics, the one that enforces its entire departure from classical lines of
thought.

In 1964 the physicist John Bell came up with a way to test the EPR
paradox, and he proved that the statistics obtained through some quantum
experiments cannot be reproduced by any local theory [Bel64]. This means
that Nature can produce correlations between spacelike separated events

1 The authors argued that any complete theory should have an element that describes
every ’element of reality’ (i.e., a physical quantity whose values can be predicted with
certainty without disturbing the system).
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that can be explained neither by an influence continuously propagating (at
arbitrary finite speed) from one event to the other nor by a common local
cause.

Surprisingly, very few works appeared from 1935 to the early 1990s,
when Artur Ekert proposed to use the correlations arising from entangled
states for cryptography [Eke91].

Nowadays, entanglement is considered a resource for many quantum in-
formation tasks, comprising quantum cryptography [Eke91], quantum tele-
portation [Ben+93], quantum dense coding [BW92], quantum repeaters
based on entanglement purification [Dür+99], lowering bounds on com-
munication complexity [CB97; Gro97], and it is a prerequisite for another
important resource in quantum information theory: nonlocal correlations
[Bar+05].

2.1.1. Characterization of entanglement

Quantum states are represented by positive semi-definite linear operators
of unit trace acting on a Hilbert space H. Recall that a Hilbert space is
an inner product space2which is also complete (every Cauchy sequence
in H converges in H with the norm induced by the inner product in H).
For the purposes of this Thesis, H will be a finite-dimensional complex
Hilbert space; i.e., H =Cd. The set of bounded linear operators acting
on H will be denoted B(H). By picking a basis of H, typically named
computational, consisting of the vectors {|i〉, 0 ≤ i < d}, the elements
of B(H) are represented by d× d matrices with complex entries, and we
denote such set by Md. The identity matrix from Md is denoted 1d. The set
of elements of B(H) that correspond to quantum states is denoted by D(H)
and it contains the elements of B(H) with unit trace and non-negative
eigenvalues. The elements of D(H) are called density matrices or density
operators. Formally, one has D(H) = {ρ ∈ B(H) | ρ � 0, Trρ = 1}.

Any density operator ρ ∈ D(H) can be written as a convex combination
of rank-one projectors:

ρ =
∑
i

pi|ψi〉〈ψi|, (2.1)

2 Unless stated otherwise, throughout this Thesis we consider that H is a vector space
defined over the field of complex numbers, denoted C.
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where pi is a probability distribution (i.e., for all i, pi ≥ 0 and
∑

i pi = 1)
and |ψi〉 are unit vectors from H, called kets. The co-vectors 〈ψi|, called
bras, are the Hermitian transposition of the vectors |ψi〉 with respect to
the computational basis; two vectors |ψi〉 are considered equivalent if they
differ only by a global phase. Note that the decomposition (2.1) is not
unique in general. The set {pi, |ψi〉}i is called ensemble and different ensem-
bles may lead to the same quantum state ρ. The probability distribution pi
indicates the ignorance or the lack of information that one has on the state
of the system. In the case that pi = 1 for some i, the information about the
quantum state is maximal and then ρ = |ψi〉〈ψi| is said to be in a pure state;
otherwise we say that the state is mixed. Thus, Equation (2.1) indicates
that any mixed quantum state ρ can be obtained as a convex combination
of pure states (rank-one projectors). Thus, D(H) forms a convex set, and it
is completely determined by its extremal points (i.e., those that cannot be
written as a convex combination of other elements in D(H)). The extremal
points of D(H) are denoted Ext(D(H)).

The Hilbert space H corresponding to a composite quantum system
consisting of parts A1, . . . , An is endowed with a tensor product structure
H = H1 ⊗ · · · ⊗ Hn, where Hi is the Hilbert space corresponding to the
i−th subsystem. This tensor product structure and the linearity of H are
the two key ingredients that lead to the notion of entanglement.

Entanglement definition

Many concepts in quantum information are defined through a negative
qualifier; i.e., one defines what a certain concept is not. This is as well
the case of entanglement, which is defined as not being separable. The
reason for that is the operational interpretation that a separable state
has: any separable state can be created by Local Operations and Classical
Communication (LOCC) from scratch starting from a pure product state
|ψ〉 = |ψ1〉 · · · |ψn〉 [Wer89]; in other words, a separable state can be pro-
duced by parties in separated laboratories that are allowed to exchange
classical information via e.g. a classical telephone line.

Let us illustrate the simplest case; of a bipartite Hilbert space between
parties A and B: H = HA ⊗HB.

Definition 2.1. A state ρ ∈ D(HA ⊗HB) is called separable if it admits the

13



2. Background

following convex decomposition [Wer89]:

ρ =
∑
i

piρ
(i)
A ⊗ ρ

(i)
B ,

∑
i

pi = 1, pi ≥ 0, (2.2)

where ρ(i)
A ∈ D(HA) and ρ(i)

B ∈ D(HB).

In the multipartite case, one has a Hilbert space H = H1 ⊗ · · · ⊗ Hn,
where there are different notions of separability. The reason for that is that
there are many ways to partition a set of n parties, whereas in Defintion
2.1 there is only one. Let us denote by A = {A1, . . . , An} the set of n
parties and let us consider ρA ∈ D(HA), where HA =

⊗n
i=1HAi and HAi

is the Hilbert space corresponding to party Ai. We say that a set of subsets
S = {S1, . . . , SK}, where Si ⊆ A, is a K-partition of A if

⋃K
i=1 Si = A and

for all i and j, Si ∩ Sj 6= ∅. Thus, a K-partition of A is a way to split the
set of n parties into K non-empty, pairwise disjoint, subsets. Let SK be the
set of all K-partitions.

Definition 2.2. A state ρA ∈ D(HA) is K-separable if it admits the following
convex decomposition

ρA =
∑
S∈SK

pS
∑
i

qS,i

K⊗
k=1

|ψSk,i〉〈ψSk,i|, (2.3)

where pS and qS,i are probability distributions and |ψSk,i〉 ∈ HAi .

Remark 2.3. Observe that Definition 2.2 is the same as Definition 2.1
for K = 2 and n = 2. If K = 2 and n is arbitrary, the state is called
bi-separable, as it can be prepared by allowing the n parties to gather in
bipartitions; in this case we abuse notation and we simply denote S as S|S
with S = A\S. A state ρA is fully separable if it is n−separable, and it is
Genuinely Multipartite Entangled (GME) if it does not admit any form of
K−separability; in particular, if it is not bi-separable.

Remark 2.4. Definition 2.2 is clearly inspired in the operational way to
construct a quantum state: the higher the K, the less effort the parties need
to make to produce the state. However, there are other ways to generalize
Definition 2.1, also with a clear operational interpretation. This is the
case of K−producibility [GTB05]. A state is K−producible if it can be
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prepared by allowing parties to gather in groups consisting of at most K
parties. This leads to another characterization of the set of quantum states.
However, the two definitions coincide for the case of GME states that we
will mostly consider in Chapters 3 and 5: GME states are those which are
not biseparable or, equivalently, those which are not (n− 1)-producible.

2.1.2. The separability problem

Despite having an operationally clear interpretation, deciding in practice if
a state ρA is K−separable or not is far from trivial, even in the bipartite
case where A = {A,B}. It was shown by Gurvits in 2003 that this problem
is NP-hard3 [Gur03].

For a few particular cases this question does have a simple complete
answer. In general, however, one can obtain only partial results: sufficient,
but not necessary, conditions that certify that a state is entangled.

The bipartite case

Let us begin with considering the simplest case of two parties. Any bipar-
tite pure state |ψAB〉 ∈ HAB admits the following decomposition, called
Schmidt decomposition [NC00]:

|ψ〉 =

r(|ψ〉)∑
i=1

αi|ei〉 ⊗ |fi〉, (2.4)

where {|ei〉}d1i=1 and {|fi〉}d2i=1 form orthonormal basis of their respective
Hilbert spaces and

∑
i |αi|2 = 1. The minimal number of terms r(|ψ〉) for

which the decomposition in Equation (2.4) is possible is called the Schmidt
rank. A bipartite pure state |ψ〉 is entangled if, and only if, r(|ψ〉) > 1.
This definition is generalized to the mixed states, leading to the so-called
Schmidt number s of a mixed state, by means of the convex roof extension

3 A problem belongs to the class of complexity NP-hard if any algorithm that solves it
can be translated in polynomial time into one solving any problem in NP. Hence, an
NP-hard problem is as hard as any problem in NP, although it might be harder.
NP stands for Nondeterministic Polynomial time and it consists of all problems whose
solution can be verified in polynomial time by a deterministic Turing machine.
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2. Background

[TH00]:
s = inf

{pi,|ψi〉}i
max
i
r(|ψi〉), (2.5)

i.e., the Schmidt number of ρ is the minimum over all ensembles that
generate ρ (cf. Equation (2.1)) of the maximal Schmidt rank of the pure
states in the ensemble. A mixed state ρ is separable if, and only if, s = 1; in
such case, the decomposition in Equation (2.2) is given by the ensemble
minimizing Equation (2.5). The Schmidt number constitutes a measure of
entanglement and it is non-increasing under LOCC [Nie99; TH00]. Hence,
it divides D(HAB) into d2

1d
2
2 nested regions4 according to s.

In what follows we present two operational criteria for deciding whether
a state ρ belongs to the set of separable states, denoted Dsep: the Positive
under Partial Transposition (PPT) criterion and certification through an
Entanglement Witness (EW).

Separability based on positive, but not completely positive, maps

A map Λ : B(H1) −→ B(H2) is called positive if, for all ρ � 0, Λ[ρ] � 0.
However, if ρ is the state of a composite quantum system and we apply Λ
to one subsystem only, it may happen that the resulting state is not positive
semi-definite; i.e., not physical. Consequently, the positivity of a map is not
sufficient to guarantee a physical operation. This caveat is solved through
the notion of a completely positive map:

A positive map Λ is Completely Positive (CP) if, for any n and for any
ρ � 0, (1n ⊗ Λ)[ρ] � 0; i.e., no matter what happens to the rest of the
system, ρ is mapped onto a positive-semidefinite operator. If in addition Λ
is Trace Preserving (TP), then Λ defines a physical operation: CPTP maps
map quantum states onto quantum states. CPTP maps are also known as
quantum channels.

Any positive map, however, is completely positive on separable states,
and this is the idea behind the separability criteria based on positive, but
not completely positive, maps: If we apply (1n ⊗ Λ) to a state of the form

4 The upper bound s ≤ d21d
2
2, stems from Carathodory’s theorem [Car11]: Any state

expressed as a convex combination like in Equation (2.2) can be re-expressed as
another convex combination of no more than dimRD(HAB) terms, as D(HAB) can
be embedded into the R−vector space of d1d2 × d1d2 Hermitian matrices, which has
dimension d21d

2
2.
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2.1. Entanglement

(2.2), we also obtain a positive state

(1n ⊗ Λ)[ρ] =
∑
i

piρ
(i)
A ⊗ Λ(ρ

(i)
B ) � 0. (2.6)

Hence, (1n ⊗ Λ)[ρ] 6� 0 indicates that ρ is not of the form (2.2) hence it
must be entangled.

A necessary and sufficient condition for deciding if a bipartite ρ is sepa-
rable is that ρ satisfies condition (2.6) for all positive, but not completely
positive, maps [HHH96]. In practice, one cannot check this condition for
all Λ, but there are maps that very well approximate Dsep.

The PPT criterion

By picking Λ = T , where T is the transposition map with respect to a basis,
defined as T (|i〉〈j|) = |j〉〈i| and extended by linearity, one obtains the Peres
criterion, a very strong necessary condition for separability [Per96]. In fact,
it is also a sufficient condition for any ρ ∈ D(C2 ⊗ C2) or ρ ∈ D(C2 ⊗
C3). This is because all positive maps Λ : B(C2 ⊗ Cd) −→ B(C2 ⊗ Cd)
are decomposable5 for d = 2 [Stø63] and for d = 3 [Wor76] and if a
decomposable map reveals entanglement, so does the transposition map
[HHH96].

The Positive under Partial Transposition (PPT) criterion is known to
be insufficient for any other bipartite case, as there are entangled states
in ρ ∈ D(C2 ⊗ C4) and in ρ ∈ D(C3 ⊗ C3) for which ρTB � 0, where
ρTB := (1⊗ T )[ρ] is the state ρ partially transposed on Bob’s side [Hor97].

The PPT criterion and, in general, any criterion of separability based on
positive, but not completely positive, maps is straightforward to generalize
to the multipartite scenario, for the case of fully separable states.

If a state ρA is n−separable, then for any bipartition S|S of A, the
application of Λ to every party in S does not change the positivity of the
resulting state: (1S ⊗

⊗
Ai∈S ΛAi)[ρ] � 0. A violation of this condition

signals that there is entanglement across that bipartition.

5 A decomposable map Λ can be written as Λ = Λ1 + Λ2 ◦ T , where Λ1 and Λ2 are CP
maps. This fact is intimately related to the decomposability of entanglement witnesses
via the Choi-Jamiołkowski-Sudarshan isomorphism [Jam72; Cho75].
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Entanglement Witnesses

The concept of Entanglement Witness (EW) was introduced in [HHH96] as
a method to exploit the geometric properties of Dsep. The set of separable
states is closed and convex. It will be convenient to consider in this section
unnormalized states, so that Dsep is a cone.

The Hahn-Banach theorem [Edw95] states that, given two convex closed
sets A1 and A2, one of them being compact, there exists a continuous
linear map f and a constant α ∈ R such that f(a1) < α ≤ f(a2) for all
ai ∈ Ai. In particular, it implies that a closed convex set in a Banach space
is characterized by half-spaces whose normal vectors are non-positive semi-
definite elements of the dual cone of Dsep, denoted P. P is, by definition,
the set {W ∈ MdA ⊗MdB | Tr(Wρ) ≥ 0, ∀ ρ ∈ Dsep}. Then, the set of
elements W ∈ P such that W 6� 0 forms a non-convex set. Such an
operator W is called Entanglement Witness [Ter00]. Note that we require
that W has some negative eigenvalue, so that it can detect some entangled
state. We denote byW the set of EWs. A necessary and sufficient condition
for ρ ∈ Dsep is that TrWρ ≥ 0 for all W ∈ W [HHH96].

Not all elements in W are necessary to characterize Dsep and the first
attempt to find a minimal set of EWs that determine Dsep was done in
[Lew+00], where the notion of optimal EW was defined. Let us briefly
recall it. Given W ∈ W, consider the sets

∆W := {ρ ∈ D(H)| TrWρ < 0} (2.7)

and
ΠW := {|e, f〉 ∈ CdA ⊗CdB |〈e, f |W |e, f〉 = 0}, (2.8)

which are the set of states detected by W and the set of product states with
zero expectation value6 on W , respectively. Given two entanglement wit-
nesses W1,W2 ∈ W, W1 is finer than W2 if ∆W2 ⊂ ∆W1; i.e., if W1 detects
more entangled states than W2. If there is no witness finer than W , then
W is optimal. In terms of ΠW , optimal entanglement witnesses are those
for which, for any ε > 0 and any operator P � 0 with support orthogonal
to ΠW , the operator W −λP /∈ W; i.e., there exists a product vector |e′, f ′〉
for which 〈e′, f ′|W −λP |e′, f ′〉 < 0, so W −λP is not an EW. Consequently,

6 Note that ΠW does not form a subspace; in fact, it can be a finite set.
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2.1. Entanglement

if ΠW spans the whole Hilbert space, then W is optimal [Lew+00]. We
denote by Opt(W) the set of optimal entanglement witnesses.

There is a class of entanglement witnesses which is much easier to
characterize: these are called decomposable witnesses. A decomposable
EW W ∈ W has the form W = P +QTB , where P,Q � 0 (it is equivalent
to take partial transposition on Alice instead of Bob). If this decomposition
is not possible, the witness is called indecomposable. Notice the similarities
with the notion of decomposable maps, first introduced in [Stø63; Wor76].
Decomposable EWs are those that are translated from decomposable maps
via the Choi-Jamiołkowski-Sudarshan isomorphism [Jam72; Cho75].

Geometrically, one has the inclusions Ext(W) ( Opt(W) ( ∂W [SSŻ09],
where ∂W is the boundary of W and Ext(W) is the set that generates
extremal rays in P. Each of these inclusions is strict7. Note, however that,
although extremal (or even exposed8) EWs form proper subsets of Opt(W),
they are sufficient to detect all entangled states [SSŻ09; HK11; CS14].
Nevertheless, the definition of optimal EWs is operational, in the sense that
it can be recast into an efficient algorithm that brings any W ∈ W into
an optimal one [Lew+00]. Hence, optimal EWs constitute a useful tool in
entanglement theory.

Relating positive maps and EWs

The concepts defined for EWs can be recast in terms of positive maps via
the Choi-Jamiołkowski-Sudarshan isomorphism [Jam72; Cho75], which
relates the set L(Md,Md′) of linear maps from Md to Md′ and the set
Md ⊗Md′ . Such isomorphism sends P to the cone of positive maps and

7 As an example of W ∈ ∂W \ Opt(W), consider the line segment W (p) = pW+ +
(1 − p)W− ∈ M2 ⊗M2 and consider the Bell basis |ψ±〉 = (|00〉 ± |11〉)/

√
2, |φ±〉 =

(|01〉 ± |10〉)/
√

2. Pick W± = |ψ±〉〈ψ±|TB ∈ Ext(W). For any p ∈ [0, 1/2)∪(1/2, 1],
W ∈ W, whereas W (1/2) � 0. Consequently, W (p) /∈ Opt(W) for any 0 < p < 1.
Hence, by moving to one of the extremes of the segment, W (p) can be optimized.
W (p) ∈ ∂W because for every p ∈ [0, 1] and for any ε > 0,W(p)− ε|φ+〉〈φ+|TB /∈ W .

As an example of W ∈ Opt(W)\Ext(W), a decomposable witness of the form
W = QTA with Q ∈ M2 ⊗M2, Q � 0 and supp(Q) being a Completely Entangled
Subspace (CES) is optimal [Lew+00]; however it is not extremal if rank(Q) > 1. A CES
is a subspace containing no product vectors (see e.g. [ATL11]).

8 Exposed EWs form a subset of Ext(W) [HK11]. All extremal decomposable EWs are
exposed [CS14].
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W to the set of positive, but not completely positive, maps. Interestingly,
a positive map gives a more powerful necessary condition for separability
than its corresponding EW9. On the other hand, entanglement witnesses
correspond to quantum observables, whereas positive, but not completely
positive, maps are unphysical. The Structural Physical Approximation (SPA)
(see e.g. [HE02; Aug+14a]) allows one to overcome this difficulty by mixing
a given positive map Λ with the completely depolarizing channel, until
the result is a completely positive map: Λ(p) = pΛ + (1 − p)D, where
D(X) = Tr(X)1d/d is the completely depolarizing channel and 0 ≤ p ≤ 1.
Clearly, there exists a largest p for which Λ(p) is a CP map, denoted p∗.
Λ(p∗) is then called the SPA of Λ.

Via the Choi-Jamiołkowski-Sudarshan isomorphism one formulates the
SPA in terms of EWs: the SPA to an EW W ∈ W is

W (p∗) = p∗W + (1− p∗)
1dAdB

dAdB
, (2.9)

where p−1
∗ = 1 + dAdB|λmin| and λmin is the minimal eigenvalue of W ,

which is negative.

2.2. Nonlocality

Nonlocality [Bru+14] is a central concept in quantum information theory.
In 1964, Bell proved that some predictions of quantum theory cannot be
explained through a Local Hidden Variable Model (LHVM) [Bel64], ruling
out the possibility that quantum physics was an incomplete theory because
of the existence of inaccessible (hidden) variables that would determine
with certainty the outcome of measurements performed on a quantum
system.

Local models are those that arise naturally within our everyday experi-
ence with the classical world. Physicists considered, after the formulation
of the EPR paradox [EPR35], whether they could provide an alternative
explanation to quantum physics which would be complete and more intu-
itive, until in 1964 Bell showed that the two of them were in contradiction.

9 The typical example is the transposition map, which detects all 2⊗ 2 and 2⊗ 3 states,
whereas its corresponding entanglement witness detects just a subset of them [HHH96].
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2.2. Nonlocality

Years after, Alain Aspect demonstrated, with an experiment in 1982, that
Nature does not admit a LHVM [AGR82].

2.2.1. The device-independent formalism

Although a Bell experiment was inially designed to test a fundamental
question (whether Nature is nonlocal), we typically present it as a game: a
Bell experiment involves two or more parties, which may have interacted in
the past, located in spacelike separated regions, each of them having access
to their share of a physical system, for example, a source of entangled
photons. Independently of the state of the system, each party chooses
which measurement to perform on their subsystem and gets a result. Thus,
each party can be treated as a black box with an input which corresponds
to the choice of a measurement and an output that tells its result; nothing
is assumed about the internal working of the device nor the object they are
measuring.

We label the inputs of the n parties by ~x = (x0, . . . , xn−1) and the outputs
by ~a = (a0, . . . , an−1). The labelling of ~x encodes the different tunable
parameters relevant for the experiment (i.e., the measurement choice) and
the labelling of ~a encodes the possible readouts of the experiment. The
way that this labelling is assigned is irrellevant to the Bell’s experiment and
labels do not even have to correspond to physical quantities.

In the DI framework, one assumes that the parties have Independent
and Identically Distributed (IID) preparations of the experiment, in the
sense that after repeating it many times, they can infer the underlying
conditional probabilites of the outputs given the inputs P (~a|~x) from the
statistics collected from the experiment10.

It is also required that the choice of inputs is independent of the state
of the system, an assumption often referred to as free will assumption11.

10 There exist other frameworks in which can study nonlocality, such as the ones con-
sidered in Section 5.5.1. In this Thesis, we consider the typical framework in which
parties perform a single measurement on a single copy of their resource and repeat the
experiment in the same conditions.

11 For instance, if Alice has to choose between measuring the spin of a electron in the
direction x and measuring the spin in the direction z, her choice has to be independent
on the state of the electron; in other words, the electron cannot know what Alice is
going to measure. This situation is relevant in the framework of quantum cryptography
tasks, where the manufacturer of the devices and/or the provider of entangled particles
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Sometimes this assumption is partially fulfilled, but it can be remediated
through a protocol called randomness amplification (see Chapter 6).

Depending on the physical principles that we take into consideration,
some probability distributions P (~a|~x) may contradict them, so not every
mathematically consistent P may be compatible with a given physical
principle.

2.2.2. A geometric approach to correlations

In general, we will consider a scenario where n parties, each having acces to
m measurements which have d outcomes, are performing a Bell experiment,
and we denote this Bell scenario by (n,m, d). We denote byM(i)

xi the xi-th
measurement performed by i-th party. The object under consideration is
then

P (a0, . . . , an−1|x0, . . . xn−1), 0 ≤ ai < d, 0 ≤ xi < m. (2.10)

Geometrically, one can think of (2.10) as a vector with (md)n coordinates,
each corresponding to a possible combination of a0, . . . , an−1|x0, . . . xn−1.
Let us name such vector ~P .

The problem of which probability distributions ~P are sound has been
considered since more than a century ago; way before the genesis of
modern probability, theory by George Boole, in his theory of conditions
of possible experience [Boo62], but it was Froissart who reintroduced it in
terms of nonlocality and physical principles from the geometric perspective
[Fro81] that allows a systematic characterization of correlations in terms
of convex sets.

Mathematical constraints

Since ~P has to be a valid probability distribution, it has to fulfill Kol-
mogórov’s axioms of Probability Theory [Kol33]. Consequently, the ele-
ments of ~P have to be non-negative and normalized.

Hence, only mn(dn − 1) components of ~P remain independent and the
non-negativity constraints P (a0, . . . , an−1|x0, . . . xn−1) ≥ 0 define a region
in space, which we denote P.

is untrusted and can use this information to fake the statistics P (~a|~x), compromising
security (see Section 6.3.2).
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Note that P is a convex set. Recall that a set P is convex if, and only
if, for all ~P1, ~P2 ∈ P the line segment ~P (λ) = λ~P1 + (1 − λ)~P2 (where
λ ∈ [0, 1]) belongs to P. ~P (λ) is called a convex combination of ~P1 and ~P2.
P is convex because it is the intersection of a number of half-spaces (non-
negativity conditions) and a number of affine subspaces (normalization
conditions). The intersection of convex sets is a convex set.

We shall name a set defined as a finite intersection of half-spaces a convex
polyhedra. If, in addition, it is bounded, we shall call it a convex polytope;
P is an example of a convex polytope.

Every convex polytope admits a dual description: On the one hand, it
can be fully characterized either as the intersection of a minimal number of
half-spaces (the intersection of the polytope with the hyperplane defining
one of such half-spaces is called facet; the intersection of the polytope with
a hyperplane defining any half-space which contains it is called face). On
the other hand, it can be equivalently characterized by listing all its extreme
points (the ones that cannot be written as convex combinations of others
with λ ∈ (0, 1); such points are called vertices).

It is computationally a hard problem to go from one description to the
other, especially in large dimension spaces12. Its complexity is O(nbD/2c +
n log n), where n is the number of vertices (inequalities) and D the dimen-
sion of the affine space; b·c is the floor function [Cha93].

The no-signalling set

It is a natural postulate in a physical theory that the speed at which infor-
mation travels is bounded; in particular, to be consistent with Einstein’s
relativity theory, information cannot travel faster than light. Therefore, two
events happening at spacelike separated regions cannot instantaneously
affect each other. This impossibility of instantaneous communication is
known as the No-Signalling (NS) principle. In terms of ~P , the NS principle
has a simple formulation: the choice of measurement performed by one of
the parties cannot influence the statistics observed by the rest; i.e., for all

12 A convex polyhedra admits this dual description as well, if we allow for vertices to be
at infinity. Some programs avoid this by working in the Projective space instead of the
Affine space, by treating points as rays, for example [Fuk14].
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xi 6= x′i, ∑
ai

P (~a|~x) =
∑
ai

P (~a|~x ′), (2.11)

where ~x = (x0, . . . , xi, . . . , xn−1) and ~x ′ = (x0, . . . , x
′
i, . . . , xn−1). Note that

when the NS holds, the marginal probability distribution

P (a0, . . . , âi, . . . , an−1|x0, . . . , x̂i, . . . , xn−1) =
∑
ai

P (~a|~x) (2.12)

is well defined (the notation ·̂ indicates that the element under the hat is
missing). Observe that condition (2.11) can be applied recursively to any
subset of parties.

The resulting region for which probabilities are no-signalling is also a
convex polytope, as it is the intersection of P with the vector subspaces
given by (2.11). This set is known as the no-signalling polytope and we
denote it PNS . The number of independent components13 of any ~P ∈ PNS

is reduced to (m(d− 1) + 1)n − 1. The facets of PNS are easy to specify, as
they are the non-negativity constraints subjected to normalization and NS
constraints. Its vertices, known as PR-boxes [PR94], are hard to compute
in general, and they are known only in few scenarios [Bar+05; Fri12].

The quantum set

When ~P is obtained from a quantum state on which local quantum measure-
ments are performed, one obtains a different set of possible correlations,
the quantum set of correlations fulfilling Quantum Theory (QT), which we
denote by Q.

Following the axioms of quantum physics, ~P has to be obtained via Born’s

13 This follows from a simple combinatorical argument: The number of independent
components of ~P ∈ PNS is given by the normalization conditions of probabilities and
the number of different marginals because of the NS principle: For every party, one
can choose whether to measure it or not; if it is not measured, there are m possible
measurements to perform, and for each measurement there are d − 1 outcomes to
specify (because the last outcome can always be recasted as a function of the rest by
means of the normalization conditions). If nobody measures, there is no value needed
to specify, so we rule out this possibility.
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rule:

P (a0, . . . , an−1|x0, . . . , xn−1) = Tr

(
ρ ·

n−1⊗
i=0

Π
(i)
ai|xi

)
, (2.13)

where ρ ∈ D(H) for some Hilbert space H of unspecified dimension and
{Π(i)

ai|xi} define a Positive-Operator Valued Measure (POVM) on the i-th

party. A POVM fulfills that its POVM elements, Π
(i)
ai|xi , are positive semi-

definite and they form a resolution of the identity:
∑

ai
Π

(i)
ai|xi = 1(i). Note

that, since the dimension of H is unconstrained, one can assume, without
loss of generality, that ρ is in a pure state and that the POVM is in fact a von
Neumann (Projective Measurement (PM)) measurement; i.e., the POVM
elements are, in addition, pairwise orthogonal projectors.

Because dimCH is unconstrained, Q forms a convex set. However, it
is not a polytope and its boundary is unknown in practically all cases.
Surprisingly, it turns out that Q is contained in PNS , a fact that follows
directly from (2.13) fulfilling (2.11); however it is strictly smaller [PR94].
It remains today an open question What should one require, in addition
to the no-signalling principle, in order to recover quantum correlations? To
this aim, several operational principles have been proposed: Non-trivial
communication complexity [Dam99; Bra+06], no advantadge for nonlo-
cal computation [Lin+07], information causality [Paw+09], macroscopic
locality [NW10], local orthogonality [Fri+13]. However, each of them
defines a superset of Q.

It is possible to approximate Q with a convergent hierarchy of spectra-
hedrons14 Q ⊆ . . . ⊆ Q2 ⊆ Q1+AB ⊆ Q1 [NPA08]. Interestingly, it was
recently shown that a generalization of the level of the Navascués-Pironio-
Aćın (NPA) Hierarchy 1 + AB to the multipartite case recovers all the
operational principles mentioned above (except for information causality,
which remains unknown) [Nav+15].

The LHVM set

Imagine a Bell experiment with n = 2 parties. In general, the obtained
statistics P (ab|xy) will not be of the form P (a|x)P (b|y). This lack of inde-
14 A spectrahedron is the feasible set of a Semi-Definite Program (SDP).
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pendence is not surprising, nor does it imply an influence of one party to
another; Alice and Bob may simply have established some correlation in the
past, when they were allowed to interact or to agree on a common strategy.
The idea behind a local theory, however, is that whatever interaction or
factor relevant to both outcomes, described by a variable λ, must decouple
the two probabilities, so that, if we know λ, they become independent:
P (ab|xyλ) = P (a|xλ)P (b|yλ).

Observe that, when λ is known, the outcome of Alice does not depend
on the choice of input of Bob nor on his result, and vice-versa.

In general this λ may be inaccessible to us, and we call it hidden variable.
In fact, λ may not be the same in every round of the Bell experiment,
as it may include not fully controllable physical quantities, or the parties
may agree to change their strategy at every round. Hence, it is natural to
describe it via a probability distribution p(λ).

This is what motivates the definition of a Local Hidden Variable Model
(LHVM): We say that ~P admits a LHVM if it can be written in the form

P (~a|~x) =

∫
Λ
p(λ)

n−1∏
i=0

P (ai|xiλ)dλ, (2.14)

where Λ is the space of hidden variables, p(λ) ≥ 0 and
∫

Λ p(λ)dλ = 1.
The set of probabilities admiting the form (2.14) is again a polytope,

known as the local polytope and we denote it PL. The functions P (ai|xiλ)
are called local response functions and they need not be deterministic.
However, every probability distribution can be expressed as a convex com-
bination of deterministic events (one for each outcome and the weight of
the convex combination corresponds to the probabilities of the events).
These deterministic events are delta functions δ(ai, fi(xi, λ)), where fi is
some deterministic function that takes the information available to the
i-th party, namely, xi and λ, and produces an outcome in {0, . . . , d − 1}.
Consequently, a LHVM admits also the form [Fin82]

P (~a|~x) =

∫
Λ
q(λ)

n−1∏
i=0

δ(ai, fi(xi, λ))dλ, (2.15)

for a (possibly different) probability distribution q(λ).
Equation (2.15) already gives information on how to construct the

vertices of PL, for they are the probability functions of the form P (~a|~x) =
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∏n−1
i=0 δ(ai, f̃i(xi)), with f̃i(xi) ∈ {0, . . . , d − 1}; i.e., the ones that cannot

be expressed as a convex combination of λ. Varying the possible choices of
f̃i(xi) we obtain the (md)n different vertices of PL.
PL is a subset of Q because every probability of the form (2.14) can

be constructed with a fully separable state; and it is a strictly smaller set
because there are quantum states and measurements that produce ~P ’s
which are outside PL [Bel64]. These probability distributions are called
nonlocal.

The half-spaces containing PL are called Bell inequalities. If a Bell inequal-
ity corresponds to a facet of PL, we shall name it tight Bell inequality15. If
a Bell inequality is violated by some ~P ∈ PNS we call it non-trivial. Finding
all Bell inequalities is an extremely difficult task and only a few scenarios
have been completely solved, none of them for more than 3 parties16 [PS01;
Pir14].

Since the labelling of parties, measurements and outcomes is arbitrary,
the different sets of correlations obey some symmetries (e.g. shuffling the
outcomes of a certain measurement in a Bell inequality will lead to another
Bell inequality) and Bell inequalities can be grouped in classes17 In the
(2, 2, 2) scenario, the only non-trivial class of Bell inequalities is the one
derived by Clauser, Horne, Shimony and Holt [Cla+69] whereas in the
(3, 2, 2) scenario one finds 46 different classes [Śli03].

2.2.3. Multipartite nonlocality

Both the definition of a fully separable state (cf. Eq. (2.2)) and a LHVM
(cf. Eq. 2.14) look similar. Analogously to the case of entanglement, in the
multipartite scenario, various degrees of nonlocality are possible. However,
the case of nonlocality is subtler, in the sense that one should specify what
are the rules for the response functions of more than one party.

Genuine multipartite nonlocality was first introduced by Svetlichny in
1987 [Sve87]. Analogously to the biseparable case, Svetlichny defined a

15 Note, however, that in polytope theory, a tight inequality is one which just touches the
polytope.

16See also [Fri12] for an interesting duality relation between the vertices and facets of PNS

and PL in the (n, 2, 2) scenario. A repository of the currently known Bell inequalities
can be found in [RBG14]

17The same argument applies to PR-boxes [Bar+05].
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3-partite probability distribution to be bi-local if it was of the form

P (abc|xyz) =

∫
Λ
pAB|C(λ)PAB(ab|xyλ)PC(c|zλ)dλ

+

∫
Λ
pAC|B(λ)PAC(ac|xzλ)PB(b|yλ)dλ

+

∫
Λ
pBC|A(λ)PBC(bc|yzλ)PA(a|xλ)dλ. (2.16)

Operationally, terms such as PAB(ab|xyλ) mean that Alice and Bob can ex-
change an arbitrary amount of communication between themselves, but not
with Charlie. So, PAB(ab|xyλ) can be any mathematically sound probability
distribution; in particular, a signalling one. This leads to grandfather-type
paradoxes [Ban+13].

There are basically two possibilities to avoid these issues: one is to require
that the probability distributions PAB(ab|xyλ) satisfy the no-signalling
constraints (2.11) [Alm+10b]; such correlations are called No-Signalling
Bi-Local (NSBL). Another one is to require that the correlations of the form
PAB(ab|xyλ) appearing in (2.16) are time-ordered (e.g. Alice can signal
to Bob or vice-versa, but not both at the same time); such correlations
are called Time-Ordered Bi-Local (TOBL) [Gal+12]. All such constraints
define convex polytopes and one has the chain of inclusions PL ( PNSBL

( PTOBL ( PSvetlichny ( P [Ban+13].

In the general case of n parties, having in mind the different flavors of
multipartite locality stemming from the considerations mentioned above,
one defines a probability distribution P (~a|~x) to be K-local if it is of the
form

P (~a|~x) =
∑
S∈SK

pS

∫
Λ
pS(λ)

K∏
k=1

pk(~a|Sk |~x|Skλ)dλ. (2.17)

Analogously to the case of (2.3), if K = 2 we will say that ~P is bi-local,
whereas if K = n, we shall name it fully local. If ~P cannot be written
as (2.17) with K = 2, then it is called Genuinely Multipartite Nonlocal
(GMN).
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2.2. Nonlocality

Monogamy of correlations

A nonlocal probability distribution ~P /∈ PL will violate some Bell inequality.
Geometrically, the farther ~P is from PL, the higher its violation will be.
The amount of violation (up to normalization) of a Bell inequality is often
taken as a measure of nonlocality18. Physical principles (such as quantum
mechanics or no-signalling theories) prevent nonlocality from being dis-
tributed arbitrarily between several parties. Entanglement does also display
these kind of constraints, known as monogamy relations [CKW00]. In the
case of nonlocal correlations, monogamies of correlations impose a tradeoff
between the violation of a Bell inequality between two sets of parties, A
and B and the same Bell inequality between the first set A and another
one C.

As an example, let us consider 3 parties ABC and the Clauser-Horne-
Shimony-Holt (CHSH) inequality [Cla+69]:

IAB = 〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉, (2.18)

where each correlator 〈AxBy〉 is defined as follows: P (a = b|xy)− P (a 6=
b|xy). The classical bound for which IAB defines a facet of PL for the
(2, 2, 2) scenario is IAB ≤ 2. If Alice, Bob and Charlie share arbitrary
quantum resources, then I2

AB + I2
AC ≤ 8 [TV06]. Even if they share a No-

Signalling resource, a monogamy relation holds, namely |IAB|+ |IAC | ≤ 4
[Ton09].

2.2.4. Local models

Both entanglement and nonlocality are valuable resources for quantum
information theory, although inequivalent ones. Because every separable
quantum state produces local correlations, entanglement is necessary for
nonlocality. In the case of pure states, Gisin showed that every entangled
pure state can display nonlocal correlations [Gis91]. In the case of mixed
states, there are bipartite states, known as Werner states, for which, no

18 There is another formulation of measure of nonlocality formulated by Elitzur-Popescu-
Rohrlich (EPR2) [EPR92], which measures the nonlocal content of ~P by decomposing
it as a convex combination of a no-signalling distribution ~PNS ∈ PNS and a local
distribution ~PL ∈ PL with maximal p: ~P = p~PNS + (1− p)~PL.
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2. Background

matter what measurements are performed on them, its statistics are of the
form (2.14) [Wer89]; i.e., they admit a Local Hidden Variable Model.

In general, very little is known about which quantum states admit a
local model [ADA14] essentially because one has to explicitly construct
the response functions P (ai|xiλ). In the multipartite case, even less is
known: For example, when one considers GME states, even those pure, it
is unknown whether all GME states are GMN [Bru+14]. In Chapter 5, we
address this question and show that there exist GME states that do not
display GMN.

2.3. Systems of indistinguishable particles

So far, we have considered entanglement and nonlocality in the setting of
n spacelike separated particles belonging to Alice, Bob, Charlie, etc. One
can as well consider the characterization of quantum correlations at short
distances, where the particles involved (e.g. photons, electrons) have an
indistinguishable character that has to be taken into account.

When one is given a system ρA of indistinguishable particles, then ρA
remains invariant under any permutation of its subsystems; otherwise they
could be distinguished.

Consider Sn, the group of permutations of n elements. Consider as
well the n-partite Hilbert space H = (Cd)⊗n. Sn acts on H by means
of permuting each component of the computational basis of H and this
action is extended by linearity to every element of H. This action has a
natural representation that assigns to each σ ∈ Sn a permutation matrix
Πσ defined as

Πσ|i0〉 ⊗ · · · ⊗ |in−1〉 = |iσ−1(0)〉 ⊗ · · · ⊗ |iσ−1(n−1)〉. (2.19)

Definition 2.5. A quantum state ρA ∈ D(H) is Permutationally Invariant
(PI) if, for any σ ∈ Sn

ρA = ΠσρAΠ†σ. (2.20)
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2.3. Systems of indistinguishable particles

2.3.1. The block decomposition of a Permutationally Invariant operator.
Schur-Weyl duality

Given a permutationally invariant quantum state ρA, it turns out that one
can choose a basis of (Cd)⊗n such that its form is extremely simplified: In
this basis, ρA is block-diagonal, and the size of each block is exponentially
small compared to the dn × dn whole matrix ρA expressed in the computa-
tional basis. The reason for this simplification lies on a mathematical result
known as Schur-Weyl duality, which says that (Cd)⊗n can be naturally
decomposed in terms of irreducible representations of the groups Sn and
Ud (the group of d× d unitary matrices). This construction is explained in
detail in Appendix A.

Given a PI quantum state ρA, it decomposes H into the following direct
sum (cf. Theorem A.9):

(Cd)⊗n ∼=
⊕

λ`(d,n)

Kλ ⊗Hλ, (2.21)

where λ runs over all partitions of n with at most d elements and ⊕ denotes
direct sum. Kλ is known as the multiplicity space. In the basis (2.21) ρA is
block-diagonal.

The qubit case

If d = 2, the construction of (2.21) can be explicitly given and it corresponds
to the case of n spin-1/2 particles. In this case, λ would run over the
partitions of n with, at most, 2 elements, so one can translate (2.21) to a
language closer to Physics:

(C2)⊗n ∼=
n/2⊕
J=J0

KJ ⊗HJ . (2.22)

Usually, HJ are called the spin Hilbert spaces, as dimHJ = 2J + 1 and
KJ the multiplicity spaces, which account for the different possibilities
for the n qubits to obtain to a spin-J state. The multiplicity spaces are of
dimension 1 if J = n/2 and

dimKJ =

(
n

n/2− J

)
−
(

n

n/2− J − 1

)
(2.23)
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otherwise.
A permutationally invariant n-qubit state ρA, in the basis given by (2.21)

takes the form

ρA =

n/2⊕
J=J0

pJ
dimKJ

1J ⊗ ρJ , (2.24)

where pJ forms a probability distribution and ρJ are the so-called spin
states, which can be viewed as density operators of D(C2J+1).

Hence, a permutationally invariant n-qubit state ρA is uniquely deter-
mined by specifying its blocks ρJ , an amount of information exponentially
small compared to a general n-qubit state.

The following basis automatically gives a projection onto the J−th block
(defining m = n− 2J ; note that m is always an even number):

{|Dk
2J〉 ⊗ |ψ−〉⊗m/2}k=0...2J , (2.25)

where |Dk
2J〉 is the 2J qubit Dicke state with k excitations (cf. Section 2.3.2

Eq. (2.27)) and |ψ−〉 is the singlet state

|ψ−〉 =
|01〉 − |10〉√

2
. (2.26)

2.3.2. Symmetric states

The so-called symmetric states (or Dicke states) were first introduced by
R. H. Dicke in 1954, when studying the emission of light from a cloud of
atoms [Dic54]. He found that, when the atoms were in certain entangled
states, the intensity of radiation scaled quadratically with the number of
atoms, whereas if they were radiating independently, this intensity scaled
linearly. Since then, Dicke states have been widely studied and they have
been produced in experiments.

Dicke states can be defined either as the simultaneous eigenstates of the
total angular momentum operators Jz = 1/2

∑
i σ

(i)
z and J2, where σ(i)

z is
the Pauli matrix acting on site i and J2 = J2

x + J2
y + J2

z , or as symmetric
superpositions of states with the same number of excitations (throughout
this Thesis we shall consider qubits, so that a Dicke state is defined by n
qubits and k excitations and denoted |Dk

n〉):
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2.3. Systems of indistinguishable particles

|Dk
n〉 =

(
n

k

)−1/2∑
σ

σ(|0〉⊗n−k|1〉⊗k). (2.27)

Dicke states form an important subclass of permutationally invariant states,
and they correspond to the first block in the decomposition 2.21; i.e.,
the one corresponding to the partition λ = (n). They span the so-called
symmetric space and the symmetric space is closed19 under the action of
U⊗n for any unitary U .

We shall denote the symmetric space by S(H) := Span{|Dk
n〉}k=0...n and

we will call a density operator symmetric if ρA ∈ D(S(H)). In the case of n
qubits, a symmetric state ρA cannot have rank greater than n+ 1, as these
are the elements in (2.27).

PPT Entanglement in the Symmetric states

The multipartite PPT criterion and, in general, any entanglement criterion
based on positive, but not completely positive maps, is hard to compute
in systems of large n as, even if it is efficient to test on a single bipartition
S|S, the number of bipartitions scales as 2n. However, for permutationally
invariant states, this is greatly simplified: Now the condition n-separable
implies (1S ⊗

⊗
ai∈S ΛAi)[ρ] � 0 will be the same, regardless of which

particular parties are picked in S. Hence, it only depends on the number
of parties in S, denoted |S|. Hence, if a PI state is n-separable, only n− 1
conditions need to be checked. In the particular case Λ = T , only bn/2c are
necessary, as global transposition preserves the positivity of the whole state.
This motivates the definition of partial transposition for symmetric states
as ρΓk , where k = |S| is the number of parties that have been transposed.
A state which is PPT with respect to every bipartition will be called fully
PPT.

The zoo of separability classes for symmetric states is also greatly sim-
plified: Symmetric states are either n-separable, or GME, and there is no

19 A nice way to see this is via the so-called Majorana representation [Maj32], which
assigns a product state to every pure Dicke state; when taking a superposition of all
permutations of this product state, one recovers the original Dicke state. For d = 2
this assignment is unique and it can be easily visualized in the Bloch sphere. Then, the
action of U⊗n is just a rotation of the Bloch sphere [Mar11].
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other possibility. This makes them even more interesting, as proving that a
general quantum state is GME might turn into a difficult task.

Applying Γk, transposition on k subsystems, breaks the symmetry of ρ: It
is false in general that ρΓk ∈ D(S(HA)). However, the symmetries in the
partially transposed subsystems and the untouched ones are kept, so that
ρΓk ∈ D(S(HS) ⊗ S(HS)), for k = |S|. In the case of qubits, this means
that the rank of ρΓk is O(n2), more precisely, bounded by (n+ 1−k)(k+ 1),
so it is possible to keep track of the transformation Γk efficiently. We shall
denote by DPPT

S (H) the set of density operators acting on H corresponding
to symmetric states PPT with respect to every bipartition.

It was known that all PPT symmetric states of two and three qubits are
fully separable [Eck+02]. The reason is that there is only one possible
nontrivial bipartition to consider: (1, 1) and (2, 1), respectively, and then
the sufficiency condition for the PPT criterion carries, as one can think of
S(C2)⊗S(C2) as C2 ⊗C2 and of S(C2)⊗2 ⊗S(C2) as C3 ⊗C2. However
it was an open question whether this result would still be true for systems
of 4 qubits or more.

In the case of 5 and 6 qubits, Tóth and Gühne found examples of GME
symmetric states which are PPT with respect to the most balanced partition
bn/2c, dn/2e, although they would break the PPT condition with respect to
some other bipartitions [TG09].

Genuine multipartite entanglement is considered to be the strongest
form of entanglement, whereas PPT states are considered the weakest20.
Almost paradoxically, it turns out that one can find fully PPT states which
are also GME for more than 3 qubits, as we study in Chapter 3.

20 It was shown in [HHH98] that bipartite PPT states cannot be distilled; i.e., no matter
how many copies of a non-distillable state are available, there is no protocol that
would produce a pure maximally entangled state |ψ+〉. This is the reason why bound
entanglement (i.e., entanglement of undistillable states) is considered the weakest form
of entanglement.

Interestingly, a conjecture by Peres related the concepts of nonlocality and bound en-
tanglement, claiming that all bound entangled states admit a local model. The intuition
that bound entanglement is too weak to violate a Bell inequality was proven to be false
both in the multipartite [VB12] and the bipartite [VB14] scenarios very recently.
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3. PPT Entangled Symmetric States

Characterization of entanglement in composite quantum systems is a diffi-
cult task. Already in the bipartite case, it was proven to be NP-hard [Gur03].
However, as we have alredy seen in Section 2.1.2, there exist several crite-
ria which give sufficient conditions to certify that a state is entangled, of
which the most celebrated one is the Positive under Partial Transposition
(PPT) criterion. Nevertheless, the characterization of states which are both
PPT and entangled remains elusive.

Some insight into the structure of the set of PPT entangled states has
been gained over the years. For instance, methods have been developed
that exploit the fact that PPT states form a convex set that contains the set
of separable states, which is also convex [LMO07] (see also [Aug+10]).
Consequently, to fully characterize the set of PPT states, it is sufficient
to understand its extreme points. Recently, this property, although in an
indirect way, allowed to disprove the Peres conjecture in the multipartite
case [VB12] and, in what follows, we show how to use it to solve the open
problem about the existence of four-qubit PPT entangled symmetric states
[Tur+12].

In the multipartite case, the characterization of the PPT set becomes more
complex. Although the set of states which are PPT with respect to every
bipartition is still a convex set, its boundary becomes more complicated,
as it stems from the intersection of an increasing number of sets of states
that are PPT with respect to some bipartition. By restricting ourselves to
an appropriate subclass of states; i.e., states fulfilling some symmetry, this
complexity can be vastly reduced1. In this chapter we focus on an important
class of quantum states; the so-called Symmetric states, which we have
introduced in Section 2.3.2.

The current chapter is devoted to the characterization of PPT entangled

1 For instance, the full characterization of separability is possible if one only consid-
ers states which commute with the multilateral action of unitary [CK06a; EW01] or
orthogonal [CK06b; VW01] groups.
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symmetric states (PPTESS) of n qubits, and it is organized as follows:
In Section 3.1, we give results concerning separability criteria, edgeness
−with special emphasis to the most balanced bipartitions− and the Schmidt
number of PPTESS. In Section 3.2, we study the set of PPTESS from a
geometrical perspective, focusing on characterizing extremality, giving
a criterion for entanglement of PPT symmetric states, and providing an
algorithm that produces entangled symmetric states of n qubits which are
PPT with respect to all bipartitions, also showing some numerical results.
We conclude in Section 3.3, where we solve an open problem for the case of
4 qubits, in which we provide a half-analytical, half-numerical class of four-
qubit PPTESS and we finish by discussing some methods and techniques
that could be applied in future directions.

The results presented in this chapter are joint work with R. Augusiak, P.
Hyllus, J. Samsonowicz, M. Kuś and M. Lewenstein [Tur+12; Aug+12].

3.1. Characterization

Through the whole chapter, we shall refer to the following object: the
tuple formed by the rank of a quantum state and the ranks of its partial
transpositions. This tuple of ranks will be our main tool to classify PPTESS.
Such a classification is convenient for various reasons. First of all, not only
groups a set of infinite elements into a finite number of classes, but it also
gives an intuition on the complexity of a state. Loosely speaking we shall
see that if a fully PPT symmetric state has ranks which are too low, then
its simplicity allows for a decomposition as a separable state. However, if
its ranks are too high, then it can be decomposed as a mixture of some
separable part (which is useless from the information theoretic point of
view) and some entangled part of lower ranks (which keeps the relevant
information about the original state).

We begin by formulating separability criteria of PPT symmetric n-qubit
states in Subsection 3.1.1, continue by studying the edge state decomposi-
tion in Subsection 3.1.2 and we conclude by commenting on the Schmidt
number of symmetric states in Subsection 3.1.3.
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3.1.1. Separability criteria

We begin by recalling a useful fact that greatly simplifies the analysis
of entanglement in the symmetric states: Symmetric states are either n-
separable or GME [Eck+02].

Theorem 3.1. Let ρA ∈ D(S(Cd)⊗n). Then, only one of the following possi-
bilities holds:

ρA =
∑
i

pi|ei〉〈ei|⊗n (3.1)

or
ρA 6=

∑
S|S∈S2

pS|S

∑
i

q
(i)

S|Sρ
(i)
S ⊗ ρ

(i)

S
, (3.2)

where |ei〉 ∈ (Cd)⊗n, pi, pS|S and q(i)

S|S are valid probability distributions,

and ρ(i)
S (ρ(i)

S
) are pure states acting on the Symmetric Hilbert space of the

parties contained in S (S).

Proof. Assume that (3.2) is false. Then ρA can be expressed as

ρA =
∑

S|S∈S2

pS|S

∑
i

q
(i)

S|S |e
(i)
S 〉〈e

(i)
S | ⊗ |e

(i)

S
〉〈e(i)

S
|, (3.3)

where the vectors |e(i)
S 〉 and |e(i)

S
〉 are symmetric, as they belong to the range

of ρA. Now consider a permutation τ ∈ Sn which exchanges an element
of S with an element of S, say a ∈ S, b /∈ S. Regarding S as a bipartite set
S = {a} ∪ S \ {a} and the same for its complement S = {b} ∪ S \ {b}, one
can obtain the Schmidt decomposition of the symmetric vectors |e(i)

S 〉 and
|e(i)

S
〉, which reads

|e(i)
S 〉 =

∑
j

√
µS,a,i,j |e(j)

{a}〉|e
(j)
S\{a}〉 (3.4)

and
|e(i)

S
〉 =

∑
j

√
νS,b,i,j |e

(j)
{b}〉|e

(j)

S\{b}〉, (3.5)

with µ and ν being probability distributions.
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3. PPT Entangled Symmetric States

Since, by hypothesis, ΠτρAΠτ = ρA, one has that Πτ |e(i)
S 〉|e

(i)

S
〉 = |e(i)

S 〉|e
(i)

S
〉,

a condition which reads (we skip the subindices which are clear from the
context for clarity)∑
j,k

√
µjνk|e

(j)
{b}〉|e

(j)
S\{a}〉|e

(k)
{a}〉|e

(k)

S\{b}〉 =
∑
j,k

√
µjνk|e

(k)
{a}〉|e

(j)
S\{a}〉|e

(j)
{b}〉|e

(k)

S\{b}〉.

(3.6)
Note that we have ordered the Hilbert space in Eq. (3.6) as {a}, S \
{a}, {b}, S \ {b}. The orthogonality of the vectors in Eqs. (3.4,3.5) implies
that |e(j)

{a}〉 = |e(k)
{b}〉 for all pairs of indices (j, k). It is then well defined

|g〉 := |e(j)
{a}〉 = |e(k)

{b}〉, which implies that every vector in the left hand
side of (3.4, 3.5) is a pure product vector with respect to the bipartitions
{a}|S \ {a} or {b}|S \ {b}, respectively.

Because, by hypothesis, ρA ∈ D(S(Cd)⊗n), one can choose any τ ∈ Sn,
in particular, any transposition between an element of S and an element of
its complement, any vector in the decomposition (3.3) is fully product, so
ρA has to be of the form (3.1); i.e., fully separable.

The set of symmetric states which are PPT with respect to every biparti-
tion, which we denoted DPPT

S (H), arises as the intersection of a number
of sets. The boundary of the k-th set is defined as {ρ ∈ D(S(H)) : ρΓk �
0, det ρΓk = 0}; i.e., at least one of the eigenvalues of the partially trans-
posed states vanishes. In the following lemma we give some separability
conditions in terms of the ranks of ρ and its partial transpositions. The idea
behind Lemma 3.2 is that if a n-qubit symmetric state ρ is not supported
in C|S|+1 ⊗Cn−|S|+1 with respect to any bipartition S|S, its rank is upper
bounded by the ranks of its subsystems. This result, although technical,
will be used throughout all the section.

Lemma 3.2. Let ρA ∈ DS((C2)⊗n) and let S|S be a bipartition of A, with
|S| ≤ |S|. Let us define kS := dim kerρS and rS := dim ImρS (analogously
for kS , rS , kA and rA). Then,

• kS > 0⇒ rA ≤ rS .

• kS > 0⇒ rA ≤ rS .

• kS > 0 and kS > 0⇒ rA ≤ min{rS , rS}.
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Proof. Clearly, every case follows from the previous ones, so we prove the
first one.

As kS > 0, there are kS linearly independent vectors belonging to ker ρS .
Let us denote them {|φi〉}i=1...kS

. Then, for any pure |S|−qubit symmetric
vector2 |ψ〉, the projection of |ψ〉|φi〉 to the symmetric space belongs to
ker ρA: PA(|ψ〉|φi〉) ∈ ker ρA, where PA is the projector onto the Symmetric
space, defined as

PA =
1

n!

∑
σ∈Sn

Πσ, (3.7)

and Πσ is the permutation operator defined as in Eq. (2.19). If we find n−
rS + 1 linearly independent vectors PA(|ψ〉|φi〉) ∈ ker ρA by appropriately
choosing |ψ〉, the result follows (since kA ≥ n− rS +1 and rA +kA = n+1
one has rA ≤ rS).

To this end, we first prove the following observation: For any symmetric
|ψ〉, the kS vectors PA(|ψ〉|φi〉) are linearly independent. If this were not
the case, there would exist a linear combination with coefficients αi ∈
C such that

∑
i αiPA(|ψ〉|φi〉) = 0. But then |ψ〉 ⊗

∑
i αi|φi〉 ∈ kerPA.

Since both |ψ〉 and
∑

i αi|φi〉 are symmetric vectors, the only possibility3

is that
∑

i αi|φi〉 = 0, which contradicts the fact that |φi〉 were linearly
independent.

Now we pick as a basis of S(HS) the Dicke states |Dj
|S|〉 defined in (2.27)

and define the vectors

|Φj
i 〉 := PA(|Dj

|S|〉|φi〉), (3.8)

where i ranges from 1 to kS = |S| − rS + 1 and j from 0 to |S|. We already
know that, for a fixed j, the vectors |Φj

i 〉 form a linearly independent set,
so let us focus on the vectors |Φj

i 〉 by changing j.
On the one hand, |φi〉 is a linear combination of elements of the compu-

tational basis with a number of ones ranging from 0 to |S|. On the other

2 Since, for any observable M , one has Tr[MρS ] = Tr[(1S⊗M)ρA], by taking M = |φ〉〈φ|,
with |φ〉 ∈ ker ρS , the following identity holds: 0 = 〈φ|ρS |φ〉 = Tr[|φ〉〈φ|ρS ] = Tr[(1S⊗
|φ〉〈φ|)ρA] =

∑
i Tr[|i〉〈i|⊗|φ〉〈φ|ρA]. Hence,

∑
i〈i|〈φ|ρA|i〉|φ〉 = 0 and, because ρA � 0,

every summand has to be zero. Hence, |i〉|φ〉 ∈ ker ρA for every |i〉. By linearity,
|ψ〉|φ〉 ∈ ker ρA for any |ψ〉 ∈ HS .

3 A fact that is easily seen when expressing the vectors in the Dicke states basis defined in
Eq. (2.27), where the identity PA(|Dk

|S|〉|Dl
|S|〉) = |Dk+l

n 〉 holds.
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3. PPT Entangled Symmetric States

hand, |Dj
|S|〉 is a uniform linear superposition of all the elements of the

computational basis with exactly j ones. Consequently, |Φj
i 〉 has a number

of ones which ranges from j to |S|+ j. Equivalently, one has 〈Dk
n|Φ

j
i 〉 = 0

if k < j or k > |S|+ j.
Hence, for all j between 0 and |S|, 〈Dk

n|Φ
j
i 〉 6= 0 at least on kS indices k

between j and j + |S| (because kS is the dimension of the space spanned

by |Φj
i 〉 =

∑|S|+j
k=j βi,jk |D

k
n〉, for some βi,jk ∈ C).

There will be one |Φ0
i 〉, say |Φ0

l 〉, for which 〈D|S|n |Φ0
l 〉 6= 0. If this were

not the case, i.e., if 〈D|S|n |Φ0
i 〉 = 0 for all i, we pick the one for which

〈D|S|−1
n |Φ0

i 〉 6= 0 and so on. Clearly, because kS > 0, this procedure must
terminate finding some |Φ0

l 〉, otherwise |Φ0
i 〉 = 0 for all i, contradicting the

fact that |Φ0
i 〉 are linearly independent.

We assume then, for simplicity, that the vector |Φ0
l 〉 is the one for which

〈D|S|n |Φ0
l 〉 6= 0. Hence 〈φl|1〉⊗S 6= 0. Hence, the rest of the vectors |Φj

l 〉 have
nonzero overlap with |Dk

n〉, for k ≥ |S|+ 1, for any j from 1 to |S| and thus
they are linearly independent of the set {|Φ0

i 〉}i. Actually, by construction,
they form a set of |S| linearly independent vectors themselves. So, by
joining the sets {|Φ0

i 〉}i=1,...,|S|−rS+1 and {Φj
l }j=1,...,|S|, we have found the

n− rS + 1 set of vectors that we wanted in ker ρA.

Lemma 3.2 implies, for example, that if rA ≥ n, then ρA is supported on
C2 ⊗Cn with respect to any one-vs-the rest partition.

In this way one can obtain a basic criterion for GME in symmetric states.
Theorem 3.3 was already announced in [Eck+02], although a detailed
proof was not provided.

Theorem 3.3. Let ρA ∈ DPPT
S ((C2)⊗n). If ρA is entangled, its rank is maxi-

mal, i.e., rA = n+ 1.

Proof. One can consider any one-vs-the rest partition, which we take, with-
out loss of generality, to be A1|A2 . . . An, and see ρA as a bipartite state
acting on C2 ⊗ Cn (recall that S((C2)⊗n−1) ∼= Cn). However, if rA ≤ n
and ρA is supported on C2 ⊗ Cn, then it is separable [Kra+00], a fact
which is guaranteed because, if ρA would not be supported on C2 ⊗Cn,
either ker ρA1 or ker ρA\A1

would be nontrivial. If rA1 = 1, Lemma 3.2 auto-
matically implies that rA = 1, so ρA is a pure product vector. If rA\A1

< n,
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then Lemma 3.2 implies that rA < n, and the results of [Kra+00] apply
again, implying that ρA is separable.

Theorem 3.3 provides a strong sufficient condition for GME in PPT fully
symmetric qubit states, just by using the partition 1 vs n− 1. Let us then
explore what other partitions can tell us about the seprability of symmetric
states. Specifically, Lemma 3.4 allows us to prove an analog of Theorem
3.3, but for the partial transpositions of ρ. We denote by ρTS , where S ⊆ A
the state ρ partially transposed in all parties belonging to S.

Lemma 3.4. Let ρA ∈ DPPT
S ((C2)⊗n) and consider an arbitrary partition

S|S of A. Let us define k := |S|. If ρA is entangled, then ρTS is supported
on the bipartitie Symmetric Hilbert space corresponding to S|S, i.e., Ck+1 ⊗
Cn−k+1.

Proof. If ρA entangled and ρTS is not supported on the Hilbert Space that
corresponds to the bipartition S|S, one can find in one of its subsystems,
e.g. S, a (n − k)−qubit symmetric vector |φ〉 ∈ ker ρS . But then, for any
symmetric k-qubit vector |ψ〉, ρTSA |ψ〉|φ〉 = 0 or, equivalently, ρ|ψ∗〉|φ〉 = 0.
It suffices to choose |ψ〉 = |D0

k〉 = |0〉⊗k to find a vector in the kernel of
ρA, namely, the symmetrized vector PA(|0〉⊗k|ψ〉) ∈ ker ρA. Hence, rA ≤ n
and Theorem 3.3 implies that ρA is separable, which is a contradiction.

Lemma 3.4 tells us that if ρTSA is not supported in Ck+1 ⊗ Cn−k+1 for
some k, then it is fully separable. This implies that the ranks of the partial
transpositions of ρA cannot be too low. Concretely, Theorem 3.5 quantifies
this statement:

Theorem 3.5. Let ρA ∈ DPPT
S ((C2)⊗n) and consider an arbitrary bipartition

S|S of A, with |S| = k ≤ n − k. Let us define rSA := rank(ρTSA ). If ρA is
entangled, then rSA > n− k + 1.

Proof. Lemma 3.4 allows us to assume that ρA is supported on Ck+1 ⊗
Cn−k+1, otherwise it is separable. It then follows from the results of
[Hor+00] that ρA is separable if rSA ≤ n − k + 1. To complete the proof
it is enough to notice that the reasoning above does not depend on the
bipartition.
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3. PPT Entangled Symmetric States

So far, we have derived a separability criterion for n-qubit PPT symmetric
states which can be stated as: if rSA ≤ n− k + 1 for some bipartition, then
ρA is separable. However, more tricky bipartitions can provide further
separability conditions for generic4 symmetric states, also in term of the
ranks.

Theorem 3.6. Let ρA ∈ DPPT
S ((C2)⊗n) and let S|S be a bipartition of A

with k = |S|. Then, if rSA ≤ (k+ 1)(n− k), then ρA is generically separable.

Proof. Since ρA is fully PPT, the n-qubit state σ := ρTSA is another valid
quantum state, although it is no longer symmetric. Now we consider a
party Ai from S. We can assume, without loss of generality that this party
is An. One can see σ as a bipartite state which acts on C(k+1)(n−k) ⊗C2.
ρA is fully PPT, so it follows that σTAn � 0. This fact, together with the
hypotesis that rank σ ≤ (k + 1)(n− k) implies that σ is biseparable with
respect to the bipartition (A \An)|An [Kra+00]:

σ =
∑
i

pi|ψi〉〈ψi|A\An ⊗ |ei〉〈ei|An , (3.9)

where pi forms a probability distribution.
Note that the result of [Kra+00] holds if σ is supported on C(k+1)(n−k)⊗

C2, which is generically the case.
We are now going to exploit the fact that σ is still symmetric with

respect to the subsystem S, a condition which we can write as PSσPS = σ.
Consequently, all the vectors |ψi〉|ei〉 which appear in the decomposition
(3.9) are also symmetric with respect to the S subsystem, as they belong to
the range of σ. Hence, we have that PS |ψi〉|ei〉 = |ψi〉|ei〉 for every i. This
symmetry in the S subsystem imposes (c.f. Lemma 3.7) that |ψi〉|ei〉 must
be of the form |ψ̃i〉|ei〉⊗(n−k) where |ψ̃i〉 corresponds to the parties in S
and the parties in S share the fully product state |ei〉⊗(n−k). So we obtain a
new form for σ, which is

σ =
∑
i

pi|ψ̃i〉〈ψ̃i|S ⊗ (|ei〉〈ei|⊗(n−k))S . (3.10)

4 A generic property in mathematics is one that holds for typical examples. From the point
of view of measure theory, a generic property is one that holds almost everywhere, or
with probability 1. Topologically, or from the point of view of algebraic geometry, a
generic property holds on a dense open set. Equivalently, it does not hold in a nowhere
dense set (a set whose closure has empty interior).

42



3.1. Characterization

One can now partially transpose σ with respect to all the parties in S,
which will correspond to conjugation only of the vectors |ψ̃i〉 and we obtain
a form of ρA (since σTS = ρA)

ρA =
∑
i

pi|ψ̃∗i 〉〈ψ̃∗i |S ⊗ (|ei〉〈ei|⊗(n−k))S . (3.11)

Because ρA is symmetric, the form of Eq. (3.11), which shows it is
biseparable, implies it is fully separable.

Lemma 3.7. Consider a bipartition S|S of A, and letA ∈ S. Let |e〉 be a qubit
of A and |ψ〉 be a n-qubit pure state acting on A \ A. If PS |ψ〉|e〉 = |ψ〉|e〉,
then |ψ〉 has to be of the form |ψ〉 = |ψ̃〉S(|e〉⊗(|S|−1))S\A.

Proof. The methods of the proof are similar to those used in Theorem 3.1.
We start by decomposing |ψ〉 in the bipartition S|(S \A) via the Schmidt

decomposition, which reads

|ψ〉|e〉 =
∑
i

√
µi|i〉S |φi〉S\A|e〉A, (3.12)

where {|i〉}i can be completed, if necessary, to an orthonormal basis of
the Hilbert space associated to the subsystem S and µi forms a probability
distribution. Because ΠσPS = PS for any permutation σ ∈ Sn−k, we have
that Πσ|ψ〉|e〉 = |ψ〉|e〉. In particular, this is true for any swap of A with a
party B /∈ S. Hence, we have that∑

i

√
µi|i〉SΠσ(|φi〉S\A|e〉A) =

∑
i

√
µi|i〉S |φi〉S\A|e〉A. (3.13)

By projecting the parties of S onto 〈i|, and by picking σ to be the swap
between parties A and B, denoted σ = (A,B), the following equality is
obtained:

|φi〉S\B|e〉B = |φi〉S\A|e〉A. (3.14)

This holds for any permutation σ, so by repeating the argument over all the
possible pairs ofA with an element of S, we conclude that |φi〉 = |e〉⊗(|S|−1).
The proof is concluded by defining |ψ̃〉S =

∑
i

√
µi|i〉S .
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3. PPT Entangled Symmetric States

The above criteria motivate that we work with the following object

~rA := (rA, r
A1
A , . . . , r

A1...Abn/2c
A ); (3.15)

i.e., a (1 + bn/2c)−tuple of the ranks of the state and its partial transpo-
sitions with respect to 1, 2 until bn/2c subsystems (we do not consider
partial transpositions of more subsystems as transposition of the whole
state does not change its separability properties). The maximal rank of ρTSA
is (|S|+ 1)(n− |S|+ 1) so, in principle (taking into account that Theorem
3.3 allows us to assume that rA = n+ 1 otherwise ρA is separable), there
are

bn/2c∏
k=1

(k + 1)(n− k + 1) = n!(n/2 + 1)2(bn/2c−n/2)+1 (3.16)

possible configurations or relevant ranks ~rA that may correspond to a
symmetric n-qubit state. However, Theorems 3.5 and 3.6 imply that, for a
bipartition S|S of A, the states for which rSA ≤ (|S|+1)(n−|S|) correspond
to states that are separable or generically separable, leaving a small portion
of ranks to consider, namely, |S| + 1 per partition. The total number of
configurations of ~rA which are relevant for generically PPT symmetric
entangled n-qubit states is then reduced to (bn/2c + 1)!. This represents
just a fraction of (3.15), which vanishes to 0 superexponentially, more
percisely, as 2−2k

√
πk/k!, where n = 2k.

For a low number of qubits, this gives a treatable number of cases to
analyze: e.g. for n = 4, 5 there are 6 cases to consider (out of the respective
72 or 120) and for n = 6, 7, 24 possibilities (out of the respective 2880 or
5040). In Section 3.1.2 we shall see how to further reduce these numbers,
with the aid of edgeness.

3.1.2. Symmetric edge states

An important class of PPT states are the so-called edge states [LS98;
Lew+00; KL01]. The importance of edge states stems from the fact that
every PPT state can be decomposed as a mixture of a fully separable and
an edge state [LS98]. Their definition is somewhat inspired in the range
criterion for separability [Hor97].
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Definition 3.8. A state ρA ∈ DPPT (HA) is edge if there does not exist a
product vector |e1〉 ⊗ . . .⊗ |en〉 belonging to the range of ρA such that, for all
bipartition S|S of A, the state (|e1〉 ⊗ . . .⊗ |en〉)CS belongs to the range of
ρTSA , where CS denotes conjugation of the vectors corresponding to the systems
in S.

Definition 3.8 can also be interpreted as follows: one cannot subtract a
fully product vector without losing the PPT property from an edge state.
Hence, they lay on the boundary of the set of PPT states. The set of PPT
states is convex, as we shall see in Section 3.2, thus it is completely deter-
mined by its extreme points. Every extremal state is also edge.

As Definition 3.8 suggests, the general method to prove that a state
ρA ∈ DPPT

S ((C2)⊗n) is not an edge state is to find a vector |e〉 ∈ C2 such
that |e〉⊗n ∈ Im ρA and (|e〉⊗n)CS ∈ Im ρTSA for all bipartitions S|S of A.
We note that, as we work with symmetric states, any product vector in
the range of ρA enjoys the same symmetries as ρA, hence it has to be of
the form |e〉⊗n. As ker ρA and Im ρA define orthogonal subspaces, finding
such |e〉 amounts to solving a system of

∑bn/2c
k=1 dim ker ρTSA equations (we

assumed that rA is maximal; i.e., n+ 1)

(〈e|⊗n)CS |ΨS
i 〉 = 0, (3.17)

where |ΨS
i 〉 ∈ ker ρTSA . As one does not need to take normalized solutions

|e〉 in order to parametrize the solutions of Eq. (3.17) and there is an
irrellevant global phase, |e〉 can be parametrized, without loss of generality,
as |e〉 = (1, α), for α ∈ C ∪ {∞}. This allows us to express Eq. (3.17) as a
system of polynomial equations in α and its conjugate α∗, which we name
Pi(α, α

∗) = 0. Solving the resulting system of polynomial equations is, in
general, a very hard task (see, e.g. the discussion in [Kra+00]). We shall
exploit a method introduced in [SKL07] in order to prove that it is possible
to find a solution to a single equation of that type in Theorem 3.10.

We start with Lemma 3.9, in which we give a sufficient condition for a
polynomial in α and α∗ to have a solution.

Lemma 3.9. Let P ∈ C[x, y] be a polynomial in two variables with complex
coefficients. Let us write the equation P (α, α∗) = 0 as

k∑
i=0

(α∗)iQi(α) = 0, α ∈ C, (3.18)
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3. PPT Entangled Symmetric States

where Qi are single-variable polynomials of degree degQi. Let us denote
n := degQk and m := degQ0.

If maxi degQi = n > k and m > k, then Eq. (3.18) has at least one
solution.

Proof. Generically, the number of complex solutions of Eq. (3.18) is upper
bounded by 2k−1(k + n(n− k + 1)) [Kra+00]. Here we provide a method
to find one. First of all, we substitute α = rs and α∗ = r/s, with r ∈ R and
s ∈ C and we treat r as a parameter and s as a variable. Thus, we obtain

k∑
i=0

(r
s

)i
Qi(rs) = 0. (3.19)

We want to show that there is a pair (r, s) ∈ R × C such that |s| = 1
solving Eq. (3.19) and thus Eq. (3.18) (because in this case simply r = |α|
and s = ei argα). To more comfortably deal with the argument of Qi we
further reparametrize s = x/r for x ∈ C, leading to the following equation

k∑
i=0

(
r2

x

)i
Qi(x) = 0. (3.20)

In the limit when r →∞, the l. h. s. of Eq. (3.20) is dominated by the
i = k−th term, approaching Qk(x). Qk(x) = 0 has n complex solutions by
virtue of the fundamental theorem of algebra, which we denote x∞i . Since
s = x/r, as r grows, s∞i → 0.
On the other hand, the limit when r → 0 shows that the l. h. s. of Eq. (3.20)
goes to Q0(x), which has m complex solutions x0

i . Hence, s0
i →∞.

Since Eq. (3.19), as an equation in s, has, at most, n + k solutions (just
multiply its l. h. s. by sk and it becomes a polynomial of degree at most
n + k). As a consequence, when r → ∞ (r → 0), Eq. (3.19) may have
up to k additional roots s∞i (up to n+ k −m roots s0

i ) wihch can remain
unspecified.
By varying continuously r from 0 to ∞, roots s0

i also continuously go to
s∞j .
Since we have assumed5 that m > k, at least one of the m roots s0

i →∞
5 This assumption is crucial; otherwise we could not discard that all the m roots that

are close to infinity for small r go to the unspecified roots for large r and that the n
roots that are close to zero for large r go to the unspecified roots for small r, thus never
crossing the unit circle.
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must go to one of the n roots s∞i → 0. Hence, there must be at least a pair
(r, s) for which |s| = 1, solving Eq. (3.19) and Eq. (3.18).

Theorem 3.10. Consider ρA ∈ DPPT
S ((C2)⊗n) with rSA being maximal in

all subsystems S of size |S| 6= k with 1 ≤ |S| ≤ dn/2e − 1 (i.e., rSA =
(|S| + 1)(n − |S| + 1)) and for all subsystems X such that |X| = k, rXA =
(k + 1)(n− k + 1)− 1, where d·e is the ceiling function. Generically, such ρA
is not edge.

Proof. We shall prove that it is possible to find |e〉⊗n ∈ Im ρA and (|e〉⊗n)CS ∈
Im ρCSA for all subsystems S of size not k. Since all the rSA are maximal
except for the subsystems X, for which the rank is maximal minus one, let
us denote by |Ψ〉 the unique vector |Ψ〉 ∈ ker ρTXA , which leads to a single
equation (3.17) 〈Ψ|(|e∗〉⊗k|e〉⊗(n−k)) = 0. By parametrizing |e〉 = (1, α),
the latter can be written as

k∑
i=0

(α∗)iQi(α) = 0, (3.21)

with Qi(α) being polynomials of degree no larger than n− k (generically,
degQi(α) = n− k). The assumptions guarantee that n− k > k holds, so
Lemma 3.9 applies, implying that Eq. (3.21) has, at least, one solution and
a ρA with the above ranks is generically not edge.

Remark 3.11. The form of the upper bound on |S| in Theorem 3.10 might
result intriguing. Indeed, the theorem does not work for even n and k =
n/2, as Eq. (3.18) is generically an equation with the same order in both α
and α∗. For instance, the equation α∗α+ 1 = 0 has no solution in C.

Balanced bipartitions

In order to complete our classification (c.f. Remark 3.11), we shall prove
an analogous fact to Theorem 3.10 for n = 4 and n = 6 qubits.

Theorem 3.12. Four-qubit PPT symmetric states of ranks ~rA...D = (5, 8, 8)
and six-qubit PPT symmetric states of ranks ~rA...F = (7, 12, 15, 15) are not
edge.
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Proof. We shall proceed in proving Theorem 3.12 for a general even n and
in Remark 3.13 we shall see why it no longer works for n ≥ 8.

Let n = 2k and let S be a subset of A of size k. By hypothesis, rSA =
(k + 1)2 − 1; i.e., maximal minus one, so that there is a single vector
|Ψ〉 ∈ ker ρTSA . Hence, ρA is not edge if, and only if, the equation

〈e|⊗k〈e∗|⊗k|Ψ〉 = 0 (3.22)

has a solution |e〉 ∈ C2. To this end, one observes that the swapping
subsystems S and S is well behaved with respect to complex conjugation
in balanced bipartitions of symmetric states; i.e.,

Πτρ
TS
A Π†τ = (ρ∗A)TS , (3.23)

where τ ∈ Sn swaps S and S.
Since |Ψ〉 is the unique vector in ker ρTSA , it has to enjoy the same sym-

metry, namely Πτ |Ψ〉 = |Ψ∗〉. As the bipartition S|S does not break the
symmetry within each element of the bipartition, it is convenient to repre-
sent |Ψ〉 in the product6 Dicke basis |Di

k〉|D
j
k〉 ∈ S(C2)⊗k ⊗ S(C2)⊗k. Let

us arrange its coefficients in a matrix which we denote MΨ. The above
symmetry implies that MΨ is Hermitian: MΨ = M †Ψ, thus it can be diago-
nalized with real eigenvalues and its eigenvectors form an orthonormal
basis. We can then write

|Ψ〉 =
k∑
l=0

λl|ω∗l 〉|ωl〉 (3.24)

with λl ∈ R and |ωl〉 ∈ S(C2)⊗k.
As |Ψ〉 ∈ ker ρTSA , the following holds for any pair of vectors |x〉, |y〉 ∈
S(C2)⊗k: 0 = 〈x∗|〈y|ρTSA |Ψ〉, which, after applying Eq. (3.24) transforms
to
∑

l λl〈x∗|〈y|ρ
TS
A |ω∗l 〉|ωl〉 = 0.

By moving the partial transposition to the vectors (i.e., using the identity
Tr(ρTSσ) = Tr(ρσTS )) we get

∑
l λl〈ωl|〈y|ρA|x〉|ωl〉 = 0. And, because

ΠτρA = ρA, we finally obtain
∑

l λl〈ωl|〈y|ρA|ωl〉|x〉 = 0.
Defining the operator W :=

∑
l λl|ωl〉〈ωl|, we then have that the identity

Tr[(W ⊗ |x〉〈y|)ρA] = 0 (3.25)
6 For finite-dimensional spaces, since H∗ ⊗K ∼= hom(H,K), where H∗ is the dual space

of H; that implies we can arrange the coefficients of |Φ〉 in a (k + 1)× (k + 1) matrix.
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holds for all |x〉, |y〉 ∈ S(C2)⊗k.
Observe that Eq. (3.22) is equivalent to

〈e|⊗kW |e〉⊗k = 0 (3.26)

because of Eq. (3.24). If Eq. (3.26) did not have any solution, for any
|e〉 ∈ C2, the l. h. s. of Eq. (3.26) would have the same sign, say positive.
Hence, W is an entanglement witness supported on the symmetric space
S(C2)⊗k. Because there are no PPT entangled states of two and three
symmetric qubits (c.f. [Stø63; Wor76; HHH96; Eck+02]), for n = 4 and
n = 6, W must be a decomposable EW; i.e., of the form

• W = P + QTA for n = 4, where P,Q � 0 act on the Hilbert space
(C2)⊗2, or

• W = P̃ +Q̃TA +R̃TAB for n = 6, where P̃ , Q̃, R̃ � 0 act on the Hilbert
space (C2)⊗3.

Then, Eq. (3.26) implies the following conditions hold for any |x〉 ∈
S(C2)⊗k:

• Tr[(P ⊗ |x〉〈x|)ρA] = Tr[(Q⊗ |x〉〈x|)ρTAA ] = 0 for n = 4, or

• Tr[(P̃ ⊗ |x〉〈x|)ρA] = Tr[(Q̃⊗ |x〉〈x|)ρTAA ] = Tr[(R̃ ⊗ |x〉〈x|)ρTABA ] = 0
for n = 6.

Hence, either ρA, ρTAA or ρTABA is rank deficient, contradicting the assump-
tions. Then, Eq. (3.26) and thus Eq. (3.22) must have a solution, implying
that ρA is not edge.

Remark 3.13. Even for n = 8 the above method does not apply, for there
exist examples of PPT entangled symmetric states consisting of more than
3 qubits [Tur+12; TG09]. Thus, there exist indecomposable entanglement
witnesses detecting them.

Nevertheless, it is worth noticing that if ρA is indeed an edge state, then
the entanglement witness W constructed in the proof of Theorem 3.12
must be indecomposable.

We shall see now that, for the case of n = 4 qubits, one can go one step
further, namely, when rABABCD is two less than maximal, a fact that we prove
in Theorem 3.14:
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Theorem 3.14. Any ρA ∈ DPPT
S (C2)⊗4 of ranks ~rA = (5, 8, 7) is generically

not edge.

Proof. We have that ρA and ρTAA are of full rank, whereas ker ρTABA is two-
dimensional. As a consequence, ρA will not be edge if we can find a vector
|e〉 ∈ C2 such that |e〉⊗4 ∈ Im ρA, |e∗〉|e〉⊗3 ∈ Im ρTAA and |e∗〉⊗2|e〉⊗2 ∈
Im ρTABA . The first two conditions are automatically satisfied by hypothesis
(any vector belongs to the range of a full-rank operator). Hence, we have
to solve a system of two equations

〈e∗|⊗2〈e|⊗2|Ψi〉 = 0, i = 1, 2, (3.27)

where |Ψi〉 span ker ρTABA . We consider now the unitary operator Πτ , where
τ ∈ S4 swaps subsystems AB and CD. Then, we have the identity
ρTABA = Πτ (ρ∗A)TABΠτ which enables us to write the following Schmidt
decomposition:

|Ψ1〉 =

r1∑
k=1

λk|ek〉|f∗k 〉, |Ψ2〉 =

r2∑
k=1

λk|fk〉|e∗k〉, (3.28)

where ri is the Schmidt rank of |Ψi〉. Our aim is now to show that r1 =
r2 = 2.

Notice that the largest subspace of C3 ⊗C3 that contains only vectors
of Schmidt rank three is one-dimensional [CMW08], so if r1 = r2 = 3,
|Ψ1〉 and |Ψ2〉 cannot be linearly independent. On the other hand, if r1 = 1
or r2 = 1, it is product with respect to the bipartition AB|CD, implying
0 = 〈e|〈f∗|ρTABA |e〉|f∗〉 = 〈e∗|〈f∗|ρA|e∗〉|f∗〉, implying that P4(|e∗〉|f∗〉) ∈
ker ρA, so that rA = 4, contradicting the assumption that rA = 5.

So either r1 or r2 must be 2. We can assume, without loss of general-
ity that r1 = 2. Then, we consider Πτ |Ψ1〉. If |Ψ1〉 and Πτ |Ψ∗1〉 are lin-
early independent, this is the case of Eq. (3.28) with r2 = 2 by choosing
|Ψ2〉 := Πτ |Ψ∗1〉. If not, then necessarily Πτ |Ψ∗1〉 = ζ|Ψ1〉 for some ζ ∈ C.
But then short algebra proves that |Ψ1〉 and |Ψ2〉 are linearly dependent,
contradicting the fact that dim ker ρTABA = 2.

Hence, we have proved that r1 = r2 = 2. Eqs. (3.27), by parametrizing
|e〉 = (1, α), with α ∈ C can be recasted as

P (α∗)Q(α) + P̃ (α∗)Q̃(α) = 0 (3.29)
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having solution both for α and for α∗, where P,Q, P̃ and Q̃ are polynomials
of degree generically 2.

Such α exists if, and only if, there exists a z ∈ C for which P (α∗) =
zP̃ (α∗) and Q̃(α) = −zQ(α). The equation in P allow us to find α∗ as a
function of z. Because P and P̃ are of degree at most 2, there are generically
2 solutions which we put to the equation in Q, so that we get

(z∗)2Q4(z) + z∗Q′4(z) +Q′′4(z) = 0, (3.30)

where Q4, Q
′
4 and Q′′4 are polynomials of degree generically 4. Since z and

its conjugate appear with different degrees in Eq. (3.30) Lemma 3.9 applies,
providing the existence of a solution z, allowing us to find α.

Remark 3.15. The method of Theorem 3.14 can only be applied in the
case of n = 4 qubits, as, for n = 6, there would be 3 terms in the l. h. s.
of Eq. (3.29) and the factorization in terms of z could not be done. As we
shall see in Section 3.2, numerics suggest that there are no edge generic
states of such ranks.

So far, the analysis of PPT entangled symmetric states with respect to
edgeness has allowed us to further reduce the configuration of ranks that
PPTESS can have. This is because any PPT state which is not edge can be
written as a convex combination of a pure product state and another PPT
state of lower ranks.

3.1.3. Schmidt number

In this section we discuss some facts about the Schmidt number of the
symmetric states (cf. Eq. (2.5)). We shall see that any entangled state in
DPPT
S ((C2)⊗n) has Schmidt number two for 4 qubits and, at most, three,

for 5 qubits. We also make some considerations with respect to systems
with larger n. In this section, we shall use the linear algebra insted of the
bra-ket notation (a, b) ≡ a|0〉+ b|1〉 in order to simplify the expressions.

Let us first introduce the ingredients of our method: Consider the trans-
formations Fn : (C2)⊗n −→ C2, defined as the projection Fn(1, α)⊗n =
(1, αn), and Gn : (C2)⊗(n+1) −→ (C2)⊗(2n+1), defined as (1, αn+1) ⊗
(1, α)⊗n 7→ (1, α)⊗(2n+1). Both maps are extended by linearity (they simply
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3. PPT Entangled Symmetric States

pick and/or duplicate coordinates accordingly). Let F̂n and Ĝn be the ad-
joint actions of Fn and Gn, respectively, defined as F̂n(X) := FnXF

†
n and

Ĝn(X) := GnXG
†
n, respectively.

Let us analyze now how Fn and Gn behave on symmetric states. Take
a symmetric vector of n qubits |ψ〉 ∈ S((C2)⊗n) and apply Fdn/2e to the
first dn/2e qubits of |ψ〉; then, we get a (bn/2c + 1)-qubit vector |ψ′〉 ∈
C2 ⊗ S((C2)⊗n). The inverse of this transformation is given by applying
Gn/2−1 to the first n/2 qubits of |ψ′〉 (if n ≡ 0 mod 2) or Gdn/2e−1 to the
whole |ψ′〉 (if n ≡ 1 mod 2), returning the original |ψ〉.

In the case of mixed states, the use of adjoint actions gives an analogous
procedure: By applying F̂dn/2e to the first dn/2e qubits of ρA one obtains
a state σB′ , were we have denoted A = A1 . . . Adn/2eB1 . . . Bbn/2c, B =
B1 . . . Bbn/2c and B′ = CB. The parties in B are still symmetric, so that σB′
can be regarded as a state acting onC2⊗Cbn/2c+1. Hence, F̂ can be seen as
a compression operation that preserves the rank: rank ρA = rank σB′ . The
reason for that is twofold. First, Im ρA is spanned by the symmetric product
vectors (1, α)⊗n, by varying7 α ∈ C. Second, such vectors are mapped as
Fdn/2e : (1, α)⊗nA 7→ (1, αdn/2e)C ⊗ (1, α)

⊗bn/2c
B . Because all the powers of

α, from α0 to αn appear in the projected vectors, the whole information
of ρA is still encoded in σB′ . This information is decoded by applying Ĝ.
Precisely, applying either Ĝn/2 to B if n is even, or Ĝdn/2e−1 to B′ if n is
odd, ρA is recovered.

With the following theorem we shall see how this compression procedure
is useful to give an upper bound on the Schmidt number of a PPT entangled
symmetric state:

Theorem 3.16. Let ρA ∈ DPPT
S (C2)⊗n. Let σB′ := F̂dn/2e(ρA), where F̂dn/2e

is applied to the first dn/2e qubits. If σB′ is separable with respect to the C|B
bipartition, then ρA admits the following decomposition

ρA =
K∑
i=1

dn/2e∑
j=1

A
(i)
j (1, α

(i)
j )⊗n

 , (3.31)

where K ∈ N, A(i)
j , α

(i)
j ∈ C and [ψ] := |ψ〉〈ψ|.

7 It suffices to take n different values of α, denoted αi, because the determinant of a n×n
Vandermonde matrix is

∏
1≤i<j≤n(αi − αj).
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Proof. Because of Theorem 3.3 we can assume that ρA has full rank: rA =
n+ 1. Since σB′ is biseparable with respect to the bipartition C|B, there is
the following decomposition

σB′ =

K∑
i=1

pi|ei〉〈ei| ⊗ |fi〉〈fi|, (3.32)

where |ei〉 ∈ C2, |fi〉 ∈ Cbn/2c+1, K ∈ N and pi constitutes a probability
distribution: pi ≥ 0 and

∑
i pi = 1.

Since F̂dn/2e preserves the rank of ρA and σB′ , then rank σB′ = n + 1.
However, σB′ acts on C2 ⊗Cbn/2c+1, so its maximal rank can be 2(bn/2c+
1). Hence, for odd n, σB′ has full rank, whereas for even n, there is a
single vector in kerσB′ , which we denote |φ〉 :∝ |1〉|0〉 − |0〉|n/2〉. Now we
distinguish several cases:

• n ≡ 0 mod 2. Since |φ〉 ∈ kerσB′ , putting |ei〉 ∝ (1, α
n/2
i ) with αi ∈

C imposes a constraint on |fi〉, which can be written as 〈n/2|fi〉 =

〈0|fi〉αn/2i . Hence |fi〉 has n/2 degrees of freedom and |fi〉 ∈ Cn/2

instead of Cn/2+1, but by exploiting the following isomorphism,Cn/2

∼= S((C2)⊗n/2−1), we can rewrite in the computational basis

|fi〉 =

n/2∑
j=1

A
(i)
j (1, eiϕjαi)

⊗n/2, (3.33)

with ϕj := 2πj/(n/2) = 4πj/n and A
(i)
j ∈ C. Applying Ĝn/2−1 to

σB′ one recovers Eq. (3.31).

• n ≡ 1 mod 2. In this case, we choose |ei〉 ∝ (1, α
dn/2e
i ) and, be-

cause |fi〉 ∈ Cbn/2c+1 and we have the isomorphism Cbn/2c+1 ∼=
S((C2)⊗bn/2c), we can expand |fi〉 in the product computational ba-
sis, as a sum of product symmetric vectors:

|fi〉 =

bn/2c+1∑
j=1

A
(i)
j (1, eiϕjαi)

⊗bn/2c, (3.34)

where ϕj := 2πj/dn/2e and A(i)
j ∈ C. As in the previous case, apply-

ing Gdn/2e−1|ei〉|fi〉 gives
∑bn/2e+1

j=1 A
(i)
j (1, eiϕjαi)

⊗n, leading to the
form in Eq. (3.31).
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3. PPT Entangled Symmetric States

A final comment is in order: we have chosen that symmetric product
vectors in which to expand the |fi〉 to be of the form (1, eiϕjαi)

⊗bn/2c, where
the phases next to αi are chosen to be dn/2e−th roots of unity. Such vectors
span a dn/2e−dimensional vector space.

As a consequence, Theorem 3.16 implies that PPT entangled states of
n = 4 or n = 5 have Schmidt number 2 or, at most 3, respectively, as
precisely stated in Corollary 3.17, in which we also give a bound in the
number of terms K needed in the mixture.

Corollary 3.17. Any entangled ρA ∈ DPPT
S (C2)⊗4 can be written as

ρA ∝
K∑
i=1

[
A

(i)
1 (1, αi)

⊗4 +A
(i)
2 (1,−αi)⊗4

]
, (3.35)

whereas any entangled ρA ∈ DPPT
S (C2)⊗5 can be written as

ρA ∝
K∑
i=1

[
A

(i)
1 (1, αi)

⊗5 +A
(i)
2 (1, ei2π/3αi)

⊗5 +A
(i)
3 (1, e−i2π/3αi)

⊗5
]
,

(3.36)
with K ≤ 6, where A(i)

j , αi ∈ C and [ψ] := |ψ〉〈ψ|.

Proof. We get a state that acts on C2 ⊗ C3 by application of F̂2 (F̂3) to
the first two (three) qubits of ρA for n = 4 (n = 5) qubits. The obtained
σB′ is PPT, hence it is also separable [Kra+00]. We can apply Theorem
3.16 and Eq. (3.31) particularizes to Eq. (3.35) or (3.36). Because every
qubit-qutrit separable state can be written as a convex combination of, at
most, six product vectors [SKL07], the bound K ≤ 6 follows.

Interestingly, by using the methods introduced in [SKL07], one can
obtain a slightly different and simpler form of Eq. (3.35), in which the
terms (1,−αi)⊗4 are replaced either by |0000〉 or |1111〉.

Theorem 3.18. Any entangled ρA ∈ DPPT
S (C2)⊗4 can be written as

ρA ∝
K∑
i=1

[
A(i)(1, αi)

⊗4 +B(i)(0, 1)⊗4
]
, (3.37)

with K ≤ 6, where αi, A(i) and B(i) ∈ C and [ψ] is the projector onto |ψ〉.
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Proof. We exploit the methods introduced in [SKL07]. To begin with, we
note that any ρA admits two forms of decompositions: it can be expressed
as a sum of rank-one matrices

ρA =
K∑
i=1

|Ψi〉〈Ψi|, (3.38)

where |Ψi〉 may have norm smaller than 1. A particular case of decompo-
sition (3.38) is the eigendecomposition of ρA. Because of Corollary 3.17,
K ≤ 6.

On the other hand, one can express ρA in the Dicke basis and obtain its
elements as a 5× 5 matrix:

ρA =

4∑
µ,ν=0

(ρA)µν |D
µ
4 〉〈D

ν
4 |, (3.39)

where (ρA)µν is matrix element of ρA appearing on the µ−th row, ν−th
column in the basis {|Di

4〉}i=0...4 of S(C2)⊗4 (which can be unnormalized,
although for convenience one tends to choose the Dicke basis defined in
(2.27)).

Both decompositions (3.38) and (3.39) are related via the Gram system
of ρA, which is a collection of K-dimensional vectors {|vi〉}i=0...4 defined
as

|vi〉 :=
1

〈Di
4|Di

4〉
(〈Ψ1|Di

4〉, . . . , 〈ΨK |Di
4〉). (3.40)

Then (ρA)µν is given by 〈vµ|vν〉. In this way, one goes from Eq. (3.39) to Eq.
(3.38).

Now we project the last party onto |0〉, which leads to a three-qubit
symmetric PPT state ρ̃A\D. Note that ρ̃A\D is separable. Then, there exists
a diagonal matrix M = diag(α∗1, . . . , α

∗
K) such that |vµ〉 = Mµ|v0〉 for

0 ≤ µ < 4 and |v4〉 = M4|v0〉 + |ṽ〉, for some |ṽ〉 ∈ CK [SKL07]. Let us
explicitly write the coordinates of |v0〉 and |ṽ〉 as |v0〉 = (A∗1, . . . , A

∗
K) and

|ṽ〉 = (B∗1 , . . . , B
∗
K). Then, |Ψi〉 has the following expression:

|Ψi〉 =
4∑

µ=0

〈Dµ
4 |Ψi〉

〈Dµ
4 |D

µ
4 〉
|Dµ

4 〉 = Ai

4∑
µ=0

αµi |D
µ
4 〉+Bi|D

4
4〉 = Ai(1, αi)

⊗4+Bi|D4
4〉.

(3.41)
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3. PPT Entangled Symmetric States

Substituting Eq. (3.41) into Eq. (3.38) gives the form of Eq. (3.37), finisi-
hing the proof.

Remark 3.19. In order to obtain an expression as in Eq. (3.37) but with
(0, 1)⊗4 replaced by (1, 0)⊗4, one simply projects party D of ρA onto |1〉
instead of |0〉 in the proof of Theorem 3.18.

3.2. The Geometry of the set of PPTESS

The polynomial equations appearing in Section 3.1.2 involve both a com-
plex variable and its conjugate and we have seen that they are not easy to
solve in general. In this section we exploit the geometrical properties of
the set of PPT entangled symmetric states in order to obtain separability
criteria for extremal PPT symmetric states, as we do in Section 3.2.1. Then,
in Section 3.2.2, we provide an algorithm to produce such kind of states.

In Chapter 2 we have defined the set of quantum states D(H) and the
set of separable states Dsep(H). D(H) is a convex set: ∀ρ1, ρ2 ∈ D(H),
ρ(λ) ∈ D(H) for all 0 ≤ λ ≤ 1, where ρ(λ) := λρ1 + (1− λ)ρ2. The states
ρ(λ) which cannot be written as a convex combination of any ρ1, ρ2 6= ρ
with 0 < λ < 1 are called extremal and they form the set Ext(D(H)), which
consists of all the rank-one projectors; i.e., pure vectors.

Similarly, Dsep(H) is also a convex set, because Definition 2.1 shows that
the mixture of separable states leads to a separable state. The same holds
for k-separable states (cf. Definition 2.2). Although deciding membership
in the set Dk−sep(H) is NP-hard [Gur03], the elements in Ext(Dk−sep(H))
are easy to characterize, as they are the pure product vectors (product with
respect to any k-partition). For the case of fully separable states, its extremal
elements are the fully product pure states. In the case of symmetric states,
Ext(Dn−sep(S(H))) is the set of all pure product vectors of the form |e〉⊗n.

Let us now take a glance at the set of PPT states. Let us denote as
DPPT,S(H) the set of states ρ ∈ D(H) that are PPT with respect to the
bipartition S|S; i.e., ρTS � 0. This set is also convex, for any S: for any pair
of states ρ1 and ρ2 such that ρTS1 � 0 and ρTS2 � 0, any convex combina-
tion of them fulfills (λρ1 + (1 − λ)ρ2)TS � 0. Because the intersection of
convex sets is also a convex set, the set of states PPT with respect to every
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bipartition, denoted

DPPT(H) = ∩S⊆ADPPT,S(H). (3.42)

When we refer to symmetric states, this set will be denoted DPPT
S (H), as

in Section 3.1.
As we have discussed, deciding membership in the set of fully separable

states is a hard problem, whereas its extremal points are easy to charac-
terize. On the other hand, deciding membership in the set of PPT states is
easy for the case of symmetric states8. The characterization of its extremal
points will be discussed in Section 3.2.1. We have indirectly addressed this
issue in Section 3.1.2 for edge states, although it is unknown whether being
edge implies being extremal (edge states certainly lie on the boundary of
DPPT
S (H), but this condition is not sufficient to guarantee extremality).

Criterion for Entanglement

In order to certify that a PPT entangled state is indeed an entangled state,
one needs of course, another separability criterion independent of the
positivity under partial transposition.

The criterion we provide here is in the spirit of [LMO07] (see also
[Aug+10]): Because the set of separable states is included in the set of PPT
states, the extremal points of the set of PPT states which are not extremal
in the set of separable states must be entangled.

Formally, one has the following inclusions: Dsep ⊆ DPPT. Since Dsep ∩
Ext(DPPT) ⊆ Ext(Dsep), the states in Ext(DPPT) \ Ext(Dsep) must be en-
tangled, because (Ext(DPPT)\Ext(Dsep))∩Dsep = Ext(DPPT)∩Ext(Dsep)∩
Dsep = (Ext(DPPT) ∩ Dsep) ∩ Ext(Dsep) = Ext(Dsep) ∩ Ext(Dsep) = ∅.

Our aim is to show that Ext(DPPT) \ Ext(Dsep) 6= ∅ for the symmetric
case and n > 3 qubits.

Remark 3.20. Note that ~rA = (1, 1, 1, . . . , 1) for any ρA ∈ Ext(Dn−sep),
since ρA must be a pure product vector. Thus, a state ρA ∈ Ext(DPPT

S )
with ~rA 6= (1, 1, 1, . . . , 1) must be entangled.

8It is sufficient to check the sign of the minimal eigenvalue of a O(n) number of matrices
that have size O(n2), where n is the number of qubits, as we shall see in Remark 3.26.
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3.2.1. Extremal PPT States

In this section we consider a multipartite Hilbert space H =
⊗n−1

i=0 C
di .

Given a state ρ ∈ DPPT(H) which is not extremal, it admits a convex
decomposition in terms of ρ1, ρ2 ∈ DPPT(H) \ {ρ} of the form

ρ = λρ1 + (1− λ)ρ2, 0 < λ < 1. (3.43)

Eq. (3.43) implies that Im ρi ⊆ Im ρ and, by taking a partial transposition
with respect to a bipartition S|S of A in Eq. (3.43), it also implies Im ρTSi ⊆
Im ρTS . Hence, if ρ is not extremal, there exists another PPT state σ 6= ρ
such that

Imσ ⊆ Im ρ and ImσTS ⊆ Im ρTS ∀S ⊂ A. (3.44)

If there is a σ fulfilling Eqs. (3.44) then one can indeed construct a
convex decomposition for ρ: It suffices to see that there exists a scalar
x > 0 such that ρ(x) := (1 + x)ρ− xσ is a PPT state (by moving along the
direction defined by ρ − σ without leaving the set of PPT states). Then,
ρ = (ρ(x) +xσ)/(1 +x). Hence, we arrive at a simple criterion for deciding
membership in Ext(DPPT(H)): ρ is extremal if, and only if, any solution σ
of Eqs. (3.44) must be σ∝ρ.

Remark 3.21. One can relax the assumption of σ being PPT to just being
a Hermitian matrix h satisfying the following set of equations [Aug+10]

PSh
TSPS = hTS , (3.45)

where PS is a projection onto Im ρTS and we allow S to be ∅.

Proof. If there exist an h fulfilling 3.45, then one can move along the
direction of h− ρ or ρ− h without leaving the PPT set: consider the family
of states9 parametrized by x: ρ(x) := (1 + xTrh)ρ− xh. One can find then
x1 < 0 < x2 such that ρ(x) ∈ DPPT(H) for any x ∈ [x1, x2]. In particular, a
convex decomposition of ρ is given by x1 and x2:

ρ =
1

x2 − x1
(x2ρ(x1)− x1ρ(x2)), (3.46)

which implies that ρ is not extremal.
9 The correction Trh is added just to impose Trρ(x) = 1 for all x.
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Remark 3.22. The system of equations (3.45) can be recast into a sin-
gle equation, by vectorizing10 h as an element of the R-vector space of
Hermitian matrices; i.e.,

P̂M ◦ . . . ◦ P̂1 ◦ P̂∅(h) = h, (3.47)

where P̂i(X) := (PSiX
TSiPSi)

TSi and M + 1 is the number of equations in
(3.45); ∅ simply indicates the case for which there is no partial transposition
to be applied.

Proof. Clearly, if (3.45) holds for all S and some h, then (3.47) also holds.
Conversely, if there is an h satisfying (3.47) and one of the conditions (3.45)
would not hold, comparing the norms of both sides of every equation shows
that neither could be satisfied.

Let us formally state the separability criterion we have just proved:

Theorem 3.23. A state ρ ∈ Ext(DPPT(H)) if, and only if, Eq. (3.45) has no
Hermitian solution linearly independent of ρ.

Since we are interested in criteria in terms of ~rA, by counting the number
equations and unknowns appearing in Eq. (3.45) we can obtain necessary
conditions for extremality in terms of the ranks of the partial transpositions
of ρ, which we denoted as rSA.

We notice that every equation in (3.45) imposes (dimH)2 − (rSA)2 linear
constraints on h. The maximal number of independent constraints is then
given by the sum (M +1)(dimH)2−

∑
S(rSA)2. Since any Hermitian matrix

acting on H is specified by (dimH)2 real parameters, taking into account
normalization, we obtain that the number of equations is smaller than the
number of free parameters (i.e., Eq. (3.45) has a solution) if∑

S

(rSA)2 ≥M(dimH)2 + 1, (3.48)

in which case ρ is not extremal.

10 Here we use the identity A⊗Bvec(X) = vec(AXBT ), where the vectorization operator
acts as vec|a〉〈b| = |a〉|b〉 and it is extended by linearity. The partial transposition acts
just as a permutation of the components of h.
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Extremal PPTESS

Here we particularize the above considerations to the case of symmetric
states. The first difference is that Eq. (3.48) does not take into account
that the partial transpositions of ρ act now on Hilbert spaces of different
dimensions11. The condition for h in (3.48) for a bipartition S of size k
now gives ((k+ 1)(n−k+ 1))2− (rSA)2 linear constraints. Hence, condition
(3.48) becomes

bn/2c∑
k=0

(rkA)2 ≥ 1− (n+ 1)2 +

bn/2c∑
k=0

(k + 1)2(n− k + 1)2. (3.49)

The second difference is that Theorem 3.3 guarantees that only symmetric
states of full rank rA = n+ 1 can be entangled, so inequality (3.49) can be
recasted as

bn/2c∑
k=1

(rkA)2 ≥ 1− (n+ 1)2 +

bn/2c∑
k=1

(k + 1)2(n− k + 1)2. (3.50)

Example 3.24. To better illustrate how inequality (3.50) is useful to discard
tuples of ranks ~rA, in Table 3.1 we present, for n ∈ {4, 5, 6} qubits, the
configurations that are ruled out by this criteria.

3.2.2. Algorithm to produce Extremal PPT States

The discussion provided in Section 3.2.1 almost gives a step-by-step recipe
on how to construct extremal elements in DPPT: One simply needs to
keep adding constraints to (3.45) until only one solution remains [LMO07;
Tur+12; Aug+12].

Given a PPT state ρ and a linearly independent solution h of (3.45)
we construct ρ(x) := (1 + xTrh)ρ − xh, as in Remark 3.21. By moving x
until ρ(x) hits the boundary of the PPT set12, we find an x = x∗ for which
ρ(x∗) ∈ DPPT but rank ρ(x∗)

TS = rank ρTS − 1 for some bipartition S|S of

11 The case of four qubits was studied in detail in [Aug+10]
12 Because DPPT arises as the intersection of DPPT,S for all the considered bipartitions
S|S of A, x∗ corresponds to the smallest x such that the one of the eigenvalues of ρTSA
changes its sign for the first bipartition S|S that this sign change happens.
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n Inequality (3.50) ~rA excluded with (3.50)

4 (r1
A...D)2 + (r2

A...D)2 ≥ 121 (5, 7, 9), (5, 8, 8), (5, 8, 9)

5 (r1
A...E)2 + (r2

A...E)2 ≥ 209 (6, 9, 12), (6, 10, 11), (6, 10, 12)

6
3∑
i=1

(riA...F )2 ≥ 577
(7, 10, 15, 16), (7, 11, 15, 16),
(7, 12, 14, 16), (7, 12, 15, 15),
(7, 12, 15, 16)

Table 3.1.: Inequality (3.50) (second column) for the cases of 4 ≤ n ≤ 6
together with the ranks (third column) excluded with its aid
for which there are no extremal PPTESS. We have not listed the
configuration of ranks ~rA for which each component is maximal,
as the fact that there are no extremal states of maximal ranks
can be inferred without the aid of inequality (3.50).

A. Let us define ρ1 := ρ(x∗). Observe that (at least) one of the ranks of ρ1

is diminished by one with respect to the ranks of ρ.
Now the iteration is clear: We look again for the system of equations

(3.45) but now the projectors PS correspond to the projectors on the ranges
of the partial transpositions of ρ1. If there is only the trivial solution h ∝ ρ1,
ρ1 is extremal and the algorithm is finished. Otherwise, at least one of the
ranks of ρ1 can be lowered while keeping the PPT property. Hence, we
find another x∗ and we define ρ2 := ρ1(x∗) and so on. The ranks ~rA keep
lowering (and the number of constraints imposed by (3.45) increasing)
until we arrive at an extremal state. If the final ~rA = (1, 1, . . . 1) (which
will be eventually reached in a finite number of steps because dimH <∞),
then the state is separable; otherwise it is entangled.

Remark 3.25. If at step t, ρt is not extremal, the solution h of (3.45) can be
chosen in a non-unique fashion. One can always pick a solution randomly,
but clearly, picking h in a particular way may lead to different families of
extremal PPTESS.

Algorithm to produce Extremal PPTESS

The above algorithm can be adjusted to deal with fully PPT symmetric
states and highly improve its performance. The partial transposition of ρ is
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3. PPT Entangled Symmetric States

very easily implemented in the computational basis, however dim((C2)⊗n)
is exponential in n, so it takes a lot of resources, especially because the
states under consideration act on a subspace which grows linearly with
n (and its partial transpositions, at most, quadratically). Hence, the key
is to represent the partial transpositions of ρ without having to do the
intermediate step of representing it in the computational basis and then
projecting it back.

To this purpose, let us denote as ρred the (n+ 1)× (n+ 1) representation
of ρ ∈ DPPT

S ((C2)⊗n) in the symmetric space. In order to go from the
representation in S(C2)⊗n to Cn+1 let us define the (n + 1) × 2n matrix
given by

Bn :=
n∑

m=0

|m〉〈Dm
n |, (3.51)

where |Dm
n 〉 are the Dicke states defined in (2.27). Note that we have

ρred = BnρB
T
n . It is straightforward to check BT

nBn = PS and BnB
T
n =

1n+1, where PS is the projector onto the symmetric space defined in (3.7).
When k parties are transposed, ρTk acts on S(C2)⊗k ⊗ S(C2)⊗(n−k); i.e.,

its partial transposition can be represented as a (k + 1)(n− k + 1)× (k +
1)(n − k + 1) square matrix acting on Ck+1 ⊗Cn−k+1, which we denote
ρTkred.

The projection from the whole Hilbert space to the space which ρTkred acts
on is given by the matrix B̃k := (Bk ⊗Bn−k)BT

n .

Remark 3.26. The relation between ρred and ρTkred is given by

ρTkred = (B̃kρredB̃
T
k )Tk (3.52)

Proof. The proof is a simple calculation:

ρTkred = [(Bk ⊗Bn−k)ρ(BT
k ⊗BT

n−k)]
Tk

= [(Bk ⊗Bn−k)BT
n ρredBn(BT

k ⊗BT
n−k)]

Tk

= (B̃kρredB̃
T
k )Tk .

The elements of B̃k are given by

〈i, j|B̃k|m〉 =

√(
n

i

)(
n

j

)
/

(
n

m

)
δi+j=n, (3.53)
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where 0 ≤ i ≤ k, 0 ≤ j ≤ n− k and 0 ≤ m ≤ n.
Hence, an efficient implementation of the partial transposition of a sym-

metric state is done by expanding the (n+1)×(n+1) matrix ρred by means
of B̃k to the (k+ 1)(n−k+ 1)× (k+ 1)(n−k+ 1) square matrix B̃kρredB̃

T
k

and partially transposing it, as a bipartite Ck+1 ⊗Cn−k+1 system. The ma-
trices h appearing in Eq. (3.45) can be treated in the same way, allowing us
to reduce the algorithm complexity from exponential to polynomial, both
in time and in memory. The complexity of our approach amounts to O(n6).

Numerical results

We have applied the algorithm presented in Section 3.2.2 to PPT symmetric
states with a number of qubits from n = 4 up to n = 23. We have taken as
an initial state the projector onto the PPT symmetric space PS/(n+ 1) (cf.
Eq. 3.7), whose ranks are maximal. It is also separable, because it is the
projection of the white noise 1/2n onto the Symmetric space. Note that
~rA being maximal guarantees that any extremal PPT state can be reached,
as if it were not the case (c.f. Theorems 3.3 3.6), the algorithm could not
produce any PPT entangled state by means of lowering ranks.

The solution of the system of equations (3.45) has been picked randomly
within the subspace of all their solutions. Other configurations, however,
may not be excluded by the analysis performed in previous sections and
yet not be reached through a random search. In this case, one can design
the matrices h in such a way that a specific rank is lowered. In Table
3.2 we have collected the obtained ranks. We see an interesting effect:
numerics suggests that at most three configurations of ~rA are possible for
even number of parties, and this number is not increasing with n. In the
case of odd number of parties, we only see one configuration of ranks, and
it corresponds to the ~rA for which rS = (n/2+1)2−2, for any partition S|S
such that |S| = |S|; i.e., the rank of the most balanced partial transposition
is maximal minus 2.

Interestingly, in the case of higher dimensional Hilbert spaces, one can
find PPT entangled states of lower ranks than those which are extremal
(by using PPT extremal entangled states supported on lower-dimensional
Hilbert spaces) [LMS10]. However, this cannot happen for symmetric qubits,
as they would always be separable.

As a case study, let us consider n = 4 symmetric qubits, with ~rA =
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(r∅, rA, rAB). Theorems 3.3 and 3.6 imply that all states for which ~rA =
(5, rA, rAB) with rA, rAB ≤ 6 are either separable or generically separable.
On the other hand, Theorem 3.14 implies that the states with ~rA = (5, 8, 7)
are generically not edge hence generically not extremal. The criterion for
extremality given in inequality (3.50) implies that the cases (5, 7, 9), (5, 8, 8)
and (5, 8, 9) are ruled out because they cannot be extremal. There are only
two candidates left: ~rA = (5, 7, 8) and ~rA = (5, 7, 7).

We made 30.000 runs of the algorithm and 19.2% of the generated states
were extremal of ranks (5, 7, 8), so they were entangled. The remaining
80, 8% of the cases led to states of ranks (5, 7, 7) all of which turned out to
be separable. Furthermore, we observed a branching during the exploration:
starting from the initial state PS/(n+1) with maximal ranks (5, 8, 9), 99, 4%
of the times we obtained an intermediate (5, 8, 8) state, whereas the rest
(0, 6%) of the time a (5, 7, 9) state was found. This is in agreement with
the data in Table 3.2, in which the most balanced partition is shown to
be the most restrictive, hence the boundary of DPPT,S

S with |S| = bn/2c is
the most likely to be found. Numerics also suggest that PPT states of ranks
(5, 7, 7) are generically separable, a fact that we discuss in Section 3.3.1.

3.3. Particular considerations

In this section we focus on the particular cases of 4, 5 and 6-qubit PPT
symmetric states. We analyze which configurations of ranks the study and
characterization of PPT entangled symmetric states reduces to.

• n = 4.

In virtue of Theorem 3.5 4-qubit PPT symmetric states are separable
if one of the following conditions holds: r∅ ≤ 4, rA ≤ 4 or rAB ≤ 3.
Then, Theorem 3.6 generically guarantees the separability if rA ≤ 6
or rAB ≤ 6. Assuming that r∅ = 5, there remain 6 out of 72 configura-
tions of ranks which are still not ruled out: (5, 7, 7), (5, 7, 8), (5, 7, 9),
(5, 8, 8) and (5, 8, 9).

However, the analysis on edgeness shows that states of full ranks;
i.e., of ranks (5, 8, 9) can never be edge. Theorem 3.12 shows that
states of ranks (5, 8, 8) cannot be edge. Then, Theorems 3.14 and
3.10 show that, generically, states of ranks (5, 8, 7) or (5, 7, 9) are

64



3.3. Particular considerations

not edge, respectively. Hence, a typical PPTESS with one of these
four configuration of ranks can always be expressed, by subtracting
appropriate symmetric product vectors, as a PPTESS of ranks either
(5, 7, 7) or (5, 7, 8).

With the numerical studies carried out (cf. Section 3.2.2) we have
found extremal states of ranks (5, 7, 8), whereas all the states of ranks
(5, 7, 7) we found were separable. This is a strong indication (See also
Section 3.3.1) that states of ranks (5, 7, 7) are generically separable.
If so, the analysis of entanglement in fully PPT 4−qubit symmetric
states is reduced to the caracterization of states with ranks (5, 7, 8).

• n = 5.

For the case of 5−qubit PPT symmetric states, Theorem 3.5 already
implies that states with a configuration of ranks ~rA = (r∅, rA, rAB)
are separable if one of the following conditions hold: r∅ ≤ 5, rA ≤ 5
or rAB ≤ 4. Then, Theorem 3.6 implies that separability, in the
generic sense, is guaranteed if either rA ≤ 8 or rAB ≤ 9. The six
configurations of ranks (out of the 120 possible ones assuming r∅ = 6)
for which typical PPT symmetric states may not be separable are
(6, 9, 10), (6, 9, 11), (6, 9, 12), (6, 10, 10), (6, 10, 11) and (6, 10, 12).

With respect to edgeness, three of these configurations are not possi-
ble. Precisely, due to Theorem 3.10, states of ranks (6, 9, 12), (6, 10, 11)
or (6, 10, 12) cannot be edge. Note that these cannot be extremal ei-
ther, due to Ineq. (3.50), as it is shown in Table 3.1. Finally, numerics
suggest that only the (6, 10, 10) configuration leads to an entangled
extremal state, as it is shown in Table 3.2.

• n = 6.

This case is more intrincate. After applying Theorem 3.5, a sufficient
condition for separability is that r∅ ≤ 6 or rA ≤ 6 or rAB ≤ 5 or
rABC ≤ 4. Generically, Theorem 3.6 guarantees a sufficient condition
for separability, which is rA ≤ 10 or rAB ≤ 12 or rABC ≤ 12. Thus,
there are 24 configurations of ranks which are not ruled out. Theorem
3.12 says that configurations (7, 12, 15, 15) do not correspond to edge
states and Theorem 3.10 implies that the configuration (7, 12, 14, 16)
or (7, 11, 15, 16) are never generically edge. Finally, the configuration
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of maximal ranks (7, 12, 15, 16) never corresponds to an edge state.
These are the same configurations of ranks which are excluded for
extremality by Ineq. (3.50), as it is shown in Table 3.1. However,
numerical studies indicate that only two out of the remaining 20
configurations of ranks correspond to extremal PPTESS (cf. Table
3.2).

3.3.1. Special constructions

In this section we analyze two particular constructions. We first give a
half-analytical−half-numerical class of PPTESS of 4 qubits, starting from a
generalization of the 2⊗ 4 bound entangled state introduced by Horodecki
[Hor97]. Then, we discuss some directions in which the conjecture we
posed in Section 3.3; i.e.; that all 4−qubit PPT symmetric states of ranks
(5, 7, 7) are generically separable, can be addressed.

Constructing four-qubit PPT entangled symmetric states

Definition 3.27. The 2⊗ 4 bound entangled state introduced by Horodecki
is given by [Hor97]

ρb :=
1

7b+ 1



b · · · · b · ·
· b · · · · b ·
· · b · · · · b
· · · b · · · ·
· · · · 1+b

2 · ·
√

1−b2
2

b · · · · b · ·
· b · · · · b ·
· · b ·

√
1−b2
2 · · 1+b

2


, (3.54)

where, for clarity, zeroes are denoted by · and b is a real parameter ranging
from 0 ≤ b ≤ 1.

Let us first briefly recall the motivation of Definition 3.27:
Consider the vectors

|Ψi〉 :=
1√
2

(|0〉|i〉+ |1〉|i+ 1〉) , i = 0 . . . 2 (3.55)
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and
|Φb〉 :=

1√
2
|1〉
(√

1− b|0〉+
√

1 + b|3〉
)
. (3.56)

It is easy to see that the state ρinsep := 2
7

∑2
i=0 |Ψi〉〈Ψi|+ 1

7 |0, 3〉〈0, 3| does
not have positive partial transposition, so it is clearly not separable. Now
we mix it with a projector on |Φb〉 to obtain the family of states

ρb :=
7b

7b+ 1
ρinsep +

1

7b+ 1
|Φb〉〈Φb|. (3.57)

It is easily seen that ρb is a PPT state, and the way to see it is to observe
that ρTb = (12⊗U)ρb(12⊗U)†, where U is a unitary matrix only with ones
in the antidiagonal. Using the range criterion, Horodecki showed that ρb is
entangled for b ∈ (0, 1).

Let us now generalize this construction to the 2⊗ d case. We consider
the vectors

|Ψi〉 :=
1√
2

(|0〉|i〉+ |1〉|i+ 1〉) , i = 0 . . . d− 2 (3.58)

and
|Φb〉 :=

1√
2
|1〉
(√

1− b|0〉+
√

1 + b|d− 1〉
)
, (3.59)

so we can define the families of states

ρdinsep :=
2

2d− 1

d−2∑
i=0

|Ψi〉〈Ψi|+
1

2d− 1
|0, d− 1〉〈0, d− 1| (3.60)

and
ρd,b :=

b

b+ 1
ρdinsep +

1

(2d− 1)b+ 1
|Φb〉〈Φb|. (3.61)

Clearly, for d = 4 we recover the states introduced in [Hor97].

Theorem 3.28. The states ρd,b ∈ D(C2 ⊗Cd) defined in Eq. (3.61) are PPT
for d ≥ 2 and b ∈ [0, 1].

Proof. In matrix form, Eq. (3.61) reads

ρd,b =
1

(2d− 1)b+ 1

(
b1d bDupper

Dlower C

)
, (3.62)
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where Dupper and Dlower are d× d dimensional matrices, with just ones in
its upper or lower diagonal, respectively, and C ∈Md is given by

C =
1

2


1 + b 0 . . . 0

√
1− b2

0 2b . . . 0 0
...

...
. . .

...
...

0 0 · · · 2b 0√
1− b2 0 . . . 0 1 + b

 . (3.63)

The partial transposition of ρd,b with respect to C2 reads

ρTAd,b =
1

(2d− 1)b+ 1

(
b1d bDlower

Dupper C

)
. (3.64)

Consider now the unitary matrix U formed just by ones in its antidiagonal.
It is immediate to check that UDupperU

† = Dlower, UDlowerU
† = Dupper

and UCU † = C. Hence, the identity

ρTAd,b = (12 ⊗ U)ρd,b(12 ⊗ U)† (3.65)

holds, which means that ρTAd,b � 0 if, and only if, ρd,b � 0.

Theorem 3.29. The states ρd,b ∈ D(C2 ⊗ Cd) defined in Eq. (3.61) are
entangled for d ≥ 4 and b ∈ (0, 1). They are separable for d = 2, 3, as well as
for b = 0 or b = 1.

Proof. Let us start by proving that for d ≥ 4 and b ∈ (0, 1), the states in
Eq. (3.61) are entangled. To this purpose, we also use the range criterion
introduced in [Hor97]. We briefly recall it in order to use it in the proof:

If ρ is separable, then there is a set of product vectors {|ei, fi〉}i spanning
Im ρ such that {|e∗i , fi〉}i span Im ρTA .

All the product vectors in Im ρd,b are given by the uni-parametric family

(1, α)⊗ (αd−1 + y, αd−2, . . . , α, 1), α ∈ C ∪ {∞}, (3.66)

where y :=
√

(1− b)/(1 + b). Let us remark that when α = ∞ the state
(3.66) corresponds to the product vector (0, 1)⊗ (1, 0, . . . , 0), which is also
in the range of ρd,b. The vectors in Eq. (3.66) span Im ρd,b.
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On the other hand, all the vectors in Im ρTAd,b are given by the family

(a1, . . . , ad−1, ya1 + ad; a2, a3, . . . , ad, a) (3.67)

with a, ai being complex numbers. Hence, we have to study if, when par-
tially conjugating a vector from (3.66) it belongs to Im ρTAd,b (i.e., it takes
the form (3.67)). This is equivalent to solving the system of equations

α(1− |α|2) = 0 (3.68)

α∗(αd−1 + y) = αd−2 (3.69)

y(y + αd−1) = 1 + |α|2. (3.70)

However, this system is incompatible: if α = 0, the third equation is not
fulfilled, because y 6= 1 and, if |α|2 = 1, the second equation is not fulfilled,
because y 6= 0. The argument for (0, 1)⊗ (1, 0, . . . , 0) goes along the same
lines. Hence, ρd,b is entangled for d ≥ 4 and b ∈ (0, 1).

Let us now prove the separability of the remaining cases. If d = 2 or 3,
then ρd,b acts on C2⊗C2 or C2⊗C3. Since Theorem 3.28 guarantees that
ρd,b is PPT and the PPT criterion is necessary and sufficient in this case, ρd,b
is separable.

If b = 0, then Eq. (3.61) says that ρd,0 = |Φ0〉〈Φ0|, which is separable.
Finally, if b = 1, ρd,1 can be written in the following form [Hor97]:

ρd,1 =
1

16π

∫ 2π

0
Pϕ ⊗Qϕdϕ, (3.71)

where Pϕ is the projector onto |0〉 + eiϕ|1〉 and Qϕ is the projector onto∑d−1
k=0 e

−ikϕ|k〉, so it is separable as well.

Remark 3.30. It follows from the proof of Theorem 3.29 that ρd,b are edge
states for d ≥ 0 and b ∈ (0, 1).

Finally, we point out that the action of (12 ⊗ U) does not change the
rank of the state, which is d+ 1, so there are d− 1 vectors in the kernel of
the state:

Theorem 3.31. rankρd,b = rankρTAd,b = d+ 1.
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Proof. The following vectors belong to ker ρd,b and are given by

|Φi〉 ∝ |0, i〉 − |1, i+ 1〉, i = 1, . . . , d− 2 (3.72)

|Φd−1〉 ∝ −
√

1 + b|00〉+
√

1− b|0, d− 1〉+
√

1 + b|11〉. (3.73)

These vectors span a d− 1 dimensional subspace. On the other hand, as
pointed out in the proof of Theorem 3.29, the product vectors defined in
Eq. (3.66) span a d + 1-dimensional subspace. Hence, the rank of ρd,b is
d+ 1. Since the relation ρTAd,b = (12 ⊗ U)ρd,b(12 ⊗ U)† holds, both of them
have the same rank.

We have now characterized and studied the properties of the states
ρd,b defined in Eq. (3.61). We shall show now how they can be used to
generate PPT symmetric entangled states. We start by applying a full-rank
transformation given by F = 1d − y|0〉〈d − 1| to the Cd subsystem. The
resulting state is the unnormalized positive semi-definite operator

ρ′d,b = (12 ⊗ F )ρd,b(12 ⊗ F †). (3.74)

The product vectors in the range of ρ′d,b are almost the same as in Eq.
(3.61):

(1, α)⊗ (αd−1, αd−2, . . . , α, 1), α ∈ C ∪ {∞}. (3.75)

This particular form of the product vectors in Eq. (3.75) allows us to map
ρ′d,b to a symmetric n-qubit state in a simple way: In order to introduce
extra parameters while keeping the PPT property, we map the state ρ′d,b to
a smaller space C2 ⊗Cd′ . By considering the non-singular d′ × d matrix
(with d′ < d)

F2 :=

d′∑
i=0

d−d′∑
j=0

γj |i〉〈i+ j|, (3.76)

where γj ∈ C. Thus, the state ρ′′d,b := (12 ⊗ F2)ρ′d,b(12 ⊗ F2)† have d −
d′ + 1 additional parameters. The particular form of (3.76) is such that
new parameters γj are introduced, although the product vectors in Im ρ′′d,b
have the form (3.75). Because F and F2 are local operations edgeness is
preserved.
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In the spirit of the transformations Fn and Gn defined in Section 3.1.3,
we apply another local operation on the second subsystem, which we denote
V , such that V : (αd−1, . . . , α, 1) 7→ (1, α)⊗(d−1). V has full rank because
all powers of α appear, so it can be inverted. This is how a (n = d′)-qubit
symmetric state is obtained: ωn := (12⊗V )ρ′′d,b(12⊗V )† ∈ DPPT,A

S (C2)⊗n.
Note that, by construction, all one-vs-rest partial transpositions are positive.

As a result of the application of the three filters F , F2 and V , we get
a PPT symmetric state with respect to the 1|n − 1 partition. However, it
needs not be the case for other partitions. To ensure full PPT-ness we
add a fully PPT state such as PA/(n + 1); i.e., the projector onto the
symmetric space defined in Eq. (3.7). This way, we find a fully PPT state
ωn,λ :∝ ωn + λPA for λ sufficiently large. Clearly, there exists the smallest
λ ≥ 0 for which ωn,λ is PPT, which we denote λ∗. Although the rank of
the state is preserved, in this way one could destroy the entanglement
present in ωn, as we increase all the ranks ~rA. To lower them, we search
for product vectors |e〉⊗n ∈ D(C2)⊗n such that its partial conjugations CS
fulfill (|e〉⊗n)CS ∈ ImωTSn,λ∗ for all S ⊆ A. If this |e〉 exists, we consider a
state ω̃n,λ∗ :∝ ωn,λ∗ − µ|e〉〈e|⊗n. Clearly, there exists a smallest µ for which
one of the ranks of ω̃n,λ is lower than those of ωn,λ∗ , and we denote it µ∗.
This procedure is repeated until such |e〉 is not found, the resulting state is
edge.

In particular, we apply the provided method to obtain a family of PPTESS
for n = 4. To this end, we introduce ρ′5,b = (12 ⊗ F )ρ5,b(12 ⊗ F )† and
we add two extra parameters γ1 and γ2 by means of the local filter F2,
which is a 4× 5 matrix and afterwards we apply the filter V . The particular
choice of parameters b = 1/2, γ1 = γ−1

2 = 1/
√

2 leads to a state ω4

which is PPT with respect to the A|BCD bipartition, wereas ωTAB4 6� 0. To
cover the negative eigenvlues of ωTAB4 we add P4, the projector onto the
symmetric space of 4 qubits and consider ω4,λ ∝ ω4 + λP4. The smallest
λ for which ωTAB4 � 0 has to be found with the aid of numerics, and it is
λ∗ ≈ 0.94842. For ω4,λ∗ , its ~rA is (5, 8, 8). Again, by using numerics, we
are able to find a qubit vector |e〉 ∝ (1, α) with α ≈ 7 + 38.52091i (there
are infinitely many α’s) such that |e〉⊗4 ∈ Imω4,λ∗ , |e∗〉|e〉⊗3 ∈ ImωTA4,λ∗

and |e∗〉⊗2|e〉⊗2 ∈ ImωTAB4,λ∗
. For this state, we subtract a projector onto

|e〉⊗4 and arrive at ω̃4,λ∗,µ∗ ∝ ω4,λ∗ − µ∗|e〉〈e|⊗4 with µ∗ ≈ 0.64625. The
state ω̃4,λ∗,µ∗ has ranks ~rA = (5, 7, 8) and with the aid of the algorithm
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described in Section 3.2.2 we check that it is extremal, so it is both edge
and entangled. Let us just point out that the choice of parameters (b, γ1, γ2)
was completely arbitrary and other choices also lead to PPTESS, such as
(b, γ1, γ2) = (1/6, 3/8, 11/23).

The (5, 7, 7) case

In this last section we analyze the case of four-qubit PPT symmetric states
with ~rA = (5, 7, 7) and provide directions in which one might prove that
such states are generically separable, as numerics suggest (c.f. Table 3.2).
The approach we present is based on the methodology introduced in
[SKL07].

We start by noting that any ρ ∈ D(H) can be written as

ρ =
l∑

k=1

|ψk〉〈ψk|, (3.77)

where |ψk〉 have norm at most 1. A particular decomposition of the form
(3.77) is the eigendecomposition, but we are not assuming that |ψk〉 are
orthogonal vectors.

Let us denote by |ek〉 an orthonormal basis of H. Every element of ρ, in
the basis e is written, in terms of the ψk, as

〈ei|ρ|ej〉 =

l∑
k=1

〈ei|ψk〉〈ψk|ej〉, (3.78)

and can be rewritten as the scalar product of two vectors |vi〉, |vj〉 which
are defined as

|vi〉 := (〈ψ1|ei〉, . . . , 〈ψl|ei〉)T , 1 ≤ i ≤ dimH. (3.79)

Hence, a quantum state ρ is just the Gram matrix of the set of vectors
|vi〉, also called a Gram system of ρ. This decomposition is not unique, as
the set of vectors U |vi〉 for any unitary U leads to the same ρ.

We proceed now to finding a Gram system of a PPT symmetric state ρ of
ranks (5, 7, 7) and study the relation within the Gram systems of ρTA , ρTB
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3.3. Particular considerations

and ρTAB . Due to the fact that rA = 7, ρTA can be decomposed into seven
rank-one components, namely

ρTA =
7∑

k=1

|Ψk〉〈Ψk|, (3.80)

where 〈Ψk|Ψk〉 < 1. Because each of the |Ψk〉 acts on C2 ⊗S((C2)⊗3), any
Gram system of ρTA consists of eight seven-dimensional vectors which we
denote |a〉 . . . |d〉, |ã〉, · · · |d̃〉 ∈ C7, whose explicit form is

ak = 〈Ψk|0000〉, dk = 〈Ψk|0111〉, ãk = 〈Ψk|1000〉, d̃k = 〈Ψk|1111〉,

bk = 〈Ψk|0001〉 = 〈Ψk|0010〉 = 〈Ψk|0100〉
b̃k = 〈Ψk|1001〉 = 〈Ψk|1010〉 = 〈Ψk|1100〉
ck = 〈Ψk|0011〉 = 〈Ψk|0110〉 = 〈Ψk|0101〉
c̃k = 〈Ψk|1011〉 = 〈Ψk|1110〉 = 〈Ψk|1101〉.

In matrix form, ρTA can be written as

ρTA =
(
A† B† B̃† C̃†

)
A
B

B̃

C̃

 =


A†A A†B A†B̃ A†C̃

B†A B†B B†B̃ B†C̃

B̃†A B̃†B B̃†B̃ B̃†C̃

C̃†A C̃†B C̃†B̃ C̃†C̃

 ,

(3.81)
where A is a a 7× 4 matrix whose columns are |a〉, |b〉, |b〉 and |c〉, and sim-
ilarly B = (|b〉, |c〉, |c〉, |d〉), B̃ = (|ã〉, |b̃〉, |b̃〉, |c̃〉) and C̃ = (|b̃〉, |c̃〉, |c̃〉, |d̃〉).
Note that each block in Eq. (3.81) is a 4× 4 matrix. For short, we denote
ρTA = [A,B, B̃, C̃].

The same construction can be applied to ρ and we will get a decomposi-
tion of the form ρ = [A′, B′, B′, C], because ρ is fully symmetric. If we now
project the first subsystem of ρ and ρTA , we shall get the same 3−qubit
matrices (〈0|Aρ|0〉A = 〈0|AρTA |0〉A), so that they will have the same Gram
systems. Hence, there exists a unitary U that relates both Gram systems:
A′ = UA and B′ = UB. As we have previously argued, Gram systems
are related by unitaries, so we can assume, without loss of generality, that
A′ = A and B′ = B. Now, by projecting the first subsystem onto |1〉 (i.e.,
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3. PPT Entangled Symmetric States

〈1|Aρ|1〉A = 〈1|AρTA |1〉A) we obtain additional relations, namely B̃ = UB
and C̃ = UC for some unitary U . Therefore, we can relate the two Gram
decompositions as

ρ = [A,B,B,C] ⇐⇒ ρTA = [A,B,UB,UC]. (3.82)

The previous equation implies the following relations which restrict
which U can be used:

A†UB−B†A = A†C−B†B = B†UB−C†A = B†UC−C†B = 0, (3.83)

where 0 ∈M4 is the zero matrix.
A similar reasoning applies to ρTB and ρTAB , which can be represented

as
ρTB = [A,UB,B,UC], ρTAB = [A,UB, V B, V UC], (3.84)

where U, V ∈ U7 fulfill UB = V B. Then, by comparing the representations
of ρTB and ρTAB with the partial transposition with respect to A, further
conditions are obtained:

A†V B −B†A = A†V UC −B†UB
= B†U †V B − C†U †A = B†U †V UC − C†B = 0. (3.85)

Having the Gram systems of ρ and its partial transpositions, let |Ψk〉 and
|Φk〉 be the Gram decompositions of ρTB and ρTAB , respectively. Adding
an additional ancillary system, denoted a, we introduce the following Q
matrix:

Q :∝
7∑

k=1

(|0〉|Ψk〉+ |1〉|Φk〉)(〈0|〈Ψk|+ 〈1|〈Φk|), (3.86)

which, in terms of the Gram systems introduced above, takes the form

Q = [A,UB,B,UC;A,UB, V B, V UC]. (3.87)

The Q matrix effectively acts on C7 ⊗ C3, with respect to the biparti-
tion aAB|CD (it suffices to count dimensions: CD act on the symmetric
space of 2 qubits, which is three-dimensional). By definition, Q has rank 7.
Hence, if it were supported on C7 ⊗C3 and QTaAB � 0, it would be sepa-
rable with respect to the aAB|CD bipartition, as implied by the results in
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3.3. Particular considerations

[Hor+00]. We cannot prove this condition for any ρ, although, generically,
Q is supported on C7 ⊗C3.

After some algebra, one checks that a sufficient condition for QTaAB � 0
is that

B†V UC − C†UB = C†U †V UC − C†UC = 0, (3.88)

where 0 ∈ M4 is the zero matrix. The explicit form of B and C helps in
simplifying the former conditions, which lead to a set of equations for the
scalar product of vectors that compose the Gram system of ρ. Some of
them are automatically satisfied by virtue of Eqs. (3.83) and (3.85). If the
remaining equations hold, then QTaAB � 0, so Q is generically separable.

The original ρ is recovered by projecting the auxiliary qubit a onto |0〉.
Hence, if Q is separable across the aAB|CD bipartition, ρ is also separable
across the AB|CD bipartition and, because ρ ∈ DPPT

S (C2)⊗4, Theorem 3.1
implies it is fully separable.
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3. PPT Entangled Symmetric States

n r0 r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11

4 5 7 (-1) 8 (-1)
5 6 10 10 (-2)
6 7 12 14 (-1)14 (-2)

14 (-1)13 (-3)
7 8 14 18 18 (-2)
8 9 16 21 23 (-1) 23 (-2)

23 (-1) 22 (-3)
9 10 18 24 28 28 (-2)

34 (-1) 33 (-3)
10 11 20 27 32 34 (-1) 34 (-2)

35 (+0) 32 (-4)
11 12 22 30 36 40 40 (-2)

47 (-1) 47 (-2)
12 13 24 33 40 45 47 (-1) 46 (-3)

48 (+0) 45 (-4)
13 14 26 36 44 50 54 54 (-2)

62 (-1) 62 (-2)
14 15 28 39 48 55 60 62 (-1) 61 (-3)

63 (+0) 60 (-4)
15 16 30 42 52 60 66 70 70 (-2)

79 (-1) 79 (-2)
16 17 32 45 56 65 72 77 79 (-1) 78 (-3)

80 (+0) 77 (-4)
17 18 34 48 60 70 78 84 88 88 (-2)

98 (-1) 98 (-2)
18 19 36 51 64 75 84 91 96 98 (-1) 97 (-3)

99 (+0) 96 (-4)
19 20 38 54 68 80 90 98 104 108 108 (-2)

119 (-1) 119 (-2)
20 21 40 57 72 85 96 105 112 117 119 (-1) 118 (-3)

120 (+0) 117 (-4)
21 22 42 60 76 90 102 112 120 126 130 130 (-2)

142 (-1) 142 (-2)
22 23 44 63 80 95 108 119 128 135 140 142 (-1) 141 (-3)

143 (+0)140 (-4)
23 24 46 66 84 100 114 126 136 144 150 154 154 (-2)

Table 3.2.: Here we collect the ranks of extremal states found by using the
algorithm described in Sec. 3.2.2. The first column contains
the number of qubits, while the next columns correspond to
the ranks of ρA and its partial transpositions ri := r|A|=i (i =
1, . . . , bn/2c). Notice that there are no PPT entangled states
with n < 4 [Eck+02] (cf. Sec. 3.1.1). The negative numbers
in parentheses denote the difference between the given rank
and its maximal value (the lack of parentheses stands for the
maximal rank). For n ≡ 0 mod 2 we have found, at most, three
possible configurations of ranks, and, interestingly, in the case
of n ≡ 1 mod 2 we have found only one such configuration.
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4. Nonlocality in Multipartite Quantum
States

Correlations that go beyond the paradigm of local realism (i.e., those that
do not admit a Local Hidden Variable Model (LHVM)1) are referred to
as nonlocal. Bell’s theorem [Bel64] shows that correlations between the
outcomes of certain measurements performed to some quantum states
can be nonlocal2. Bell’s nonlocality is detected via the so-called Bell’s
inequalities, which serve as certificates that correlations do not admit a
LHVM. These are -often linear- inequalities that are formulated in terms of
the probabilities that arise from performing local measurements on a shared
resource, such as a quantum state. Violation of a single Bell inequality, the
typical example being the Clauser-Horne-Shimony-Holt (CHSH) inequality
[Cla+69], signals that those correlations do not admit a LHVM.

Bell nonlocality has three interesting aspects that are worth highlight-
ing. First, it is a resource for several Quantum Information Processing
(QIP) tasks [Bar+05]. Examples of them are Device-Independent Quantum
Key Distribution (DIQKD) [Pir+13], Certified Quantum Random Number
Generation (CQRNG) [Pir+10], Randomness Amplification (RA) [CR12],
Dimensionality Witnessing (DW) [Gal+10], and many other tasks that fall
into the Device-Independent (DI) paradigm (see Section 2.2.1). Hence,
being able to reveal the nonlocality of a composite quantum system is a
central problem in QIP, and it is going to be one of the crucial problems of
future quantum technologies.

Second, it is tightly related to a more philosophical aspect of quantum
physics [Bel04; Gis14]. For instance, the free will problem is of relevance, as

1 These correlations are often referred to as classical, local or Einstein-Podolsky-Rosen
(EPR) [EPR35]. Throughout this Thesis, we use these terms indistinctively to indicate
that correlations can be explained via a LHVM.

2 The term nonlocal is often used in many-body systems to refer to, e.g., the range of
interactions. In this Thesis, the term nonlocal will refer to Bell’s nonlocality, unless
stated otherwise.
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4. Nonlocality in Multipartite Quantum States

the measurement settings that should be used in a Bell experiment should
be chosen freely3; however, the only way we have to certify the existence of
intrinsic randomness -assuming the No-Signalling (NS) principle- is through
nonlocal correlations, so that we need to perform another Bell experiment
in the first place in order to guarantee that the choice of measurement
settings is indeed free. We can think that we -as entities that possess free
will to some extent4- can freely choose the measurements in the first place;
however one can never rule out a super-deterministic scenario in which
there is no randomness whatsoever and everything is predetermined5.

Thus, guaranteeing the LHVM assumptions is not as simple as it might
look like. A definitive Bell experiment has not yet been performed in the
laboratory, for one has to be careful with the so-called loopholes. One
can violate Bell inequalities with classical resources if loopholes are left
open. The most relevant of them are the detection loophole and the locality
loophole. The problem with the detection loophole is as follows: If one
has an imperfect detector, like a photon counter that may give dark counts,
may not click when it receives a photon, etc., one can exploit it to not give
an answer when it does not like the question that it has been asked (when
the measurement settings are inconvenient for violating a Bell inequality).
In this way, one can fake a Bell inequality violation. The locality loophole
appears when the parties are not enough far apart (space-like separated) to
ensure that there could not be any form of communication between them
in the process of measuring. There are many physical systems in which
only one of these two loopholes can be easily closed. Since systems such
as trapped ions have high detection efficiency, but low separation, the first
loophole is closed, but the second is left open. On the other hand, since
systems such as photons have low detection efficiency, although they can be

3 Or, at least, they should be independent from the state of the system, which we describe
with a hidden variable λ.

4 As we shall see in Section 6.3.2, free will (what we mathematically quantify as the degree
of independence between measurement settings and the state of the system) can be
amplified; i.e., one can increase the quality of the randomness used in a Bell experiment,
provided that the initial randomness is good enough.

5 In that case, one can never escape the circular argument that, in order to obtain certified
randomness by violating a Bell inequality, one would need certified randomness in the
first place to run the Bell experiment and choose the measurements. This choice could
be done via another Bell experiment, that would need certified randomness to choose
its inputs, etc.
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sent very far apart, the first loophole is open, although the second is closed.
Closing both at the same time is an extremely challenging task, although
very recent advances, using Nitrogen-Vacancy (NV)-centers in diamond,
show that this goal might be reached in the coming months [Pfa+14].

Third, the mathematical complexity of characterization of quantum non-
locality makes it an extremely challenging task. Deciding membership
in the set of local (also called EPR) correlations is an NP-complete task
[BFL91; Bru+14]. Even worse, finding all Bell inequalities for a given
Bell scenario (n,m, d) with n parties, m measurements and d outcomes is
NP-hard; a task of doubly exponential complexity [Cha93], see also Section
2.2.2.

Bell nonlocality is deeply related with entanglement, a connection that
we address in Chapter 5. The most general result between these two
concepts says that any quantum state that violates a Bell inequality must
necessarily be entangled. However, the converse is not true in general.
In [Gis91] it was proven that any pure bipartite entangled state violates
a Bell inequality, a result that was generalized to the multipartite case
[PR92]. However, for the case of mixed states, the connection is much
more subtle, as there are bipartite entangled mixed states that will never
violate a Bell inequality, both when using projective measurements [Wer89]
or POVMs [Bar02]. We shall see in Chapter 5 that entanglement and
nonlocality are inequivalent for any number of parties, in the sense that
there exist Genuinely Multipartite Entangled (GME) states that do not
display Genuinely Multipartite Nonlocal (GMN).

In spite of being a weaker property than nonlocality, during the last
decade entanglement has been a very useful tool to characterize properties
of many-body systems, as well as to identify when a Quantum Phase
Transition (QPT) occurs and its properties6.

6 Take, for instance, lattice spin models that are described by local (here local stands for
finite interaction range, or interactions that decay rapidly with the distance) Hamil-
tonians. In the ground states of such models (the states with the lowest energy), the
following properties are true (see [Tur+15a; Tur+15b] and references therein, such as
[ECP10]):

1. The reduced density matrix of two spins typically displays entanglement if the spins
are close in distance, even at criticality. However, entanglement measures still show
signatures of QPTs.

2. One can also try to perform optimized measurements on the rest of the system, in
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It is then natural to wonder about the role of nonlocality in many-body
systems. More specifically, whether it also plays an important role in char-
acterizing correlations in them. This is a question that has interest per
se; however, apart from its fundamental interest, it has hardly been ex-
plored. Although every ground state of a generic many-body Hamiltonian
is pure and entangled and, because every pure entangled state violates
a Bell inequality, it is also a nonlocal state, its nonlocality is almost im-
possible to verify in an experiment: the Bell inequalities that are known
for that [Aol+12; BGP10; ŻB02] typically include correlation functions
involving products of observables from all parties. Although performing a
Bell experiment with one of these inequalities is, in principle, possible, in
practice it turns out to be a Herculean task, for it presents several technical
challenges: first, parties must be addressed individually and one has to
prepare a different measurement for each party, so that a high degree of
individual control is required; second, the number of correlators appearing
in such inequalities can be exponentially large, O(mn), so that one would
have to estimate the probabilities of an exponentially big number of events,
severely maiming the possibility to investigate this issue in a many-body

order to concentrate entanglement in two chosen spins. This is the idea behind
the concept of localizable entanglement. At standard QPTs, the entanglement length
diverges as the correlation length diverges. However, there exist critical systems for
which the correlation length remains finite, whereas the entanglement localization
length diverges to infinity.

3. For systems that are not at criticality, the low energy states -ground states- exhibit
area laws: the entropy (von Neumann or, more generally, Rényi) of the reduced
density matrix corresponding to a block scales as the length of the boundary of
the block. At criticality, one often needs to apply a logarithmic correction to the
growth. If the system is 1-dimensional, these are well studied results; however
higher-dimensional cases are full of open questions.

4. Ground states and states that appear as low energy states of physical Hamiltonians
can be efficiently described with Matrix Product States (MPS) and, more generally,
tensor network techniques.

5. The spectrum of the logarithm of a reduced density matrix of a block is typically
referred to as entanglement spectrum. Topological order is typically exhibited in its
properties for gapped one- and two-dimensional systems; in 2D, the appearance of
the so-called topological entropy gives a negative constant correction to the area
laws.

Most of these results also hold for lattice Bose and Fermi models; even for quantum field
theories.
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system with large n. Instead, the typical quantities that one has access to
in a many-body experiment are few-body correlations; often one- and two-
body. Hence, the question that is physically relevant is whether nonlocality
detection in many-body systems is even possible using one and two-body
correlations.

This problem poses several technical challenges. First, the mathematical
complexity does not allow for finding all Bell inequalities for more than
3 parties in the simplest scenario [Śli03]. Second, one expects that, the
higher the order (the number of parties involved) of the correlator, the more
information it contains. Hence, it is easier to reveal nonlocality with Bell
inequalities that involve correlators among many (or all) parties, as they
are the strongest ones [BGP10; ŻB02]. There exist already Bell inequalities
that do not involve full-body correlators; for example, all-except-for-one
[WNŻ12] correlator Bell inequalities have been constructed. Nevertheless,
we must here address a much more demanding question, namely, whether
nonlocality detection is possible from the smallest amount of information7

that is available in a Bell test: two-body correlators.
Although the answer we are going to provide is positive [Tur+14a], it is

worth highlighting that we can construct states that are physically relevant
(they appear as ground states of typical many-body Hamiltonians) with
this property. On the other hand, such inequalities are not able to detect
nonlocality in all pure entangled states. For instance, graph states have
two-body reduced density matrices compatible with the reduced density
matrices of a separable state, hence entanglement cannot be detected with
two-body correlators [GHG10] (neither nonlocality can, as this is a more
stringent condition). This proves that finding and classifying such quantum
states is per se an interesting task.

In this chapter we introduce techniques for the detection of nonlocality in
many-body quantum states. We focus on the derivation of Bell inequalities
with one and two-body correlators which are either translationally or
permutationally invariant.

The chapter is organized as follows: In Section 4.1 we characterize the
structure and the construction of the local polytope of two-body correla-
tions that are invariant under the action of a given symmetry group. In
Section 4.2 we derive in detail an analytical class of permutationally sym-

7 One can never violate a Bell inequality with one-body correlators only.
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metric Bell Inequalities. In Section 4.3 we propose an analytical class of
quantum states and measurements that maximally violates the inequalities
described in Section 4.2. In Section 4.4, we propose an analytical class
that detects the nonlocality of every entangled Dicke state. In Section 4.5
we introduce the tools to generalize the techniques used in this chapter to
obtain permutationally symmetric Bell Inequalities for any scenario with
k-body correlators. In Section 4.6 we study the case for translationally
invariant Bell inequalities with 2-body correlators and in Section 4.7 we
give some considerations from the experimental point of view.

The results presented in this Chapter are joint work with R. Augusiak,
A. B. Sainz, T. Vértesi, A. Aćın and M. Lewenstein [Tur+14a; Tur+14b;
Tur+15b] (see also [Tur+15a]). The results of Section 4.5 are new and
they have not been published yet.

4.1. The structure of the local polytope

In Section 2.2 we have already introduced the basics of nonlocality. In
particular, the local polytope, which we denoted PL, and we analysed its
complexity, which depended on the Bell scenario (n,m, d) under considera-
tion. The aim of this section is to study the geometry of certain projections
of PL, which will lead to Bell inequalities with some desired properties.

Description in terms of correlators

When working in a Bell scenario (n,m, d) in which the measurements have
binary outcomes, i.e., d = 2, it is more comfortable to work with correlation
functions instead of the vector of probabilities P (a0, . . . , an−1|x0, . . . , xn−1)
introduced in Eq. (2.10). In such case, we name the outcomes of the
observables ±1. The expectation value of the xi-th measurement performed
by the i-th party is then given by

〈M(i)
xi 〉 := P (ai = 1|xi)− P (ai = −1|xi). (4.1)

Similarly, for two-body correlators, one has

〈M(i)
xiM

(j)
xj 〉 := P (ai = aj |xixj)− P (ai 6= aj |xixj). (4.2)
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This generalizes to higher order correlators, just by taking the expectation
value of the product of all the involved outcomes.

When ~P is no-signalling, one can express it in terms of all the marginals
of the form Pi1...ik(0 . . . 0|xi1 . . . xik) by repeatedly using the fact that the
marginals are normalized probability distributions. Equivalently, there is
a one-to-one correspondence between P (a0, . . . , an−1|x0, . . . , xn−1) and
〈M(i1)

x1 · · ·M
(ik)
xk 〉, which is given by

P (a0 . . . an−1|x0 . . . xn−1) =
1

2n

n∑
k=0

∑
0≤i1<...<ik<n

ai1 · · · aik〈M
(i1)
xi1
· · ·M(ik)

xik
〉,

(4.3)
where we have defined 〈∅〉 := 1.

Thus, in the (n,m, 2) scenario there is no information loss when working
with correlators instead of probabilities. As Eq. (4.3) is a linear and invert-
ible change of variables, it does not modify the geometrical properties (e.g.
convexity, number of facets, face lattice) of PL.

The vertices of PL now satisfy the relations

〈M(i1)
xi1
· · ·M(ik)

xik
〉 = 〈M(i1)

xi1
〉 · · · 〈M(ik)

xik
〉, (4.4)

with 〈M(i)
xi 〉 = ±1 for all i.

4.1.1. Going to a lower order correlations local polytope

As discussed in Section 2.2, both the dimension of the space in which PL

is embedded and its number of vertices are exponential in n, making its
characterization an intractable task. By projecting it onto a much smaller
dimensional affine space, we aim at obtaining a simpler object, easier to
characterize. However, such simplification does not come for free, for the
Bell inequalities we shall obtain will be weaker in general.

When one applies a projection π to a polytope P, a point ~P can either
be projected inside or outside of π(P). However, if π(~P ) is not inside of
π(P), then it must have come from some ~P outside of P8. Hence, violating

8 The reason is that if ~P =
∑
i λi

~Qi, where λi form a convex combination and ~Qi ∈ P,
then π(~P ) =

∑
i λiπ( ~Qi), where π( ~Qi) ∈ π(P).
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a Bell inequality for π(PL) certifies nonlocality, whereas the correlations
that can be expressed as a convex combination of the vertices of π(PL) are
left inconclusive.

There is clearly a compromise between the degree of simplification given
by the projection π and the strength of the Bell inequalities that character-
ize π(PL). The projections to apply will be chosen with the objective of
obtaining Bell inequalities that one can readily test in an experiment. But
also, for a more fundamental study, we shall tackle the question of what is
the minimal amount of information needed, in terms of correlators (the
simplest measurements), that can reveal nonlocality. We will be interested
in two basic kinds of projections: (i) reducing the order of the correlators
〈M(i1)

xi1
· · ·M(ik)

xik
〉 that appear in the Bell Inequality, so that measurements

involving less parties need to be performed, and (ii) applying a symmetry
group G such that the Bell inequality remains invariant under the action of
G.

One can reduce the order of correlators to K-body: if d = 2, this can be
done by including only those of the form 〈M(i1)

xi1
· · ·M(ik)

xik
〉, with k ≤ K.

For a general (n,m, d) Bell scenario, this corresponds to the marginals
Pi1...ik(ai1 , . . . aik |xi1 . . . xik), also for k ≤ K. The dimension of PL is re-
duced from (m(d− 1) + 1)n − 1 to9

K∑
k=1

(
n

k

)
mk(d− 1)k, (4.5)

and the number of vertices is kept the same, as we shall prove in Lemma
4.1, adapting the proof of [BGP10; Tur+14b]. We denote by PK the local
polytope obtained by not including the correlators of order higher than K.

Lemma 4.1. Let πK be the projection that restricts ~P to, at most, K-body
correlators. Then, for any ~P ∈ Ext(PL), πK(~P ) ∈ Ext(PK). Moreover,
|Ext(PL)| = |Ext(PK)|.

9 Eq. (4.5) follows from a counting argument. For a fixed correlator length k, there are(
n
k

)
ways to choose the parties involved in the correlator; then, one has to choose

k measurements to perform out of m, which can be repeated as they correspond to
different parties, and k times d− 1 outcomes, because of the normalization condition
that makes the last outcome redundant. When K = n, one recovers the general bound
(m(d− 1) + 1)n − 1.
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4.1. The structure of the local polytope

Proof. We begin by observing that one can group the components of ~P in
k-body marginals or correlators: ~P =

⊕n
k=1

~Pk. Each ~Pk has dimension(
n
k

)
mk(d− 1)k (cf. Eq. (4.5)). Now, πK acts as follows: πK(~P ) =

⊕K
k=1

~Pk.

We shall now see how every vertex of PL gets uniquely mapped to a ver-
tex of PK , by explicitly constructing, for any ~Q ∈ Ext(PK), a ~P ∈ Ext(PL)
for which ~Q = πK(~P ). Such ~P can always be constructed, for any K ≥ 1,
because many-body probability distributions or correlators factorize at the
vertices of PL (cf. Section 2.2.2). Hence, they can always be reconstructed
[BGP10] from the information present in one-body correlators, which are
always present, as K ≥ 1.

It remains to see that, for any ~P ∈ Ext(PL), πK(~P ) ∈ Ext(PK). It is
sufficient to show that, if this were not the case, then πK(~P ) =

∑
i pi

~Qi,
with ~Qi being different elements of Ext(PK). As all coordinates of ~Qi are
either 0 or 1 (if we work with probabilities) or ±1 (if d = 2 and we work
with correlators), then there must exist at least one coordinate which is
different than 0 or 1 (or −1 or 1). This contradicts the assumption that
~P ∈ Ext(PL).

As a result, πK(~P ) ∈ Ext(PK) ⇐⇒ ~P ∈ Ext(PL). It is straightforward
to see, by looking at one-body correlators, that different vertices correspond
to different mapped vertices; i.e., ~P 6= ~P ′ ⇐⇒ πK(~P ) 6= πK( ~P ′). Hence,
we arrive at |Ext(PL)| = |Ext(PK)| = dmn.

On the other hand, one can consider a group G of symmetry10 such that
the vertices of π(PK) remain invariant under the action of G, and so will
the facets. We denote this projected polytope PGK . The motivation for this
kind of symmetry is two-fold: first, not only further reduces de dimension
in which the polytope can be embedded, but it also reduces the number of
its vertices; second, by choosing G which contains a symmetry present in a
physical system, it produces Bell inequalities which exploit this symmetry
and greatly simplify its experimental realization. In the next section we
study in detail PGK .

10 This group can be seen as a subgroup of the symmetric group of n elements Sn, denoted
G ≤ Sn, as it applies a subset of all possible permutations to the parties.
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4. Nonlocality in Multipartite Quantum States

4.1.2. The symmetrized polytope

Let G be a group, seen as a subgroup of the group of permutations of n
elements, Sn. We denote it G ≤Sn. Let us denote by PK the set of K-body
probabilities:

PK :=
K⋃
k=1

{Pi1...ik(ai1 . . . aik |xi1 . . . xik)}, (4.6)

with 0 ≤ i1 < . . . < ik < n, 0 ≤ aj < d− 1 and 0 ≤ xj < m. The action of
G on the set PK is defined through the permutation of the parties i1 . . . ik.
Formally, we have an action g given by

g : G × PK −→ PK
(σ , Pi1...ik(ai1 . . . aik |xi1 . . . xik)) 7→ Pσ(i1...ik)(ai1 . . . aik |xi1 . . . xik).

(4.7)
Since the action of a group on a set induces a partition of such set into

different orbits, given a correlator P ∈ PK , let us denote the corresponding
orbit induced by g as [P ] := {g(σ, P ), σ ∈ G}. The set of orbits is denoted
PK/G. Observe that a correlator P can only belong to one orbit; this is
why we say that orbits constitute a partition of the set PK . Thus, we can
express PK as the disjoint union, denoted t, of all its orbits; i.e.,

PK =
⊔

[P ]∈PK/G

[P ]. (4.8)

By construction, now we have an equality between sets: g([P ]) = [P ].
In particular, the sum of all the elements in [P ] remains invariant under
the action of any σ ∈ G. This motivates the definition of a G-invariant
correlator S[P ]:

S[P ] :∝
∑
P∈[P ]

P ∀[P ] ∈ PK/G. (4.9)

Observe that there are as many G-invariant correlators as elements in
PK/G. We have used the proportionality symbol in Eq. (4.9) to indicate
that the property of G-invariance does not depend on this proportionality
factor. We shall choose it to our convenience in the next sections.

Since Eq. (4.9) defines a linear projection, we can define theG-symmetric
polytope of at most K-body correlations, which we denote PGK , as the

86



4.1. The structure of the local polytope

image of PL by Eq. (4.9). Its dimension is simply given by the number of G-
symmetric correlators that one can obtain via Eq. (4.9); i.e.;

∑K
k=1 |Pk/G|.

Note that the proportionality constant implicit in Eq. (4.9) corresponds to
a stretching in the corresponding dimension and thus it does not change
the relevant geometrical properties of PGK .

The G-symmetric K-body polytope PGK can be completely characterized
by listing its vertices. They can be readily obtained from the projection of
the vertices of PL via Eq. (4.9). However, this procedure turns out to be
inefficient in practice, as there is a number of vertices dmn exponential in
n. We shall now see how to bound the number of vertices of PGK and how
to generate them directly, without having to consider any of Ext(PL).

Bounding the number of vertices of the G-symmetric K-body correlations
polytope

By virtue of Eq. (4.9), which is a linear projection, every vertex of PGK is
the image of some vertex of PL. The converse is not true in general, as a
vertex of PL may get mapped to the interior of PGK , which happens to be
the case in most situations. We will identify this behavior by looking at the
deterministic local strategies (which are in one-to-one correspondence with
the vertices of PL). Every set of deterministic local strategies that gives the
same values in Eq. (4.9) is a candidate for a vertex, so counting this set will
give an upper bound on the cardinality of Ext(PGK). To this end, we shall
make use of the Redfield-Pólya’s enumeration theorem [Red27; Pól37].

A Deterministic Local Strategy (DLS) is just an assignment of a list of a
predetermined outcomes for every measurement for every party. Thus, it
can be thought of as a function f : X −→ Y , where X = {0, . . . , n − 1}
indexes the parties and Y = {(y0, . . . , ym−1), 0 ≤ yi < d} indexes the set
of tuples that indicate the outcomes of each of the m measurements. We
denote11 the set of all DLSs Y X . Analogously to Eq. (4.8), it is possible to
partition Y X , thus grouping strategies that give the same values in all Eqs.
(4.9). We will say that f1 and f2 are equivalent (or they belong to the same
element in Y X/G) if, and only if, there exists a permutation σ ∈ G such
that it brings f1 to f2 (See Figure 4.1). The Redfield-Pólya enumeration

11 By simple analogy to the cardinality of the set of functions from X to Y , since |Y X | =
|Y ||X| in the finite case.
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4. Nonlocality in Multipartite Quantum States

theorem counts the number of orbits, which is given by

|Y X/G| = 1

|G|
∑
σ∈G
|Y |c(σ), (4.10)

where c(σ) denotes the function that, for each permutation σ, outputs the
number of disjoint cycles12 of σ.

It is now clear from Eqs. (4.9) and (4.10) that both the dimensions ofPGK
and its number of vertices depend on the chosen symmetry group G. There
is a trade-off between the order of the group and the complexity of PGK:
the bigger the symmetry group, the smaller the dimensions and number of
vertices of PGK , as well as the chances to obtain useful Bell inequalities for
nonlocality detection in many-body systems.

4.1.3. The permutationally invariant K-body correlations polytope

In this section we consider the case of the biggest symmetry group G = Sn.
The polytope PSn

K is described by Bell inequalities which are invariant
under any permutation of the parties. For the case K = n, with n ≤ 5,
inequalities of these kind were considered in [BGP10].

Let us start by upper bounding |Ext(PSn
K )|, by an explicit computation of

(4.10). It is useful to recall that the number of permutations of n elements
with k disjoint cycles is given by the unsigned13 Stirling number of the first

kind, denoted
[
n
k

]
. This has the following property [AS65]:

n∑
k=1

[
n
k

]
xk = x(x+ 1) · · · (x+ n− 1) =

(x+ n− 1)!

(x− 1)!
. (4.11)

12 This is a well-defined quantity, as every permutation decomposes uniquely into a product
of disjoint cycles (modulo a permutation of the cycles).

13 The signed Stirling number of the first kind has an additional factor (−1)n−k in front,
and it corresponds to the coefficients of the falling factorial x(x − 1) · · · (x − n + 1)
[AS65].
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4.1. The structure of the local polytope

With the aid of (4.11), Eq. (4.10) can be directly calculated, since

|Y X/Sn| =
1

n!

∑
σ∈Sn

(dm)c(σ) =
1

n!

n∑
k=1

[
n
k

]
(dm)k

=
1

n!

(n+ dm − 1)!

(dm − 1)!
=

(
n+ dm − 1

dm − 1

)
. (4.12)

We shall see in Sections 4.1.4 and 4.6.1 that the bound |Ext(PSn
K )| ≤

|Y X/G| is not tight in general and it can be further refined.

Let us now see a simpler argument for deriving Eq. (4.12), without
having to use the Redfield-Pólya theorem. This will allow us to parametrize
the vertices of PSn

K with dm − 1 integer parameters. The combinatorical
interpretation of Eq. (4.12) is that the number of Sn-equivalent DLSs is
nothing else than the number of ways to partition a set of n elements
into dm possibly empty subsets. In other words, the number of ways to
color n indistinguishable parties with dm colors (cf. Figure 4.1). Or, in a
language closer to nonlocality, the different sets of instructions that are
given to the parties prior to the experiment that determine the outcome of
the measurements; since the inequality is permutationally invariant, it does
not matter the order in which such sets of instructions are given. The key
idea is to identify a DLS f : X −→ Y as a coloring of a hypergraph, which
has the elements of X (the parties) as its nodes and the k-body correlators
as its hyperedges; the colors are the elements of Y . If the colors of the
nodes are permuted according to an element of G, then all the correlators
(4.9) keep the same values, so they correspond to the same point in PGK .

However, as we are currently considering G = Sn, this happens for
any permutation. Thus, the values of (4.9) only depend on the amount of
parties assigned to each color; i.e., the amount of parties sharing the same
DLS. There are |Y | = dm possible DLSs, so one has to consider the number
of partitions of n into dm (some possibly empty) subgroups. Eq. (4.12)
follows from a simple combinatorical argument: arrange the n parties in a
line, add dm − 1 more and then choose, out of the n+ dm − 1, dm − 1 to
act as a separator.
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4. Nonlocality in Multipartite Quantum States

Dichotomic observables

From now on, for simplicity, let us focus on the particular case d = 2,
where all observables can take two values, ±1 and let us work in the
correlation functions framework introduced in Section 4.1. Recall that
there is no loss of generality in this switch for d = 2. We are now interested
in characterizing dimP

Sn
K = |PK/Sn|. A direct look at Eq. (4.9) shows

that S[M], whereM is a k-body expectation value with 1 ≤ k ≤ K, only
depends on the choice of k out of the m possible measurements available.
For instance, one would have S[A2B2C0] = S[B2D0E2] = . . ., which suggests
to take as a canonical representative the lexicographically lowest element,
that in this particular example would be A0B2C2, and simply denote the
correlator as S022. This step greatly simplifies the task of finding dimP

Sn
K ,

which is the number of ordered sequences 0 ≤ x1 ≤ x2 ≤ . . . ≤ xk < m,
for k going from 1 to K. Hence,

|PK/Sn| =
K∑
k=1

(
k +m− 1

m− 1

)
=

(
m+K

K

)
− 1. (4.13)

Observe that Eq. (4.13) shows that the dimension of PSn
K does not depend

on n, which is an essential step towards the many-body regime; i.e., for
large n.

The symmetric polytope of 2-body correlations

The simplest element from the family of polytopes PSn
K is for K = 2 and 2

dichotomic measurements, which has dimension 5. We are now in position
to define the symmetric correlators we will be working with, throughout
most of this chapter:

Sk :=

n−1∑
i=0

M(i)
k , 0 ≤ k ≤ 1, (4.14)

Skl :=
n−1∑
i=0

n−1∑
j=0,j 6=i

M(i)
k M

(j)
l , 0 ≤ k ≤ l ≤ 1. (4.15)

It is easy to check that Eqs. (4.14) and (4.15) do correspond to Eq. (4.9)
with the appropriate proportionality factor. As it is shown in Figure 4.1,
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4.1. The structure of the local polytope

single-body correlators can also be obtained by summing the black circles
and subtracting the red ones, and two-body correlators are given by adding
the black edges and subtracting the red ones. Hence, to make explicit
calculations in what follows, it is convenient to introduce the variables
below:

af := |f−1(+,+)|, bf := |f−1(+,−)|,
cf := |f−1(−,+)|, df := |f−1(−,−)|, (4.16)

where f−1 denotes the preimage of the map f : X −→ Y . The variable
af counts the number of parties for which its predetermined outcomes
are M0 = +,M1 = + for a given f , and so on for bf , cf and df . In the
particular example of Fig. 4.1 we have af = 2, bf = 1, cf = 1 and df = 0.
Because there are no other possibilities, one always has, for all f ∈ Y X ,
af + bf + cf + df = n. Interestingly, the values of the symmetric correlators
(4.14, 4.15) can be inferred just from these four numbers. As one can
directly check, for a given f ,

S0 = af + bf − cf − df (4.17)

and
S1 = af − bf + cf − df . (4.18)

The two-body correlators (4.15) are found using the fact that correlators
factorize on the vertices of PL; hence, for any f ,

Skl = SkSl −
n−1∑
i=0

M(i)
k M

(i)
l . (4.19)

The subtracted amount in Eq. (4.19) is well defined on vertices, and it
amounts to either n if k = l, or the sum of the product of the k-th and the
l-th observables over all the parties if k 6= l, a term which we shall define
as Z:

Z :=

n−1∑
i=0

M(i)
0 M

(i)
1 = af − bf − cf + df . (4.20)

Eq. (4.15) now reads S00 = (S0)2−n, S01 = S0S1−Z and S11 = (S1)2−n.
In the forthcoming sections, we shall skip the subindex f when it is clear
from the context.
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4. Nonlocality in Multipartite Quantum States

Permutationally invariant Bell inequalities

The Bell inequalities that constrain14 the polytope P2, for the (n, 2, 2)
scenario, in terms of correlation functions, are given by

βc +
n−1∑
i=0

(
αi〈M(i)

0 〉+ βi〈M(i)
1 〉
)

+
∑

0≤i<j<n
γij〈M(i)

0 M
(j)
0 〉

+
∑

0≤i 6=j<n
δij〈M(i)

0 M
(j)
1 〉+

∑
0≤i<j<n

εij〈M(i)
1 M

(j)
1 〉 ≥ 0,

(4.21)
for some αi, βi, γij , δij , εij ∈ R and βc ∈ R. The constant term βc is the so-
called classical bound, and it is found by optimizing (4.21) over all LHVM
or, equivalently, over all deterministic local strategies f ∈ Y X . The number
of degrees of freedom in a general 2-body correlators Bell inequality is 2n2

(cf. Eq. (4.5) for d = m = K = 2).
After symmetrization by Sn, the Bell inequalities obtained will have all

the coefficients equal: αi = α, βi = β, γi = γ, δi = δ and εi = ε, because
the Bell inequalities that define PSn

2 are of the form

βc + αS0 + βS1 +
γ

2
S00 + δS01 +

ε

2
S11 ≥ 0, (4.22)

with α, β, γ, δ, ε ∈ R and βc ∈ R being the corresponding classical bound.

4.1.4. Characterization of the vertices of the permutationally invariant
polytope

The dimension of the space in which PSn
2 is embedded for the (n, 2, 2)

scenario is 5, as it has coordinates S0,S1, S00, S01 and S11. However, a point
in this space that corresponds to a DLS, namely f , only 4 parameters are
needed in order to completely describe it: either (a, b, c, d) or (n,S1,S0,Z).
These two sets of variables are related via a (proportional to) orthogonal
transformation, given by a Hadamard matrix:

n
S1

S0

Z

 =


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1




a
b
c
d

 = H⊗2


a
b
c
d

 . (4.23)

14In particular, those inequalities that correspond to facets.
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4.1. The structure of the local polytope

We shall further study this relation in Section 4.5, where it will be gen-
eralized to the (n,m, d) scenario with K-body correlators, both in the
framework of probabilities and the framework of expectation values.

As we have argued in Section 4.1.3, in order to explore all the vertices
of PSn

2 , it is enough to consider all the partitions of n in 4 non-negative
integers. To this end, let us define the set of all such partitions:

Tn = {(a, b, c, d) ∈ Z4 : a, b, c, d ≥ 0, a+ b+ c+ d = n}. (4.24)

Note that Eq. (4.24) has a clear geometrical interpretation: Tn is the set of
points of a simplex with integer coordinates. In the particular case (n, 2, 2),
it can be viewed as the integer-coordinates points of a tetrahedron. In
order to conveniently describe all the candidates for vertices of PSn

2 , let us
introduce the following map:

ϕ : Tn −→ P
Sn
2

(a, b, c, d) 7→ (S0,S1,S00,S01,S11),
(4.25)

Then PSn
2 is the convex hull15 of ϕ(Tn), which we shall denote PSn

2 =
CH(ϕ(Tn)).

In the following theorem, we show how one can discard most of the
points in Tn, namely, those with no coordinate equal to zero. This is why
we need to introduce the following set

∂Tn := {(a, b, c, d) ∈ Z4 : a, b, c, d ≥ 0, a+ b+ c+ d = n, abcd = 0}.
(4.26)

Theorem 4.2. For all p = (a, b, c, d) ∈ Tn, the following equivalence holds:

p ∈ ∂Tn ⇐⇒ ϕ(p) ∈ Ext(PSn
2 ). (4.27)

Proof. Let us start with the if part. Suppose that p ∈ Tn \ ∂Tn, so that all
the coordinates of p are strictly positive; i.e., a, b, c, d ≥ 1. We have to show
that p is not a vertex of PSn

2 and we will do so by explicitly giving a convex

15 The convex hull of a set S is the smallest convex set containing S. If the convex hull is a
closed set, then it can be defined as the intersection of all closed half-spaces containing
S. This happens when S is compact. In particular, in our case, when S is finite.
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decomposition. Let us consider a vector v from Tn: v = (1,−1,−1, 1).
Note that v is the fourth row of the Hadamard matrix in (4.23). Since
a Hadamard matrix is orthogonal, all its rows are pairwise orthogonal.
Consequently, for any λ, p + λv has the same value for any n, S0 and S1,
whereas Z(p + λv) = Z(p) + 4λ. Hence, the only coordinate that can
change is S01. After short algebra, one finds that S01(p+λv) = S01(p)− 4λ.
Observe that for any µ1, µ2, we have

µ1ϕ(p+ µ2v) + µ2ϕ(p− µ1v) = (µ1 + µ2)ϕ(p). (4.28)

If µ1, µ2 > 0, we have found a convex decomposition of ϕ(p):

ϕ(p) =
µ1

µ1 + µ2
ϕ(p+ µ2v) +

µ2

µ1 + µ2
ϕ(p− µ1v) (4.29)

Notice that if we pick µ1 = min{a, d} and µ2 = min{b, c}, then p+ µ2v ∈
∂Tn and p−µ1v ∈ ∂Tn hold. Since µ1, µ2 > 0, this ensures that Eq. (4.29)
is a proper convex decomposition, so ϕ(p) /∈ Ext(PSn

2 ).
Conversely, for the only if part, let p ∈ ∂Tn. If ϕ(p) were not a vertex of

P
Sn
2 , there would exist a convex combination of different elements from

Ext(PSn
2 ), namely {qi}i=1...k, for some k > 1, that would give ϕ(p). Since

ϕ, when restricted to DLSs, is an invertible transformation, for every qi
there is a unique pi ∈ Tn such that ϕ(pi) = qi.

To see that ϕ is indeed invertible in any DLS, it suffices to observe that
(S0,S1,S00,S01,S11) = (S0,S1, (S0)2−n,S0S1−Z, (S1)2−n), from which
one can trivially obtain n,S1,S0,Z and, via Eq. (4.23), a, b, c and d. Let us
then label the different coordinates of pi, pi = (ai, bi, ci, di). Then, ϕ(p) has
then the following decomposition:

ϕ(p) =
k∑
i=1

λiϕ(pi), (4.30)

where 0 < λi < 1 and the sum of the λi is 1.
By looking at the third coordinate of the vectors in Eq. (4.30), the fact

that S00(r) = (S0(r))2 − n for all r ∈ Tn implies the following:

(S0(p))2 − n =
k∑
i=1

λi[(S0(pi))
2 − n]

(
k∑
i=1

λiS0(pi)

)2

=
k∑
i=0

λi(S0(pi))
2. (4.31)
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Treating Equation (4.31) as a quadratic function in S0(pm), for some 1 ≤
m ≤ k we can collect terms and obtain a degree two polynomial equation
in S0(pm):

λm(λm − 1)(S0(pm))2 + 2λmS0(pm)
∑
i 6=m

λiS0(pi)

+

∑
i 6=m

λiS0(pi)

2

−
∑
i 6=m

λi(S0(pi))
2 = 0. (4.32)

Eq. (4.32) has a real solution S0(pm) ∈ R if, and only if, its discriminant is
non-negative, which is equivalent to

− 4λm
∑

i<j: i,j 6=m
λiλj(S0(pi)− S0(pj))

2 ≥ 0. (4.33)

Because all λi > 0, Eq. (4.33) is fulfilled if, and only if, for all i, j 6= m,
S0(pi) = S0(pj). However, Eq. (4.33) holds for each m, which allows us to
conclude that it must necessarily be the case that, for all i, S0(pi) = S0(p).
By applying the same reasoning to S1, we can conclude

Sx(pi) = Sx(p), 0 ≤ x ≤ 1, 1 ≤ i ≤ k. (4.34)

The assumption that ϕ(p) /∈ Ext(PSn
2 ) only leaves the possibility that every

S01(pi) must be different. Since in any DLS one has S01(r) = S0(r)S1(r)−
Z(r), Ea. (4.34) implies that every Z(pi) must be different. The fourth
coordinate of Eq. (4.30) then reads

a− b− c+ d =
k∑
i=1

λi(ai − bi − ci + di). (4.35)

By appropriately adding and subtracting Eqs. (4.35, 4.34), and using the
fact that a+ b+ c+ d = ai + bi + ci + di = n, one shows that:

a =

k∑
i=1

λiai, b =

k∑
i=1

λibi, c =

k∑
i=1

λici, d =

k∑
i=1

λidi, (4.36)

which is equivalent to p =
∑k

i=1 λipi. That is, p is a convex combination of
elements of Tn with the same weights as the convex combination of ϕ(p).
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Finally, if p ∈ ∂Tn, by definition one of its coordinates is zero. However,
if any of its coordinates were 0, Eqs. (4.34), (4.35) and a + b + c + d =
ai + bi + ci + di would imply that, for every i, p = pi, contradicting the
fact that Eq. (4.29) was a proper convex decomposition. This contradiction
comes from the assumption that ϕ(p) was not a vertex of PSn

2 . Hence,
ϕ(p) ∈ Ext(PSn

2 ).

Remark 4.3. Theorem 4.2 enables us to construct PSn
2 as the convex

hull of ϕ(∂Tn), instead of the convex hull of ϕ(Tn). In addition, we have
completely characterized the vertices of PSn

2 , and we can count how many
there are:

|Ext(PSn
2 )| = |∂Tn| = |Tn| − |Tn \ ∂Tn| = |Tn| − |Tn−4|

=

(
n+ 3

3

)
−
(
n− 1

3

)
= 2(n2 + 1), (4.37)

which is an improvement from O(n3) to O(n2). Due to Theorem 4.2 and
the fact that ϕ is invertible on DLSs, every vertex of PSn

2 is generated from
a unique tuple (a, b, c, d) ∈ ∂Tn.

In terms of the coloring introduced in Fig. 4.1, the interpretation is that
a coloring f : X −→ Y in which all colors appear cannot correspond to an
element in Ext(PSn

2 ).

4.2. Classes of Bell Inequalities

As we have discussed in Remark 4.3, the coordinates (S0,S1,S00,S01,S11)
of the vertices of PSn

2 = CH(ϕ(∂Tn)) are of the form

S0 = a+ b− c− d (4.38)

S1 = a− b+ c− d (4.39)

S00 = (S0)2 − n (4.40)

S01 = S0S1 −Z (4.41)

S11 = (S1)2 − n, (4.42)

for (a, b, c, d) ∈ ∂Tn. We will exploit this parametrization to derive classes of
Bell inequalities forPSn

2 . Note that if two sets S1 and S2 fulfill S1 ⊆ S2, then
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4.2. Classes of Bell Inequalities

its convex hulls are also included one into the other: CH(S1) ⊆ CH(S2).
Thus, if we relax the condition that the parameters (a, b, c, d) are integers
to being real numbers, we shall obtain a larger object, which is convex and
does not need to be a polytope, that contains PSn

2 . Hence, a Bell inequality
valid for this object will also be valid for PSn

2 . To this end, let us define the
following sets:

Tn = {(a, b, c, d) ∈ R4 : a, b, c, d ≥ 0, a+ b+ c+ d = n}(4.43)

∂Tn = {(a, b, c, d) ∈ R4 : a, b, c, d ≥ 0, a+ b+ c+ d = n, abcd = 0}(4.44)

What we gain doing this relaxation is that now CH(∂Tn) can be easier to
characterize, as new tools such as differential calculus can be applied to
it. As we shall see later on, the price to pay in doing so is not that high, as
the inequalities we shall obtain will be optimizable; i.e., we can bring them
back to PSn

2 .
Let us define PSn

2 := CH(∂Tn). As the proof of Theorem 4.2 applies to
the continuous case as well, then CH(ϕ(Tn)) = CH(ϕ(∂Tn)). As ∂Tn ⊂
∂Tn, then PSn

2 ⊆ PSn
2 , as we discussed, so that a Bell inequality valid for

PSn
2 is also a Bell inequality valid for PSn

2 . The characterization of Bell
inequalities on PSn

2 is an easier task16 than finding the ones corresponding
to PSn

2 .
Before formally stating Theorem 4.4, let us take a look at the idea behind

the derivation of the class of Bell inequalities we present. Eqs. (4.38-
4.42) are polynomials of degree 1 or 2 in the variables a, b, c and d. Thus,
16 The sets ϕ(∂Tn) and ϕ(Tn) are defined through polynomial equalities and inequalities.

We say that they are semialgebraic. The characterization of convex hulls of semialgebraic
sets is a well studied subject [GT]. Although its exact characterization is an NP-hard
problem [BPT], there exist efficient approximations with semi-definite programming
techniques in terms of the so-called theta bodies. As we shall discuss in Section 4.5, these
techniques can be directly applied to any (n,m, d) scenario with K-body correlators
when the symmetry group G is Sn.

The Navascués-Pironio-Aćın (NPA) hierarchy [NPA08] mentioned in Section 2.2.2
is also in the spirit of such approximations, although for the case of non-commutative
variables. When the NPA hierarchy gives a certificate that a set of correlations is outside
Qk for some k, then such correlations cannot be realized with quantum resources. In our
case, a characterization of PSn

2 through theta bodies produces also a hierarchy of sets
PSn

2 ⊆ . . . ⊆ Θ2 ⊆ Θ1 that can certify if a set of correlations which is outside of Θk for
some k; in such case, the correlations under study cannot be simulated through shared
randomness and they must be necessarily nonlocal. To our knowledge, this technique
has never been used in order to decide between local and non-local correlations.
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4. Nonlocality in Multipartite Quantum States

they define a manifold in a 5-dimensional space, and this manifold is 3-
dimensional, because of the normalization constraint a+ b+ c+ d = n. By
finding a tangent hyperplane to it, we might obtain a good candidate for a
Bell inequality. Hence, we have to determine a plane of the form

αS0 + βS1 +
γ

2
S00 + δS01 +

ε

2
S11 + βc = 0, (4.45)

and then prove that the l. h. s. of Eq. (4.45) is positive on all elements
of ϕ(Tn). This will give us constraints on the coefficients α, β, γ, δ, ε and
the classical bound βc that will define a good Bell inequality. Theorem 4.2
already gives us a hint on how to start the search: since the extremal points
of PSn

2 satisfy abcd = 0 in Tn, an option is to look in a single facet of Tn;
e.g., those for which a = 0. Not all Bell inequalities need to be tight (in
the sense of fulfilling Eq. (4.45)) on the same facet of Tn, as a = 0 implies
abcd = 0 but the converse is not true in general. However, for simplicity,
we are looking for a class of Bell inequalities that displays this feature.

Let us introduce the following Lagrangian function, with λ and µ being
Lagrange multipliers:

L = αS0 + βS1 +
γ

2
S00 + δS01 +

ε

2
S11 + λ(a+ b+ c+ d−n) +µa, (4.46)

from which we wish to find its minimum −βc := mina,b,c,d,λ,µ∈R L. Because
we are dealing with two-body correlators, the necessary condition for an
extremum to exist reduces to an inhomogeneous system of linear equa-
tions. Thus, we can look for a solution of it, denoted (a∗, b∗, c∗, d∗, λ∗, µ∗),
corresponding to a zero of the differential application DL. To this end, swe
have to solve

ξ+ ζ −ζ −ξ+ 1 1
ζ ξ− −ξ− −ζ 1 0
−ζ −ξ− ξ− ζ 1 0
−ξ+ −ζ ζ ξ+ 1 0

1 1 1 1 0 0
1 0 0 0 0 0





a∗

b∗

c∗

d∗

λ∗

µ∗

 =



−α− β + ξ+/2
−α+ β + ξ−/2
α− β + ξ−/2
α+ β + ξ+/2

0
0

 ,

(4.47)
where ξ± := γ ± 2δ + ε and ζ := γ − ε.

Generically, the matrix appearing in Eq. (4.47) is non-singular. This
means that for almost any ξ± and ζ, it is invertible, which leads to a
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4.2. Classes of Bell Inequalities

unique solution (a∗, b∗, c∗, d∗); i.e., a Bell inequality which is tangent only
to one point. Our task is to tilt the Bell inequality by properly choosing its
coefficients, so that it becomes tangent to as many points as possible in
PSn

2 . The number of solutions of Eq. (4.47) is given by Rouché-Frobenius
theorem, a basic linear algebra result17. Since we are not interested in
having a unique solution, the first condition we impose on the coefficients
of Eq. (4.45) is that detA = 0, where A is the matrix appearing on the l. h.
s. of Eq. (4.47). After simple algebra, this condition simplifies to

δ2 − γε = 0. (4.48)

When Eq. (4.48) is enforced, the rank of A is not greater than 5. If we
further impose γδε 6= 0, a condition we can always assume (otherwise the
Bell inequality in Eq. (4.45) becomes trivial, it is exactly 5. It only remains
to ensure that A|~c has rank 5 as well, which is equivalent to having all its
5× 5 minors vanishing, a condition that reads

δ(β + δ) = ε(α+ δ). (4.49)

When Conditions (4.48) and (4.49) are imposed, one can find the corre-
sponding local minimum, which equals the classical bound provided that
this minimum is global:

βc = −L(a∗, b∗, c∗, d∗, λ∗, µ∗) =
(β + δ)2 + n(δ − ε)2

2ε
. (4.50)

One can repeat the same argument and come up with similar expressions
by exploring the facets b = 0, c = 0 or d = 0. Only permutations of
parameters and sign changes would appear. It turns out that we can prove
that the minimum in Eq. (4.50) is indeed global in PSn

2 , and we can apply
a small correction to it to make Eq. (4.45) tangent to PSn

2 , as we do
in Theorem 4.4. Furthermore, in Theorem 4.5 we give a necessary and
sufficient criteria for counting in how many vertices of PSn

2 it is tangent,
and when is it tight.

17 It states that, for a square matrix A, a linear system of equations A~b = ~c has some
solution(s) (is compatible) if, and only if, the rank of A is the same as the rank of the
extended matrix A|~c. This solution is unique, if and only if, detA 6= 0.

99



4. Nonlocality in Multipartite Quantum States

Theorem 4.4. For any σ ∈ {−1, 1} and x, y, µ ∈ N such that µ has opposite
parity to x (y) if n is even (odd), define the parameters of (4.22) as

α± = x[σµ± (x+ y)], β = µy, γ = x2, δ = σxy, ε = y2. (4.51)

Then, the classical bound of the resulting Bell inequality, for which it is tangent
to PSn

2 , is

βc =
1

2
[n(x+ y)2 + (σµ± x)2 − 1]. (4.52)

Proof. Let I be the function defined as

I =
1

2
[n(x+ y)2 + (σµ± x)2 − 1] + x[σµ± (x+ y)]S0 + µyS1

+
x2

2
S00 + σxyS01 +

y2

2
S11 (4.53)

We will show that min
P

Sn
2
I = 0. For this purpose, we notice that for all

DLSs, I takes the following form

I =
1

2
[n(x+ y)2 + (σµ± x)2 − 1] + x[σµ± (x+ y)]S0 + µyS1

+
x2

2

(
S2

0 − n
)

+ σxy (S0S1 −Z) +
y2

2

(
S2

1 − n
)

=
1

2

(
x2S2

0 + 2σxyS0S1 + y2S2
1

)
+ xyn− σxyZ +

1

2
(σµ± x)2

+(σµ± x)xS0 ± xyS0 + µyS1 −
1

2

=
1

2
(xS0 + σyS1)2 +

1

2

[
(σµ± x)2 + 2(σµ± x)xS0 + 2(σµ± x)σyS1

]
∓σxyS1 ± xyS0 − σxyZ + xyn− 1

2

=
1

2
(xS0 + σyS1 + σµ± x)2 + xy (±S0 ∓ σS1 − σZ + n)− 1

2
.

The condition I ≥ 0 can be reexpressed as

(xS0 + σyS1 + σµ± x)2 + 8xyr ≥ 1, (4.54)

where r := (±S0 ∓ σS1 − σZ + n)/4. Observe that r always amounts to
one of the variables a, b, c or d, depending on the choice of the signs σ,±
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4.2. Classes of Bell Inequalities

we perform. One has the following values for r:

σ\± + −
+ b c
− a d

(4.55)

Let Ĩ denote the l. h. s. of Eq. (4.54). Ĩ is always non-negative, because
x, y ∈ N and r ≥ 0. However, we need to show that 0 cannot be achieved,
thus proving that I is indeed tangent to PSn

2 . Note that if r > 0 or xS0 +
σyS1 + σµ ± x 6= 0, the inequality (4.54) is trivially satisfied. Thus, the
set of points for which Ĩ = 0 could be possible needs to be a subset of Ĩ0,
where Ĩ0 is defined as

Ĩ0 := {(a, b, c, d) ∈ Tn : r = 0, xS0 + σyS1 + σµ± x = 0}. (4.56)

Observe that when (a, b, c, d) are taken to be continuous, Ĩ0 is a line lying on
a facet of ∂Tn. We shall now see how the conditions of Theorem 4.4 ensure
that Ĩ0 = ∅. It will be sufficient to discuss the parity of xS0 +σyS1 +σµ±x.
Recall that, for any m ∈ Z, m ≡ m2 ≡ −m mod 2. Then, it follows that
S0 ≡ S1 ≡ n mod 2. If n is even, then xS0 + σyS1 + σµ ± x ≡ µ + x
mod 2. But this can not be the case, since µ+ x ≡ 1 mod 2 by hypothesis.
Otherwise, if n is odd, then xS0 + σyS1 + σµ± x ≡ x+ y + µ+ x ≡ µ+ y
mod 2 and, in this case, µ + y ≡ 1 mod 2 again by hypothesis. Hence,
Ĩ0 = ∅, which implies Eq. (4.54), which in turn proves that (4.51, 4.52)
constitutes a valid Bell inequality, tangent to PSn

2 for any n.

Every Bell inequality constructed from Theorem 4.4 is tangent to PSn
2 .

However, the optimal Bell inequalities are those which are tight; i.e., in
this case, those tangent in a set of points spanning a 4-dimensional affine
subspace. Before stating Theorem 4.5, which will allow us to count on how
many vertices of PSn

2 an inequality I (constructed from Theorem 4.4) is
tangent to, let us introduce a bit of notation to reduce the number of cases.

We begin by renaming the faces of the tetrahedron Tn according to the
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4. Nonlocality in Multipartite Quantum States

choice of the independent signs σ and ±.

σ + + − −
± + − + −
r b c a d
s a d b c
t d a c b
u c b d a

. (4.57)

Note now that Eq. (4.23) is further generalized to
n
S1

S0

Z

 =


1
∓σ

±
−σ

 ·H⊗2 ·


r
s
t
u

 ,

or, equivalently,
n
S1

S0

Z

 =


1 1 1 1
∓σ ±σ ∓σ ±σ
± ± ∓ ∓
−σ σ σ −σ




r
s
t
u

 . (4.58)

Theorem 4.5. Let I be defined as in Theorem 4.4. Let us further assume that
x and y are coprimes and let the following quantities be defined as follows:

K ′r(τ) := (±n(y − x) + σµ± x+ τ)/2,
t0(τ) := ±y−1K ′r(τ) mod x,
u0(τ) := (nx±K ′r(τ)− (x+ y)t0(τ))/x,
s0(τ) := (∓K ′r(τ) + yt0(τ))/x,

(4.59)

where τ ∈ {−1, 1}. If a vertex of PSn
2 saturates (4.51, 4.52), then it is of the

form ϕ([r, s, t, u]), where

[r, s, t, u] := [0, s0(τ), t0(τ), u0(τ)]+k[0, x, y,−(x+y)], k ∈ Z. (4.60)

Furthermore, the number of vertices ofPSn
2 for which (4.51, 4.52) is saturated

is given by

NS :=
∑
τ=±1

max

{
0,

⌊
u0(τ)

x+ y

⌋
−max

{
0,

⌈
−s0(τ)

y

⌉}
+ 1

}
. (4.61)
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Proof. We start by explicitly solving the Diophantine equation

1

2
(n(x+ y)2 + (σµ± x)2 − 1) + x(σµ± (x+ y))S0 + µyS1

+
x2

2
S00 + σxyS01 +

y2

2
S11 = 0 (4.62)

over the integers. As discussed in the proof of Theorem 4.4, Eq. (4.62) is
saturated on r = 0 and (xS0 +σyS1 +σµ±x)2 = 1. This last condition can
be rewritten as xS0 + σyS1 + σµ± x+ τ = 0, where τ ∈ {−1, 1}. With the
notation introduced in Eq. (4.60) it reads Kr(τ)± 2(xs− yt) = 0, where
Kr(τ) is defined as Kr(τ) := ±n(y − x) + σµ± x+ τ .

Notice how the assumptions of Theorem 4.4 guarantee that Kr(τ) is
even: Indeed, if n ≡ 0 mod 2, then Kr(τ) ≡ µ+x+1 ≡ 0 mod 2 (because
the assumptions on Theorem 4.4 are that µ has opposite parity to x when
n is even); otherwise, if n ≡ 1 mod 2 then Kr(τ) ≡ y + µ+ 1 ≡ 0 mod 2
(because in this case µ has opposite parity to y when n is odd). Hence, we
can define K ′r(τ) := Kr(τ)/2 and we just showed that K ′r(τ) ∈ Z.

Now, the condition Kr(τ) ± 2(xs − yt) = 0 is equivalent to K ′r(τ) ±
(xs− yt) = 0, which we can solve for t: yt = ±K ′r(τ) + xs. This equation,
when taken modulo x, reads yt ≡ ±K ′r(τ) mod x. Since gcd (x, y) = 1 by
hypothesis, this equation has a solution t ≡ ±y−1K ′r(τ) mod x, where
y−1 is the inverse of y in the group of integers modulo x, typically de-
noted Zx, (such an inverse exists if, and only if, gcd(x, y) = 1). In practice,
computation of y−1 is done via the Bézout identity, which says that for
any pair of integers x, y ∈ Z there exist (not unique) p, q ∈ Z such that
px + qy = gcd(x, y). In the case that gcd(x, y) = 1 when taking Bézout’s
identity modulo x we obtain qy ≡ 1 mod x; because of the assumption
gcd(x, y) = 1 of the theorem, the inverse of y modulo x is well defined and
we can write q ≡ y−1 mod x.

Let us now solve Eq. (4.62) for the other variables s, u, but we will keep
the following form for t, to keep track of the total number of solutions:
t(τ) = t0(τ) + kx, where k ∈ Z and 0 ≤ t0(τ) < x. Then, solving K ′r(τ)±
(xs− yt) = 0 for s we obtain s(τ) = s0(τ) + ky, where s0(τ) := (∓K ′r(τ) +
yt0(τ))/x. Note that s0(τ) is a well defined integer number, a fact that can
be shown by directly solving xs(τ) = (∓K ′r(τ) + yt0(τ)) + kxy, because
yt(τ) ≡ yt0(τ) ≡ ±K ′r(τ) mod x. The last variable u is directly obtained
from the normalization condition n = r + s+ t+ u (cf. Eq. (4.57)). Then,
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4. Nonlocality in Multipartite Quantum States

we write u = n − s − t as u(τ) = u0(τ) − k(x + y), where u0(τ) :=
(nx+K ′r(τ)− (x+ y)t0(τ))/x, which is integer by the same argument as
s0(τ).

To sum up, the family of points (r, s, t, u) ∈ Z4 for which (4.62) is fulfilled
is ⋃

τ∈{−1,1}

{[0, s0(τ), t0(τ), u0(τ)] + k[0, x, y,−(x+ y)] : k ∈ Z} (4.63)

Geometrically, this corresponds to alternating points in a zig-zag pattern
along two parallel lines which lie on the facet r = 0 of Tn.

Conversely, let us now study and count which solutions really belong to
Tn; i.e. those for which r, s, t, u ≥ 0. Since we have the family of solutions
indexed by k, we just have to count how many k’s are available. The
condition t ≥ 0 leads to t0 + kx ≥ 0, which for k ∈ Z means k ≥ d−t0/xe.
Now, taking into account that t0 is, by definition, chosen to be 0 ≤ t0 < x,
which is equivalent to 0 ≥ −t0/x > −1; equivalently d−t0/xe = 0. Thus,
k ≥ 0. The condition s ≥ 0 becomes s0 + ky ≥ 0, which for k ∈ Z is
k ≥ d−s0/ye. Finally, the condition u ≥ 0 is equivalent to u0−k(x+y) ≥ 0,
which for k ∈ Z reads k ≤ bu0/(x+ y)c.

Hence, for each τ ∈ {−1, 1}, the number of solutions belonging to Tn
is given by |{k ∈ Z : k ≥ max{0, d−s0(τ)/ye}, k ≤ bu0(τ)/(x + y)c}|; i.e.,
max{0, bu0(τ)/(x+ y)c −max{0, d−s0(τ)/ye}+ 1}. Note that we put the
first maximum just to ensure that there is always a non-negative num-
ber of solutions, denoted NS . Finally, we can define NS by summing this
expression over the possible values for τ :

NS :=
∑
τ=±1

max

{
0,

⌊
u0(τ)

x+ y

⌋
−max

{
0,

⌈
−s0(τ)

y

⌉}
+ 1

}
. (4.64)

If an inequality of the form (4.51, 4.52) is tight, then NS ≥ 5, because a
4-dimensional affine subspace is spanned by 5 points or more. Numerically,
we could solve for n ≤ 33 all facets of PSn

2 and we saw that this condition
was, not only necessary, but also sufficient. It is possible to prove this
property analytically, by observing that 3 or more different points, with the
same τ , are always linearly dependent. Nevertheless, the proof consists of a
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n # Bell inequalities in the class Total # of tight Bell inequalities
5 16 152

10 272 2018
15 1208 7744
20 3592 21274
25 8248 46496
30 16688 90370

Table 4.1.: The second column shows the number of facets of PSn
2 that

belong to the class introduced in Theorem 4.4. The third column
shows the total number of facets of PSn

2 , which are obtained
by brute-force solving the polytope using the C-library Double
Description method (CDD) algorithm [Fuk14]. Remarkably, the
ratio between the second and the third columns grows with n.

tedious calculation that does not provide any particularly valuable insight,
so we do not include it.

In Table 4.1 we have counted how many facets of PSn
2 have the form of

Theorem 4.4. Interestingly, already for n = 30 parties, we recover 18.5% of
the total number of facets. In Appendix C we have collected the classes of
inequalities for low n (see Tables C.1, C.2, C.3 and C.4).

4.3. Quantum Violation

In this section we shall analyze the form of the Bell operator corresponding
to a Bell inequality for PSn

2 ; i.e., Bell inequalities of the form (4.22). When
the l. h. s. of (4.22) is smaller than zero for some quantum states and
measurements, then it signals nonlocality. A possible approach to show that
quantum physics violates such an inequality is to fix the dimension D of
H and find a quantum state and a set of POVMs such that the correlations
obtained violate (4.22). In order to find the maximal quantum violation,
one has to increase the dimension D in which the states are defined and
the measurements are performed (e.g. the case for the CGLMP inequality
[Col+02]). Fortunately, for the (n, 2, 2) scenario, the maximal quantum
violation is always obtained for D = 2 [TV06]. In this case, Toner and
Verstraete showed that it is sufficient to perform traceless real observables
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4. Nonlocality in Multipartite Quantum States

on qubits.
Let ~σ:= [σx, σy, σz] be the vector of Pauli matrices, and we will use the

notation ~σ(i) to indicate that they act on the i-th subsystem. Any traceless
qubit observable with eigenvalues ±1 can be expressed as n̂·~σ, where
n̂:= [x, y, z] is a unit vector; i.e., n̂·~σ= xσx+yσy+zσz, with x2+y2+z2 = 1.
Equivalently, x, y and z can be expressed in spherical coordinates in terms
of sine and cosine functions. When restricting n̂·~σ to be a real observable,
this parametrization is simplified and it reads

M(i)
xi = cos θ(i)

xi σ
(i)
z + sin θ(i)

xi σ
(i)
x , (4.65)

where θ(i)
xi ∈ [0, 2π). For a simpler notation (since we will be working with

two observables per site), we shall denote θ(i)
xi as ϕi when xi = 0 or as θi

when xi = 1.
When all observablesM(i)

xi have been fixed, the l. h. s. of (4.22) becomes
the so-called Bell Operator, which we denote B({ϕi, θi}). The eigenvector
corresponding to the lowest eigenvalue (if this is negative) is the quantum
state giving the maximal quantum violation for the measurements deter-
mined by {ϕi, θi}. Hence, by optimizing over {ϕi, θi}, one finds the overall
maximal quantum violation, as well as which state to prepare and which
measurements to perform in order to achieve it.

Even if a Bell Inequality displays some kind of symmetry with respect to
exchange of parties (i.e., it consists of G-invariant correlators 4.9 for some
group G ⊆ Sn), the pure state for which this maximal quantum violation
is achieved does not need to be G-invariant (In Sec. 4.6 we shall see an
example of this), because the optimal observables {ϕ∗i , θ∗i } need not be the
same at each site. As described in Sect. 4.6, at the expense of increasing
D = dimH, one can construct a mixed state ρ and extended measurements
with the aid of some ancillas, for which ρ is G−invariant and the extended
measurements are the same for each party.

Nevertheless, for the current section, we focus on G = Sn, where numer-
ics indicate that the maximal quantum violation is already achieved with
a permutationally invariant quantum state and the same set of measure-
ments at every site. This greatly simplifies our analysis, since the techniques
introduced in Appendix A can be applied: The Bell Operator can be block-
diagonalized, because by picking {ϕi, θi} independent of i, it becomes
permutationally invariant. Hence, only 2 parameters, say {ϕ, θ} suffice
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to describe all the measurements. Furthermore, (4.22) contains only 2-
body correlators, which enables us to prove that B(ϕ, θ) is a pentadiagonal
operator in the Schur basis; sometimes tridiagonal.

As the proofs of the theorems in this section are rather long and technical,
they have been moved to Appendix B.

4.3.1. Block-diagonalization of the Bell operator

The idea behind Schur-Weyl duality (cf. Theorem A.9) is that the Hilbert
space splits into blocks, on which the representations of the symmetric
group Sn and the unitary group U commute. These blocks are easily found
for the qubit case, by projecting onto the elements of Eq. (A.18).

In the following theorem, we give the analytical form of each of these
blocks, when the same set of traceless real observables is performed by
every party:

M(i)
0 = cosϕσ(i)

z + sinϕσ(i)
x , M(i)

1 = cos θσ(i)
z + sin θσ(i)

x . (4.66)

Theorem 4.6. The J -th Block BJ(ϕ, θ) of the Bell operator corresponding to
a 2-body symmetric Bell inequality (4.22), with measurements given by (4.66),
has elements (BJ(ϕ, θ))kl (k-th row, l-th column), where 0 ≤ k, l,≤ 2J ; those
elements are given by

(BJ(ϕ, θ))kl = dkδk,l + ukδk,l−1 + ulδk−1,l + vkδk,l−2 + vlδk−2,l, (4.67)

where dk (0 ≤ k ≤ 2J) stand for the elements of the diagonal, uk (0 ≤ k ≤
2J − 1) correspond to the elements of the upper (lower) diagonal and vk
(0 ≤ k ≤ 2J − 2) stand for the elements of the second upper (lower) diagonal
and δk,l is the Kronecker delta function (δk,l = 1 ⇐⇒ k = l, otherwise
δk,l = 0). The values of the coefficients dk, uk, vk are given by

dk := βc + (2J − 2k)A+ ((2J − 2k)2 − n)B/2 + (2k(2J − k)−m)C/2,

uk := (A′ + (2J − 1− 2k)D)
√

(2J − k)(k + 1),

vk := C
√

(2J − k)(2J − k − 1)(k + 1)(k + 2)/2,

where the parameters A,A′, B,C,D depend only on the Bell Inequality coeffi-
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cients and the measurements’ angles:

A := α cosϕ+ β cos θ,

A′ := α sinϕ+ β sin θ,

B := γ cos2 ϕ+ 2δ cosϕ cos θ + ε cos2 θ,

C := γ sin2 ϕ+ 2δ sinϕ sin θ + ε sin2 θ, (4.68)

D := γ cosϕ sinϕ+ δ cosϕ sin θ + δ cos θ sinϕ+ ε cos θ sin θ.

Let us notice that Eq. (4.67) ensures that ever block BJ of the Bell
operator is pentadiagonal, because we are considering a permutationally
invariant Bell inequality with, at most, 2-body correlators. If it included 3-
body correlators, it would be heptadiagonal, and so on. It is now immediate
to see that some entangled states cannot be detected by few-body Bell
inequalities18. However, there exist other classes of states, some of them
experimentally realizable, that show nonlocality in a robust way, as we
shall introduce in this section and in Section 4.4.

Eq. (4.67) has important numerical implications, because it allows to
store the whole Bell operator in a sparse matrix. This way, one can easily
show nonlocality of GME states comprising more than 104 qubits. This
optimization is carried by varying ϕ and θ and looking at the smallest
eigenvalue of each of the blocks BJ(ϕ, θ), and one needs to check bn/2c
of them. In fact, this optimization depends only on one parameter: the
difference between θ and ϕ, as we state in Theorem 4.7:

Theorem 4.7. Let B(ϕ, θ) denote the Bell operator corresponding to the
measurements described in (4.66). Then, the expectation value 〈B(ϕ, θ)〉ρ :=
TrB(ϕ, θ)ρ depends only on θ − ϕ. More precisely,

∀c ∈ R, 〈B(ϕ, θ)〉ρ = 〈B(ϕ+ c, θ + c)〉ρ′ ,

where ρ′ = UρU† and U is a unitary transformation given by U := U⊗n,

18 Take, for example, the Greenberger-Horne-Zeilinger (GHZ) state 2−n/2(|0〉⊗n + |1〉⊗n),
which is supported on the last block J = n/2 of the decomposition (A.16). The density
matrix of the state has only four terms; two of them in the diagonal, and the remaining
ones are the coherences |Dn

n〉〈D0
n| and |D0

n〉〈Dn
n|, which can be reached only a full-body

correlator. Hence, to a not-full-body correlations symmetric Bell inequality, the GHZ
state is indistinguishable from the separable mixture |0〉〈0|⊗n/2 + |1〉〈1|⊗n/2.
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where U is the unitary matrix

U =

(
cos(c/2) − sin(c/2)
sin(c/2) cos(c/2)

)
. (4.69)

Furthermore, B(ϕ+ c, θ + c) = UB(ϕ, θ)U†.

Observe that Theorem 4.7 can be interpreted as follows: by rotating the
state and the measurements accordingly, the spectrum of the Bell operator
remains invariant. We can use this fact in order to simplify our analysis of
the maximal quantum violation. First of all, the constant C defined in Eq.
(4.68) can be taken to be zero by an appropriate choice of θ − ϕ. With this
choice, B becomes tridiagonal; i.e., even simpler. The dependency between
θ and κ := θ − ϕ can be found analytically:

Theorem 4.8. The Bell operator B(ϕ, θ) is tridiagonal when

θ± = arctan

(
γ sinκ

γ cosκ+ δ ±
√
δ2 − γε

)
. (4.70)

4.3.2. Analytical class of states

Here we introduce a new class of states, which has an analytical expression,
that violates the Bell inequalities belonging to the class of Theorem 4.4. In
Section 4.3.3 we show that this class asymptotically converges to the state
giving maximal quantum violation as n grows. Such class of states is uni-
tarily equivalent to a Gaussian superposition of Dicke states with variance
growing as O(

√
n), centered at mink dk (cf. Theorem 4.6). We have found

that the maximal quantum violation is achieved in the symmetric block
J = n/2, although other blocks also have quantum violation (decreasing
in magnitude as J decreases)19.

Theorem 4.9. Let |ψn〉 =
∑n

k=0 ψ
(n)
k |D

k
n〉 be a symmetric n-qubit state with

the following coefficients, expressed in the Dicke basis:

ψ
(n)
k =

e−(k−µ)2/4σ

4
√

2πσ
, (4.71)

19 In other scenarios, such as (n, 3, 2), we have also found other classes of Bell inequalities
maximally violated with states supported on the lowest J blocks.
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where µ = n
2 + A

2B−C and e−1/2π � σ � n and the constants are taken from
the definition of Theorem 4.6. Let ϕ(θ) be the choice of ϕ such that C = 0, as
in Theorems 4.7, 4.8. Then, the value of 〈ψn|Bn/2(ϕ(θ), θ)|ψn〉 is given by

(
βc
n
− B

2
+ E

)
n+

(
2Bσ − A2

2B
+ E

)
+ o(σn−1), (4.72)

where E := e−1/8σ
(
A′ − AD

B

)
.

Let us briefly comment on the choice of the parameters µ and σ. Because
dk is a quadratic function in k, it has an extremum, which is k = µ. If B
were diagonal, then d[µ], where [·] is the rounding function, would be its
minimal eigenvalue. However, dk ≥ 0 for the inequalities of Theorem 4.4,
so that a superposition of Dicke states is necessary to violate them. The
parameter σ has to be in a range in such the off-diagonal elements uk play
a role in this, and such range is limited to the approximations used in the
proof remaining valid.

Example 4.10. Let us illustrate Theorem 4.9 with an example. We take the
Bell inequality used in [Tur+14a] and show how the class of states (4.9)
violates it robustly for large n. This Bell inequality is the one of Theorem 4.4
for the particular parameters x = y = 1, σ = ± = −1 and µ = 0, which has
the expression

− 2S0 +
1

2
S00 − S01 +

1

2
S11 + 2n ≥ 0, (4.73)

for which C = (sinϕ− sin θ)2.

In order to make C = 0 (andM0 6= ±M1) we pick ϕ = π−θ. This already
defines the value of the constants A,A′, B,C and D:

A = 2 cos θ,

A′ = −2 sin θ,

B = 4 cos2 θ,

C = 0,

D = 0.
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The form of the Bell operator Bn/2(π − θ, θ) is the following:

dk = 2n(1 + cos θ + (n− 1) cos2 θ)− [4 cos θ(1 + 2n cos θ)]k + [8 cos2 θ]k2,

uk = −2 sin θ
√

(n− k)(k + 1),

vk = 0.

We are now ready to calculate the parameters of the class in Theorem 4.9
are

µn =
n

2
+

1

4 cos θ
, (4.74)

and σn ∈ Θ(
√
n), which fulfills the requirements for the validity of the

approximations of Theorem 4.9.
Theorem 4.9 gives the asymptotic expectation value:

〈ϕn|Bn/2(π − θ, θ)|ϕn〉

'
(
βc
n
− B

2
+ e−1/8σA′

)
n+

(
2Bσ − A2

2B
+ e−1/8σA′

)
+ o(σn−1).

And we obtain the optimal θ, denoted θ∗, by optimizing over the leading term:

βc
n
−B

2
+e−1/8σA′ ' βc

n
−B

2
+A′ = 2(1−cos2 θ−sin θ)⇒ θ∗ ∈ {π/6, 5π/6}.

As a result, the quantum violation relative to the classical bound reads (taking
σ =
√
n for simplicity)

〈ϕn|Bn/2(π/6, 5π/6)|ϕn〉/βc ' −
1

4
+ 3n−1/2 − 3

4
n−1 + o(n−3/2),

which shows that quantum violation exists for large n and it tends to −1/4
when compared to the classical bound as n −→∞.

4.3.3. Accuracy of analytical results

In the current section, we show how the class of states of Theorem 4.9
performs in practice; i.e., when we compare it with the values given by
numerical optimization. In all comparisons we take the particular Bell
inequality given in the previous example, (4.73). The state maximally
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violating it, as we have discussed, is a superposition of Dicke states. We
denote it |ψmin

n 〉 and it has the form

|ψmin
n 〉 =

n∑
k=0

c
(n)
k |D

k
n〉, (4.75)

where c(n)
k are real coefficients, a direct consequence of the Bell operator

being a real symmetric matrix. In Figure 4.2 one can see that an interesting
regularity appears as n grows in the c(n)

k , when seen as a function of k.
Figure 4.2 displays the coefficients of the optimal state for B(0, θ∗ − ϕ∗),
where θ−ϕ has been optimized numerically. However, if ϕ∗ is chosen such
that C = 0, then the form of the c(n)

k , which we denote α(n)
k for this case; i.e.,

the coefficients of the eigenstate corresponding to the lowest eigenvalue
of B(ϕ∗, θ∗), changes. The α(n)

k are represented in Figure 4.3, where they
are compared to the analytical state which is proposed in Theorem 4.9,
where a good agreement is found. The relative difference between the
optimal numerical and the optimal analytical state is compared in Figure
4.4. Observe that, by virtue of Theorem 4.7, both c(n)

k and α(n)
k lead to the

same quantum violation as long as the parties rotate the measurements
accordingly.

4.3.4. The two-body reduced density matrix

There are basically two ways to operate with a Bell inequality of the form
(4.22). One is the one we have been using, which deals with the block-
diagonalization of the Bell operator B, where exact diagonalization can
be performed inexpensively on the different blocks BJ . The other uses the
fact that, when a number of subsystems is traced out of a permutationally
invariant quantum state, it does not matter which subsystems are chosen,
that the reduced density matrix is always the same. Hence, by knowing
the reduced 2-body density matrix of a quantum state, it contains enough
information to know whether it can violate (4.22).

Let us denote by ρ2 the two-body reduced density matrix of |ψ〉 and let
M0 andM1 be the pair of measurements that the parties perform. Then,
the collection of expectation values {〈Mk ⊗Ml〉ρ2}kl and {〈Mk ⊗ 12〉ρ2}k
is sufficient to calculate the quantum expecation value of B. One simply
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has to multiply them by the number of times that they appear in Skl and
Sk:

βc + n (α〈M0 ⊗ 12〉ρ2 + β〈M1 ⊗ 12〉ρ2)

+n(n− 1)
(γ

2
〈M0 ⊗M0〉ρ2 + δ〈M0 ⊗M1〉ρ2 +

ε

2
〈M1 ⊗M1〉ρ2

)
.(4.76)

If (4.76) is negative, then nonlocality is detected.
In the following theorem, we show how to compute such reduced state:

Theorem 4.11. Let ρ be the density matrix of an n-qubit state supported on
the symmetric space. Let ρS be the representation of ρ in the symmetric space.
Let us denote by Trn−d(ρ) the density matrix of ρ after tracing out n − d
subsystems. This reduced density matrix is given by

(Trn−d(ρ))i
′

j′ =
n−d∑
k=0

(
n−d
k

)
(ρS)

k+|i′|
k+|j′|√(

n
k+|i′|

)(
n

k+|j′|
) , (4.77)

where 0 ≤ i′, j′ < 2d, i′ = i0 . . . id−1 and j′ = j0 . . . jd−1 are represented
in binary and |i′|, |j′| is their number of ones in this binary representation.
Columns are indexed by i′ and rows are indexed by j′.

As we are mostly interested in the limit for large n, it is convenient to

take a closer look at the
(
n−d
k

) [(
n

k+|i′|
)(

n
k+|j′|

)]−1/2
factor appearing in Eq.

(4.77). As binomial numbers grow very rapidly, from the point of view of
numerics, formula (4.77) can be affected if they are not handled carefully.
In particular, for n & 650, they can take values greater than 10308, which is
the storage limit for 64-bit floating point arithmetic. It is therefore necessary
to simplify this expression. Hence, let us define

f(n, k, d, |i′|, |j′|) :=

(
n− d
k

)[(
n

k + |i′|

)(
n

k + |j′|

)]−1/2

. (4.78)

Observe that f is a symmetric function in |i′| and |j′|. Furthermore, it fulfills
the geometric mean property

f(n, k, d, |i′|, |j′|) =
√
f(n, k, d, |i′|, |i′|)f(n, k, d, |j′|, |j′|). (4.79)
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In the present context, we shall be interested in the d = 1, 2 case, which
we introduce below (by means of Eq. (4.79) one can derive the rest of the
values).

f(n, k, 1, 0, 0) =
n− k
n

, f(n, k, 1, 1, 1) =
k + 1

n
. (4.80)

f(n, k, 2, 0, 0) =
n− k
n
· n− k − 1

n− 1
, f(n, k, 2, 1, 1) =

n− k − 1

n
· k + 1

n− 1
,

f(n, k, 2, 2, 2) =
k + 1

n
· k + 2

n− 1
. (4.81)

In the spirit of Theorem 4.9, we can now study the asymptotic behavior
of the reduced 2-body state ρ2.

Theorem 4.12. Let |ψ〉 be the state introduced in Theorem 4.9. Its two-body
reduced state ρ2 can be well approximated for large n as

ρ2 =
1

n(n− 1)

n2P++ + n

 −(1 + 2c)/2 −c/2 −c/2 1/2
−c/2 0 0 c/2
−c/2 0 0 c/2
1/2 c/2 c/2 (2c− 1)/2

+ o(n)

 ,

(4.82)
where c = µ−n/2 and P++ is the projector onto the state [(|0〉+ |1〉)/

√
2]⊗2.

Let us remark on Theorem 4.12. ρ2 tends to a separable state P++, which
is clear by monogamy of entanglement (also from a de Finetti argument).
Let us point out that, on the one hand, in Theorem 4.9 we observe that
the quantum violation increases linearly with n, whereas Theorem 4.12
indicates that ρ2 goes to a separable state. The reason for this apparent
contradiction is that the coefficients of the inequalities defined in Theorem
4.4 are picked in such a way that the state P++ has expectation value
exactly zero on them. Hence, the quantum violation comes from the second
order term in Eq. (4.82).

4.3.5. Robustness

Let us discuss the robustness against different types of noises of the Bell
inequalities introduced so far. To this end, we concentrate on the Bell
inequality (4.73).
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Misalignments

As Fig. 4.5 shows, the quantum violation relative to the classical bound of
Inequality (4.73) is more robust as n grows. Moreover, the Bell inequality
is very insensitive to the relative misalignment between the two measure-
ments that are performed, which is measured by θ − ϕ (cf. Eq. (4.66)). As
Theorem 4.7 shows, the only relevant parameter is the difference between
θ and ϕ; however, the state that should be measured does depend both on
θ and φ (see Figs. 4.2 and 4.3).

White noise

Let |ψn〉 be defined as in (4.71). Assuming that, due to interaction with the
environment, we actually have a partially depolarized mixture with white
noise

ρn(p) = (1− p)|ψn〉〈ψn|+ p
12n

2n
, (4.83)

where p is a mixing parameter. By a continuity argument, there always
exists a range 0 ≤ p < pcr

n for which ρn(p) still violates (4.73) with the
same measurement settings as |ψn〉. The critical value pcr

n is the minimal
amount of noise that has to be added so that one can simulate the observed
correlations with a local hidden variable model. The behavior of pcr

n with
n is shown in Fig. 4.6, where we see that the tolerance to noise increases
with n, asymptotically tending to

lim
n→∞

pcr
n =

1

5
. (4.84)

Particle losses

Now we propose the following situation: in an experiment in which the
maximal violation of (4.73) is tested, n′ out of the original n particles that
constitute the state |ψn〉 described in Theorem 4.9 have been lost. The
remaining n−n′ particles form a mixed state, described by a density matrix
which we denote ρn,n′ . Notice that, as |ψn〉 ∈ S(D(C2)⊗n), tracing out any
set of n′ particles results into ρn,n′ . Theorem 4.11 tells us how to explicitly
find the expression for ρn,n′ .
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n n′cr n− n′cr

10 0 10
102 23 77
103 301 699
104 3232 6768

Table 4.2.: The maximal number of particles that can be lost, n′cr, such
that the Bell inequality (4.73) remains violated by the reduced
stateρn,n′cr of |ψn〉. A few values of n are shown. The ratio be-
tween the second and the first column shows that the robustness
grows with n.

We plan to study the quantum violation of (4.73) with the state ρn,n′
and, in particular, to find which is the critical n′, denoted n′cr, such that
nonlocality is still detected. To this end, we take the same measurements
and adjust the classical bound βc(n) to the one of n−n′ particles: βc(n−n′).
We report the results in Table 4.2, where we see that the tolerance to particle
losses grows with n, achieving a ratio of almost 1/3 for n = 104, showing
that inequalities of the type (4.73) are quite robust to this kind of losses.

4.4. Inequalities for the Dicke States

The class of states introduced in Theorem 4.9 are the ones which work
best for detecting nonlocality in P

Sn
2 , via the class of Bell inequalities

introduced in Theorem 4.420. However, it may be difficult to prepare a
Gaussian superposition of Dicke states like the one of Theorem 4.9 in an
experiment. This is why, in this section, we look for nonlocality of more
physical states, such as ground states of physical Hamiltonians, that is
revealed by PSn

2 . The Dicke states (2.27) constitute an example of these
states, as they appear as ground states of the isotropic Lipkin-Meshkov-Glick

20 Since numerically we could easily solve the polytope PSn
2 for n ≤ 33, the best inequali-

ties (in terms of the maximal quantum violation over the classical bound) were found
to be those from Theorem 4.4.
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(LMG) Hamiltonian [LMG65]:

H = −λ
n

∑
i<j

(
σ(i)
x σ(j)

x + σ(i)
y σ(j)

y

)
− h

n∑
i=1

σ(i)
z . (4.85)

The LMG Hamiltonian describes n spins which interact through the fer-
romagnetic coupling (λ > 0) under a magnetic field in the z direction of
intensity h. By tuning the value of h, the ground state of (4.85) sweeps
over all Dicke states |Dk

n〉. This is easily seen by representing H in the
Schur-Weyl basis (cf. Theorem B.1).

The interactions in (4.85) occur over all possible pairs. However, it is
also possible to engineer a good approximation of this Hamiltonian for
low n as a ground state of a one-dimensional ferromagnetic spin-1/2 XXZ
Hamiltonian with nearest-neighbor interactions [Zho+11]. Recall that
every n-qubit symmetric state (either pure or mixed) is entangled if, and
only if, it is genuinely multipartite entangled [Eck+02; Aug+12]. Hence,
every Dicke state |Dk

n〉 is entangled for k > 0 and k < n. Interestingly,
entangled n-qubit symmetric states have been shown to be genuinely
multipartite nonlocal [Che+14]. The experimental realization of Dicke
states is already within reach of current technologies, and we discuss the
state-of-the-art in Section 4.7.

In this section, we present two new classes of Bell inequalties from
P

Sn
2 that detect the nonlocality of every Dicke state |Dk

n〉 for 0 < k < n.
Obviously, they do not apply to the cases k ∈ {0, n} since |D0

n〉 = |0〉⊗n
and |Dn

n〉 = |1〉⊗n are both fully separable. The first class we present, in
Theorem 4.13, covers those Dicke states for which 0 < k . 3n/10 (or
7n/10 . k < n by an appropriate symmetry21 of the Bell inequality). The
second class is presented in Theorem 4.14 and it detects the rest of Dicke
states; those which are closer to the most balanced one 3n/10 . k . 7n/10,
which corresponds to a weak magnetic field in (4.85). The limits 3n/10 and
7n/10 have been taken in a conservative manner, as the Dicke states nearby
are detected by both classes (cf. the overlap in Figure reffig:dickeviol). The
analysis of the quantum violation of Dicke states |Dk

n〉 is very simplified
thanks to Theorem 4.6, which is 〈Dk

n|B|Dk
n〉 = dk.

21One simply renames the outcomes of all the observables
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Theorem 4.13. The inequality (4.22) defined through the parameters

βc = (1 + 2k)((n− 2k − 1)2 + n− 1),

α = β = (1 + 2k)(n− 1− 2k), γ = ε = k, δ = k + 1, (4.86)

where 0 ≤ k ≤ (n− 1)/2, is a valid Bell inequality for PSn
2 for any n.

Theorem 4.14. Let ν = bn/2c − k. The inequality (4.22) defined through
the parameters

• If n ≡ 0 mod 2:

βc =

(
n

2

)
(n+ 2(2ν2 + 1)),

α = 2νn(n−1), β = α/n, γ = n(n−1), δ = n, ε = −2. (4.87)

• If n ≡ 1 mod 2:

βc =

(
n

2

)
(n+ 3 + 4ν(ν + 1)),

α = (1 + 2ν)n(n− 1), β = α/n, γ = n(n− 1), δ = n, ε = −2.
(4.88)

where 0 ≤ ν ≤ bn/2c − 1, is a valid Bell inequality for PSn
2 for any n.

4.4.1. Quantum violation of the Dicke states

Let us now find which are the best measurements that one can perform on
the Dicke states |Dk

n〉 in order to detect nonlocality with either (4.86) or
(4.87, 4.88). In virtue of Theorem 4.6, the expectation value 〈Dk

n|B(ϕ, θ)|Dk
n〉

is already given by dk. However, the main difference with Section 4.3 is
that the quantum state is now fixed. Hence, the result of Toner and Ver-
straete [TV06] does not apply and we cannot suppose that we can achieve
the maximal violation of the Bell inequalities (4.86) nor (4.87, 4.88)22.
Theorem 4.6 can be easily generalized to arbitrary qubit measurements
22 We have numerically checked that the inequalities presented are optimal (with respect

to the quantum violation relative to the classical bound) for the Dicke states. But the
Dicke states need not be the optimal states for such inequalities; in general, they are
not.
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M0 = n̂0 · ~σ,M1 = n̂1 · ~σ, by using the results of Theorem B.1. Let us
denote by B(n̂0, n̂1) the Bell Operator corresponding to such measurements.
It is possible to prove that the expectation value 〈Dk

n|B(n̂0, n̂1)|Dk
n〉 only

depends on the difference between the azimuthal angles (taking spherical
coordinates) that n̂0 and n̂1 define in the Bloch Sphere. This expectation
value is minimal when such difference is zero. Hence, there is no loss of
generality in considering real observables, implying that the expression for
dk given in Theorem 4.6 applies.

Let us begin with considering the class of Bell inequalities (4.86). In
this case, because of the symmetry in the coefficients, the expectation
value 〈Dk

n|B(ϕ, θ)|Dk
n〉 is a symmetric function of ϕ and θ. Numerically we

observe that its minimum is obtained at ϕ = −θ. With this ansatz, our
analysis is greatly simplified, and we can get an analytically closed form
for the optimal 〈Dk

n|B(−θ∗, θ∗)|Dk
n〉. Indeed, after some algebra, solving

∂

∂θ
dk(−θ, θ) = 0 (4.89)

leads to the following non-trivial solutions:

θ∗ = ±2 arccos±
√
C1

C2
, (4.90)

where C1 = k(n − (1 + 3k)) and C2 = n2(2k + 1) − n(8k2 + 4k + 1) +
2k2(1 + 4k); the two ± signs are independent. Using this optimal angle θ∗,
the maximal quantum violation 〈Dk

n|B(−θ∗, θ∗)|Dk
n〉 is given by

dk(−θ∗, θ∗) = −4C2
1

C2
. (4.91)

For the other class of Bell inequalities (4.87, 4.88), the proof of existence
of quantum violation goes along the same lines. In [Tur+14a] it was
proved for k = dn/2e, where M0 = σz was assumed for simplification.
Its numerical optimization is discussed in the Supplemental material of
[Tur+14a].

We report below the numerical results obtained for the maximal quantum
violation of the inequalities of Theorems 4.13 and 4.14, for n = 210, in Fig.
4.7.
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4.5. Generalization

In this section, we discuss how the methodology introduced in Section 4.1
can be generalized to any Bell scenario (n,m, d) with n parties having m
d-outcomed measurements, and to obtain Bell inequalities with, at most,
K-body correlators.

The main goal is to generalize Eq. (4.23), so that one can construct,
from a space of parameters which will be the set of points of a simplex
with integer coordinates (cf. Eq. (4.24)), all vertices of PSn

K for any sce-
nario. Moreover, as the main ingredient in the proof of Theorem 4.2 is
the orthogonality of Z with S0, S1 and n (cf. Eq. (4.23)), finding new Z ’s
will indicate in which points of the generalized Tn to look for, in order
to discard vertices of PL that get projected to the interior of PSn

K , hence
lowering the bound (4.12), as in Remark 4.3.

Let us begin by defining the set of basic variables, which were named
a, b, c and d in Section 4.1 (cf. Eq. 4.16). In this case, we shall use a vector,
denoted y ∈ Y := [0, d − 1]m ∩ Zm; i.e., y is an m-dimensional vector of
integer coordinates between 0 and d− 1. Hence, any DLS f : X −→ Y is
such that, to every party in X, it assigns a color y. We have the constraint
that

∑
y∈Y |f−1(y)| = n. When the DLS f is clear from the context, we

shall use the shorter notation cy := |f−1(y)|.
Hence, we have a generalized tetrahedron

Tn,m,d := {(cy)y ∈ Zd
m

: cy ≥ 0,
∑
y

cy = n}. (4.92)

Let us first introduce the symmetric correlators in terms of the no-
signalling probabilities P (a0, . . . , an−1|x0, . . . , xn−1), which, for short, we
denote P (a|x). For identifying the marginal probability distributions of
P (a|x) we shall add a subindex i1, . . . , ik to P to indicate to which par-
ties does the marginal probability distribution correspond to, and we de-
note it as Pi1,...,ik(ai1 , . . . , aik |xi1 , . . . , xik). Unless stated otherwise, we
allow for any configuration i1, . . . , ik such that ij 6= ik for any j 6= k;
i.e., we do not restrict ourselves to the case where the parties in the
marginal are ordered: i1 < . . . < ik. For a shorter notation, we shall use
Pi(a|x) := Pi1,...,ik(ai1 , . . . , aik |xi1 , . . . , xik), whenever k is clear from the
context and understanding that we do a slight abuse of notation because a
and x have k components, instead of n.
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4.5. Generalization

Then, the K-th order Symmetric correlator corresponding to the a-th
outcomes of the x-th measurements is defined as

P a
x :=

∑
i1,...,iK
ix 6=iy

Pi(a|x). (4.93)

For instance, the first and second order symmetric correlators would be
P ax =

∑n−1
i=0 Pi(a|x) and P abxy =

∑
i 6=j Pij(ab|xy), respectively. Observe that

P abxy = P bayx. In fact, for any permutation σ ∈ SK , one has that P σ(a)
σ(x) = P a

x .
Hence, we can suppose, without loss of generality, that the elements in x
are lexicographically ordered.

Let us now introduce an auxiliary quantity, Qa
x, where the length of x is

k:

Qa
x :=

n−1∑
i=0

k∏
l=1

Pi(al|xl). (4.94)

Our goal is to see that, for any DLS, P a
x can always be expressed in terms

of one-body P a
′

x′ ’s and in terms of Qa
x’s.

Let us illustrate it with a simple example: Consider any DLS f : X −→
Y . Then, P abxy =

∑
i 6=j Pij(ab|xy) =

∑
i,j Pij(ab|xy) −

∑
i=j Pij(ab|xy).

As probabilities factorize in every f , we obtain
∑

i Pi(a|x)
∑

j Pj(b|y) −∑
i Pi(a|x)Pi(b|y), which automatically leads to P abxy = P ax · P by −Qabxy.
Observe that, in DLSs, the expression of Qa

x can be simplified in many
cases. This is because, whenever a product of Pi(a|x) with Pi(a′|x) appears
(with a 6= a′), that term in the sum (4.94) has to be zero; also Pi(a|x)2 =
Pi(a|x) is a useful property. Thus, we obtain a simplification rule for Q:

• If two of measurements in x are the same, say the g-th and the h-th;
i.e., xg = xh, then

Q
a1...ag ...ah...ak
x1...xg ...xh...xk = δ(ag − ah)Q

a1...ag ...âh...ak
x1...xg ...x̂h...xk

, (4.95)

where ·̂ denotes that this element is missing.

• If this happens for k = 2, then Q is simplified either to zero or to a
one-body P :

Qabxx = δ(a− b)P ax . (4.96)
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4. Nonlocality in Multipartite Quantum States

For example, in the (n, 3, d) scenario with 3-body correlators, in terms of
the variables describingTn,3,d, one would have expressions likeQabcxyz = cabc,
Qab01 =

∑d−1
j=0 cabj ,Q

ab
02 =

∑d−1
j=0 cajb,Q

ab
12 =

∑d−1
j=0 cjab,Q

a
0 =

∑d−1
i,j=0 caij , etc.

Now it is clear that Qa
x counts how many parties have outcome a1 for the

observable x1, outcome a2 for the observable x2, and so on. Hence, the
simplification rule (4.95) ensures consistency between a and x (we can’t ask
that an observable has two different outcomes) and, when Q is expressed
in terms of cy, we see that we sum over all those observables upon which
no condition was imposed.

The recipe to calculate P a
x on a DLS is quite simple: One just has to add

and subtract the same amount of terms in order to obtain factorizations of
the kind

∑
ij Pij(ab|xy) = P axP

b
y , as in the previous example. For higher-

order correlators, however, this process becomes more complex.
A further change of notation is necessary, in order to find a shorter

expression for a general P a
x : Let us see the reason by giving the explicit

expression of a DLS for k ≤ 4:

P ax P ax
P abxy P axP

b
y −Qabxy

P abcxyz P axP
b
yP

c
z − [P axQ

bc
yz + P byQ

ac
xz + P czQ

ab
xy] + 2Qabcxyz

P abcdxyzu P axP
b
yP

c
zP

d
u

−[P axP
b
yQ

cd
zu + P axP

c
zQ

bd
yu + P axP

d
uQ

bc
yz

+P byP
c
zQ

ad
xu + P byP

d
uQ

ac
xz + P czP

d
uQ

ab
xy]

+[QabxyQ
cd
zu +QacxzQ

bd
yu +QadxuQ

bc
yz]

+2[P axQ
bcd
yzu + P byQ

acd
xzu + P czQ

abd
xyu + P duQ

abc
xyz]

−6Qabcdxyzu

(4.97)

It is easy to observe that every of the expressions in brackets in (4.97) is
highly symmetric. In fact, it can be generated from a and x just by knowing
how to split the terms, with a certain coefficient in front. Let λ`K be a
partition of K: λ = (λ1 ≥ λ2 ≥ . . . ≥ λK), where λi ≥ 0 and

∑K
k=1 λk = K.

Let us introduce the notation ab(λ1,...,λK) (we can omit those λk = 0), where
λ identifies a bracket in (4.97), a is the number in front of the coefficient
and b just keeps track of the number of terms inside the bracket. In this
new notation, P a

x takes the following form (we denote this conversion with
an arrow←):
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4.5. Generalization

K P a
x ←

∑
λ`K a

b
λ

1 11
(1)

2 11
(1,1) − 11

(2)

3 11
(1,1,1) − 13

(2,1) + 21
(3)

4 11
(1,1,1,1) − 16

(2,1,1) + 13
(2,2) + 24

(3,1) − 61
(4)

5 11
(1,1,1,1,1) − 110

(2,1,1,1) + 115
(2,2,1) + 210

(3,1,1) − 210
(3,2) − 65

(4,1) + 241
(5)

6 11
(1,1,1,1,1,1) − 115

(2,1,1,1,1) + 145
(2,2,1,1) − 115

(2,2,2) + 220
(3,1,1,1) − 260

(3,2,1)

+410
(3,3) − 615

(4,1,1) + 615
(4,2) + 246

(5,1) − 1201
(6)

(4.98)
Let us enumerate a few properties:

• Every time there is a λk = 1 in the partition, this corresponds to a
1-body P . If λk > 1, then this corresponds to a Q.

• The sign of a depends only on the parity of the number of elements
in the partition which are zero: sgn(a) = (−1)|{λk=0}|. This is a con-
sequence of the simplification rule (4.95) that we use: The original
indices in the sum that defines P a

x are i1 . . . iK , which are all differ-
ent. To have a factorization into lower order P ’s, one must add and
subtract Q’s, and every time this is done, a minus sign is carried over.

• By taking a partition of K with exactly k elements, λ`(k,K), one has

the identity
∑

λ`(k,K) ab = (−1)K−k
[
K
k

]
, where

[
·
·

]
denotes the

unsigned Stirling number of the first kind [AS65]. This formula is a
direct consequence of its definition, as the unsigned Stirling number
of the first kind counts how many permutations of K elements into k
disjoint cycles exist and, for every permutation, we have a term in
the corresponding bracket. However, we have to make a difference,
and take into account, not only the number of cycles, but its length23.

23 Take, for instance,K = 4. There are two partitions of 4 with 2 elements: (2, 2) and (3, 1).
For the (2, 2) partition, there are 3 permutations of 4 elements of the form (··)(··) (recall
that disjoint cycles commute) and, for the (3, 1) partition, one finds 8 permutations of

the form (· · ·)(·). Hence,
[

4
2

]
= 3 + 8 = 11.
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4. Nonlocality in Multipartite Quantum States

• The absolute value of a is given by
∏
λk>0(λk − 1)!. This is, again, a

consequence of the simplification rule (4.95). Let us illustrate this fact
with an example, in which we are going to calculate P abcxyz explicitly.

P abcxyz =
∑
i,j,k

i 6=j,j 6=k,i6=k

Pijk(abc|xyz)

=

n−1∑
i=0

n−1∑
j=0,j 6=i

n−1∑
k=0

Pijk(abc|xyz)−
∑

k∈{i,j}

Pijk(abc|xyz)

 (4.99)

It is important to notice that we have added and subtracted the values
{i, j} for the index k; the set {i, j} contains 2 elements (K − 1 in the
general case). Now we can start factorizing:

P abcxyz = P abxy · P cz −
∑
i 6=j

(Piji(abc|xyz) + Pijj(abc|xyz)) . (4.100)

Applying this rule again (adding and subtracting the value {i} for
the index j) leads to the 2 equal terms Piii(abc|xyz) that give the
factor 2 (because the previous step generated 2 elements Piji and Pijj
that have led to Piii when i = j, which corresponds to Qabcxyz when
summed over i). This way we obtain the expression (4.97) and we
see the way the coefficient |a| in (4.98) is generated.

Hence, it is necessary to be able to count how many permutations of K
elements exist into cycles of lengths λ = (λ1, λ2, . . . , λK): To this end, let
us re-express λ = (1µ1 , 2µ2 , . . . , rµr), where µi denotes the multiplicity of
i; i.e., we have made an equivalence (2, 2, 1, 1, 1) ≡ (13, 22). As there are
µk cycles of length k, which permute as they are disjoint, we gain a factor
µk!. Within each k-cycle, one has k cyclic permutations; this can be done
µk times independently, one for each k-cycle, thus gaining a factor kµk . We
can now calculate, for a given λ`K, the corresponding value |a|b, which is

|a|b =
K!∏r

k=1 µk! ·
∏r
k=1 k

µk
. (4.101)

So, the number of elements b inside a bracket corresponding to a λ`K is

b =
K!∏r

k=1 µk! ·
∏r
k=1 k

µk
∏
λk>0(λk − 1)!

. (4.102)
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Generating the vertices

With this procedure, one can efficiently generate the vertices of PSn
K for

a general Bell Scenario (n,m, d). The only necessary ingredients are the
functions P ax and Qa

x, which can be easily obtained from the variables cy
describing Tn,m,d:

It is convenient, at this point, to introduce the normalization constraints
in terms of the correlators P a

x . Because ~P is no-signalling, every time that
one of the components of a is d− 1, it can be re-expressed as a function
of n and some P a

x which do not have any d− 1. For instance, the 1-body
correlators fulfill

P d−1
x = n−

d−2∑
a=0

P ax , (4.103)

for the 2-body we have the relations

P a,d−1
xy = (n− 1)P ax −

d−2∑
b=0

P abxy (4.104)

P d−1,b
xy = (n− 1)P by −

d−2∑
a=0

P abxy (4.105)

P d−1,d−1
xy = n(n− 1)− (n− 1)

d−2∑
c=0

(P cx + P cy ) +
d−2∑
a,b=0

P abxy , (4.106)

and so on.
Let us start by arranging the P ax and Qa

x in an appropriate way. To this
end, consider the vector ~P with the following dm components. The simplest
way to describe its ordering is to take its entries indexed in base d; i.e.,
from dm − 1 to 0: ~P = (Pd−1,d−1,...,d−1, . . . ,P00...1,P00...0). Now we apply
the following rule:

• Whenever them values on the index are d−1, we put Pd−1,d−1,...,d−1 :=
n.

• Whenever there are m− 1 values on the index that are d− 1, we put
a single P . Let us suppose that the x-th index is a 6= d− 1; then we
set Pd−1,...,a,...,d−1 := P d−2−a

x .
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4. Nonlocality in Multipartite Quantum States

• If there are less than m − 1 values on the index equal to d − 1,
say m′, then we put a Q with indices of length m′; e.g., we set
Pa,b,c,d−1,...,d−1 := Qd−2−a,d−2−b,d−2−c

012 .

We have written the general form of ~P in Eq. (4.107), where its recursive
form is more explicit.

~P = [n, P 0
m−1, . . . , P

d−2
m−1;

P 0
m−2, Q

00
m−2,m−1, . . . Q

0,d−2
m−2,m−1; . . . ;P d−2

m−2, Q
d−2,0
m−2,m−1, . . . , Q

d−2,d−2
m−2,m−1;

P 0
m−3, Q

00
m−3,m−1, . . . , Q

0,d−2
m−3,m−1;

Q00
m−3,m−2, Q

000
m−3,m−2,m−1, . . . , Q

0,0,d−2
m−3,m−2,m−1;

. . .

Qd−2,d−2
m−3,m−2, Q

d−2,d−2,0
m−3,m−2,m−1 . . . Q

d−2,d−2,d−2
m−3,m−2,m−1;

...

. . . . . . . . . . . . Qd−2,d−2,··· ,d−2
0,1,··· ,m−1 ]. (4.107)

This suggests that some kind of tensor structure can be exploited to find
~P, as in the spirit of Eq. (4.23). Indeed, let us define the following d× d
matrix M :

M :=


1 1 · · · 1 1
1 0 · · · 0 0
0 1 · · · 0 0

. . .
0 0 · · · 1 0

 (4.108)

Then, we have that M brings ~cy to ~P:

~P = M⊗m · ~cy. (4.109)

Example 4.15. Consider the (n, 3, 2) Bell scenario with K = 3-body correla-
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tors. Then, Eq. (4.109) becomes

n
P 0

2

P 0
1

Q00
12

P 0
0

Q00
02

Q00
01

Q000
012


= M⊗3



c000

c001

c010

c011

c100

c101

c110

c111


, M =

(
1 1
1 0

)
. (4.110)

Example 4.16. Consider now the (n, 2, 3) Bell scenario with K = 2-body
correlators. Eq. (4.109) has the form

n
P 0

1

P 1
1

P 0
0

Q00
01

Q01
01

P 1
0

Q10
01

Q11
01


= M⊗2



c00

c01

c02

c10

c11

c12

c20

c21

c22


, M =

 1 1 1
1 0 0
0 1 0

 . (4.111)

4.5.1. Expectation values

A similar argument can be presented for expectation values instead of
probabilities, leading to an equivalent result to Eq. (4.109). Eq. (4.23) is
a particular example of this. Working in the ±1 expectation value frame-
work is most usual when d = 2, where one uses Eq. (4.3) as a change of
variables. If we want to generalize that to any d, then it is convenient to
work with complex correlators; i.e., to take as outcomes the d-th roots of
unity [Arn12].

Let us define

Sαx :=
d−1∑
a=0

ω−aαP ax , Sαβxy :=
d−1∑
a,b=0

ω−aα−bβP abxy , (4.112)
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and, in general,

Sαx :=
∑
a

ω−a·αP a
x , (4.113)

where ω is a primitive root of the unity. When ω = −1, Eq. (4.112) coincides
with Eqs. (4.14) and (4.15).

The inverse transformation is given by the inverse discrete Fourier trans-
form: If the length of α is m, then

P a
x = d−m

∑
α

ωa·αSαx , (4.114)

In the case of correlators, the normalization (plus the no-signalling)
conditions imply that every time that there is a 0 in α, the corresponding
measurement can be taken out and a function of function of n appears
multiplying: S0

x = n, S0β
xy = (n − 1)Sβy , Sα0

xy = (n − 1)Sαx , S00
xy = n(n − 1)

and so on.
As an analogy to the Q functions defined in Eq. (4.94), one has the

functions Z:
Zα
x :=

∑
y

ω−y·αcy. (4.115)

Example 4.17. For the (n, 2, 2) scenario, we recover Eq. (4.23).

Example 4.18. For the (n, 2, 3) scenario, we have a similar relation to Eq.
(4.111), which is

n
S1

1

S2
1

S1
0

Z11
01

Z12
01

S2
0

Z21
01

Z22
01


= H⊗2



c00

c01

c02

c10

c11

c12

c20

c21

c22


, H =

 1 1 1
1 ω−1 ω
1 ω ω−1

 , (4.116)

where ω is a primitive third-root of unity.
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Let us remark that the orthogonality of the rows of H, which is a Dis-
crete Fourier Transform matrix, is the key property that is used in proving
Theorem 4.2. Thus, an analogous result, to reduce the bound (4.12), could
be derived; one would have to find convex combinations (in the space
spanned by the Z ’s) of parameters cy in Tn,m,d that would be preserved as
projected vertices of PL in PSn

K .
Consequently, we have given a method that generalizes the construction

of PSn
K to any Bell scenario in an efficient manner. When the cy variables

are taken as continuous, we obtain a relaxation PSn
k of PSn

k , which is
the convex hull of a semialgebraic set which consists of the polynomial
equations ϕ(cy) given by Eq. (4.98) with variables in the domain Tn,m,d, (cf.
Eq. (4.43)); i.e., PSn

k := CH(ϕ(Tn,m,d)) for which efficient SDP relaxations
exist [BPT; GT].

4.6. Translationally Invariant Bell Inequalities

In this section we look for 2-body Bell inequalities that obey a less restrictive
symmetry: translational invariance. We fully classify all 3- and 4-partite
Bell inequalities of this kind for the (n, 2, 2) scenario and classify them
into equivalence classes. Their quantum violation is checked and give an
example of a 5-partite 2-body correlator Bell inequality that involves only
nearest neighbors, which is violated by a genuinely multipartite entangled
quantum state. Finally, we show how any translationally invariant Bell
inequality can be maximally violated by a translationaly invariant state,
with all parties using the same collection of observables.

The symmetry group which is considered in this section is the one gener-
ated by the full cycle: the permutation τ ∈ Sn such that τ : 0 7→ 1 7→ 2 7→
. . . 7→ n− 1 7→ 0; i.e., the cyclic group, which we denote Zn.

4.6.1. The Translationally Invariant Polytope

Here we analyze the relevant properties of the local polytope PZn2 . The Bell
Inequalities we are looking for are a particular subclass of (4.21), which
can be expressed in terms of the Zn-symmetric correlators (4.9). For the
(n, 2, 2) scenario, these correlators correspond to
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Sk =
n−1∑
i=0

〈M(i)
k 〉, k ∈ {0, 1}, (4.117)

which coincides with Eq. (4.14), and

T (r)
kl =

n−1∑
i=0

〈M(i)
k M

(i+r)
l 〉 k ≤ l ∈ {0, 1}, (4.118)

with r = 1, . . . , bn/2c for k = l and r = 1, . . . , n−1 for k < l. The parameter
r can be seen as an interaction range. The party indices are taken modulo
n.

Hence, any 2-body translationally invariant Bell inequality reads

βc + αS0 + βS1 +

bn/2c∑
r=1

(
γrT (r)

00 + εrT (r)
11

)
+

n−1∑
r=1

δrT (r)
01 ≥ 0. (4.119)

The number of vertices of PZn2 can be upper bounded with the Redfield-
Pólya’s theorem [Red27; Pól37] by identifying Zn-equivalent DLSs. The
explicit bound needs a slightly different mathematical machinery than the
one used in (4.12):

The elements of the cyclic group of order n generated by τ are of the
form τk, where 1 ≤ k ≤ n and τn is the identity permutation. Let us recall
the fact that the number of cycles of τk is the greatest common divisor
between n and k, denoted gcd(n, k). This allows us to rewrite Eq. (4.10) as

|Y X/Zn| =
1

n

n∑
k=1

|Y |gcd(n,k). (4.120)

Let us now observe that, for any k, d′ := gcd(n, k) is, by construction, a
divisor of n; i.e., d′|n. This allow us to group the terms of the sum in
Eq. (4.120) in those who have the same greatest common divisor with
n. Since the sets {k ∈ {1, . . . , n} : gcd(n, k) = d′} and {l ∈ {1, . . . , n/d′} :
gcd(n/d′, l) = 1} have the same cardinality, and the cardinality of the latter
is, by definition, Euler’s totient function ϕ(n/d′), a well-known funcion in
number theory, we can re-express Eq. (4.120) as

|Y X/Zn| =
1

n

∑
d′|n

ϕ(n/d′)|Y |d′ . (4.121)
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Let us introduce the change of variables d = n/d′, which is well defined
because only those d′|n are considered. Also, for the (n, 2, 2) scenario we
are interested in, we have that |Y | = 4. Hence, we arrive at the most
simplified expression to upper bound the amount of vertices of PZn2 :

Ext(PZn2 ) ≤ |Y X/Zn| =
1

n

∑
d|n

ϕ(d)
d
√

4n (4.122)

The bound (4.122) is not always tight. As we shall see, n = 4 constitutes a
counterexample24; it is tight, however, for n = 3, 5.

4.6.2. Equivalent Bell inequalities

The inherent symmetry of the local polytope PL is best understood from an
operational point of view: the naming of parties, observables and outcomes
is totally arbitrary, and this is reflected in the structure of the local polytope.
Hence, if we rename or permute the parties, measurements and/or out-
comes of a Bell inequality for PL, we obtain another valid Bell inequality.
Although with these procedure we generate geometrically different half-
spaces, they are equivalent in the operational sense; thus it is significantly
meaningful to group Bell inequalities into equivalence classes.

By the same principle, the translationally invariant local polytope PZn2

enjoys similar symmetries, which we used to classify the facets of PZ3
2 and

P
Z4
2 in Appendix C. We consider the following symmetries

• A renaming of the parties in a cyclical way:M(i)
k 7→ M

(i+1)
k for all

0 ≤ i < n and k ∈ {0, 1}. This, by construction, leaves PZn2 invariant.

• A renaming of the observables M(i)
0 ↔ M

(i)
1 for 0 ≤ i < n. At the

level of inequality (4.119), this corresponds tot he changes α ↔ β,
γr ↔ εr and δr ↔ δn−r for 1 ≤ r ≤ bn/2c.

24 According to Eq. (4.122), for the (4, 2, 2) scenario we should have |Y X/Z4| = (1 ×
44 + 1 × 42 + 2 × 4)/4 = 70 candidates to vertex. However, explicitly solving the
polytope with, for example, the CDD algorithm [Fuk14], gives that |Ext(PZ4

2 )| = 68.
This is because the DLSs f : A 7→ (+,+), B 7→ (−,+), C 7→ (+,−), D 7→ (−,−)
and f̃ : A 7→ (+,+), B 7→ (−,−), C 7→ (+,−), D 7→ (−,+) give exactly the same
values on the translationally invariant correlators (4.117, 4.118). The same happens for
g : A 7→ (+,+), B 7→ (+,−), C 7→ (−,+), D 7→ (−,−) and g̃ : A 7→ (+,+), B 7→
(−,−), C 7→ (−,+), D 7→ (+,−). Thus, f and f̃ (as well as g and g̃) are projected to
the same element in Ext(PZ4

2 ).
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• A renaming of the k−th observable’s outcomes at all sites; i.e.,M(i)
k ↔

−M(i)
k for 0 ≤ i < n. The effect on inequality (4.119) is the follow-

ing: If k = 0, it exchanges α↔ −α and δr ↔ −δr for 1 ≤ r ≤ n− 1;
if k = 1, then it swaps the sign of β ↔ −β and δr ↔ −δr for
1 ≤ r ≤ n− 1.

• A renaming of the parties following the reflectionM(i)
k ↔M

(n−i−1)
k

for all i and k. This exchanges δr ↔ δn−r for 1 ≤ r ≤ bn/2c in
(4.119).

These symmetries can be composed, leading to new ones. Let us point out
that the four types of symmetries introduced, although clearly inspired by
the fact that we have translational invariance, constitute only a subset of
those considered in PL. It may happen that a the composition of several
more general symmetries, which break translational invariance in general,
change the class of the Bell inequality, when some of the coefficients are
zero. Let us illustrate this fact with an example. Suppose that α = β = 0 in
(4.119) and n ≡ 0 mod 2. ApplyingM(i)

k ↔ −M
(i)
k for all odd i and for all

k exchanges γr ↔ −γr, δr ↔ −δr and εr ↔ −εr for all odd r.

4.6.3. Numerical results

The three-partite case

In the case of n = 3, the Bell inequalities of the form (4.119) take the form

βc + αS0 + βS1 + γ1T (1)
00 + ε1T (1)

11 + δ1T (1)
01 + δ2T (2)

01 ≥ 0. (4.123)

Since T (1)
01 + T (2)

01 and the rest of correlators appearing in (4.123) are
permutationally invariant, by imposing δ1 = δ2 in (4.123), we obtain an
inequality of the form (4.22) as a particular case. Inequality (4.123) shows
that PZ3

2 is 6-dimensional. The CDD algorithm [Fuk14] shows that PZ3
2

can be minimally described with 38 facets. These, under the symmetries
introduced in Section 4.6.2, are grouped into 6 classes, which are listed in
Table C.5. Linear programming shows that |Ext(PZ3

2 )| = 24, meaning that
the bound (4.122) is tight.

Only the last inequality in Table C.5 is violated by quantum states. Let
us introduce the constants βQ and βN , which, if substituted for βc in Ineq.
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4.6. Translationally Invariant Bell Inequalities

(4.123), correspond to the quantum bound and the non-signalling bound,
respectively, of the corresponding Bell inequality. The rest of the inequalities
in Table C.5 are trivial, in the sense that βc = βQ = βN .

For the 6-th inequality in Table C.5, we have (βc, βQ, βN ) = (9, 10.02, 13);
the maximal quantum violation is realized with the following pure state:

|ψ〉 = −0.08(|000〉+|111〉)−0.5628(|001〉+|010〉+|100〉)+0.1108(|011〉+|110〉+|101〉), (4.124)

with the same measurements at each site, which are given by ϕ = −1.1946
and θ = 0.0957 (cf. Eq. (4.66)). These angles have been chosen so that
the coefficients in front of |000〉 and |111〉 are equal. The state |ψ〉 has
some relevant properties: it is symmetric, so it is genuinely multipartite
entangled [Aug+12]. All its bipartite reductions are local, as they do not
violate the CHSH inequality [Cla+69]. The closest Dicke state |Dk

3〉 to |ψ〉
is for k = 1; i.e., the so-called |W 〉 state, which suggests that it also violates
this inequality. Indeed, the corresponding βQ for the |W 〉 state is 9.85, with
the same measurements at each site, given by ϕ = 5.2556 and θ = 0.2285.

The state |ψ〉 is less entangled than |W 〉 with respect to the geometric
measure of entanglement EG25. Since, for symmetric states, the maxi-
mum of EG is obtained through a fully symmetric separable state |e〉⊗n
[Hüb+09], one easily obtains EG(|ψ〉) = 0.2726 and EG(|W 〉) = 1/3. In-
terestingly, although EG(|ψ〉) < EG(|W 〉), the quantum violation given by
|ψ〉 is stronger than the one obtainable by |W 〉.

The four-partite case

For the (4, 2, 2) scenario, the CDD algorithm [Fuk14] shows that PZ4
2 has

1038 facets. We grouped them into 103 equivalence classes, collected in
Table C.6. The dimension of PZ4

2 is 9, as the general 2-body translationally
invariant Bell inequalities for this scenario can be written in the following
form:

βc + αS0 + βS1 + γ1T (1)
00 + γ2T (2)

00 + ε1T (1)
11 + ε2T (2)

11

+δ1T (1)
01 + δ2T (2)

01 + δ3T (3)
01 ≥ 0. (4.125)

25 Let us recall that for n-partite states |ϕ〉 in H = (Cd)⊗n, the geometric measure of
entanglement is defined as EG(|ϕ〉) = 1 − max|φprod〉 |〈φprod|ϕ〉|2, where |ϕprod〉 =
|e1〉 · · · |en〉 [WG03].
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4. Nonlocality in Multipartite Quantum States

Let us comment on the different properties of the inequalities listed in
Table C.6: Inequalities 1 to 20 are trivial, as βc = βQ = βN . Inequalities 21
to 24 have no quantum violation (βc = βQ), but they do have non-signalling
violation26 (βQ < βN). All the remaining Bell inequalities, from 25 to 103,
are violated by quantum states (βc < βQ). However, we have further
classified them into those for which the same pair of qubit observables at
all sites achieves its maximal violation (25 to 63) and those for which this is
not the case (64 to 103). Interestingly, in the first group, we find inequality
27 which is the only one not maximally violated by a genuinely multipartite
quantum state. This is because the 27th inequality can be regarded as a
sum of CHSH between parties A and C and between B and D, so it can
be maximally violated by a product of two maximally entangled 2-qubit
states. Let us point out that the optimal state corresponding to inequalities
26 to 63 is translationally invariant, whereas for inequality 25 the state is
orthogonal to the space of translationally invariant vectors27. On the other
hand, inequalities 27 and 64 to 103 are maximally violated by states that
are separable across some bipartition. If the Bell inequality does not clearly
split as a sum of other two (like in the 27th), this can happen because we
need to remove the constraint that the same set of observables must be
used at all sites in order to improve the quantum violation. In particular, if
the same set of qubit measurements is used in inequalities 64 to 69, then,
one does not find any quantum violation.

There are some Bell inequalities in Table C.6 for which their correspond-
ing optimal quantum state has all its reduced bipartite systems local (25,
73, 81, 87 and 88). Hence, no bipartite Bell inequality can reveal nonlocality
in these subsystems. This implies that some of the quantum violations are
purely multipartite, even if they are obtained only from bipartite correla-
tions.

Geometrically, some of the inequalities of Table C.6 already constitute

26 Noticeably, such inequalities have some similarity with the Guess-Your-Neighbor-Input
(GYNI) Bell inequalities [Alm+10a]. Operationally, they can be regarded as distributed
tasks for which the aid of quantum resources does not provide any advantadge over
classical ones. However, there exist no-signalling correlations which are beyond the
quantum set of correlations Q that perform better at such task. From the geometrical
point of view, GYNI inequalities constitute facets of PL; however only the 21st inequality
has this property for PZ4

2 .
27 A translationally invariant n-qubit state |ψ〉 is such that, for any k, τk(|ψ〉) = |ψ〉, where
τ ∈ Sn is the permutation that shifts to the right.
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4.6. Translationally Invariant Bell Inequalities

facets of P2; these are 4, 10, 17, 20, 21, 25, 28, 36, 38, 43, 51, 54, 57, 69, 81,
84, 89 and 94.

The five-partite case

In this case, we have that PZ5
2 is described by 10 translationally invariant

correlators constructed as in Eq. (4.9), and the number of vertices is 208,
which makes the upper bound (4.122) tight, since 208 = (1× 45 + 4× 4)/5.
The CDD algorithm [Fuk14] shows how the minimal description of PZ5

2

in terms of half-spaces has 34, 484 facets which can be grouped into 4198
different classes by virtue of the symmetries in Section 4.6.2. This number
is already too large to explicitly list them. The case n = 6 is already
intractable.

An additional simplification that one can use is to restrict the range of the
parameter r in (4.119); i.e., to work just with nearest neighbor correlations.
In the (5, 2, 2) the projected local polytope would have dimension 6 and
the form of its defining Bell inequalities would be

βc + αS0 + βS1 + γ1T (1)
00 + δ1T (1)

01 + δn−1T (n−1)
01 + ε1T (1)

11 ≥ 0. (4.126)

Let us illustrate (4.126) with a particular example, for the (5, 2, 2) sce-
nario:

35− 2S0 − 6S1 − 2T (1)
00 + 2T (1)

01 + 4T (4)
01 + 5T (1)

11 ≥ 0. (4.127)

Inequality (4.127) can indeed detect nonlocality in multipartite quantum
states. If we impose the same set of qubit observables to be used at each
site, then we find that βQ = 35.29, which is greater than βc = 35, and the
translationally invariant quantum state

|ψ〉 = −0.3710(|00000〉+ |11111〉)
−0.1817|T00001〉+ 0.1260|T00011〉 − 0.1418|T00101〉
+0.2645|T00111〉 − 0.0603|T01011〉+ 0.0486|T01111〉(4.128)

achieves this bound, where the translationally invariant vectors |Tabcde〉 are
defined as

|Tabcde〉 :=
4∑

k=0

τk(|abcde〉), (4.129)
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4. Nonlocality in Multipartite Quantum States

where τ ∈ S5 is the shift operator. The measurements corresponding to
(4.128) are given by ϕ = 1.2967 and θ = 1.9866 (cf., Eq. (4.66)), and are
chosen so that |00000〉 and |11111〉 have the same coefficient in front. The
state introduced in (4.128) is genuinely multipartite entangled, and none
of its two-body subsystems violate the CHSH inequality, so they are local,
as CHSH is the only non-trivial inequality in the (2, 2, 2) scenario [Cla+69].
Its geometrical measure of entanglement reads EG(|ψ〉) = 0.4980.

Inequality (4.126) can be maximally violated with qubits and traceless
real observables [TV06]; however, even if the Bell inequality has transla-
tionally invariant symmetry, this does not imply that the same set of mea-
surements can be taken at each site. Indeed, if we unrestrict this constraint,
we can obtain better results in general; e.g. βQ = 36.21 for inequality
(4.127). However, the state that achieves this βQ is almost fully product:
|ψ′〉 = |0〉|0〉|1〉 ⊗ (0.7312|00〉 − 0.3775|01〉+ 0.2674|10〉+ 0.5013|11〉); i.e.,
entangled across DE only. The corresponding measurements are ϕi = 0 for
all i, and θi = 0 for 0 ≤ i < 3, θ3 = 4.7378 and θ4 = 1.2083. Nevertheless, in
Section 4.6.4 we show that, at the price of increasing the dimension of the
Hilbert space of the quantum state, we can achieve the same maximal βQ
with a translationally invariant qudit state and the same set of observables
at each site.

4.6.4. Quantum violation with translationally invariant qudit states

In this section we show that the βQ corresponding to any translationally
invariant Bell inequality with M measurements per site with binary out-
comes can always be achieved with a translationally invariant state and
the same set of measurements per site, which we shall refer to as sym-
metric measurement settings. If the local dimension of the optimal state
(not necessarily obeying any translational invariant kind of symmetry) is d,
then a Hilbert space of local dimension d · n is sufficient to accomodate a
translationally invariant state achieving the same optimal violation.

We also introduce a numerical method that enables one to find such
states and observables, often showing that the upper bound d · n is not
tight, as we have checked for the inequalities listed in Table C.6.

A general translationally invariant Bell inequality written in terms of
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correlators can be expressed as

βc +
n∑
k=1

∑
0≤i1<...<ik<n
0≤xi1 ,...,xik≤1

αi1,...,ikxi1 ,...,xik

〈
M(i1)

xi1
· · ·M(ik)

xik

〉
≥ 0, (4.130)

where the αi1,...,ikxi1 ,...,xik
coefficients obey the following inequalities for all

1 ≤ k ≤ n, 0 ≤ i1 < . . . < ik < n and 0 ≤ xi1 , . . . , xik ≤ 1:

αi1,...,ikxi1 ,...,xik
= αi1+1,...,ik+1

xi1 ,...,xik
, (4.131)

with the convention that, whenever ik = n− 1,

αi1+1,...,ik+1
xi1 ,...,xik

= αi1+1,...,n
xi1 ,...,xik

= α
0,i1+1,...,ik−1+1
xik ,xi1 ,...,xik−1 . (4.132)

Let |ψ〉 ∈ H = (Cd)⊗n be the state giving the optimal violation, and
let {M(i)

xi }i be the corresponding set of measurements. By attaching an
ancillary system of n dimensions to every site, let us construct the following
state ρTI ∈ D((Cd⊗Cn)⊗n), which is translationally invariant by definition:

ρTI :=
1

n

n−1∑
i=0

(Πτ,d)
i|ψ〉〈ψ|(Π†τ,d)

i⊗ (Πτ,n)i|0, . . . , n−1〉〈0, . . . , n−1|(Π†τ,n)i,

(4.133)
where Πτ,d is the representation of the shift permutation in (Cd)⊗n (cf. Eq.
(A.5)). The corresponding dichotomic observables now act and Cd ⊗Cn

and are taken to be the same at all sites.

M̃(i)
k :=

n−1∑
j=0

M(i)
k ⊗ |i〉〈i|, (4.134)

where 0 ≤ k < M . With the aid of Eq. (4.131) one checks that the state
(4.133) and the measurements (4.134) produce the maximal quantum
violation.

We have proved that by extending the local Hilbert space dimension d
to d · n one can always maximally violate a translationally invariant Bell
inequality with a quantum state fulfilling the same symmetry, and the same
set of measurements at each site. In particular, for the Bell inequalities in
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Table C.5, n = 3, states with local dimension at most 6 are sufficient; and
for those in Table C.6, states with local dimension at most 8 suffice.

The construction that we have presented above is fully general, but it is
numerically expensive to increase the local dimension of the particles we
are working with, and sometimes it is not necessary to invest so many re-
sources: in the following section we present a numerical see-saw algorithm
that allows to perform the search for translationally invariant states and
identical measurements in a fixed dimension in an efficient manner.

Numerical techniques

Here we shall assume that the local dimension of the Hilbert space is
fixed to D and we shall look for the best translationally invariant and
measurement settings for a given Bell inequality. This way we naturally
obtain an upper bound dmin on the minimal local dimension of the Hilbert
space for which such state and symmetric settings exist. We conjecture
[Tur+14b] that for a small number of parties N . 6 and low dimensions
D . 7 the algorithm outputs the maximal quantum violation for these
constraints, impliying that dmin (the minimal D for which βQ is achieved)
is tight. Actually, the dmin we find generally improve the d · n upper bound
introduced in the previous section.

The numerical technique is a variation of the see-saw iterative type
introduced in [WW01] (see also [PV10]), and it consists of the following
steps:

1. We start by generating M random unitary matrices Uk ∈ UD, for 0 ≤
k < M (A simple parametrization of UD can be found in [SHH10])
and we take the first party’s dichotomic observables as

M(0)
k := UkΛU

†
k , (4.135)

with Λ being a D ×D diagonal matrix with entries ±1 chosen uni-
formly at the diagonal.

2. We set the observables of the remaining parties to be the same as the
first one:

M(i)
k :=M(0)

k , (4.136)

for 1 ≤ i < n and 0 ≤ k < M .
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3. We construct the Bell operator B:

B :=
n∑
k=1

∑
0≤i1<...<ik<n
0≤xi1 ,...,xik≤1

αi1,...,ikxi1 ,...,xik
M(i1)

xi1
⊗ · · · ⊗M(ik)

xik
, (4.137)

and we minimize TrBρ subject to the constraints ρ � 0 and Trρ = 1.
This optimization corresponds to a semi-definite program; however,
it is equivalent to finding the eigenvector |ψ〉 corresponding to the
minimal eigenvalue of B. This way, we find the current quantum
bound β := −〈ψ|B|ψ〉.

4. We generate the translationally invariant state

ρTI :=
1

n

n−1∑
i=0

Πi
τ,D|ψ〉〈ψ|(Π

†
τ,D)i, (4.138)

where Πτ,D represents the shift operator in CD (cf. Eq. (A.5)). Notice
that Tr(BρTI) = 〈ψ|B|ψ〉 = −β.

5. And now we optimize the measurements. We do so by fixing the
measurements of all but one parties (we can choose, without loss of
generality, the first one) and optimizing the free one’s; this way we
obtain a semi-definite program which can be addressed efficiently.
Let us define the Fk operators:

Fk :=
n∑
j=1

∑
0≤i1<...<ij<n

∑
0≤xi1 ,...,xij≤1

α
0,i2−i1,...,ij−i1
k,xi2 ,...,xij

×Tr2...n

(
1

(0)
D ⊗M

(i2−i1)
xi2

⊗ · · · ⊗M(ij−i1)
xij

ρTI
)
. (4.139)

Then, we only need to observe that Tr(BρTI) =
∑M−1

k=0 Tr(M(0)
k Fk),

subject to the constraints −1D � M(i)
k � 1D, is the expression to

minimize, from which semi-definite programming can be applied,
obtaining a minimum β̃. Alternatively, one can use the spectral de-
composition of Fk, which reads Fk =

∑
i λ

(k)
i |φ

(i)
k 〉〈φ

(i)
k | to directly

obtain the optimal measurements, which are given by

M(0)
k := −

∑
i

sgn(λ
(k)
i )|φ(k)

i 〉〈φ
(k)
i |, (4.140)
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for 0 ≤ k < M . Observe that now the measurements are no longer
symmetric. However, we have that β̃ ≥ β.

6. Go back to step 2 until convergence β̃ = β is achieved.

Let us briefly comment on the differences between the proposed algo-
rithm and the one in [PV10]. Steps 2 and 4 are added for the following
reasons: Step 2 enforces that the same set of measurements is used at each
site, whereas step 4 guarantees that the state giving the current quantum
violation β is translationally invariant. Applying step 2 does not guarantee
that β is nondecreasing at every step. However, the numerics we have
performed suggest that this is not the case, which enables us to conjecture
that this is the general case.

The algorithm has been implemented and tested on inequalities 64 to
103 in Table C.6 (i.e., those for which a translationally invariant 4-qubit
states were insufficient), and we observe that, for all cases, dmin ≤ 6 holds;
i.e., a six-dimensional local Hilbert space at each site can accomodate a
translationally invariant state and the same set of measurements that will
lead to βQ. Observe that the constructive bound we have proved analytically
would be 2× 4 = 8. More precisely, in the majority of cases we can say that
dmin ≤ 3, with the only exceptions being listed below:

• dmin ≤ 4 for inequalities 64, 65, 73, 78, 81, 86, 91, 99 and 100,

• dmin ≤ 5 for inequalities 70 and 82, and

• dmin ≤ 6 for inequalities 67, 68, 69, 74 and 75.

In all cases, real-valued observables can be taken that satisfy these bounds
and we conjecture that all of them are tight.

4.7. Experimental Considerations

In this section we introduce a preliminary analysis of the effect of imperfec-
tions and experimental errors in the detection of nonlocality in many-body
systems with Sn-symmetric 2-body Bell inequalities of the form (4.22).

In the case in which all parties measure the same set of observables,
the expectation value of the Bell Operator B(n̂0, n̂1) can be found through
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collective measurements of the total spin components

Jα :=
1

2

n−1∑
i=0

σ(i)
α , α ∈ {x, y, z}, (4.141)

where σx, σy and σz are the qubit Pauli matrices, and their combinations
n̂ ·~J, where n̂ is a unit vector in the Bloch Sphere and ~J := [Jx, Jy, Jz]. Con-
sidering a pair of qubit measurementsMk = n̂k · ~σ, with ~σ := [σx, σy, σz].
It is direct to find the expression of the Symmetric correlators S0, S1, S00,
S01 and S11, defined as in Eqs. (4.14) and (4.15), in terms of n̂0, n̂1 and ~J.

Sk = 2 · n̂k · ~J, k ∈ {0, 1} (4.142)

Skk = 4 · (n̂k · ~J)2 − n k ∈ {0, 1} (4.143)

S01 = ((n̂0 + n̂1) · ~J)2 − ((n̂0 − n̂1) · ~J)2 − n · n̂0 · n̂1. (4.144)

The analysis we present was motivated by recent experiments on entan-
glement detection in Dicke states [Lüc+14]. We study how the errors in
the measured quantities J2

θ (the second order moment of the collective spin
component (4.141) in the direction determined by the angle θ between x
and z: Jθ := cos θJz + sin θJx) in the ability to detect nonlocality.

Let us take the quantities Su and Suv, where u, v ∈ {x, z}, which are
defined in Eq. (B.1) and let us express the symmetric correlators S0, S1,
S00, S01 and S11 in terms of them. An inequality of the form (4.22) can be
expressed as

βc +ASz +A′Sx +
B

2
Szz +

C

2
Sxx +DSxz ≥ 0, (4.145)

where the constants A, A′, B, C and D are defined as in Theorem 4.6.
Using the following equivalences28 between Su, Suv and Ju, J2

u, J2
π/4

(u, v ∈ {x, z}) 
Sx = 2Jx
Sz = 2Jz
Sxx = 4J2

x − n
Szz = 4J2

z − n
Sxz = 2(2J2

π/4 − J
2
x − J2

z )

(4.146)

28We have used that Sxz = 2{Jx, Jz}.
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we can arrive at the expression for (4.22) in terms of the total spin operators
J :

βc+ 2AJz + 2A′Jx+
B

2
(4J2

z −n) +
C

2
(4J2

x −n) + 2D(2J2
π/4−J

2
x −J2

z ) ≥ 0,

(4.147)
which is convenient to rewrite in the form

βc + 2AJz + 2A′Jx + 2(B −D)J2
z + 2(C −D)J2

x + 4DJ2
π/4 − n

B + C

2
≥ 0.

(4.148)
Stimulated by discussions with the Hannover group [LK14], we introduce

the following model for experimental errors:

〈J2
θ 〉measured = η(κ+ 〈J2

θ 〉ideal), (4.149)

where η ∈ (0, 1) is a visibility parameter and κ > 0 is an offset parameter
that depends on n. The values of θ actually measured in the experiment
would be 0, π/4 and π/2. Eq. (4.149) captures the behavior of the experi-
mental data of [Lüc+14], for which η ≈ 0.8, κ ≈ 100 and n ≈ 8000. Note
that, for a symmetric state, 〈J2

z 〉ideal = 0, so that the error in z is dominated
by the κ parameter. On the other hand, 〈Jx〉ideal ∈ O(n2) which means that
the error is in this case dominated by the visibility parameter η. The data
for 〈J2

π/4〉 is not available, as this measurement had not been performed,
but both effects should be taken into account by (4.149).

Example 4.19. Let us take n = 8000 and the Half-filled Dicke state |Dn/2
n 〉.

The ideal values of the total spin components and its second order moments
are 〈Jx〉 = 〈Jz〉 = 〈J2

z 〉 = 0, 〈J2
x〉 = (n2 + 2n)/8, and 〈J2

π/4〉 = (n2 + 2n)/16.
We use a Bell inequality of the class (4.87) to detect the nonlocality of this
state: ⌈

n+ 2

2

⌉(
n

2

)
+

1

2

(
n

2

)
S00 +

n

2
S01 −

1

2
S11 ≥ 0. (4.150)

In Fig. 4.19 we present the effect of the errors (4.149) in the nonlocality
detection.
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As we can see from Example 4.19, the offset κ severely reduces the appli-
cability of Inequality (4.150). The reason is that the condition 〈J2

z 〉ideal = 0
is in fact 〈J2

z 〉measured ≈ 80, an effect that gets multiplied by the very non-
linear form of the coefficients γ, δ and ε in (4.150), which are O(n2), O(n),
and O(1) respectively. In order to improve the performance of Example
4.19, one could try to look for Bell inequalities with more balanced coeffi-
cients, at the price of having a smaller effective quantum violation.

However, if we do not restrict ourselves to the state |Dn/2
n 〉, by using

a Bell inequality with a more balanced set of coefficients, we can vastly
improve the results of Fig. 4.19:

Example 4.20. We take the Bell inequality of Example 4.10, namely

2n− 2S0 +
1

2
S00 − S01 +

1

2
S11 ≥ 0, (4.151)

and the corresponding Gaussian superposition of Dicke states, namely |ψn〉 =∑n
k=0 ψ

(n)
k |D

k
n〉, with the coefficients ψ(n)

k defined as in (4.71). The ideal
values of the total spin components and its second order moments are given
by 〈Jz〉 = 1/(2

√
3), 〈Jx〉 = n/2, 〈J2

z 〉 = 0, 〈J2
x〉 = n2/4 and 〈J2

π/4〉 =

(n2/2 + n/
√

3)/4. In Fig. 4.20 we report the effect of the errors (4.149) in
the detection of nonlocality of |ψ8000〉.

We observe that, contrary to Example 4.19, Example 4.20 shows an
improvement of almost five orders of magnitude in the error that one
can tolerate in κ (provided that one can prepare the state (4.71) in the
laboratory) thanks to the balance that now have the coefficients γ, δ and ε
in (4.73). In comparison to the values obtained in [Lüc+14], Example 4.20
shows that the class of inequalities described in Theorem 4.4 can tolerate
an error in J2

z almost one order of magnitude higher.

4.7.1. Experimental realizations

We conclude this chapter by discussing a collection of setups in which
nonlocality in many-body systems may be tested implementing our inequal-
ities.
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Ultracold trapped atoms

One can create a spinor Bose-Einstein Condensate (BEC) of Rubidium F = 1
atoms. The process to achieve this goal is to use spin changing collisions,
in which mF = 0 atoms collide to produce a mF = ±1 pair. In this way,
many thousands of neutral atoms can be entangled in their spin degree of
freedom. In [Lüc+14], a Dicke-like state was created using this procedure,
with a genuine multipartite entanglement of at least 28 particles and a
generalized squeezing parameter of 11.4(5)dB.

In a similar fashion, one can employ Rubidium pseudo-spin 1/2 atoms
in a BEC to generate scalable squeezed states. A theoretical proposal can
be found in [Sor+01], and for experiments see [Mue+14]. Using this
procedure, non-squeezed, non-Gaussian, entangled states of many atoms
were generated [Str+14] very recently.

In all these experiments, the number of atoms involved is in the order of
103 or even greater. However, as Example 4.19 points out, the experimental
imperfections and errors are too large, and the fidelities are too small to
allow for many-body nonlocality. It could be possible to achieve a com-
promise; i.e., to perform such experiments with a mesoscopic number of
atoms (e.g. . 100), where there would be the possibility of controlling the
atom number to a single atom level (in [Hum+13], resonant fluorescence
detection of Rb87 atoms in a MOT is performed; in [Wen+13; Zür+13],
optically trapped spin-1/2 fermions are used).

Ultracold trapped ions

Ultracold trapped ions with internal pseudo-spin can, via phonon excita-
tions, talk to each other; in some conditions it is even possible to make
them behave as spin chains with long range interactions. There are basi-
cally two ways to do this: the original proposal was using inhomogeneous
magnetic fields [MW01], but it is also possible to appropriately tailor
laser-ion interactions [PC04]. The first experiments ever performed were
those of [Fri+08; Kim+10]. The first theoretical studies considered spin
interactions whose strength decayed with the third power of the distance
[PC04; DPC05; Hau+10; Mai+12]; however, it was shown that it was
possible experimentally to achieve decaying powers between 0.1 and 3 in
2-dimensional arrays of traps, via mediating phonon interactions [Bri+12].
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Recently, there has been progress on the experimental realization of
a quantum integer-spin chain in whic the interactions can be controlled
[Sen+14]. Additionally, trapped ions systems in relation to long range
SU(3) spin chains and quantum chaos have been considered [Gra+13],
as well as trapped-ion quantum simulation of tunable-range Heisenberg
chains [GL14]. In [GL14] it was shown that significant violation of the Bell
inequalities discussed in this chapter (Example 4.19) is possible for the
ground states of models with large -although finite- interaction range.

Ultracold atoms in nanostructures

The very rapid experimental progress in coupling ultracold atomic gases to
nanophotonic waveguides, started by [Nay+07; Vet+10; Gob+12] (see
also [Gob+14]) suggests the possibility to consider systems of ultracold
atom traps in the vicinity of tapered optical fibers and optical crystals,
which are band gap materials. The remarkable properties of such kind of
systems was already highlighted in early theoretical studies [KH08; ZR10;
CGS11; Cha+12]. More recently, the attention has been focused on the
development of long range spin models [CCK13; GT+15; Dou+15].

Cold and ultracold atomic ensembles

Cold and untracold atomic ensembles [HSP10] allow for unprecedented
degrees of squeezing of the total atomic spin by means of the quantum
Faraday effect [Nap+11; Sew+14], as well as extraordinary degrees of
precision of quantum magnetometry [Luc+14]. As the Bell inequalities
derived in this chapter require very precise measurements of the total spin
components and its second order moments (i.e., quantum fluctuations), it
seems that Quantum Faraday effect (also referred to as spin polarization
spectroscopy) is a very well suited method to fulfill this objective; in princi-
ple, it also allows to reach spatial resolution and/or the measurement of
spatial Fourier components of the total spin [Eck+08].
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Figure 4.1.: The action of a permutation σ = (A 7→ C 7→ B 7→ A)(D 7→ D)
on a DLS. We take as an example the (4, 2, 2) scenario with 4
parties, labelled A,B,C,D, each having a choice between the
0-th and the 1-st observables, and each observable can give
±1 as a result. Each square represents a party and each circle
corresponds to a measurement. We take the convention that
if the circle is filled in black, its predetermined outcome is
+1 (+), whereas if it is filled in red, then its predetermined
outcome is −1 (−). All parties having the same DLS have
squares with the same color. We consider the DLS f given by
f(A) = (+,+), f(B) = (+,−), f(C) = (+,+) and f(D) =
(−,+). Each line corresponds to a two-body correlator; if it is a
black line, the results are correlated and if it is a red line, they
are anti-correlated. Although the value of the single two-body
correlators can be changed by σ (e.g., A0B1 is anticorrelated
on the left, but it is correlated on the right), observe that
the symmetrized correlators do not change their respective
value. Both before and after the action of σ, one has S[A0] =
A0 + B0 + C0 + D0 = 2, S[A1] = 2, S[A0B0] = 0, S[A0B1] = 4,
S[A1B1] = 0. In terms of PL, the two graphs above correspond
to two different vertices, but they are projected to the same
point in PSn

2 .
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Figure 4.2.: Distributions of c(n)
k versus k for n ∈ {10, 102, 103, 104}. c(n)

k are
the coefficients of the eigenstate corresponding to the minimal
eigenvalue of B(0, θ∗ − ϕ∗), which is found in the invariant
subspace where Bn/2(0, θ∗ − ϕ∗) acts, for the optimal θ − ϕ.

The black dots correspond to the values of c(n)
k and the blue

line connecting them is added just to better show the behavior
with k.
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Figure 4.3.: The black points represent values of α
(n)
k for n ∈

{10, 102, 103, 104}. As in Fig. 4.2, the cyan line is added to
mark better their behavior with k. The red lines are the square
roots of the Gaussian distributions, as introduced in Theo-
rem 4.9, with means µn and variances σn chosen so that
the distributions best fit the points. Their explicit values are
µn = n/2 + (1/4 cos θn), where θ10 = 2.6672, θ102 = 2.6334,
θ103 = 2.6231, θ104 = 2.6180, and σ10 = 0.4049, σ102 = 1.3935,
σ103 = 4.5109, and σ104 = 14.379, respectively. Noticeably, al-
ready for n = 10, the red line matches the points very well. We
quantify this agreement in Fig. 4.4.
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Figure 4.4.: Maximal quantum violations of inequality (4.73) (blue crosses)
compared to the maximal violations achievable by the states
defined in Theorem 4.9 (red crosses). All means and variances
in the Gaussian distributions were chosen so that |ψmin

n 〉 would
maximally violate (4.73). The inset contains the relative differ-
ence between numerical and analytical violations. The points
in the inset are the actual values of n for which we performed
the calculations and the cyan line is just added to help in vi-
sualizing the tendency. Note that, already for n = 10, the two
violations are almost the same.
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Figure 4.5.: The minimal negative eigenvalue −normalized to the classical
bound− of the Bell operator B(θ − ϕ) that corresponds to
Inequality (4.73), denoted λn(θ − ϕ), for n = 10k, with k ∈
{1, 2, 3, 4}.
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Figure 4.6.: The tolerance to white noise pcr
n for the inequality (4.73) as a

function of n. This is a monotonously increasing function (cf.
Eq. 4.83). For n = 104 the tolerance is almost 20%.
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Figure 4.7.: On the left, the values |Qv| of the maximal quantum violation
of (4.86 - 4.87) for the Dicke state |Dk

n〉 with n = 210 = 1024
qubits. The violation is relative to the classical bound βc. The
blue curve corresponds to (4.86) and the red curve corresponds
to (4.87). The maximal quantum violation has been plotted in
logarithmic scale (in dB; i.e. 10 log10(−minϕ,θ dk/βc) is what
appears on the plot) in order to better compare the two bounds.
The horizontal axis is cut at k = n/2 because of the symmetry
with respect to k = n/2. The reason for that is that the same
violation can be achieved by an inequality that results from
renaming the outcomes of the measurements or, equivalently,
by switching |0〉 ↔ |1〉 for every qubit. The figure clearly shows
that the two classes overlap, so these two classes cover all pos-
sible entangled Dicke states |Dk

n〉. On the right, we represent,
for every k, the optimal measurement angles ϕ∗/π, θ∗/π that
lead to the violation shown on the left. For the class of inequal-
ities (4.86) φ∗ and θ∗ are plotted in blue and red, respectively,
where the condition for optimality ϕ = −θ can be appreciated.
For the class of inequalities (4.87), the optimal measurement
angles φ∗ and θ∗ are plotted in yellow and green, respectively.
Interestingly, although the plot suggests that ϕ∗ = π for the in-
equality (4.87), it is not the case: If the yellow line were exactly
π, one could not achieve the optimal quantum violation. For
this n = 210, φ∗|k=280 ≈ π and φ∗|k=511 ≈ 1.00023π. Loosely
speaking, the reason for this slight discrepancy is that dk can
be expressed as dk = 2n4 cos(ϕ/2)4−2n3 cos(ϕ/2)2(k− cos θ+
(1 + 3k) cosϕ) + 2n2k2 cos2(ϕ/2)(1 + 3 cosϕ) + o(n2k2), an ex-
pression which can be made o(n2k2) just by picking ϕ = π.
However, one can do better by exploiting the fact that a value
of cos(ϕ/2) small enough makes the whole expression effec-
tively o(n2k2) (this value of ϕ∗ will actually depend on n and
k), and the leading terms contribute to the minimization.
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Figure 4.8.: The expecation value 〈B(n̂∗0, n̂
∗
1)〉 for the optimal measurement

directions n̂∗0 and n̂∗1, as a function of κ. The different curves
correspond to η ∈ {1, 0.95, 0.9, . . .} starting at η = 1 (blue
line).
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Figure 4.9.: We have taken Ineq. (4.73) for n = 8000 qubits and rep-
resented the expecation value 〈B(n̂∗0, n̂

∗
1)〉 for the optimal

measurement directions n̂∗0 and n̂∗1 and the optimal state
(4.71), as a function of κ. The different curves correspond
to η ∈ {1, 0.95, 0.9, . . .} starting at η = 1 (blue line).
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5. Relating entanglement and nonlocality

Both entanglement and nonlocality are central concepts in modern physics.
Their relation, however, is not fully understood yet. In 1964, Bell showed
that some entangled states are nonlocal, in the sense that the statistics
obtained when certain measurements are performed on them would vi-
olate a Bell inequality [Bel64]. In 1991, Gisin showed that every pure
bipartite entangled state is nonlocal [Gis91], a result that was later gen-
eralized to any multipartite pure entangled quantum state a bit later by
Popescu and Rohrlich [PR92]. Thus, one could naively identify nonlocality
and entanglement, however, this intuition is—like in many situations in
quantum physics—misleading, as the relation between those two quantum
information resources is more involved.

In [Wer89], Werner started a program to explore the relation between
these two concepts, showing that they are inequivalent in the bipartite case.
In order to do so, he introduced a Local Hidden Variable Model (LHVM)
that reproduces the statistics of any set of measurements that is performed
on an entangled state, thus showing that entanglement does not imply
nonlocality1. Observe that, if a bipartite state has a LHVM, then, for any Bell
scenario (2,m, d) and for any possible choice of measurements performed
on the state, the obtained statistics correspond to a point belonging to
the local polytope PL. Observe that the approach of Chapter 4 was taken
from a quite opposite perspective: we wanted to show that nonlocality
was present in some quantum states; hence, it was sufficient to choose a
particular Bell scenario, to provide a Bell inequality and to show that it
was violated when some measurements were performed on the state. Here
we need to show that, whatever measurements are performed on the state,
the statistics obtained satisfy all Bell inequalities for all scenarios. As the
problem of finding all Bell inequalities is intractable, in practice one can
only construct explicitly a LHVM for the state under consideration. This

1 Observe that LHVMs always exist for separable states (cf. Eqs. (2.2) and (2.14)). Equiva-
lently, nonlocality implies entanglement.
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caveat is the main reason why the literature on the subject is so scarce
[ADA14].

In the multipartite scenario, however, the relation between these two
concepts is quite unexplored. The main reason lies in the subtelties that
appear, both in the definition of multipartite entanglement (cf. Eq. (2.3))
and, especially, in the definition of multipartite nonlocality (cf. Eq. (2.17)).
As a trivial example of an entangled state that admits a local model, one
can always construct a multipartite entangled state that is local by taking a
bipartite entangled, local state (e.g. a Werner state) that is fully product
with respect of the rest of the parties. Clearly, this is just a manifestation of
the already known inequivalence for the bipartite case.

Hence, the most natural question to ask is the following: do there exist,
for any n, Genuinely Multipartite Entangled (GME) states which are not
Genuinely Multipartite Nonlocal (GMN)? This is the main goal of the
present chapter, in which we will show that this is indeed the case, hence
proving that entanglement and nonlocality are inequivalent for any number
of parties.

The results presented in this chapter are joint work with R. Augusiak, M.
Demianowicz and A. Aćın [Aug+14c].

5.1. Local Models

Before moving to the main result, let us summarize what has been known
so far for the bipartite case. In 1989, Werner introduced a family of highly
symmetric states, which are U ⊗U -invariant [Wer89], nowadays known as
Werner states:

ρW (p) := p

(
d

2

)−1

P
(−)
d + (1− p)d−2

1d2 , (5.1)

where P (−)
d is the projector onto the antisymmetric space of (Cd)⊗2 (cf.

Theorem A.9). Note that, for d = 2, P (−)
d = |ψ−〉〈ψ−|, where |ψ−〉 =

(|01〉 − |10〉)/
√

2 is the singlet state.
Werner provided a LHVM that, for p ≥ (d− 1)/d, reproduces the statis-

tics of any projective measurements performed on ρW (p). As ρW (p) is
entangled if, and only if, p > 1/(d+ 1), any Werner state in the range of
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parameters 1/(d+ 1) < p ≤ (d− 1)/d proves that, in the bipartite case, en-
tanglement and nonlocality are inequivalent for projective (von Neumann)
measurements.

Example 5.1. In order to construct Werner’s model [Wer89], the shared
randomness λ ∈ Λ present in Eq. (2.14) is taken to be a normalized tuple of
d complex numbers; it can be interpreted as a qudit quantum state |λ〉 ∈ Cd.
Hence, the space of hidden variables is taken to be Λ = {|λ〉 ∈ Cd : 〈λ|λ〉 = 1}.
One can think of this as a referee that sends two qudits |λ〉 to the parties prior
to the experiment. Now we consider two von Neumann measurements A, B
that are performed on Alice’s and Bob’s laboratories, respectively. Let {Aa}a
and {Bb}b be the corresponding projections. We now have to give response
functions p(a|A, λ) and p(b|B, λ) such that P (ab|AB) takes the following
form:

P (ab|AB) = Tr(ρW (p)Aa ⊗Bb) =

∫
Λ
q(λ)p(a|A, λ)p(b|B, λ)dλ. (5.2)

Alice has to give an outcome a, based solely on the shared randomness |λ〉
available to her and the measurement that she performsA. She always outputs
the outcome corresponding to the projection with minimal overlap with λ:

p(a|Aλ) :=

{
1 if a = arg mina〈λ|Aa|λ〉
0 otherwise

. (5.3)

Similarly, Bob is given |λ〉 and B and he has to produce an outcome b. He
does so according to the following rule:

p(b|B, λ) := 〈λ|Bb|λ〉. (5.4)

Finally, if the shared randomness |λ〉 is generated according to the unique
probability density which is invariant under any unitary operation (which we
denote q(λ)), then the LHVM of Eq. (5.2) is satisfied; i.e., the r. h. s. of Eq.
(5.2) reproduces the probabilities that are given by Quantum Theory.

In [Bar02], Barrett generalized the model in Example 5.1 to general
POVMs, obtaining a range of the parameter p in Eq. (5.1) for which Werner
states were entangled, but nonlocality could never be revealed, regardless
of the measurements performed. The construction given by Barrett was
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adapted to states of a similar form to ρW (p); i.e., mixtures of white noise
and a given quantum state ρ [Alm+07]. In particular, when ρ is the projec-
tor onto the maximally entangled state

∑d−1
i=0 |ii〉/

√
d, one obtains a local

model for the isotropic states [HH99].

Grothendieck’s constant

The violation of Bell inequalities for noisy states of the form pρ + (1 −
p)1d2/d

2 has been related to an important notion in functional analysis,
which is the Grothendieck’s constant2. This is particularly useful when one
deals with states whose reduced density matrices are maximally mixed
(e.g. Werner or isotropic states). In such case, any bipartite Bell inequality
can be expressed purely in terms of two-body expectation values (as any
one-body expectation value will vanish). If the observables are binary and
their outcomes are ±1, then we will have

m−1∑
x,y=0

cxy〈Ax ⊗By〉 ≤ βc, (5.5)

where cxy are real coefficients, m is the number of measurements and
βc is the classical bound of the Bell inequality (5.5). If the observables

2 If A is a n× n square matrix with entries (A)ij = aij ∈ R, such that

max
|si|,|tj |≤1

∣∣∣∣∣∑
i,j

aijsitj

∣∣∣∣∣ = 1,

where si, tj ∈ R, then, there exists a constant KR(n) such that, for any vectors ~si, ~tj
such that their norm is |~si|, |~tj | ≤ 1, the following holds:

max
|~si|,|~tj |≤1

∣∣∣∣∣∑
i,j

aij ~si · ~tj

∣∣∣∣∣ = KR(n).

The number KR(n) is known as Grothendieck’s constant. Although its existence is
proven, only bounds on its numerical value are known [Fin03]: KR(2) =

√
2, KR(3) ≤

1.517, KR(4) ≤ π/2. In the limit, KR := limn→∞KR(n), it is known that 1.67696... ≤
KR < π/ ln(1 +

√
2)2 = 1.7822...

In a similar fashion, a complex Grothendieck constant exists when si, tj , ~si, ~tj are taken
to be complex, with norm bounded by one. In such case, 1.1526 ≤ KC(2) ≤ 1.2157,
1.2108 ≤ KC(3) ≤ 1.2744, 1.2413 ≤ KC(4) ≤ 1.3048 and, in the limit, 1.33807 ≤
KC ≤ 1.40491.
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have d outcomes, one can, in the spirit of the complex correlators intro-
duced in Section 4.5.1, also express any Bell inequality purely in terms
of two-body correlators, as one-body ones vanish on the state: We take
A

(k)
x :=

∑d−1
i=0 ω

i·k|ix〉〈ix|, where {|ix〉〈ix|} forms a resolution of the identity
corresponding to the x-th observable of Alice and ω is a primitive d-th
root of the unity. Bob’s measurements B(l)

y are defined in a similar way.
Then, for any bipartite state with maximally mixed subsystems, any Bell
inequality for the (2,m, d) scenario takes the following form:

d−1∑
k,l=1

m−1∑
x,y=0

c(kl)
xy 〈A(k)

x ⊗B(l)
y 〉 ≤ βc. (5.6)

Example 5.2. Let ρiso(p) := p|ψ+〉〈ψ+|+(1−p)1d2/d2 be the isotropic states,
where |ψ+〉 :=

∑d−1
i=0 |ii〉/

√
d is the maximally entangled state. Then,

〈A(k)
x ⊗B(l)

y 〉ρiso = p〈ψ+|A(k)
x ⊗B(l)

y |ψ+〉. (5.7)

As shown in [AGT06], the expectation values on the maximally entangled
state can be written as scalar products of some vectors in Cd2: 〈ψ+|A(k)

x ⊗
B

(l)
y |ψ+〉 = 〈a(k)

x |b(l)y 〉. Such vectors are normalized, because (A
(k)
x )†A

(k)
x = 1d

(and the same for B(l)
y ).

Hence, any bipartite Bell inequality of the form (5.6), when the corre-
sponding expectation values are taken on the state ρiso, can be rewritten
as:

p
d−1∑
k,l=1

m−1∑
x,y=0

c(kl)
xy 〈a(k)

x |b(l)y 〉 ≤ βc. (5.8)

Let us denote by Qd the maximal quantum violation (for projective measure-
ments) that one can attain on the maximally entangled state. Then,

Qd = lim
m→∞

sup
M

max
|a(k)x 〉,|b

(l)
y 〉∈Cd2

d−1∑
k,l=1

m−1∑
x,y=0

c(kl)
xy 〈a(k)

x |b(l)y 〉, (5.9)

where we identify the coefficients of M with c(kl)
xy .
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Observe that Qd is lower bounded by KC·C, where the constant C is the
result of the following optimization over complex numbers:

C := max
|a(k)x |,|b

(l)
y |≤1

∣∣∣∣∣∣
d−1∑
k,l=1

m−1∑
x,y=0

c(kl)
xy a

(k)
x · b(l)y

∣∣∣∣∣∣ . (5.10)

Hence, the l. h. s. of (5.6) can be upper bounded by p ·KC ·C. By imposing
that p ·KC · C ≤ βc, we obtain the condition p ≤ βc/KCC, for which the
states ρiso(p) never violate Bell inequality (5.6) for projective measurements.

5.2. Bilocal models in the multipartite scenario

To our knowledge, the only published result about local models in the
multipartite scenario is [TA06]. There, Tóth and Aćın constructed a fully
local model for projective measurements on a three-qubit GME state. It
remains unknown, however, whether this model can be extended to more
parties.

In [Aug+14c], we show that entanglement and nonlocality are in gen-
eral inequivalent concepts; i.e., for any number of parties n. We do so by
constructing GME states that admit a bilocal model for any n ≥ 2. There
are two main steps in this construction: first, in Section 5.2.1 we prove that
every bilocal bipartite state can be mapped to a multipartite state admitting
a bilocal model. Second, in Section 5.2.2 we argue that the construction
provided in Section 5.2.1 can lead to GME states for any n.

5.2.1. The extension

Let us consider the set of parties A = {A1, . . . , An} and a bipartition S|S
of A. Let us consider an arbitrary bipartite state ρAB ∈ D(Cd)⊗2. As a
generalization of a fact stated in [Bar02], let us consider a pair of quantum
channels (CPTP maps)

ΛA→S : B(Cd) −→ B((Cd′)⊗|S|) (5.11)

as well as
ΛB→S : B(Cd) −→ B((Cd′)⊗|S|). (5.12)
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5.2. Bilocal models in the multipartite scenario

The maps ΛA→S and ΛB→S send operators that act on a single-party d-
dimensional Hilbert Space to operators that act on a |S|−partite (or |S|-
partite) Hilbert space with local dimension d′. We then have the following
theorem:

Theorem 5.3. Let ρAB ∈ D(Cd)⊗2 and let ΛA→S and ΛB→S be defined
as in Eqs. (5.11) and (5.12), respectively. Let us define the n-partite state
σA ∈ D(Cd′)⊗n as

σA := (ΛA→S ⊗ ΛB→S)[ρAB]. (5.13)

If ρAB admits a local model for POVMs, σA admits a bilocal model for POVMs.

Proof. Our reasoning goes along the lines of [Bar02]. Let MX be the
measurement performed by party X (X ∈ {A,B}) and let {MX

x } be
the POVM elements representing its outcomes. Because ρAB is local, the
probability of obtaining outcomes (a, b) when the pair of measurements
(MA,MB) is performed takes the form of Eq. (2.17) for K = 2:

P (a, b|MA,MB) =

∫
Λ
p(λ)pρ(a|MA, λ)pρ(b|MB, λ)dλ. (5.14)

Let us make a couple of brief remarks concerning the notation employed
in Eq. (5.14). Both the space of hidden variables λ and quantum channels
are typically denoted by Λ. It is clear from the context which one we
refer to, as they are concepts with nothing in common. Moreover, for the
response functions p we have added the subscript ρ to indicate that these
probabilities correspond to the state ρAB.

Let Mi be the measurement performed by the i-th party in A, with
POVM elements {M (i)

ai }. We shall now construct a bilocal model for σA
with respect to the S|S bipartition. To this end, consider the dual3 maps of

3 Let H and K be two finite-dimensional Hilbert spaces. Given a linear map Λ : B(H) −→
B(K), its dual map, denoted Λ†, is defined as the linear map Λ† : B(K) −→ B(H) that
satisfies Tr(X ◦ Λ[Y ]) = Tr(Λ†[X] ◦ Y ), for any X ∈ B(K) and for any Y ∈ B(H).
If Λ is a positive map (in particular, when it is a quantum channel, it is Completely
Positive), its dual Λ† is also positive. If, in addition, Λ is Trace Preserving (for all X,
TrΛ[X]) = TrX), its dual map Λ† is unital; i.e., it maps the identity to the identity:
Λ†[1K] = 1H.
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5. Relating entanglement and nonlocality

ΛA→S and ΛB→S , denoted Λ†S→A and Λ†
S→B, respectively, and define the

operators

MA
aS

:= Λ†S→A

 |S|⊗
i=1

M (i)
ai

 , MB
aS

:= Λ†
S→B

 |S|⊗
i=|S|+1

M (i)
ai

 , (5.15)

where the indices aS := a1 . . . a|S| and aS := a|S|+1 . . . an denote the possi-
ble tuples of outcomes corresponding to the parties in S and S, respectively.
As a consequence that the dual map of a quantum channel is positive and
unital, the operators defined in Eq. (5.15) form a set of POVM elements.
Let us denote the associated POVMs byMA andMB.

We can now define the response functions that correspond to the ex-
tended state σA for the partition S|S. Let us take M := M1 . . .Mn as
the set of measurements that are performed on σA and MS (MS) its
restriction to S (S). Then, the response functions which are defined as
follows:

pσ(aS |MS , λ) := pρ(aS |MA, λ) (5.16)

and
pσ(aS |MS , λ) := pρ(aS |MB, λ) (5.17)

indeed constitute a bilocal model for σA for POVMs:

P (a|M) = Tr
[
M (1)
a1 ⊗ · · · ⊗M

(n)
an σA

]
= Tr

[
M (1)
a1 ⊗ · · · ⊗M

(n)
an (ΛA→S ⊗ ΛB→S)[ρAB]

]
= Tr

[
MA
a1...a|S|

⊗MB
a|S|+1...an

ρAB

]
=

∫
Λ
p(λ)pρ(aS |MA)pρ(aS |MB)dλ

=

∫
Λ
p(λ)pσ(aS |MS)pσ(aS |MS)dλ. (5.18)

5.2.2. Certifying genuinely multipartite entanglement

Let us now see how the construction introduced in Section 5.2.1 can lead to
GME states. To this end, we first prove that, if a state σA, whose subsystems
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5.2. Bilocal models in the multipartite scenario

(with respect to a bipartition S|S) act on the symmetric space, is entangled
across S|S, then it has to be GME. With this in mind, consider a bipartite
entangled state ρAB ∈ D(Cd ⊗ Cd) and two quantum channels ΛA→S :

B(Cd) −→ B(S(Cd′)⊗|S|) and ΛB→S : B(Cd) −→ B(S(Cd′)⊗|S|) such
that there exists, for each of them, a retraction45. Because these channels
produce states acting on the corresponding |S|- and |S|-partite symmetric
spaces, the resulting global state σA is symmetric on the subspaces S and
S. Furthermore, because ρAB is entangled, it must be GME; if it were
not the case, because ΛA→S and ΛB→S can be retracted, ρAB must be
separable, which is a contradiction. By supposing, in addition, that ρAB
is local, Theorem 5.3 constructs a bilocal model for σA, proving the main
result of this section.

To complete the proof we now show that, if σA is symmetric on its sub-
systems S|S, then it is either biseparable or GME. Before proving formally
this result in Theorem 5.4, let us briefly comment on the steps we are going
to take: Let PS be the projector onto the symmetric space constituted by
the parties in S, as defined in Eq. (3.7). We are considering a state σA for
which σA = PS⊗PSσAPS⊗PS holds. We suppose that σA is not GME and
our aim is to prove that it is then biseparable across the S|S bipartition;
i.e.,

σA =
∑
i

piσ
i
S ⊗ σiS , (5.19)

where σiS ∈ D(S(Cd′)⊗|S|) and σi
S
∈ D(S(Cd′)⊗|S|). As σA is not GME,

then it admits the decomposition of Eq. (2.3) with K = 2. Hence,

σA =
∑

T |T∈S2

pT |TρT |T , (5.20)

where ρT |T is a biseparable state across the partition T |T (recall that SK is
the set of all K-partitions of A). By the very definition of biseparability (cf.

4 By analogy with category theory, we adopt the same terminology here for quantum
channels: Given two morphisms g : Y → X and f : X → Y such that f ◦ g = 1Y , g is
called a section of f , whereas f is a retraction of g. In the context of quantum channels,
the term isometry is typically used.

5 We demand that, for the construction to lead to GME states, given Λ, there exists a
quantum channel Λ̃ such that Λ̃ ◦ Λ is the identity on B(Cd).
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Eq. (2.2)), we can write

ρT |T =
∑
i

qi
T |T |e

i
T 〉〈eiT | ⊗ |f iT 〉〈f

i
T
|. (5.21)

We want to prove that every ρT |T present in the decomposition of σA is
already of the form (5.19) and for this purpose we can work with pure
states. But then, every pure state |eiT 〉|f iT 〉 has to obey PS ⊗ PS |eiT 〉|f iT 〉 =

|eiT 〉|f iT 〉, which implies (after some algebra) that |eiT 〉|f iT 〉 must be also
product with respect to the S|S bipartition.

We are going to prove here a slightly more general result, which holds
for K-partitions, instead of bipartitions.

Theorem 5.4. Consider an n-partite state of qudits ρA ∈ D(Cd)⊗n such that,
for any K-partition S ∈ SK with groups being labelled S = {Sk}k=1...K , the
subsystems of ρA that correspond to Sk act on the symmetric space; i.e.,

PSkρAPSk = ρA, k = 1 . . .K. (5.22)

Then, ρA is either GME or it has the biseparable decomposition

ρA =
∑
T |T

pT |T ρT |T , (5.23)

where T (T ) is the union of at least one of the Sk ’s (its complementary).

Proof. We assume that ρA is not GME. Then, it must be biseparable; in
principle, across any bipartition of A, so that it has the form

ρA =
∑

T |T∈S2

p′
T |TρT |T , (5.24)

where p′
T |T is a probability distribution and ρT |T is a separable state across

the bipartition T |T , meaning that it can be expressed as

ρT |T =
∑
i

qi
T |T |e

i
T 〉〈eiT | ⊗ |f iT 〉〈f

i
T
|, (5.25)

where qi
T |T is a probability distribution and |eiT 〉 and |f i

T
〉 are pure states

defined on the Hilbert space of the parties that belong to T and T , respec-
tively.
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5.2. Bilocal models in the multipartite scenario

Our next step is to prove that, due to the symmetry present in each set
of parties Sk, each of the T ’s has to be a union of some of the Sk ’s. Let
|eiT 〉|f iT 〉 be one of the product vectors appearing in the decomposition
(5.25). We shall now prove that it is product across some T |T as well.

Because the subsystems Sk of ρA are symmetric by assumption, the
product vectors |eiT 〉|f iT 〉 appearing in the range of ρA enjoy the same
symmetries as ρA; thus, they obey the following:

PSk |e
i
T 〉|f iT 〉 = |eiT 〉|f iT 〉, (5.26)

and this holds for all k = 1 . . .K. In particular, for any two parties belonging
to the same subset, Am, An ∈ Sk, we have

Π(m,n)|eiT 〉|f iT 〉 = |eiT 〉|f iT 〉, (5.27)

where Π(m,n) is the swap operator permuting parties Am and An (cf. Eq.
(A.5)).

Let us consider any bipartition T |T that appears in the biseparable
decomposition of Eq. (5.24). We can assume that T is not a union of some
of the Sk, otherwise we are done. Then, there must exist a pair of particles
Am, An, such that Am, An ∈ Sk, but Am ∈ T and An ∈ T .

We now consider the bipartitions T \Am|Am and T \An|An and we take
the Schmidt decomposition (cf. Eq. (2.4)) of |eiT 〉 and |f i

T
〉, respectively (we

omit the indices i and T \Am (T \An) in the interest of notation):

|eT 〉 =
∑
j

√
µj |ejAm〉|e

j
T\Am〉 (5.28)

and
|fT 〉 =

∑
j

√
νj |f jAn〉|f

j

T\An
〉. (5.29)

Applying the swap condition (5.27) we obtain∑
j,j′

√
µjνj′ |f j

′

An
〉|ejT\Am〉|e

j
Am
〉|f j

′

T\An
〉=
∑
j,j′

√
µjνj′ |ejAm〉|e

j
T\Am〉|f

j′

An
〉|f j

′

T\An
〉.

(5.30)
Because of the orthogonality of the vectors appearing in the Schmidt
decompositions (5.28) and (5.29), for any pair of indices (j, j′), we have
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that (up to a global phase) |ejAm〉 = |f j
′

An
〉. It is then well defined to put

|g〉 := |ejAm〉 = |f j
′

An
〉, which implies that every product vector in Eq. (5.25)

is also product with respect to parties An and Am:

|eiT 〉|f iT 〉 = |gAm〉|ẽT\Am〉|gAn〉|f̃T\An〉, (5.31)

where ẽ and f̃ are some vectors which we are not interested in.
The same argument works for any pair (m,n) such that Am ∈ T , An /∈ T

and Am, An ∈ Sk. Hence, every |eiT 〉|f iT 〉 in (5.25) is necessarily product
with respect to some bipartition T |T , with T , T being a union of (at least
one) of the Sk ’s.

Now we can repeat the same argument for the rest of the bipartitions
T |T ∈ S2 and conclude that ρT |T is separable with respect to bipartitions
of the form T |T , thus having the form given in Eq. (5.23)

Let us remark that, as a corollary, we have the case for a bipartition S|S
of symmetric subspaces; i.e., when ρA obeys

PSρAPS = ρA (5.32)

and
PSρAPS = ρA, (5.33)

then it follows that, if ρA is not GME, it has to be separable across the
bipartition S|S; i.e.,

ρA =
∑
i

piρ
i
S ⊗ ρiS , (5.34)

where ρiS and ρi
S

act on subsystems S and S, respectively. Equivalently, if
ρA is not of the form (5.23), then it is GME.

5.3. K-local models in the multipartite scenario

The extension of a local model to a bilocal model can be generalized to an
extension in which a fully local model of K parties is mapped to a K-local
model. The following result is a generalization of Theorem 5.3.
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Theorem 5.5. Consider a quantum state ρA1...AK ∈ D(Cd)⊗K and a collec-
tion of retractable quantum channels

{
ΛAk→Sk : B(Cd) −→ B(Cd′)⊗|Sk|

}
,

where {Sk} forms a K-partition of A. If ρA1...AK has a fully local model for
POVMs, the quantum state σA defined as

σA := (ΛA1→S1 ⊗ · · · ⊗ ΛAK→SK )[ρA1...AK ] (5.35)

has a K-local model for POVMs with respect to the K-partition of A given by
the Sk ’s (S1t · · · tSK = A).

Proof. As, by hypothesis, ρA1...AK has a fully local model, the probabilities
of obtaining outcomes a1, . . . , ak upon measuring Mi (i = 1 . . .K) take
the following form

P (a1 . . . aK |M1 . . .MK) = Tr
[(
M (1)
a1 ⊗ · · · ⊗M

(K)
aK

)
ρA1...AK

]
=

∫
Λ
p(λ)pρ(a1|M (1)

a1 , λ) · · · pρ(aK |M (K)
aK

, λ)dλ,

where {M (i)
ai } are the POVM elements of the measurement Mi that the

i-th party performs, Λ is the space of hidden variables over which λ is
distributed, according to a probability distribution p(λ), and the subscript ρ
in the response functions is used to emphasize that the response functions
are calculated for ρA1...AK .

We are now going to construct a K-local model for σA with respect to the
K-partition of A given by A = S1t · · · tSK . Let us assume that, on their
share of the state σA, each of the parties A1 . . . An performs measurements

denoted M̃i, with {M̃ (i)
ai } being their corresponding POVM elements. Let

us define the following operators:

M
(1)
aS1

:= Λ†S1→A1

[
M̃

(1)
a1 ⊗ · · · ⊗ M̃h1

ah1

]
M

(2)
aS2

:= Λ†S2→A2

[
M̃

(h1+1)
h1+1 ⊗ · · · ⊗ M̃h2

ah2

]
...

M
(K)
aSK

:= Λ†SK→AK

[
˜

M
(hK−1+1)
hK−1+1 ⊗ · · · ⊗ M̃n

an

]
,
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where hk :=
∑k

l=1 |Sl| and aSk groups the outcomes of all parties in Sk
into a |Sk|-tuple.

As the maps Λ†Sk→Ak : B((Cd′)⊗|Sk|) −→ B(Cd) are the dual maps of the
ΛAk→Sk , and the dual map of a quantum channel is unital and positive, the

set of operatorsMk := {M (k)
aSk
}aSk forms a POVM; i.e., M (k)

aSk
� 0 for every

tuple aSk and they form a resolution of the identity:
∑

aSk
M

(k)
aSk

= 1d.
With the aid of the measurementsMk we can now define the response

functions for every set of parties Sk in A: for every k = 1 . . .K, let

pσ(aSk |MSk , λ) := pρ(aSk |Mk, λ). (5.36)

Then, the probability of obtaining outcome a upon measuring a set of n
measurements M̃ on the state σA is given by

P (a|M̃) = Tr

[(
M̃

(1)
a1 ⊗ · · · ⊗ M̃

(n)
an

)
σA

]
= Tr

[(
M̃

(1)
a1 ⊗ · · · ⊗ M̃

(n)
an

)( K⊗
k=1

ΛAk→Sk

)
[ρA1...AK ]

]
.

Due to the definition of M (k)
aSk

, we can express this probability as

P (a|M̃) = Tr

[(
M

(1)
aS1
⊗ · · · ⊗M (K)

aSK

)
ρA1...AK

]
.

The K-local model for σA is then given, because, since the state ρA1...AK

is fully local,

P (a|M̃) =

∫
Λ
p(λ)

K∏
k=1

pρ(aSk |Mk, λ)dλ =

∫
Λ
p(λ)

K∏
k=1

pσ(aSk |MSk , λ)dλ.

(5.37)
This is a K-local model for POVMs with respect to the K-partition that
is defined by the set of Sk ’s. Let us finally remark that both p(λ) and the
space of hidden variables Λ are the same in both models.

As a result of Theorem 5.4, let us observe the following corollary: given
a state ρA ∈ D(Cd)⊗n such that, for a K-partition S ∈ SK , the reduced
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states on the subsystems corresponding to Sk ∈ S are symmetric; then, if it
does not admit a decomposition of the form (5.23), it is GME. We can now
write in full generality the main result of this chapter:

Theorem 5.6. Let ρA1,...AK be GME acting on (Cd)⊗K . If ρA1,...AK has a
local model for POVMs then, for every collection consisting of K retractable
quantum channels

ΛAk→Sk : B(Cd) −→ B(S(Cd′)⊗|Sk|), (5.38)

where S indicates the symmetric subspace, the state

σA := (ΛA1→S1 ⊗ · · · ⊗ ΛAK→SK )[ρA1...AK ] (5.39)

admits a K-local model for POVMs with respect to the K-partition A =
S1t · · · tSK , and it is GME.

Proof. From Theorem 5.5 it follows that σA admits a K-local model for
generalized measurements (POVMs), with respect to the K-partition de-
fined by the Sk ’s. Because ρA1...AK is Genuinely Multipartite Entangled,
Theorem 5.4 implies that σA is also GME:

If this were not the case, there would exist a decomposition of the form
(5.23) for which every T |T would be unions of the Sk ’s. Note that Theorem
5.4 applies because of the choice of the ΛAk→Sk , that make all subsystems
Sk of A symmetric. In addition, all channels ΛAk→Sk are retractable, and
this would imply that ρA1...AK is not GME, which is a contradiction, because
ρA1...AK is taken to be GME. Hence, σA is GME and it admits a K-local
model.

5.4. Applications

In this section we provide a couple of examples to see how our method
works in practice. We shall start from a bipartite quantum state with a local
model and extend it to an n-partite GME state with a bilocal model. Two
textbook examples in quantum information are the Werner [Wer89] and
the isotropic [HH99] states.

We are going to consider the quantum channels ΛA→S : X 7→ VmXV
†
m

and ΛB→S : X 7→ Vn−mXVn−m, where Vm : Cd −→ S((Cd)⊗m) is defined
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5. Relating entanglement and nonlocality

on the computational basis elements as Vm|i〉 = |i〉⊗m and extended by
linearity. Observe that ΛA→S and ΛB→S can be retracted, as Vm is an
isometry: V †mVm = 1d. Note that m = |S|. In other words, due to the fact
that the V ’s are isometries, the Λ’s are invertible in the subspace of interest.

5.4.1. Isotropic states

The two-qudit isotropic states are a uniparametric family of quantum states
which was introduced in [HH99]. They can be defined as

ρiso(p) := p|ψ+〉〈ψ+|+ (1− p)1d2
d2
, (5.40)

where |ψ+〉 is the maximally entangled state |ψ+〉 :=
∑d−1

i=0 |ii〉/
√
d. The

isometries Vm that are applied to ρiso(p) lead us to the mixture of a GHZ
state of n qudits and some coloured noise:

σA(p) = p|GHZn,d〉〈GHZn,d|+ (1− p)
N|S|,d ⊗N|S|,d

d2
, (5.41)

where |GHZn,d〉 is defined as
∑d−1

i=0 |i〉⊗n/
√
d and Nm,d :=

∑d−1
i=0 |i〉〈i|⊗m.

Because the isotropic states are local for POVMs for

p ≤ (3d− 1)(d− 1)d−1

dd(d+ 1)
, (5.42)

as it was shown in [Alm+07], Theorem 5.3 proves that σA(p) has a bilo-
cal model with respect to the S|S partition of A for the same range of
parameters. Then, since isometric channels are invertible, they preserve
entanglement (V †mVm = 1d). As a consequence, σA(p) is GME whenever
ρiso(p) is entangled, namely p > 1

d+1 . Hence, σA(p) are our first examples
of states which are GME and admit a bilocal model, for any number n of
parties.

5.4.2. Werner states

Werner states have already been introduced in Eq. (5.1). Applying the
isometries Vm and Vn−m we obtain the family of n-qudit states σ̃A(p) such
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that

σ̃A(p) = p

(
d

2

)−1

Am,d + (1− p)d−2Nm,d ⊗Nn−m,d, (5.43)

where
Am,d :=

∑
0≤i<j<d

|ψij〉〈ψij | (5.44)

and

|ψij〉 :=
|i〉⊗m|j〉⊗n−m + |j〉⊗m|i〉⊗n−m√

2
. (5.45)

Werner states ρW (p) have a local model for POVMs for the same range of
parameters as in (5.42) [Bar02]. They are entangled also for p > 1/(d+ 1),
so that the states σ̃A(p) also constitute an example of states being GME
and admitting a bilocal model at the same time, for any n.

5.5. Conclusions and outlook

After the definition of GMN introduced by Svetlichny [Sve87], it has been
shown that it is inconsistent with operational definitions of nonlocality, and
consistent definitions have been put forward. These are Time-Ordered Bi-
Local (TOBL) [Gal+12] and No-Signalling Bi-Local (NSBL) [Ban+13]. The
most stringent condition that one can require in the definition of Genuinely
Multipartite Nonlocal (2.17), from the operational point of view, is that the
response functions are No-Signalling, as the set of correlations that fulfills
it is the smallest. This condition can be easily met in our construction,
showing that we are consistent with these operational definitions of GMN:

The local models we employed in Section 5.4 have one response function
being quantum (cf. Example 5.1). It is then enough to extend the part of
the state in which the response function is given by Born’s rule, and the
resulting response function on such part will automatically fulfill the NS
condition. Both isotropic and Werner states have local models for POVMs in
which the response function on Bob’s side is quantum. Hence, it is sufficient
to consider a bipartition S|S of A for which S = {A} and S = {B,C,D . . .}.
This shows that a nonempty gap between GME and nonlocality exists even
when one considers operational definitions of K-locality.
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In this chapter we have shown how, from any n-partite GME quantum
state with a K-local model for generalized measurements one can con-
struct an m-partite GME state with the same degree of nonlocality. Even
if operational definitions of multipartite nonlocality are considered, we
have shown that there is a gap between GME and GMN. An interesting
open question is to which degree does ithis inequivalence hold. So far, we
know that there are GME n-partite quantum states that admit a 2- or even
a 3-local6 model for generalized measurements. Is there a maximum K for
which a K-local model can be constructed? Does this K depend on n? It
would be especially interesting to investigate the largest gap that one can
imagine: are there GME n-partite states with a fully local model, for any n?
Or is the GME condition too strong at some point to allow for a fully local
model?

5.5.1. Other nonlocality frameworks

Besides TOBL and NSBL, other nonlocality scenarios which are opera-
tionally meaningful have been explored in the literature. During this Thesis,
we have always worked with the single-copy definition. However, one can
consider the network approach [Cav+11], Bell scenarios defined on copies
of a state [Pal12] or sequential measurements [Pop95; Gis96; Hir+13]. A
quantum state that is local according to one definition may not be local in
another. It remains an interesting open question whether the inequivalence
between entanglement and nonlocality also holds in these more general
setups.

An intermediate level between entanglement and nonlocality that has
attracted attention recently is quantum steering. In the bipartite case, a
steering scenario consists of one trusted7 party and an untrusted8 party

6 By applying our construction to the 3-qubit state introduced in [TA06], which is GME
and fully local.

7 This trusted party performs known quantum measurements on its share of the system.
This is the procedure that one follows in quantum tomography; i.e., when estimating
the density matrix of the system. In order to do so, the measurements done in the
laboratory have to match the ones in the paper. Once the density matrix is known, one
can check for entanglement in the state.

8 This party is treated as a black box. It does not known the measurements that it is
performing, not even the dimension of its share of the system. One has access only to
the choice of measurements and its outcomes. This is the approach that we take in the
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[Sch35; WJD07]. The construction that we have presented in this chapter
implies that GME is also inequivalent to steering: Applying it to a bipartite
local state with one of the response functions being quantum, we obtain a
GME state which is unsteerable -at least in one direction- across the same
bipartition with respect to which the extended state is bilocal.

study of nonlocality.
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6. Atomic monogamies of correlations

Entanglement and nonlocal correlations are fundamental resources in
quantum information. We have already seen in Chapter 5 that these two
resources are inequivalent, although they share many features, and one of
them is that both entanglement and nonlocality are monogamous.

When one tries to distribute entanglement among many parties, there is
a limit in the amount of entanglement that can be distributed among groups
of particles: the more entangled a pair of particles in a system is, the more
separable this pair of particles becomes from the rest of the system. This is
the reason why entanglement is said to be monogamous. In some secure
key distribution protocols based on entanglement, its security relies on the
monogamy property. For example, consider the protocol of [Eke91]: If Alice
and Bob share a pair of qubits which are maximally entangled (a singlet
state), then monogamy forces any external party (say, an eavesdropper
Eve) to have a state which is separable with respect to the singlet state that
Alice and Bob are sharing; as Eve is separable with respect to Alice-Bob, the
outcomes of any measurement that Eve performs are uncorrelated with the
outcomes that Alice or Bob obtain: Eve is prevented to gain information in
this way. To gain information, Eve has to become somewhat entangled with
Alice and Bob, but then monogamy forces the amount of entanglement
between Alice and Bob to decrease, so that the correlations between Alice
and Bob gradually get away from being maximal; hence, Alice and Bob can
detect the presence of Eve.

Physical principles (such as Local Hidden Variable Model (LHVM), Quan-
tum Theory (QT), No-Signalling (NS)) constrain the way that resources
(such as entanglement, nonlocal correlations) can be distributed among
separated parties, and these constraints are known as monogamy relations.
For instance, if one takes an entanglement measure such as concurrence1, in

1 Concurrence is defined as follows: Given the density matrix describing a pair of
qubits, denoted ρAB , one takes the so-called spin-flipped density matrix ρ̃AB :=
(σy ⊗ σy)ρ∗AB(σy ⊗ σy), where ∗ denotes complex conjugation and σy is the Pauli
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6. Atomic monogamies of correlations

any pure three-qubit state, no party (e.g. Alice) can share a large amount of
entanglement with all the remaing parties (e.g. Bob and Charlie) [CKW00].
Similar relations exist for nonlocal correlations, where the measure of
nonlocality is taken to be the amount of violation of a Bell inequality. For
instance, any Bell inequality whose NS maximal violation is achievable by a
unique probability distribution will have monogamy constraints [Bar+05].
It was shown that, given the statistics obtained through a Bell experiment,
there is a trade-off between the observed violation of a Bell inequality (with
a unique NS distribution achieving its maximal NS violation) between Alice-
Bob and the observed violation of the same Bell inequality for Alice-Charlie
[MAG06].

In a quantitative sense, Toner and Verstraete [TV06] showed that if
three parties A,B and C share any QT resource, only two of them can
violate the CHSH inequality [Cla+69], as I2

AB + I2
AC ≤ 8 holds (cf. Eq.

(2.18)). Later on, Toner derived a similar relation holding for any NS
resource, which is |IAB|+|IAC | ≤ 4 [Ton09]. These monogamy relations for
nonlocal correlations have been generalized to scenarios with more parties,
measurements or outcomes, and some proposals have been made to obtain
a general method to construct monogamy relations for NS correlations
from any bipartite Bell inequality [PB09; RH14].

In this chapter, we show that nonlocal correlations are monogamous in a
much stronger sense. Normally, one relates the nonlocality (as measured by
the amount of violation of a Bell inequality) between a set of parties with
the nonlocality between another set of parties (with nonempty intersection
with the first set); for instance IAB vs. IAC . We see that the nonlocality
observed by a set of parties may imply severe limitations on any form of
correlations with a third party. In other words, we relate the Bell violation
that a set of parties observe with the knowledge that an external observer
may have on the outcomes of any of the measurements that any of the
parties perform (see Fig. 6.1).

This means that any correlations (either classical or nonlocal) that an
external observer may have with the results produced by one of the parties
in the group is bounded by a function of the Bell violation that those parties

matrix. Both ρAB and its spin-flipped counterpart are positive operators and its product
ρAB ˜ρAB has real and non-negative eigenvalues (although it is non-Hermitian). By
denoting the square root of them λ1, . . . , λ4, sorted in decreasing order, the concurrence
of ρAB is defined as CAB := max{λ1 − λ2 − λ3 − λ4, 0}.
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(a) (b)

Figure 6.1.: (a) Typical monogamies of correlations compare the amount of
violation of a bipartite Bell inequality between different groups
of parties; e.g. IAB vs IAC . (b) The monogamy relations that
we introduce in this chapter compare the nonlocality that a
group of parties observes (the amount of violation of IAB)
with the knowledge (represented by the guessing probability
P (A = C)) that an external party C may have about outcomes
observed by any of the parties in the group. The monogamy
relations in (b) are stronger and qualitatively different than
those of (a).

observe.
We are going to generalize this idea to an arbitrary Bell scenario (n,m, d)

of n parties performing m d−valued observables. These monogamy rela-
tions are stronger (and logically independent) from the existing relations:
a bound on nonlocal correlations does not necessarily imply any nontrivial
constraint on classical correlations, as depicted in Fig. 6.1.

In Section 6.1 we will show that our monogamies are useful in some
Device-Independent (DI) protocols. The commonly used measure of ran-
domness in DI protocols is the guessing probability and we will show in
Section 6.2 that our monogamy relations introduced in Section 6.1 bound
the guessing probability in a tighter way than the ones present in the lit-
erature [BKP06; Aol+12]. In Section 6.3 we discuss some applications in
DI protocols. In particular, in Section 6.3.1 we see that this implies a supe-
rior performance for some Device-Independent Quantum Key Distribution
(DIQKD) protocols such as [Pir+13] when one employs measurements
with more than two outcomes. Furthermore, in Section 6.3.2 we conclude
by showing that they are also useful to generalize the results on random-
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6. Atomic monogamies of correlations

ness amplification of [CR12] to any number of parties and outcomes; in
particular, we prove that in the bipartite setup, certified randomness of an
arbitrary quantity of arbitrarily good quality can be obtained through the
DI protocol of randomness amplification.

The results presented in this chapter are based on [Aug+14b] and they
were obtained in collaboration with R. Augusiak, M. Demianowicz, M.
Pawłowski and A. Aćın.

6.1. Monogamy relations

In this section we derive monogamy relations for NS and in a particular
case QT. No-signalling monogamy relations are simpler to derive, as the set
of NS correlations, PNS , is a polytope. On the other hand, the boundary
of the set of correlations fulfilling QT, Q, is unknown and can only be
approximated with methods such as the NPA hierarchy [NPA08]. For this
reason, it becomes more illustrative to begin with the larger, but simpler,
set of NS correlations.

6.1.1. Monogamy relations for No-Signalling Theories

Let us begin with considering the simplest case: the tripartite scenario. We
shall be working with the Barrett-Kent-Pironio (BKP) inequality [BKP06],
which is a generalization of the CHSH inequality [Cla+69] to an arbitrary
number of measurements and outcomes. We shall work with measurements
that have d possible outcomes, which we label {0, 1, . . . , d− 1}. The expec-
tation value of a random variable Ω which takes values in the {0, . . . , d−1}
set is denoted by 〈Ω〉 and it is given by

〈Ω〉 =

d−1∑
i=1

iP (Ω = i). (6.1)

It will be necessary to introduce the notation [Ω] := Ω mod d.

Definition 6.1. Let us denote the Barrett-Kent-Pironio (BKP) inequality for
the (2,m, d) scenario as I2,m,d

AB . It is given by

I2,m,d
AB :=

m−1∑
α=0

(〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉) ≥ d− 1, (6.2)
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6.1. Monogamy relations

where Ωm := Ω0 + 1.

Remark 6.2. The BKP inequality, when particularized for the case of binary
observables (d = 2), reproduces the chained Bell inequalities introduced
in Ref. [BC90], whereas for the case of two observables, it reproduces the
Collins-Gisin-Linden-Massar-Popescu (CGLMP) Bell inequalities [Col+02].
When there are two binary observables, inequality (6.2) is equivalent to
the CHSH Bell inequality [Cla+69]. Let us also notice that the maximal
violation of (6.2) for NS theories is I2,m,d

AB = 0.

In [PB09], as a quantitative extension of the concept of m-shareability
[MAG06], monogamy relations for inequality (6.2) were introduced in
terms of its violations between an Alice and m Bobs. In this chapter, we go
a step further and show how the BKP inequalities allow one to introduce
elemental monogamy constraints satisfied by any NS theory.

Theorem 6.3. Let ~P be a tripartite probability distribution {P (abc|xyz)}
corresponding to the (3,m, d) scenario which satisfies the NS principle. The
inequality

I2,m,d
AB + 〈[Xi − Cj ]〉+ 〈[Cj −Xi]〉 ≥ d− 1 (6.3)

holds for any pair of indices i, j = 0 . . .m− 1 and X being either A or B.

Before proving Theorem 6.3, it is convenient to first observe a couple of
properties that the operator 〈[·]〉 fulfills:

Lemma 6.4. Let Ω be a random variable taking values in the set {0, . . . , d−1}.
The following properties are satisfied:

1. 〈[Ω]〉+ 〈[−Ω− 1]〉 = d− 1.

2. 〈[Ω]〉+ 〈[−Ω]〉 = d(1− P ([Ω] = 0)).

Proof. For the first property, one simply has to apply the definitions of 〈·〉
and [·]. Let us begin by noting that [Ω] + [−Ω − 1] = d − 1. Hence, we
have that, for expectation values, 〈[−Ω− 1]〉 =

∑d−1
i=1 iP ([Ω] = d− i− 1).

Changing the summation index, we have

〈[−Ω− 1]〉 =

d−2∑
i=0

(d− i− 1)P ([Ω] = i)

= (d− 1)
d−2∑
i=0

P ([Ω] = i)−
d−2∑
i=0

iP ([Ω] = i),
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6. Atomic monogamies of correlations

and by definition of 〈·〉,

〈[−Ω− 1]〉 = (d− 1)
d−1∑
i=0

P ([Ω] = i)− 〈[Ω]〉 = (d− 1)− 〈[Ω]〉. (6.4)

For the second property, we can write

〈[Ω]〉+ 〈[−Ω]〉 =

d−1∑
i=1

i (P ([Ω] = i) + P ([−Ω] = i))

=
d−1∑
i=1

i (P ([Ω] = i) + P ([Ω] = d− i))

=
d−1∑
i=1

iP ([Ω] = i) +
d−1∑
i=1

(d− i)P ([Ω] = i)

= d

d−1∑
i=1

P ([Ω] = i)

= d(1− P ([Ω] = 0)),

where we have used that [Ω]+[−Ω] = d in the second equality and we have
changed the summation index in the second sum for the third equality.

Proof (of Theorem 6.3). We shall begin with the case X = A. The X = B
case is similar, and we shall just point out its differences. Because of Lemma
6.4, the identity 〈[Ω]〉 + 〈[Ω − 1]〉 = d − 1 holds for any observable; in
particular, if we apply it to Ω = Aβ − Cj . By summing over all β’s that are
different from j we arrive at

m−1∑
β=0
β 6=i

(〈[Cj −Aβ − 1]〉+ 〈[Aβ − Cj ]〉) = (m− 1)(d− 1). (6.5)

Also, in virtue of Lemma 6.4, the property that, for any β and j, it holds
that 〈[Cj −Aβ − 1]〉+ 〈[Aβ −Cj ]〉 = 〈[Aβ −Cj − 1]〉+ 〈[Cj −Aβ]〉 (because
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6.1. Monogamy relations

both of them are d− 1) allows us to express Eq. (6.5)) as

i−1∑
β=0

(〈[Cj −Aβ − 1]〉+ 〈[Aβ − Cj ]〉)

+
m−1∑
β=i+1

(〈[Aβ − Cj − 1]〉+ 〈[Cj −Aβ]〉) = (m− 1)(d− 1). (6.6)

By addition of 〈[Ai − Cj ]〉 + 〈[Cj − Ai]〉 to both sides, we can rearrange
some terms in Eq. (6.6) and write

〈[Ai − Cj ]〉+ 〈[Cj −Ai]〉 =
i−1∑
β=0

(〈[Cj −Aβ − 1]〉+ 〈[Aβ+1 − Cj ]〉)

+

m−2∑
β=i

(〈[Aβ+1 − Cj − 1]〉+ 〈[Cj −Aβ]〉)

+ 〈[A0 − Cj ]〉+ 〈[Cj −Am−1]〉
− (m− 1)(d− 1). (6.7)

On the other hand, the BKP inequality (6.2) can be decomposed in a
similar fashion:

I2,m,d
AB =

i−1∑
α=0

(〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉)

+
m−2∑
α=i

(〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉)

+ 〈[Am−1 −Bm−1]〉+ 〈[Bm−1 −A0 − 1]〉. (6.8)

By adding line by line Eqs. (6.7) and (6.8) we get an expression which is
basically the sum of m Bell expressions I2,2,d

AB ; however, distributed among
three parties in a special way in which Bob and Charlie measure only a
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6. Atomic monogamies of correlations

single observable (Bα and Cj):

I2,m,d
AB + 〈[Ai − Cj ]〉+ 〈[Cj −Ai]〉

=
i−1∑
α=0

(〈[Cj −Aα − 1]〉+ 〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉+ 〈[Aα+1 − Cj ]〉)

+

m−2∑
α=i

(〈[Cj −Aα]〉+ 〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉+ 〈[Aα+1 − Cj − 1]〉)

+ 〈[Cj −Am−1]〉+ 〈[Am−1 −Bm−1]〉+ 〈[Bm−1 −A0 − 1]〉+ 〈[A0 − Cj ]〉
− (m− 1)(d− 1). (6.9)

As it was already shown in [PB09], the maximal value, for a particular
choice of α, over PNS of one of the summands appearing in Eq. (6.9) is the
same as its classical bound, which is d− 1. Hence, we have an inequality
which is valid for NS correlations:

I2,m,d
AB +〈[Ai−Cj ]〉+〈[Cj−Ai]〉 ≥ m(d−1)−(m−1)(d−1) = d−1. (6.10)

This completes the proof for the case that X = A. On the other hand, if
X = B, one follows the same line of argument. The simplest way is to
rewrite the BKP Bell inequality as

I2,m,d
AB =

m−1∑
α=0

(〈[Bα −Aα+1]〉+ 〈[Aα+1 −Bα+1]〉) (6.11)

and add it to the expression (6.5) with theA’s replaced byB’s and viceversa.
To complete the proof, one performs the same manipulations as for the
X = A case.

Remark 6.5. Let us comment on the optimality of the monogamy relations
introduced in Theorem 6.3. Inequalities of the form (6.3) are tight; i.e., for
any pair of values (

I2,m,d
AB , 〈[Xi − Cj ]〉+ 〈[Cj −Xi]〉

)
that saturate (6.3), one can find a ~P ∈ PNS realizing such values. In
order to find such ~P , one just has to take a probability distribution of
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the form P (abc|xyz) = P (ab|xy)P (c|z), where P (ab|xy) is a mixture of a
nonlocal model that maximally violates the BKP Bell inequality (6.2) and
a local deterministic strategy saturating it, and P (c|z) follows the same
distribution of the local model used by A or B that saturates (6.2).

Remark 6.6. By rewriting the monogamy relations of Theorem 6.3, we
can obtain a clear physical interpretation; we just need to express them in
a slightly different form. Using the second result of Lemma 6.4, inequalities
of the type (6.3) can be transformed to

I2,m,d
AB + 1 ≥ dP (Xi = Cj), (6.12)

for any X ∈ {A,B} and i, j ∈ {0, . . . ,m− 1}. This result also holds if AB
is replaced by any pair of parties from {A,B,C} and if we replace the
probability P (Xi = Cj) by P (Xi ≡ Cj + k mod d), where k is an integer
number.

Thus, the probability P (Xi = Cj) that parties X and C obtain the
same results (possibly shifted by a fixed offset k) is a measure of how the
outcomes of the i-th and the j-th observables are classically correlated. As
such, Theorem 6.3 establishes a tradeoff between the nonlocality that two
parties A and B can generate, as measured by the quantum violation of
(6.2), and he classical correlation that a third party C can share with the
results of any measurement Ai or Bi that they can perform. In addition,
they are tight, as there exist NS probability distributions saturating them.

Remark 6.7. At the point of maximal violation of (6.2) within NS theories,
which is I2,m,d

AB = 0, the relation (6.12) implies that P (Xi = Cj) ≤ 1/d.
We have that this bound is tight2; i.e., P (Xi = Cj) = 1/d for any i, j =
0 . . .m − 1. Hence, at a point of maximal violation within No-Signalling
theories, observer C cannot share any correlations with any other party’s
measurement outcomes [BKP06].

However, if AB do not violate the BKP Bell inequality, then C can be
arbitrarily correlated with A or B. For partial nonlocal violations, we shall
see that there is a linear relation between the maximal guessing probability
P (Xi = Cj) in terms of the nonlocal violation of I2,m,d

AB (cf. Fig. 6.3).

2 This is by normalization in the case d = 2. In the general case, one further needs to take
into consideration that there may be a fixed offset k between the outcomes of X and C.
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6. Atomic monogamies of correlations

The general case

Let us now consider the scenario of n parties performing m d−valued
observables each. The Bell inequality that we shall be working with is a
generalization of the BKP inequality to n parties which it was introduced
by Aolita-Gallego-Cabello-Aćın (AGCA) in [Aol+12]. It can be defined in a
recursive manner as follows:

Definition 6.8. Let A= {A(1), . . . , A(n)}. The AGCA inequality, for the
(n,m, d) scenario is defined as

In,m,dA :=
1

m

m−1∑
αn−1=0

In−1,m,d

A\A(n) (αn−1) ◦A(n)
αn−1

≥ d− 1, (6.13)

where

• ◦A(i)
γ is the operator that acts as follows: To every correlator appearing

in In−1,m,d

A\A(n) (αn−1) (ending with, say, A(i−1)
δ ), it attaches A(i)

γ with a

sign opposite to that of A(i−1)
δ .

• In−1,m,d

A\A(n) (αn−1) is defined as in Eq. (6.13), but for n − 1 parties and
with the following relabelling of the observables for the (n− 2)-th party:
αn−2 7→ αn−2 + αn−1 − 1; recall that αn−1 takes values from the set
{0, . . . ,m− 1}.

• If n = 2, then In,m,dA corresponds to the BKP Bell inequality (6.2).

The AGCA inequality is maximally violated within NS theories when
In,m,dA = 0 [Aol+12]. Its recursive formulation allows for a generalization
of Theorem 6.3 to any number of parties:

Theorem 6.9. For any ~P ∈ PNS corresponding to the (n + 1,m, d) Bell
scenario, and for any xk, xn+1 ∈ {0, . . . ,m−1} with 1 ≤ k ≤ n, the following
inequality holds:

In,m,dA + 〈[A(k)
xk
−A(n+1)

xn+1
]〉+ 〈[A(n+1)

xn+1
−A(k)

xk
]〉 ≥ d− 1. (6.14)
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Proof. It will be useful to exploit the recursive formulation in the definition
of the AGCA inequality (6.13), so that we can prove (6.14) by induction.
The particular case n = 2 holds true, as it is proven in Theorem 6.3. Let us
start with the first case, n = 3. I3,m,d

A(1)A(2)A(3) takes the following form:

I3,m,d

A(1)A(2)A(3) =
1

m

m−1∑
α2=0

I2,m,d

A(1)A(2)(α2) ◦A(3)
α2
. (6.15)

Observe that, for any α2 ∈ {0, . . . ,m− 1}, the inequality

I2,m,d

A(1)A(2)(α2) =

m−1∑
α1=0

(
〈[A(1)

α1
−A(2)

α1+α2−1]〉+ 〈[A(2)
α1+α2−1 −A

(1)
α1+1]〉

)
≥ d−1

(6.16)
is actually a Bell inequality3 that is equivalent to BKP (cf. Eq. (6.2)). Hence,
it fulfills4 the monogamy relation of Theorem 6.3 for n = 2 and for any α2.

Let us now attach the term ◦A(3)
α2 and see that every summand in Eq.

(6.15) satisfies (6.14). As we are discussing the case n = 3, we need to show
that, for any α2 ∈ {0, . . . ,m− 1} and, for any pair x1, x4 ∈ {0, . . . ,m− 1}
with k ∈ {1, 2, 3}, the inequalities

I2,m,d

A(1)A(2)(α2) ◦A(3)
α2

+
(
〈[A(k)

xk
−A(4)

x4 ]〉+ 〈[A(4)
x4 −A

(k)
xk

]〉
)
≥ d− 1 (6.17)

hold true.

• If k = 1, we write explicitly the expression for I2,m,d

A(1)A(2)(α2) ◦ A(3)
α2 ,

3 Note that the observables of A(2) have already been relabelled according to the rule
α1 7→ α1 + α2 − 1.

4 In order to see that explicitly, it is convenient to rename some of the indices. We can
assume, without loss of generality, that k = 1 and that we rename A↔ A(1), B ↔ A(2)

and C ↔ A(3) in Eq. (6.9). In addition, we set α = α1 for Alice and α = α1 + α2 − 1

for Bob. One has to take into account that those observables A(2)
α1+α2−1 for which

α1 + α2 − 1 ≥ m have to be handled with especial care: Actually, one needs to apply
the rule that, for all γ and i, Xi·m+γ = [Xγ + i] so that the terms [A

(2)
γ + i] that appear

(for some γ and i) can be replaced by another variable, which we call Ã(2)
γ . Observe

that the latter variable is the former with the outcomes shifted by a constant amount.
The case k = 2 follows from Eq. (6.11). This proves the equivalence between Eq. (6.16)
and Eq. (6.2).
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6. Atomic monogamies of correlations

which is
m−1∑
α1=0

(
〈[A(1)

α1
−A(2)

α1+α2−1 +A(3)
α2

]〉+ 〈[A(2)
α1+α2−1 −A

(1)
α1+1 −A

(3)
α2

]〉
)
.

(6.18)
Observe that, for a fixed value of α2, the third party A(3) measures
only one observable. Hence, we can consider A(2)

α1+α2−1 − A
(3)
α2 as a

single variable with d possible outcomes (because all the terms inside
a [·] are treated modulo d). As Eq. (6.17) is, effectively, a three-partite
inequality of the form of Eq. (6.9) for n = 2, which has already been
proven, this finishes the case k = 1.

• If k = 2, the same reasoning as above can be applied, but for the
third party A(3) insterted into the expression (6.11).

• If k = 3, a useful property of the AGCA inequality is that it is invariant
under the exchange of the last and the (n− 2)-th parties [Aol+12].
For the case n = 3 that we are currently considering, this implies that
we can write

I
(3,m,d)

A(1)A(2)A(3) =
1

m

m−1∑
α2=0

I
(2,m,d)

A(3)A(2)(α2) ◦A(1)
α2
. (6.19)

Now the same reasoning can be applied, concluding the proof for
n = 3.

Let us now move to the induction step. If (6.14) holds for n parties for
any NS distribution. The recursive formulation (6.13) allows us to group
together the last two parties, leaving each term in (6.13) as an effective
(n − 1)-partite Bell expression that holds -by induction hypothesis- for
any xk and xn+1 for k = 1 . . . n. Summing each of these terms, indexed
by the variable αn−1, over αn−1, and renormalizing by mn−2 leads us to
(6.14), which holds for any pair xk, xn+1 for k = 1 . . . n− 1. The last case,
k = n is reached by exploiting the property that the AGCA inequality is
invariant under the exchange of the last and the (n−2)-th parties [Aol+12],
completing the proof.

Theorem 6.9 guarantees that the monogamy properties that we have
derived for the BKP inequality persist when one increases the number of
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6.1. Monogamy relations

parties in the Bell experiment. Furthermore, tightness is also preserved and
they can be re-expressed as follows:

In,m,dA + 1 ≥ dP (A(k)
xk

= [A(n+1)
xn+1

+ j]), (6.20)

for every xk, xn+1 ∈ {0, . . . ,m− 1} with k ∈ {1, . . . , n} and j ∈ {0, . . . , d−
1}. In addition, they remain valid if one tests nonlocality in any subset of
A ∪ {A(n+1)} of n elements; i.e., any party can play the role of the third
party.

Remark 6.10. As a generalization of the n = 2 case, inequalities of the
form (6.20) establish a trade-off between the nonlocality observed by
a set A of parties, as measured by I2,m,d

A with the correlations that an
external observer, the n+ 1-th party, can share between the outcomes of
any measurement performed by any of the parties in A.

Remark 6.11. For the particular case of dichotomic observables (d = 2),
it is relevant to highlight that 〈[X − Y ]〉 = 〈[Y −X]〉, which allows for a
simpler expression of (6.14), which reads In,m,2A + 2〈[A(k)

xk −A
(n+1)
xn+1 ]〉 ≥ 1.

After noting that 〈[·]〉 is a function of 〈·〉 for d = 2, a more traditional way
to present this relation is∣∣∣〈A(k)

xk
A(n+1)
xn+1

〉∣∣∣ ≤ In,m,2A , (6.21)

where the correlators A(k)
xk are now dichotomic observables with outcomes

±1, and 〈XY 〉 = P (X = Y )− P (X 6= Y ).
Observe that (6.21) implies the following: The strength of the Bell

violation of (6.13) imposes tight bounds on every single expectation value
of the form 〈A(k)

xk A
(n+1)
xn+1 〉 for every pair xk, xn+1 with k ∈ {1, . . . , n}. As

〈A(k)
xk A

(n+1)
xn+1 〉 is a measure of correlation between the outcomes of any

measurement that an external observer A(n+1) can perform with those
outcomes of a measurement performed by A(k) for any k, note that at
the point of maximal NS violation, In,m,2A = 0, all these mean values are
zero, whereas if a single pair of measurements, say A(k)

xk and A(n+1)
xn+1 , fulfill

|〈A(k)
xk A

(n+1)
xn+1 〉| = 1, the n parties cannot violate In,m,2A , as (6.21) enforces

In,m,2A ≥ 1, and 1 is the classical bound of the AGCA inequality (6.13) for
d = 2.
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6. Atomic monogamies of correlations

6.1.2. Monogamy relations for Quantum Theory

It is a natural question to consider if similar monogamy relations hold for
QT. This case is much more difficult to handle, and the main reason for
that is that the shape of Q is mostly unknown or, at least, does not have an
efficient description [NPA08]. On the other hand, PNS is known to be a
polytope, which can be described by a finite set of affine inequalities; in this
sense, we would expect the quantum monogamy relations that we want
to find to be non-linear. This difficulty is somehow expressed in the fact
that the only progress made towards this direction has been rather scarce,
concerning Bell inequalities for the (n, 2, 2) scenario [TV06; Kur+11].

In this section we show how one can derive quantum analogs of the
monogamy relations (6.3) for the (3, 2, 2) Bell scenario. In order to do so,
we introduce a uniparametric family of Bell inequalities which generalizes
CHSH Bell inequality [Cla+69] (and (6.13) for n = m = d = 2).

Definition 6.12. Let α ≥ 1 and let Ai and Bj be dichotomic observables
with outcomes ±1, where i, j ∈ {0, 1}. The modified CHSH inequality with
parameter α, denoted ˜IαAB, is given by

ĨαAB = α (〈A0B0〉+ 〈A0B1〉) + 〈A1B0〉 − 〈A1B1〉 ≤ 2α. (6.22)

Note that the classical bound of the modified CHSH inequality follows
from maximizing the term in the parenthesis with a local deterministic
strategy such that B0 = A0 and B1 = A0; hence B0 = B1, so that, whatever
value is assigned to A1, the term outside the parenthesis is always cancelled
out.

Remark 6.13. The case α < 1 does not need to be considered, because it
is enough to divide the whole Bell inequality by α and rename α↔ α−1,
A0 ↔ A1.

We can now prove the following theorem, which generalizes the result
of [TV06] for inequality (6.22).

Theorem 6.14. Let ~P ∈ Q for the Bell scenario (3, 2, 2). Let also α ≥ 1 and
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6.1. Monogamy relations

i, j ∈ {0, 1}. The following monogamy relations for QT hold:

α2 max

{(
ĨαAB

)2
,
(
ĨαAC

)2
}

+ min

{(
ĨαAB

)2
,
(
ĨαAC

)2
}
≤ 4α2(1 + α2),(6.23)(

ĨαAB

)2
+ 4〈AiCj〉2 ≤ 4(1 + α2).(6.24)

Proof. Theorem 6.14 is proved using the tools introduced in [TV06; HHH95]
with some slight modifications.

The first observation that we make is that the sets {ĨαAB, ĨαAC} and
{ĨαAB, 〈AiCj〉} define two two-dimensional cuts of Q; hence the feasible
region of pairs of values {ĨαAB, ĨαAC} within QT is a convex set, and the same
for {ĨαAB, 〈AiCj〉}. Therefore, as shown in [TV06], every feasible point in
their boundaries can be realized with a real three-qubit pure state and real,
traceless, qubit observables. Such observables, which we denote X, take
the form

X = n̂′ · ~σ′, (6.25)

where ~σ′ := [σx, σz] is a vector of the Pauli matrices, and n̂′ = [x, z]; i.e.,
X lies in the x-z plane of the Bloch sphere.

One can actually find, given any ρAB ∈ D(H) where H = C2 ⊗C2, the
maximal quantum violation of ĨαAB over observables of the form (6.25)
[TV06; HHH95]. Such quantity yields

max
Ai,Bj

ĨαAB = 2
√
α2λ1 + λ2, (6.26)

where λ1 and λ2 are the eigenvalues of TABT TAB sorted in decreasing order
λ1 ≥ λ2, with TAB being the so-called correlation matrix, defined as

TAB :=

(
〈σx ⊗ σx〉ρAB 〈σx ⊗ σz〉ρAB
〈σz ⊗ σx〉ρAB 〈σz ⊗ σz〉ρAB

)
. (6.27)

Recall that the expecation values appearing in (6.27) are computed via
Born’s rule (2.13): 〈X ⊗ Y 〉ρ = Tr[X ⊗ Y ρ].

In a similar fashion, one can obtain a tight upper bound on a single
correlator level:

max
A,B
〈A⊗B〉 = λ1. (6.28)
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6. Atomic monogamies of correlations

We now have the necessary tools to prove (6.23) and (6.24). We can
assume, without loss of generality5, that ĨαAB ≥ ĨαAC . Then, inequality
(6.23) can be written as

α2(ĨαAB)2 + (ĨαAC)2 ≤ 4α2. (6.29)

To prove it, let us consider |ψ〉ABC a pure state of three qubits and let us
denote its reduced subsystems ρAB := TrC |ψ〉〈ψ| and ρAC := TrB|ψ〉〈ψ|
and by TAB and TAC the associated correlation matrices (cf. Eq. (6.27)).
Let us denote by λ1 ≥ λ2 the eigenvalues of TABT TAB and by λ̃1 ≥ λ̃2

the eigenvalues of TACT TAC . The matrices TABT TAB and TACT
T
AC can be

diagonalized in the same basis [TV06], which allows to maximize both ĨαAB
and ĨαAC at the same time with the same observables at Alice’s site. Hence,
we can write

max
Ai,Bj ,Ck

[
α2
(
ĨαAB

)2
+
(
ĨαAC

)2
]

= 4
[
α2(α2λ1 + λ2) + α2λ̃1 + λ̃2

]
= 4

[
α4λ1 + α2(λ2 + λ̃1) + λ̃2

]
,(6.30)

where we have used Eq. (6.26). We can now use the monogamy relation
given in [TV06] for the CHSH inequality, which, in terms of λi and λ̃j is

λ2 + λ̃1 ≤ 2− λ1 − λ̃2. (6.31)

Hence, using the facts that λ1 ≤ 1, λ̃2 ≥ 0 and α ≥ 1 we obtain:

max
Ai,Bj ,Ck

[
α2
(
ĨαAB

)2
+
(
ĨαAC

)2
]
≤ 4

[
(α2 − 1)(α2λ1 − λ̃2) + 2α2

]
≤ 4

[
α2(α2 − 1) + 2α2

]
= 4α2(1 + α2), (6.32)

which gives (6.23).
To prove inequality (6.24) the same reasoning leads to

max
Ai,Bj ,Ck

[(
ĨαAB

)2
+ 4〈AaCc〉2

]
= 4(α2λ1 + λ2) + 4λ̃1

= 4α2λ1 + 4(λ2 + λ̃1), (6.33)
5 The other case follows from exchanging B and C.
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with a, c ∈ {0, 1}. Applying the monogamy relation (6.31) to the term
λ2 + λ̃1 directly yields (6.24), which completes the proof.

Let us discuss a bit the tightness of the inequalities (6.24). If i = 0, they
are tight for any j ∈ {0, 1}: it suffices to take the state (β+|01〉+β−|10〉)|0〉,
with β± =

√
1±
√

2 sin θ/2, where θ ∈ [0, π/4]. Nevertheless, if i = 1, this
property no longer holds true. For this case, we have numerically investi-
gated monogamy relations for particular values of α with SDP techniques,
which are an adaptation of the NPA hierarchy [NPA08] to this particular
scenario and we have found the corresponding tight relations. We know
that these relations are tight by using two methods: First, by fixing the
value of ĨαAB we maximize the guessing probability over states of a certain
dimension (here it was sufficient to pick states in D(C4)⊗2) and local di-
chotomic measurements (of dimension 4 in this case) with outcomes ±1.
From this we obtain a subset of correlations that are allowed by QT. Second,
we obtain a superset of correlations with the aid of the NPA hierarchy, as it
is a method that gives certificates of correlations being supra-quantum; i.e.,
not in Q. If these two regions coincide, the monogamy relation describing
its boundary is tight (see Fig. 6.2).

6.2. Bounds on randomness

We now show how the monogamy relations introduced in Theorems 6.3,
6.9 and 6.14 can be turned into tight bounds on the guessing probability
that an external observer Eve6 has of guessing any of the outcomes of
the n parties performing the Bell experiment. This property makes them
interestingly useful for DI applications, as we shall see in Section 5.4. Here
we compare such bounds on the guessing probability with previous works.

The guessing probability of the outcome of the xk-th measurement per-
formed by the k-th party is defined as the most probable outcome:

Pg(xk) := max
ak

P (A(k)
xk

= ak) = max
ak

P (Ak|xk). (6.34)

In order to derive a bound on Pg(xk) we have to go to the worst-case
scenario, in which Eve has full knowledge about all parties’ devices, and

6 In this section it is convenient to distrust that external observer, so we call it Eve, which is
a shortening of a placeholder name like Alice or Bob, which here stands for Eavesdropper.
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Figure 6.2.: (a) The guessing probability for i = 1 in Theorem 6.14 as a
function of (ĨαAB − 2α)/2(

√
1 + α2 − α) (the curves have been

renormalized so that for different α ∈ {1, 3/2, 2, 3} they start
and end at the same point). The feasible region corresponds
to the area below the curves. At the third level of the NPA
hierarchy, the sub-quantum region (obtained by constructing
states and measurements of a fixed dimension) and the supra-
quantum region (given by the description of Q3 in the NPA
hierarchy) coincide, with a relative error of 10−7. This error
may seem very large, but it lies in the order of the best precision
that one can achieve with 64-bit arithmetic with SDP toolboxes
like Self-Dual Minimization (SeDuMi) [Stu99] -the one we
used- and when optimizing over matrices of considerable size,
like the ones corresponding to Q3 in the NPA hierarchy. (b) We
present a comparison between the non-tight monogamy rela-
tion (6.24) for i = 1 and the tight one found numerically and
displayed in (a) for α = {1, 3} (the other values α ∈ {3/2, 2}
fall in between and we have hidden them in the interest of
clarity). The black curves (α = 1, the usual CHSH) are the
same on both plots.

their measurement choices {xk}. Eve tries to guess the outcome ofA(k)
xk . The

best strategy for Eve is to measure one of the observables at her disposal,
say the z-th one, and, independently of her result, return the most probable
outcome of A(k)

xk . Then, we have that P (Ez = A
(k)
xk ) = maxak P (ak|xk) and

the guessing probability is then bounded, for any xk and k (cf. Eq. (6.20))
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6.2. Bounds on randomness

by

max
ak

P (ak|xk) = max
ak

P (A(k)
xk

= ak) ≤
1

d
(1 + In,m,dA ). (6.35)

The bound given in (6.35) is tight and, as shown in Fig. 6.3, significantly
improves over the previously existing one [BKP06; Aol+12], which reads

max
ak

P (ak|xk) ≤
1

d

[
1 +

dn

4
(n− 1)In,m,dA

]
. (6.36)
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Figure 6.3.: The red line corresponds to the upper bound on the guessing
probability of Eve (6.35) that we have derived from Theorem
6.9. The purple line corresponds to the existing one (6.36)
provided in [BKP06; Aol+12]. The feasible region within NS
theories lies below the red line, as (6.35) is tight for any value
In,m,dA ∈ [0, d − 1]. Observe that the existing bound (6.36) is
nontrivial only if In,m,dA < 4(d− 1)d−2, a region that vanishes
in the limit d −→∞.

If we treat Eve as a less powerful eavesdropper, and she is restricted by
the rules of QT, we recover the bound for the (3, 2, 2) scenario

max
j
P (Xi = j) ≤

1 +

√
1 + α2 −

(
ĨαAB/2

)2

2
, (6.37)

which was introduced in [AMP12], where X = A or B, i = 0, 1 and α ≥ 1.
Let us remark that (6.37) is tight only in the case i = 0. If i = 1 one should
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6. Atomic monogamies of correlations

employ the tight bounds that we have numerically found, for the desired α
(cf. Fig. 6.2).

6.3. Applications

In this section we discuss how the bounds on the guessing probability (6.35)
can be useful for some DI protocols, such as Device-Independent Quantum
Key Distribution (DIQKD) (Section 6.3.1) and Randomness Amplification
(RA) (Section 6.3.2).

6.3.1. Quantum Key Distribution

General security proofs in DIQKD protocols have not been found yet;
i.e., one usually requires more assumptions than the minimal set that
we would like to have in the DI framework. The strongest proof in this
direction requires that Eve is limitied, not only by the NS principle7, but
also does not have a long-term quantum memory, a scenario known as
the Bounded-Storage (BS) model [Pir+13]. The BS assumption is not
Device-Independent; however it is reasonable within the current state-of-
the-art technology, as the degree of control required for Eve to perform the
operations in [Pir+13] is too high.

In what follows, we will compare the performance on the existing bound
(6.36) with respect to the one we obtained (6.35) for DIQKD in the BS
model. In order to do so, we assume that Alice and Bob share a two-qudit
maximally entangled state |ψ〉 =

∑d−1
i=0 |ii〉/

√
d, which is used to maximally

violate the BKP inequality (6.2), when the optimal measurements are used
for this setup [BKP06]. With such measurements, Alice and Bob check
that they are at the point of maximal violation of BKP. From time to time,
however, Bob performs an extra measurement, B2, which is equal to one
of Alice’s measurements, e.g. B2 = A0 and, because they are measuring a
maximally entangled qudit state |ψ〉, their outcomes are perfectly correlated.

7 The fact that we consider Eve to be a supra-quantum eavesdropper makes the proof even
stronger, as Q ( PNS . Hence, even in the extreme scenario that QT were incomplete,
the proof would hold as long as one could not transmit information instantaneously.
Note that, although we make the eavesdropper stronger, this allows us to have simpler
the proofs, as PNS is easier to characterize than Q, a fact that is reflected in the
monogamy relations (compare (6.35) with (6.37)).
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6.3. Applications

Whenever Bob chooses B2 and Alice chooses A0, their outcome is used to
generate the secret key.

The key rate, denoted R, of this protocol is lower bounded as follows
[Pir+13]:

R ≥ − log2 τ
(
I2,m,d
AB

)
−H(A|B), (6.38)

where τ is any upper bound on the guessing probability for a NS eaves-
dropper and H(A|B) is the conditional Shannon entropy between the
measurements that Alice and Bob use for the generation of the secret
key. Note that the term H(A|B) acts as a correction to the fact that the
outcomes of the measurements of Alice and Bob could not be perfectly
correlated, thus lowering the key rate, as extra operations would need to
be done. However, as they are measuring the maximally entangled state
|ψ〉, their correlation is perfect, so that H(A|B) = 0.

In Fig. 6.4 we have compared the resources needed to achieve different
key rates (6.38) when τ corresponds to (6.36) and when τ follows from
the monogamy relations that we have derived (6.35). We see that, for a
fixed key rate R, the minimal number of measurements required, denoted
M , as a function on the number of outputs has a different behavior as d
grows: for the bound (6.36), the minimal m to achieve a given R grows
with d; whereas for our bound (6.35), the minimal m to achieve a given R
decreases with d.

6.3.2. Randomness Amplification

If we assume the NS principle, a Bell inequality violation proves the exis-
tence of intrinsic randomness8. However, there is a subtlety in this claim.
The observation of nonlocal correlations is actually insufficient to certify
the existence of the intrinsic randomness that QT is so often said to have:
in order to perform a Bell test, the choice of the measurements has to be
random or, at least, uncorrelated9 from the hidden variable λ. However,

8 This claim depends on the interpretation that we take of QT. It is possible to have a
deterministic QT, at the expense of dropping the NS principle (often referred to as
Bohmian mechanics [Boh52]), but this theory is in direct contradiction with Einstein’s
Relativity theory, as it allows for instantaneous signalling.

9 Measurement independence (the fact that p(x|λ) = p(x), where x are the settings that
are chosen in the Bell experiment when the state of the system (the hidden variable)
is λ) is needed in a Bell test. Absence of it is often referred to as denial of free will, as
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Figure 6.4.: The minimal number of measurements M on a two-qudit max-
imally entangled state |ψ〉 =

∑d−1
i=0 |ii〉/

√
d needed to achieve

a given key-rate R in which the protocol is secure against NS
eavesdroppers. The values ofM to obtain, at least, bits (R ≥ 1)
per round correspond to circles; trits (R ≥ log2 3) correspond
to squares; and pairs of bits -or quarts- (R ≥ 2) correspond to
triangles. In red we have used the upper bound τ on the guess-
ing probability given in (6.36) and in green we have used the
upper bound τ that we have derived in (6.35). Observe that,
with our bound, the parties need to perform a much simpler
experiment, as many fewer measurements are needed in order
to have the same key rate. In addition, the minimal number
of measurements decreases with the dimension, contrary to
what was predicted with the previously existing results (6.36)
[BKP06; Aol+12].
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how can one certify that the randomness used to choose the measurements
is intrinsic in the first place? The extreme case is when all the measurement
settings are pre-determined in advance. Then, any nonlocal correlation can
be explained in terms of a deterministic local model. Is there, at least, some
way to measure the quality of the randomness that is used?

The Santha-Vazirani (SV) ε-source is the answer to that question. It
constitutes a way of quantifying the quality of the randomness that is used
to feed the choices of measurements in a Bell test. The closest ε is to 0, the
more independent are going to be the choices of measurements from λ:

Definition 6.15. A Santha-Vazirani ε-source is a random variable that pro-
duces a sequence of bits {y1, . . . , yn} that satisfy the following rule:

1

2
− ε ≤ P (yk|w) ≤ 1

2
+ ε, (6.39)

where w denotes any space-time variable that could have been the cause of yk
(in particular, this includes {y1, . . . , yk−1}).

Observe that the bits produced by the SV source are correlated with
each other to some extent; however, they keep some amount of intrinsic
randomness, as quantified by ε (often referred to as being ε-free). The
DI protocol that we are going to discuss in this section is the so-called
Randomness Amplification (RA). The goal is to improve the quality of the
randomness produced by a SV source. We have at our disposal a sequence
of ε-free bits (or, more generally, dits) and we want to obtain a perfectly
random bit (or dit) using correlations that violate a Bell inequality.

It had been proven that RA was impossible with classical resources
[SV86]. This is not surprising, as the only randomness in Classical Physics
comes from ignorance about the state of the system, so that it is not intrinsic.
In the quantum regime, this question has been addressed recently [CR12],
and it is useful to present it in the adversarial picture. A set of parties A
wants to perform RA by using the AGCA inequality (6.13). An adversary
Eve provides the parties that want to perform the Bell experiment with
ε-sources, which they use to choose their measurements. Eve wants to

the measurement settings could, in principle, be chosen by human beings (although
in practice one uses a computer to choose randomly a large number of measurement
choices) whose free will would be maimed.
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6. Atomic monogamies of correlations

simulate a quantum violation of (6.13) and, as Eve is restricted only by the
NS principle, she can give the parties any resource that produces any kind
of NS correlations10. In other words, she controls the boxes that are shared
by the parties. The random variable W that produces w in (6.39) is under
the control of Eve, who uses it to tweak the SV -up to ε- and the physical
devices that the parties possess. Hence, Eve controls the measurement
apparatus, the resurce that is measured and—up to ε—the choice of the
measurement that is to be performed. This means that, for any value of
W , namely w, a vector of settings x is generated according to (6.39) and
the n-partite probability distribution {P (a|x, w)}a,x is generated by the
devices.

Let now {P (ak, w|x)}ak,w be the probability distributions that describe
the correlations between the outcome of the k-th party and w, when a
particular choice of measurements x is made. Let {P̃ (a)} be the one-party
uniform distribution (simply, P̃ (a) := d−1). Let us also introduce the
variational distance between two probability distributions p and q, which
is given by

D({p(x)}, {q(x)}) :=
1

2

∑
x

|p(x)− q(x)|. (6.40)

The following theorem quantifies the variational distance between these
probability distributions: {P (ak, w|x)} and the uniform distribution in
which outcomes and W are uncorrelated {P̃ (ak)P (w|x)}:
Theorem 6.16. For any w which is an outcome of W , consider an n-partite
NS probability distribution conditioned on w given by ~P ∈ PNS with elements
{P (a|xw)}a,x. Then,

D({P (ak, w|x)}ak,w, {P̃ (ak)P (w|x)}ak,w) ≤ (d− 1)2 + 1

2d
Qm(x)In,m,dA ,

(6.41)
where In,m,dA corresponds to the AGCA inequality (6.13) and is computed
with the probabilities that the parties in A estimate; namely, {P (a|x)}a,x,
and Qm(x) is the following quantity:

Qm(x) := sup
w

[
P (w|x)

Pmin(w)

]
, (6.42)

10 In particular, Eve can give them local correlations from time to time, as generally the
NS bound is higher than the QT bound; otherwise, an observation of a supra-quantum
violation would look very suspicious to the parties in A.
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where Pmin(w) := minx{P (w|x)}x and this minimum is taken over all the
measurement settings that appear in (6.13).

Proof. For simplicity, we prove Theorem 6.16 for the bipartite case. This
does not constitute any loss of generality, as the multipartite case will
follow directly from the bipartite one. Let us denote the parties performing
the Bell test by A = {A,B} and Eve by E. Their respective choices of
measurements are denoted x, y, z and their measurement results a, b, e,
respectively.

We start by observing that, for any probability distribution of the form
{P (ab|xyw)}a,b,x,y, the maximal probability of getting (locally) an outcome
by any of the parties must obey the monogamy relation for the guessing
probability (6.12, 6.35). In the case of Alice, this would be

max
a

P (a|xw) ≤ 1

d

(
1 + I2,m,d

w

)
, (6.43)

for every x ∈ {0, . . . ,m− 1}. Observe that we have explicitly marked the
dependence of I on w, as the BKP inequality is computed, in this case, for
a particular value of w; i.e., using {P (ab|xyw)}a,b,x,y.

The normalization condition

P (a|xw) = 1−
∑
α 6=a

P (α|xw), (6.44)

together with the bound (6.43), implies P (a|xw) ≥
[
1− (d− 1)I2,m,d

w

]
/d.

Consequently, the inequality∣∣P (a|xw)− d−1
∣∣ ≤ d− 1

d
I2,m,d
w (6.45)

holds for every a and every x.
Joining inequality (6.43) for the most probable outcome maxa P (a|xw)

and inequality (6.45) for the rest of the P (a|xw) we can upper bound
the variational distance between {P (a|xw)}a and the uniform distribution
{P̃ (a)} for any strategy w that Eve can employ and for any measurement
setting x:

D({P (a|xw)}a, {P̃ (a)}) =
1

2

∑
a

∣∣∣P (a|xw)− P̃ (a)
∣∣∣ ≤ (d− 1)2 + 1

2d
I2,m,d
w .

(6.46)
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At this stage, one can follow exactly the same steps that are used in [CR12],
which we recall for completeness.

The observers A and B do not have access to the variable W which is
held by Eve. Hence, inequality (6.46) needs to be averaged over w -for
every particular choice of measurements x and y- with the weights given
by the probability distribution {P (w|xy)}w. The NS principle P (a|xw) =
P (a|xyw) and Bayes theorem P (w|xy)P (a|xyw) = P (aw|xy) enable us to
re-express (6.46) as

D({P (aw|xy)}a,w, {P̃ (a)P (w|xy)}a,w) =
1

2

∑
a,w

∣∣∣P (aw|xy)− P̃ (a)P (w|xy)
∣∣∣

≤ (d− 1)2 + 1

2d

∑
w

P (w|xy)I2,m,d
w . (6.47)

The r. h. s. of (6.47) can be expressed as follows:∑
w

P (w|xy)I2,m,d
w =

∑
w,α

P (w|xy) (〈[Aα −Bα]〉w + 〈[Bα −Aα+1]〉w)

=
∑
w,α

(
P (w|αα)

P (w|xy)

P (w|αα)
〈[Aα −Bα]〉w

+ P (w|α+ 1, α)
P (w|xy)

P (w|α+ 1, α)
〈[Bα −Aα+1]〉w

)
,

where, again, the subscript w indicates that the expectation values 〈[Aα −
Bα]〉w and 〈[Bα −Aα+1]〉w are to be computed using the probability distri-
butions that are conditioned on w: {P (ab|xyw)}w. Now, by definition of
Qm, we can write∑

w

P (w|xy)I2,m,d
w ≤ Qm(x, y)

∑
w,α

[P (w|αα)〈[Aα −Bα]〉w

+ P (w|α+ 1, α)〈[Bα −Aα+1]〉w]

= Qm(x, y)
∑
α

(〈[Aα −Bα]〉+ 〈[Bα −Aα+1]〉)

= Qm(x, y)I2,m,d
AB . (6.48)

Observe that I2,m,d
AB is computed using the observed statistics {P (ab|xy)}a,b,x,y.

The proof is completed by substituting the bound (6.48) into (6.47), which
leads to (6.41).
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Remark 6.17. One can also derive an inequality in the spirit of (6.41) with
a slightly different approach, assuming that we know P (x|w) instead of
P (w|x).

Theorem 6.18. For any outcome w of W , let us consider an n-partite NS
probability distribution conditioned on w given by ~P ∈ PNS with elements
{P (a|xw)}a,x. Furthermore, assume that P (x) =

∑
w p(w)p(x|w) is the

same for all x11. Then,

D({P (ak, w|x)}ak,w, {P̃ (ak)P (w|x)}ak,w) ≤ (d− 1)2 + 1

2d
Q̃m(x)In,m,dA ,

(6.49)
where In,m,dA corresponds to the AGCA inequality (6.13) and is computed with
the probabilities {P (a|x)}a,x, and Q̃m(x) is the following quantity:

Q̃m(x) := sup
w

[
P (w|x)

P̃min(w)

]
, (6.50)

where P̃min(w) := minx{P (w|x)}x and this minimum is taken over all the
measurement settings that appear in (6.13).

Proof. As in the proof of Theorem 6.16, we also focus on the bipartite
case and adopt the same notation. By analogy to (6.12), for any w, the
probability distribution conditioned on w {P (a, b|x, y, w)}a,b,x,y satisfies
the monogamy relations

I2,m,d
w

P̃min(w)
+ 1 ≥ dP (Xi = Ej |w), (6.51)

where X can be either A or B and i, j ∈ {0, . . . ,m− 1}.
Let us then write I2,m,d

w as

I2,m,d
w =

m−1∑
α=0

[P (αα|w)〈[Aα −Bα]〉w + P (α+ 1, α|w)〈[Bα −Aα+1]〉w] ,

(6.52)

11The reason for this assumption is that Eve does not want Alice to notice her action from
p(x)
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where, again, we have written the subindex w to explicitly state that the
correlators 〈[Aα − Bα]〉w and 〈[Bα − Aα+1]〉w are computed using the
probability distribution that is conditioned on w, {P (a, b|x, y, w)}a,b,x,y.

Observe that, since not all measurement settings appear in the BKP (or,
in general, the AGCA) inequality, P̃min(w) takes the following form:

P̃min(w) = min
α=0...m−1

{P (α, α|w), P (α+ 1, α|w)}, (6.53)

with the convention that the α’s are taken to be modulo m.
Now, the monogamy relations (6.51) imply that the guessing probability

of Eve, when she is employing the w-th strategy to guess the outcomes of
one of the measurements performed by one of the parties (e.g., Alice), is
bounded by

max
a

P (a|xw) ≤ 1

d

(
1 +

I2,m,d
w

P̃min(w)

)
, (6.54)

for x ∈ {0, . . . ,m− 1}.
As this bound holds for the maximum, so it does for every P (a|xw). This

implies, together with the normalization condition (6.44), that

P (a|xw) ≥ 1

d
− d− 1

d

[
I2,m,d
w

P̃min(w)

]
. (6.55)

Hence, the following inequality holds for every a and x:

∣∣P (a|xw)− d−1
∣∣ ≤ d− 1

d

I2,m,d
w

P̃min(w)
. (6.56)

We combine inequality (6.54) for maxa P (a|xw) with (6.56) for the rest
(the P (a|xw) that do not correspond to the maximum) and we get, for
every of Eve’s strategies w,

D({P (a|xw)}a, {P̃ (a)}) =
1

2

∑
a

∣∣∣P (a|xw)− P̃ (a)
∣∣∣

≤ (d− 1)2 + 1

2d

I2,m,d
w

P̃min(w)
. (6.57)

As neither Alice nor Bob has access to the random variable W , becase it is
kept by Eve, it becomes necessary to average inequality (6.57) over all the
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values of w, weighted with the probability distribution {P (w|xy)}w. Like
in Theorem 6.16, the NS principle P (a|xw) = P (a|xyw) and Bayes theo-
rem, P (w|xy) = P (xy|w)P (w)/P (xy) which implies P (w|xy)P (a|xyw) =
P (aw|xy), we can now write

D({P (a,w|x, y)}a,w, {P̃ (a)P (w|xy)}a,w)

=
1

2

∑
a,w

∣∣∣P (aw|xy)− P̃ (a)P (w|xy)
∣∣∣

≤ (d− 1)2 + 1

2d

∑
w

P (xy|w)

P̃min(w)

P (w)

P (xy)
I2,m,d
w

≤ (d− 1)2 + 1

2d
Q̃m(x, y)

∑
w

P (w)

P (xy)
I2,m,d
w ,

(6.58)

where we have used that Q̃m(x, y) = maxw{P (xy|w)/P̃min(w)}.
To finally obtain inequality (6.49) and complete the proof, we observe

that
P (ab|xy) =

∑
w

P (w|xy)P (ab|xyw). (6.59)

By hypothesis, all the probabilities P (xy) are equal, which lets us write

I2,m,d
AB =

∑
w

P (w)

P (xy)
I2,m,d
w , (6.60)

where now I2,m,d
AB is calculated by using the the probability distribution

{P (ab|xy)} that the parties A and B have estimated and the probabilities
P (xy) =

∑
w P (w)P (xy|w) are, by assumption, equal for every x, y ∈

{0, . . . ,m1}. Hence, we obtain (6.49), completing the proof.

Remark 6.19. Let us observe that, under the assumption that P (x) is equal
for all x that we have made in Theorem 6.18, it holds that Q̃m(x) = Qm(x).

Remark 6.20. Theorem 6.16 implies that, if the correlations {P (a,x)}a,x
that the parties observe violate maximally the AGCA inequality (6.13) for
NS correlations, then each of the dits that each individual party obtains is
perfectly random and uncorrelated from W [CR12].
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Let us now discuss Randomness Amplification. Our task is as follows:
Given partially random ε-free bits, we want to obtain perfectly random
dits by using QT correlations that can produce an arbitrarily high amount
of violation of the AGCA inequality In,m,dA . To generate the measurement
settings, each of the parties in A uses its own SV source r := dlog2me
times. Consequently, for any x the quantity Qr(x) is bounded as

Qr(x) ≤
(

1 + 2ε

1− 2ε

)nr
, (6.61)

as it was shown in [CR12]. On the other hand, in the limit of large m, there
exist a quantum state and a set of measurements such that the QT limit of
In,m,dA can be well approximated by [BKP06; Aol+12]

In,m,dA ≈ λ(d)/m ≤ λ(d)21−r, (6.62)

with λ(d) being a function that only depends on d.
After substituting these bounds in (6.41), we obtain the following condi-

tion for the variational distance to go to zero as m −→∞: There exists a
critical ε, denoted εn, such that the following must hold:

ε < εn :=
n
√

2− 1

2( n
√

2 + 1)
. (6.63)

Note that, in the limit of large m, both the QT and the NS coincide, as
In,m,dA goes to 0 in (6.62), which is the NS bound.

Hence, any quantum correlations that approach the point of maximal12

NS violation can be used for Randomness Amplification, provided that
ε < εn holds.

Remark 6.21. If n = 2 we recover the bound of [CR12] ε2 = (
√

2−1)2/2 '
0, 0859. Note that, as εn is a strictly decreasing function of n; that is, the
critical epsilon value gets lower as n grows. Hence, n = 2 is the best choice
in this particular scenario. Nevertheless, it should be observed that εn does

12 We need this NS violation to be maximal; otherwise Eve could mix such correlations
with local ones, for which she has full knowledge.
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not depend on d, implying that almost perfect dits are obtained from ε-
free bits. Hence, if ε < ε2, not only we achieve RA, but also Randomness
Expansion13.

Remark 6.22. In [Gru+14], the authors recently managed to push this
critical epsilon a bit further, from 0.0859 to 0.0961 in the (2,m, 2) scenario.
We finish this chapter by showing how, with a slight modification of the
setup in [CR12] we can almost double the critical ε, by considering a com-
mon SV source. The key observation is that, out of the mn measurement
settings that are possible, only 2mn−1 are actually used in the AGCA in-
equality In,m,dA . Then, the number of bits that is necessary to generate all
the settings is r′ := dlog2(2mn−1)e ≤ 1 + (n− 1)r, a bit less than nr, which
was the case in (6.61).

Hence, we have that

Qr(x) ≤
(

1 + 2ε

1− 2ε

)1+(n−1)r

, (6.64)

which implies (using (6.62)) that randomness can be amplified as m→∞
if, and only if,

ε < ε′n :=
1

2

n−1
√

2− 1
n−1
√

2 + 1
. (6.65)

In particular, this implies that the best scenario is the bipartite, for which
ε′2 = 1/6.

13 The problem of Randomness Expansion is typically stated as follows: Given a finite
sequence of perfectly random bits, one has to generate longer sequence of perfectly
random bits. In our case, the parameter that we increase is the dimension of the dits
that we are using: from 2 to d. We start, however, with imperfect bits, as they are given
by a SV source. As we do not use an infinite amount of ε-free bits, we can achieve at
the same time Randomness Amplification and Randomness Expansion.
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Understanding entanglement and nonlocal correlations is one of the most
relevant challenges in quantum information. Still, there is plenty of open
questions in this field and, in this Thesis, we have answered some of them.
In particular, we have focused on the characterization and the relation
between those quantum information resources under symmetries. In this
chapter, we review the obtained results and point towards future research
directions that naturally follow.

7.1. PPT Entangled Symmetric States

We have solved the open question concerning the existence of 4-qubit PPT
entangled symmetric states (PPTESS) by constructing families of quantum
states with such properties and we have characterized these states with
respect to separability, edgeness and extremality properties. We have seen
that states of ranks other than (5, 7, 7) or (5, 7, 8) are generically not edge.
By exploiting the geometric properties of the convex set of PPTESS we
have generalized an algorithm [LMO07] to numerically generate extremal
PPTESS. Interestingly, none of the extremal PPTESS found by this method
have configurations of ranks (5, 7, 7), suggesting that this case can also be
ruled out.

Exploring scenarios involving more qubits, we have given several simple
criteria under which extremal PPTESS can exist, classifying them with
respect to their configurations of ranks, complementing the criterion in
[Eck+02]. These criteria imply that, out of all the -in principle- possible
configurations of ranks, most of them correspond to PPT symmetric states
which are generically separable. Hence, PPT entanglement vanishes as
the number of parties increases. Analysing edgness, even more of these
configurations of ranks can be disregarded, and we have shown it for 4 and
5 qubits, for which there remain 2 and 3 configurations, respectively.
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We have generated extremal PPTESS up to 23 qubits and, interestingly,
numerics suggests that most of the allowed configurations of ranks are
atypical, while the typical ones show some regularity (cf. Table 3.2), as
well as that the most balanced bipartitions impose the most stringent PPT
conditions. Can the characterization of PPTESS be ultimately reduced to
few cases?

As extremal PPTESS are, geometrically, the most entangled within the
PPTESS set, they are natural candidates to prove/disprove the Peres conjec-
ture for symmetric states. If this conjecture were true, the characterization
of extremal PPTESS could give some insight in its proof. If it were false,
extremal PPTESS would constitute promising potential counterexamples.

7.2. Detection of nonlocality in many-body systems

We have shown that Bell inequalities with at most two-body correlators are
sufficient to detect nonlocality in many-body systems. We have provided
a detailed characterization of the polytope of local correlations when a
general symmetry is considered. Of special interest are the Translationally
Invariant (TI) and the Permutationally Invariant (PI) cases. In the TI case,
we have shown the rich mathematical structure that already appears for a
number of parties as low as 4 and we have classified all the Bell inequalities
of this kind. In the PI case, we have found multiparametric, analytical
classes of inequalities that are violated for any number of parties. We have
studied its maximal quantum violation as well as the analytical form of the
states and measurements achieving such maximally nonlocal correlations.
Furthermore, these inequalities are shown to be robust with respect to
imperfections such as misalignments, particle losses or white noise.

In the PI case, we have shown that the quantities needed to check
nonlocality with the Bell inequalities we propose can be easily accessed
from an experiment, with great precision and with currently available
technology, simply by measuring global observables such as the total spin
operator and its fluctuations (cf. Eqs. (4.142 - 4.144)) up to the second
order moment.

Furthermore, we have shown that two-body Bell inequalities can reveal
the nonlocality of every entangled Dicke state [Dic54]. Dicke states are
important for at least two reasons: on the one hand, they can be prepared
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in experiments; on the other hand, they arise as ground states of physi-
cally relevant models, such as Lipkin-Meshkov-Glick (LMG) Hamiltonians.
Several experimental setups have been proposed in which such test could
be carried out: Ultracold trapped atoms [Lüc+14; Mue+14], ultracold
trapped ions [PC04; Bri+12; GL14], ultracold atoms in nanostructures
[CCK13] or cold and ultracold atomic ensembles [Nap+11; Eck+08].

The next research lines point towards many directions: Are two-body
Bell inequalities sufficient to reveal if correlations possess stronger forms
of nonlocality, such as being Genuinely Multipartite Nonlocal (GMN)?
To answer this question, one should find low-order Bell inequalities that
detect Time-Ordered Bi-Local (TOBL) or No-Signalling Bi-Local (NSBL)
correlations, possibly with some symmetries.

This procedure can be generalized to correlators up to full order, in
which one would recover the inequalities in [BGP10] for a low number of
parties. It can also be generalized to an arbitrary (n,m, d) Bell scenario.
The parametrizations of the local polytope given in Chapter 4 indicate that
one can also find classes of inequalities for these more general scenarios
which work for any number of parties. An efficient method to do that would
be to use Semi-Definite Program (SDP) techniques to approximate convex
hulls of semialgebraic sets [BPT; GT].

The two-body form of the Bell inequalities we propose makes them
specially interesting to be studied from a tensor network perspective. Spe-
cially, in the 1D case, one can apply a variety of techniques: dynamic
programming turns out to be very useful procedure to efficiently com-
pute the classical bound of Bell inequalities for many-body 1D systems
[SC10], and one can employ Matrix Product States (MPS) or Density Matrix
Renormalization Group (DMRG) numerical techniques to explore quantum
properties of systems with a large number of parties. Even analytically,
in the TI case, one can obtain results by mapping a two-body Bell opera-
tor to a quadratic fermionic Hamiltonian, which can be efficiently solved
for some sets of observables. This is an ongoing project we are currently
investigating.
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7.3. Entanglement and nonlocality are inequivalent in
general

We have provided a method which, starting from a n-partite GME quantum
state admitting a Positive-Operator Valued Measure (POVM) K-local model,
generates states which the same degree of locality, but involving a higher
number of parties while still being Genuinely Multipartite Entangled (GME).
This implies that entanglement and nonlocality are inequivalent concepts
in any scenario, and we have shown this to be the case even if operational
(TOBL, NSBL) definitions of GMN are taken into consideration.

The next question to ask is to which extent does this incompatibility hold.
Up to day, only 2- and 3-local models are known. Which is the maximum
value ofK for which, for any n, there exist states n-partite states admitting a
K-local model? A similar question is whether one can find GME states with
a fully local model; i.e., does GME become, at some point, too restrictive to
allow for models which are fully local?

Other nonlocality scenarios have been considered: the network approach
[Cav+11], many copies of a state [Pal12] or sequential measurements
[Pop95; Gis96; Hir+13]. States that are local in one scenario may be
nonlocal in others. It remains an interesting open question whether this
inequivalence can be translated beyond the typical Bell scenario.

7.4. Atomic monogamies of correlations

We have presented a class of monogamy constraints of correlations com-
patible with any No-Signalling (NS) theory. They are qualitatively different
than the existing ones, as they tightly relate the amount of nonlocality,
measured as the amount of a Bell inequality violation, that a set of parties
A observe, to the classical correlations that any external observer shares
with the outcomes that are obtained by any of the parties.

These trade-off relations can be applied to Device-Independent Quan-
tum Information Processing (DIQIP) protocols and they improve their
performance. In particular, we have shown their usefulness for Device-
Independent Quantum Key Distribution (DIQKD) and Randomness Ampli-
fication (RA), where we could prove that bipartite quantum correlations
allow for RA for ε-free dits up to ε < 1/6.
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We also derived monogamy relations for the (3, 2, 2) scenario that Quan-
tum Theory (QT) should fulfill. Can one derive elemental monogamy
relations for a general (n,m, d) Bell scenario?

From a more fundamental point of view, it is interesting to consider the
characterization of a minimal set of monogamy relations that enables one
to recover QT or the NS principle.
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A. Schur-Weyl duality

In this appendix we describe the construction of Schur duality as a tool
in quantum information to efficiently work with permutationally invari-
ant states. Good references from a quantum information perspective are
[Har01; Chr06; Aud06] and for a mathematical and more general overview
I would recommend [FH91; GW09].

The idea behind Schur-Weyl duality is to choose a nice basis of (Cd)⊗n

such that a permutationally invariant state ρA has a simple form. It is clear
that Condition (2.20) imposes a lot of redundancy in ρA and we want to
pick a basis of (Cd)⊗n such that this redundancy becomes evident.

The tools used to this aim come from representation theory, which is
a branch of mathematics that studies, loosely speaking, how to perform
calculations in sets endowed with an algebraic structure, such as groups1

(intuitively, if one can assign a matrix to every group element such that
the product of matrices behaves exactly as the group operation, one has a
representation of this group).

The groups that we are interested in are the Symmetric group Sn, which
is the group of all permutations of n elements, and the Unitary group Ud
consisting of all the d× d unitary matrices.

A.1. A crash course on representation theory

In this section we review the concepts of representation theory needed to
introduce Schur-Weyl duality.

1 Recall that a pair (G, ◦) that consists of a set G endowed with a binary operation
◦ : G × G −→ G defined as (g1, g2) 7→ ◦(g1, g2) ≡ g1 ◦ g2 is a group if the following
requirements are met: The operation ◦ is associative: ∀ g1, g2, g3 ∈ G, (g1 ◦ (g2 ◦ g3)) =
((g1 ◦ g2) ◦ g3), G has a neutral element, denoted e, that fulfills g ◦ e = e ◦ g = g
for every g ∈ G, and every element g in G has an inverse, denoted g−1, that fulfills
g ◦ g−1 = g−1 ◦ g = e. If ◦ is commutative, the group is called Abelian. When the
operation is clear from the context, we denote the group simply by G.
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Recall that a morphism (or homomorphism) between two groups (G, ◦)
and (G′,×) is a function f : G −→ G′ such that for all g1, g2 ∈ G, f(g1 ◦
g2) = f(g1)× f(g2). An invertible homomorphism is called an isomorphism.

Also, given a vector space V , the set of linear maps from V to itself is
denoted End(V ); such maps are called endomorphisms. Those endomor-
phisms which are invertible are called automorphisms; the set of automor-
phisms of from V to itself is denoted Aut(V ) and it has the structure of a
group. When V is finite-dimensional, Aut(V ) is isomorphic to the general
linear group GL(V ) of invertible matrices acting on V .

Definition A.1. A representation of a groupG consists of a vector space V and
a homomorphism R : G −→ Aut(V ) (i.e., for all gi, g2 ∈ G, R(g1)R(g2) =
R(g1g2)). It is denoted (R, V ).

If V is a C-vector space, the representation R is called complex. If R(g) is a
unitary operator for all g ∈ G, then the representation is called unitary. In
addition, if V is finite-dimensional, then (R, V ) is finite-dimensional as well.

The connection between quantum information theory and representation
theory lies in the fact that a complex vector space can be seen both as the
state-space of a system and as a representation of a group. In addition, we
want to study unitary representations, as the transformations allowed by
quantum mechanics are unitary operators (thus we can assign to every
group element a quantum operation). Finally, in practice, we are interested
in finite-dimensional Hilbert spaces, so in this Thesis we will consider finite-
dimensional representations. We shall, unless stated otherwise, refer to
complex, unitary, finite-dimensional representations just as representations.

A linear subspace W ⊆ V is G-invariant if, for all g ∈ G, R(g)(W ) ⊆W .
Then, (R,W ) is called a subrepresentation of G.

Definition A.2. A representation (R, V ) is irreducible, called irrep, if the
only subrepresentations of G are (R, V ) and (R, {0}).

Hence, a representation being reducible indicates that there exist some
bases which are more intrinsic to the action of that group. Let us illustrate
this with an example.

Example A.3. Consider G = S3 acting on V = C3 and the representation
that permutes the elements of the canonical basis of V : R(σ)|ei〉 = |eσ−1(i)〉.
This representation is called standard and it is reducible: It suffices to express
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A.1. A crash course on representation theory

R(σ) in the basis |u1〉 = (|e1〉 + |e2〉 + |e3〉)/
√

3, |u2〉, |u3〉 ∈ |u1〉⊥. We
choose u2, u3 so that u forms an orthonormal basis: for example, |u2〉 =
(|e1〉 − |e3〉)/

√
2 and |u3〉 = (|e1〉 − 2|e2〉 + |e3〉)/

√
6. Then, in the u basis,

the elements of S3 are represented as follows2:

(1)(2)(3) (123) (132) 1
1

1

  1

−1/2
√

3/2

−
√

3/2 −1/2

  1

−1/2 −
√

3/2√
3/2 −1/2


(12)(3) (13)(2) (1)(23) 1

1/2 −
√

3/2

−
√

3/2 −1/2

  1
−1

1

  1

1/2
√

3/2√
3/2 −1/2


(A.1)

There are three irreducible representations for S3: two are one-dimensional
(the trivial one, R(σ) = 1 and the alternating one R(σ) = sgn(σ)) and one
is two-dimensional (given by the lower-right 2 × 2 boxes in (A.1)). In fact,
(A.1) shows that C3 ∼= W ⊕W⊥, where W is spanned by |u1〉 and both W
and W⊥ are irreducible subrepresentations.

Schur’s lemma

An important concept in representation theory are the automorphisms of a
representation, which measure to which extent the decomposition of a rep-
resentation into irreps is unique; i.e., given R(g), one can change the basis
in which R(g) is expressed and obtain a different representation. However,
loosely speaking, this is nothing but staring at the same representation
from another perspective.

2 Recall that a permutation σ can be uniquely expressed as a product of disjoint cycles
(up to permutations of the cycles). This is the notation we used in (A.1). A cycle
(abc) stands for a permutation a 7→ b 7→ c 7→ a. Two permutations π, ρ ∈ Sn have
the same cycle type if they decompose in products of cycles of the same number of
elements. A cycle of 2 elements is called a transposition. Because of the identity (a, ak) ◦
(a1, . . . , ak, . . . , am) ◦ (ak, a) = (a1, . . . , a, . . . , am) and the fact that every permutation
decomposes as a product of transpositions (non-uniquely), ρ and σ have the same cycle
type if, and only if, they are conjugate; i.e., ρ = σ−1πσ for some σ ∈ Sn. Although
the decomposition of a permutation σ as a product of transpositions is non-unique, it
always has the same parity, so one can define the sign of σ, denoted sgn(σ), as (−1)t(σ),
where t(σ) counts the number of transpositions in a decomposition of σ.

One can readily check that the matrices in (A.1) behave as the permutations they
represent when we multiply them.
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A. Schur-Weyl duality

Given a representation (R, V ), one defines the subspace V G to be the set
of G−invariant vectors of V ; i.e., V G = {|v〉 ∈ V : ∀g ∈ G, R(g)|v〉 = |v〉}.
In particular, given representations V1 and V2, the set Hom(V1, V2)G of G−
invariant homomorphisms contains the homomorphisms from V1 to V2

which commute with the action of G: Hom(V1,V2)G = {U ∈ Hom(V1, V2) :
∀g ∈ G, UR1(g) = R2(g)U}.

When Hom(V1, V2)G contains invertible elements, this motivates the
concept of equivalence in representations:

Definition A.4. Two representations (R1, V1) and (R2, V2) are equivalent
if there is a change of basis U : V1 −→ V2 such that, for all g ∈ G,
UR1(g)U−1 = R2(g). We write then (R1, V1) ∼=G (R2, V2).

Proposition A.5. For a finite group G, one can always decompose a repre-
sentation V as V ∼=

⊕
iWi, where Wi are irreps.

Proof. For any G−invariant subspace W ⊆ V , then W⊥, its orthogonal
complement, is also G−invariant: Indeed, any scalar product (w1, w2) in V
can be averaged over G to obtain a new G−invariant scalar product in V ,
which is

〈w1, w2〉 = |G|−1
∑
g∈G

(R(g)w1, R(g)w2). (A.2)

Now, take w1 ∈W , w2 ∈W⊥. We want to see that W⊥ is G−invariant (i.e.,
〈w1, R(g)w2〉 = 0 for all g ∈ G). Because W is a subrepresentation of V
(it is G−invariant), 0 = 〈w1, w2〉 = 〈R(g−1)w1, w2〉. Because (A.2) is a G−
invariant scalar product, 〈w1, R(g)w2〉 = 0 by multiplying both entries by
R(g).
Hence, V = W ⊕W⊥. One can repeat this procedure until all the Wi are
irreps, which will eventually happen, as dimV is finite.

Schur’s lemma, which is probably the most used result in representation
theory, and it states the following:

Lemma A.6 (Schur’s lemma). Consider two irreps V and W of a group G.
Consider also ϕ ∈ Hom(V,W )G. Then,

• ϕ is either 0 or an isomorphism.

• If V = W , then ϕ = λ1 for some λ ∈ C.
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A.1. A crash course on representation theory

Proof. Because V is irreducible and kerϕ is a G−invariant subspace, it can
only be {0} or V . The same applies to W and Imϕ. This proves the first part.
Now pick an eigenvalue λ ∈ C, which exists because C is an algebraically
closed field. Then kerϕ− λ1 has dimension at least 1, so ϕ− λ1 cannot be
an isomorphism. However, it is clearly G−invariant, so we apply the first
part of the lemma to it and obtain ϕ− λ1 = 0.

By virtue of Schur’s lemma, grouping the subspaces in the decomposition
V ∼=

⊕
iWi from Proposition A.5 into isomorphic components, one obtains

the so-called isotypical decomposition:

V ∼=
⊕
k

W⊕nkk
∼=
⊕
k

Wk ⊗Cnk , (A.3)

where Wk are the so-called isotypical components and nk is the multiplicity
of the corresponding isotypical component. The index k runs over a set
of inequivalent irreps of V . The vector space Cnk is called the multiplicity
space, and it is isomorphic to Hom(Wk, V )G [GW09].

The character of a representation

When one considers R(g) for some g ∈ G, one obtains a matrix whose
elements are basis-dependent. However, we would like to work with some
elements which better grasp the intrinsic features of G; i.e., they are basis-
independent, or invariants. The best known invariants of an endomorphism
are the symmetric functions of its eigenvalues, i.e., the coefficients of the
characteristic polynomial detV (λ1 − R(g)). For example, the map g 7→
detR(g) gives a 1−dimensional representation of G; however it turns out
to be too weak to distinguish isomorphism classes of representations. The
invariant which is convenient to work with is the trace.

Definition A.7. The character of a representation (R, V ) is the function
χ : G −→ C defined as χV (g) = TrR(g)|V .

A strong result in representation theory is that χ completely determines
R up to isomorphism. Furthermore, χV is a class function, meaning that it is
constant on the conjugacy classes of G: χV (R(h)R(g)R(h−1)) = χV (R(g))
for all h ∈ G, so one needs just to specify χ on the conjugacy classes of G,
which we denote as [g].

217



A. Schur-Weyl duality

One can then construct the so-called character table χ, which is a matrix
whose elements are (χ)λ[g] = χλ(g) ∀g ∈ [g]; λ runs over the irreps and [g]

over the conjugacy classes of G. An auxiliary row is added to the character
table, containing the number of elements in each conjugacy class, typically
denoted h[g].

Let us illustrate its use with an example, following the previous one of
G = S3.

Example A.8. For the Symmetric group Sn it is easy to identify its conjugacy
classes. Recall that two permutations are conjugated if, and only if, they have
the same cycle type, implying that there are as many conjugacy classes as
partitions of n. We will denote a partition of n in k elements λ`(k, n). Its
elements will be specified as λ = (1m12m2 . . . rmr . . .) and we define λi =
mi(λ) (the number of times that i appears in the partition λ). Clearly one
has the relations

∑n
i=1 λ

i = k and
∑n

i=1 iλ
i = n.

The number of elements in the conjugacy class [σ] (note that we can
use [σ] and λ indistinctly) is given by the function h[σ] = n!z−1

λ , where
zλ = λ1!1λ

1
λ2!2λ

2 · · ·λn!nλ
n
, as one has λk! ways to rearrange the λk cy-

cles of k elements and each cycle of k elements admits k independent cyclic
permutations, providing the factor kλ

k
.

We now go a bit ahead of ourselves and use the fact that the irreps of Sn

are given by the partitions of n, hence the character table χ is a square matrix.

λ \ [g] (31) (1121) (13)

h[g] 2 3 1

(31) 1 1 1
(1121) −1 0 2
(13) 1 −1 1

(A.4)

It is worth to compare (A.4) with Example A.3. The irrep (3) corresponds to the
trivial representation W , whereas (13) corresponds to the sign representation.
Finally, the irrep (1121) corresponds to W⊥.

A.2. The Symmetric and the Unitary groups

The groups that are relevant for permutationally invariant quantum states
are the Symmetric group Sn of permutations of n elements, and the Unitary

218



A.2. The Symmetric and the Unitary groups

group Ud of d× d unitary matrices. The representation we are interested
in is the Hilbert space of n qudits, namely H = (Cd)⊗n. Both groups act
naturally on H: for all σ ∈ Sn and for all U ∈ Ud one defines

Πσ|i1 . . . in〉 = |iσ−1(1) . . . iσ−1(n)〉 (A.5)

and
ΞU |i1 . . . in〉 = U |i1〉 · · ·U |in〉. (A.6)

Hence, we are considering (Π,H) and (Ξ,H) as representations of Sn and
Ud, respectively. The fact that ΠσΞU = ΞUΠσ for all permutations σ and
unitaries U immediately follows from the definitions (A.5, A.6). Schur’s
lemma then implies that the isotypical decompositions of Π and Ξ, namely

(Πσ,H) ∼=Sn

⊕
a

1na ⊗ πσ,a (A.7)

and
(ΞU ,H) ∼=Ud

⊕
b

1mb ⊗ ξU,b, (A.8)

where πσ,a and ξU,b are irreps of multiplicities na and mb of (Π,H) and
(Ξ,H), respectively, are related: The same basis that produces the decompo-
sition of Πσ also produces the decomposition of ΞU . Indeed, one considers
the simultaneous action3 of Π and Ξ on H

ΠσΞU ∼=Sn×Ud
⊕
a,b

1νa,b ⊗ πσ,a ⊗ ξU,b, (A.9)

where νa,b is the multiplicity of irrep4 πσ,a ⊗ ξU,b.
When one considers the C-vector space whose basis elements are the

elements of the group, one obtains an algebra (the so-called group alge-
bra) in which the multiplication is the (left) multiplication of the group

3 Technically, one has to consider the direct product group Sn × Ud as we choose both a
permutation and a unitary. It is simply the set of pairs (σ, U) with the corresponding
group operation applied to each component independently.

4 Note that the tensor product (R1 ⊗ R2, V1 ⊗ V2) of two irreps (R1, V1), (R2, V2) of G,
as another representation of G is, in general, not an irrep (the typical example being
the Clebsch-Gordan decomposition). However, for the direct product group G×H of
two compact groups G and H, the whole list of irreps consists of the tensor products of
the irreps of G and H.
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A. Schur-Weyl duality

elements. The group algebra is usually denoted C[G] and it turns out that
the algebra generated by {Πσ}σ∈Sn , denoted A and the algebra generated
by {ΞU}U∈Ud , denoted B, are each other centralizer5 (a result known as
the double commutant theorem, [GW09]).

This fact radically simplifies (A.9), for it implies that, not only Π and Ξ
commute, but νa,b can be only 0 or 1 and each a and b appear no more than
once. Thus, one finally obtains [GW09]

Theorem A.9 (Schur-Weyl duality). Consider H = (Cd)⊗n and the natu-
ral representations Π and Ξ of Sn and Ud, respectively. Then, one has the
decomposition

H ∼=
⊕

λ`(d,n)

Kλ ⊗Hλ (A.10)

Πσ =
⊕

λ`(d,n)

1Kλ ⊗ πσ,λ (A.11)

ΞU =
⊕

λ`(d,n)

ξU,λ ⊗ 1Hλ (A.12)

in which (ξ·,λ,Kλ) and (π·,λ,Hλ) are irreps of Ud and Sn respectively and
λ`(d, n) runs over all partitions of n with at most d elements.

By varying d in the labelling λ ` (d, n) one enumerates the different
irreps (πλ,Hλ) of Sn, whereas a variation of n enumerates the polynomial6

irreps (ξ
(d)
λ ,K(d)

λ ) of Ud.
Let us finish by illustrating this construction with an example.

Example A.10. Let us consider the case of three qubits; i.e., n = 3, d = 2;
equivalently, H = (C2)⊗3. Following the notation introduced in Example A.8,
there are two partitions of 3 into 2 elements, which we denote (31) and (1121).
Then, Theorem A.9 tells that (C2)⊗3 ∼= K(2)

(31)
⊗H(31) ⊕K

(2)
(1121)

⊗H(1121).
We have that Π(31) is the trivial representation of S3, so it is one-dimensional.

On the other hand, K(2)
(31)

is a four-dimensional irrep of U2, which is spanned

5 The centralizer of G, denoted G′, is the set of elements that commute with each element
of G: G′ = {g ∈ G : ∀h ∈ G, g ◦ h = h ◦ g}.

6 A superindex (d) is in fact needed, as the same partition λ ` (d, n) may label different
irreps for different Ud, whereas for Sn one always has

∑
i λi = n.
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by the 3-qubit Dicke states {|Dk
3〉}k=0...3 defined in Eq. (2.27), which are

|0〉⊗3, |W 〉, |W 〉, |1〉⊗3, (A.13)

where |W 〉 = (|001〉 + |010〉 + |100〉)/
√

3 and |W 〉 is the same as |W 〉 but
changing 0 to 1 and vice-versa.

It is convenient, for any partition λ, to fix an index over the basis of the
irrep of the Unitary group, say mλ, and an index over the basis of the Sym-
metric group, say αλ, in order to easily enumerate the elements of the basis
corresponding to λ, so that the Schur basis vectors are denoted as |λ,mλ, αλ〉.
Usually, mλ is taken to be mλ ∈ {−(dimK(2)

λ − 1)/2, . . . , (dimK(2)
λ − 1)/2};

α is taken to be αλ ∈ {0, . . . ,dimHλ − 1}. So, for the block λ = (31) one
simply has |Dk

3〉 = |(31), 3/2− k, 0〉.
For the (1121) partition, the K(2)

(1121)
component corresponds to a two-

dimensional irrep of U2 and H(1121) to a two-dimensional irrep of S3. Its
basis elements are given by

|(1121), 1/2, 0〉 = 1√
2
(|10〉 − |01〉)⊗ |0〉

|(1121),−1/2, 0〉 = 1√
2
(|10〉 − |01〉)⊗ |1〉 (A.14)

and
|(1121), 1/2, 1〉 =

√
2
3 |001〉 − (|10〉+|01〉)⊗|0〉√

6

|(1121),−1/2, 1〉 =
√

2
3 |110〉 − (|10〉+|01〉)⊗|1〉√

6
.

(A.15)

In the particular case of qubits, the partitions of n into 2 elements are
easy to enumerate, so that any permutationally invariant qubit operator ρ,
when expressed in the Schur basis, can be written as

ρ =

n/2⊕
J=J0

pJ
dimHJ

1dimHJ
⊗ ρJ , (A.16)

where ρJ is a density operator, pJ forms a probability distribution and
dimHJ is 1 if J = n/2 and

dimHJ =

(
n

n/2− J

)
−
(

n

n/2− J − 1

)
(A.17)
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otherwise. Hence, in order to describe ρ, one just needs to know ρJ , which
have a size (2J + 1) × (2J + 1), which is O(n), instead of the 2n × 2n

size of ρ. The blocks ρJ are obtained from the projection of ρ onto the
elements of the Schur basis indexed by |J,m, 0〉, (so one does not even
need to construct the whole Schur basis for that) which are given by

{|Dk
2J〉 ⊗ |ψ−〉⊗

n−2J
2 }k=0...2J , (A.18)

where |ψ−〉 is the singlet state |ψ−〉 = (|01〉 − |10〉)/
√

2.
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In this appendix we give the proofs of theorems which were either too long
or technical to be included in the main text.

We begin by discussing what is the form, in the block-decomposition
given by the Schur-Weyl basis (A.18), of Su and Suv for u, v ∈ {x, y, z},
which are defined as

Su :=
n−1∑
i=0

σ
(i)
k , Suv =

n−1∑
i,j=0

i 6=j

σ
(i)
k ⊗ σ

(j)
l , (B.1)

where σx, σy and σz are the Pauli matrices.

Theorem B.1. Let us define m = n− 2J and let us denote |ξk,J〉 := |Dk
2J〉 ⊗

|ψ−〉⊗m/2, as in (A.18). Then, the J-th block ρJ of Su or Suv, where u, v ∈
{x, y, z}, in the form (A.16) is given by

〈ξk,J |Sx|ξl,J〉
=
√

(l + 1)(2J − l)δ(k − l − 1) +
√

(k + 1)(2J − k)δ(l − k − 1)
〈ξk,J |Sy|ξl,J〉 = i · sgn(k − l)〈ξk,J |Sx|ξl,J〉
〈ξk,J |Sz|ξl,J〉 = (2J − 2k)δ(k − l)
〈ξk,J |Sxx|ξl,J〉 = (2k(2J − k)−m)δ(k − l)

+
√

(l + 1)(l + 2)(2J − l)(2J − l − 1)δ(k − l − 2)

+
√

(k + 1)(k + 2)(2J − k)(2J − k − 1)δ(l − k − 2)
〈ξk,j |Sxy|ξl,J〉

= i · sgn(k − l)
√

(l + 1)(l + 2)(2J − l)(2J − l − 1)δ(k − l − 2)

+i · sgn(k − l)
√

(k + 1)(k + 2)(2J − k)(2J − k − 1)δ(l − k − 2)
〈ξk,J |Sxz|ξl,J〉

= (2J − 1− 2l)
√

(2J − l)(l + 1)δ(k − l − 1)

+(2J − 1− 2k)
√

(2J − k)(k + 1)δ(l − k − 1)
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〈ξk,J |Syy|ξl,J〉 = (2k(2J − k)−m)δ(k − l)
−
√

(l + 1)(l + 2)(2J − l)(2J − l − 1)δ(k − l − 2)

−
√

(k + 1)(k + 2)(2J − k)(2J − k − 1)δ(l − k − 2)
〈ξk,J |Syz|ξl,J〉

= i · sgn(k − l)(2J − 1− 2l)
√

(2J − l)(l + 1)δ(k − l − 1)

+i · sgn(k − l)(2J − 1− 2k)
√

(2J − k)(k + 1)δ(l − k − 1)
〈ξk,J |Szz|ξl,J〉 = ((2J − 2k)2 − 2J −m)δ(k − l),

(B.2)

where 0 ≤ k, l ≤ m, δ is the Kronecker delta function, defined as

δ(a) =

{
1 if a = 0
0 else

, (B.3)

and sgn is the sign function.

Proof. Let us begin by introducing a bit of notation which shall help in
keeping calculations simpler. Let us denote (A)ij := 〈i|A|j〉; i.e., the i-th row,
j-th column of a 2n × 2n size matrix A, 0 ≤ i, j < 2n.

We shall represent i in binary i = i0i1 . . . in−1, with its digits being
ik ∈ {0, 1}, and the same for j. We refer to ik as bits and to i as words.
The weight of i is the number of ones in its binary representation, and it
is denoted |i| := |{ik : ik = 1}|. A natural operation to perform in binary
words is the bit-wise XOR function, which is the bit-wise addition modulo 2,
i⊕ j := (i0 ⊕ j0)(i1 ⊕ j1) · · · (in−1 ⊕ jn−1). The Hamming distance between
two words is the number of bits in which they differ: two words i and j are
at Hamming distance k if |i⊕ j| = k.

As a first step, let us derive the expression of (B.1) in the computational
basis.

• (Sx)ij = δ(|i⊕ j| − 1).

As (σ
(v)
x )ij has nonzero entries (actually, their value is either 0 or 1) on

those elements whose indices satisfy ia⊕ ja = δ(a−v) for all 0 ≤ a <
n. This implies that i and j only differ in the bit that corresponds to
the party in which σx is applied. Recall that σx = |0〉〈1|+ |1〉〈0|, and
this bit difference is a consequence of this form. The result follows
by summing over all parties v.

• (Sy)
i
j = i · sgn(i− j)δ(|i⊕ j| − 1).

The same reasoning as in Sx applies here, with a minor difference:
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as we have the form of σy = −i|0〉〈1|+ i|1〉〈0|, the elements above
the diagonal are multiplied by −i whereas the elements below the
diagonal are multiplied by i.

• (Sz)
i
j = (n− 2|i|)δ(i− j).

Exploiting the fact that σz is diagonal and, when we sum σ
(v)
z over

all the parties (indiced by v), those indices i with a 0 in the v-th bit
(i.e., iv = 0) get a contribution of +1, whereas the bits with iv = 1
get a contribution of −1, the result follows.

• (Sxx)ij = 2δ(|i⊕ j| − 2).

Let us first make this observation: (σ
(v)
x σ

(w)
x )ij = δ((i⊕ j)− (2v + 2w)).

This condition is telling us that the bits in the positions v and w of
i and j must be different. We obtain the result by summing over all
(ordered) pairs of parties v and w.

• (Sxy)
i
j = i · sgn(i− j)(1− (−1)

|i|−|j|
2 )δ(|i⊕ j| − 2).

It is convenient to start with computing the value of (σ
(v)
x σ

(w)
y )ij.

Observe that the identities (σ
(v)
x )ij = δ((i ⊕ j) − 2v) and (σ

(w)
y )ij =

−isgn(i− j)δ((i⊕ j)− 2w) hold. Then,

(σ(v)
x σ(w)

y )ij =
∑
k

(σ(v)
x )ik(σ(w)

y )kj

= −i
∑
k

δ((i⊕ k)− 2v)δ((k⊕ j)− 2w)sgn(k− j).(B.4)

Now consider the factor δ((k⊕ j)− 2w)sgn(k− j). Since k and j only
differ in the w-th bit, the sign of k− j must be positive whenever jw =
0 (kw = 1) and negative whenever jw = 1 (kw = 0). Consequently,
one can express δ((k⊕ j)− 2w)sgn(k− j) as δ((k⊕ j)− 2w)(δ(jw)−
δ(jw − 1)), which is δ((k⊕ j)− 2w)(−1)jw .

(σ(v)
x σ(w)

y )ij = −i(−1)jw
∑
k

δ((i⊕ k)− 2v)δ((k⊕ j)− 2w)

= −i(−1)jw(σ(v)
x σ(w)

x )ij. (B.5)

Hence,

(σ(v)
x σ(w)

y )ij = −i(−1)jwδ((i⊕ j)− (2v + 2w)). (B.6)
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Our aim now is to sum, over all ordered pairs of particles (v, w), the
expression (B.6). A useful way to perform this sum is to group the
terms (v, w) with (w, v):

(Sxy)
i
j =

∑
v 6=w

(σ(v)
x σ(w)

y )ij

= −i
∑

0≤v<w<n

(
(−1)jw + (−1)jv

)
δ((i⊕ j)− (2v + 2w)). (B.7)

The term (−1)jw + (−1)jv can take only 3 different values, depending
on jw and jv: It will be 0 whenever jv 6= jw, it will be 2 whenever
jv = jw = 0 and it will be −2 whenever jv = jw = 1. However, only
the terms for which iv 6= jv and iw 6= jw really count in the sum (B.7).
This enables us to substitute (B.7) by the following expression:

(Sxy)
i
j = −i

∑
0≤v<w<n

(
1− (−1)

|i|−|j|
2

)
sgn(i− j)δ((i⊕ j)− (2v + 2w))

= −i
(

1− (−1)
|i|−|j|

2

)
sgn(i− j)(Sxx)ij/2. (B.8)

Now we can apply the same argument that we did for (Sxx)ij and the
result follows.

• (Sxz)
i
j = (n− |i| − |j|)δ(|i⊕ j| − 1).

In this case, we exploit the identity Sxz = SxSz −
∑n−1

v=0(σxσz)
(v).

Because the multiplication of σx and σz has the following form:

σxσz =

(
0 −1
1 0

)
, (B.9)

∑n−1
v=0(σxσz)

(v) behaves almost like Sx, with the only difference being
that there is a −1 instead of a 1 above the diagonal. Now, we can
write(

n−1∑
v=0

(σxσz)
v

)i

j

= sgn(i− j)δ(|i⊕ j| − 1) = (|i| − |j|)δ(|i⊕ j| − 1),

(B.10)
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where, to derive the last equality, we have used the following fact:
Given a number j, a number i which is both greater than j and at
Hamming distance 1 from this j, can be constructed only in one way;
namely, by changing one of the 0 bits of j to 1, so that |i| = |j| + 1
and its value increases. The opposite happens when we want to get a
lower number: we turn one of the 1 bits of j to 0, hence lowering its
weight by 1 and its value. Now we can derive the result by performing
a simple calculation:

(Sxz)
i
j =

∑
k

(
(Sx)ik(Sz)

k
j

)
− (|i| − |j|)δ(|i⊕ j| − 1)

=
∑
k

(δ(|i⊕ k| − 1)(n− 2|k|)δ(k− j))

−(|i| − |j|)δ(|i⊕ j| − 1)
= (n− 2|j|)δ(|i⊕ j| − 1)− (|i| − |j|)δ(|i⊕ j| − 1)
= (n− |i| − |j|)δ(|i⊕ j| − 1).

• (Syy)
i
j = 2 · (−1)

|i|−|j|
2 δ(|i⊕ j| − 2).

This case is close to (Sxy)
i
j, so we follow a similar path:

(σ
(v)
y σ

(w)
y )ij =

∑
k

(Sy)
i
k(Sy)

k
j

= −
∑
k

δ(i⊕ k− 2v)δ(k⊕ j− 2w)

×sgn(i− k)sgn(k− j)

=
∑
k

δ(i⊕ k− 2v)δ(k⊕ j− 2w)(−1)iv+jw

= (−1)iv+jw(σ
(v)
x σ

(w)
x )ij.

(B.11)

The result is obtained by summing (B.11) over all parties, using
the fact that (−1)iv+jw is equal to 1 whenever iv = jw and to −1
whenever iv 6= jw. Observe that, in this particular case, the Kronecker
deltas in (B.11) allow us to substitute (−1)iv+jw by (−1)

|i|−|j|
2 .

• (Syz)
i
j = i · sgn(i− j)(Sxz)

i
j.

In a similar fashion as we proceeded to go to (Sy)
i
j from (Sx)ij, it

suffices to change the signs the upper half of the matrix and multiply
by i, in this case.
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• (Szz)
i
j = (n(n− 1)− 4|i|(n− |i|))δ(i− j).

This is the last case, for which we make use of the identity Szz =
SzSz −

∑n−1
v=0(σzσz)

(v). Now we calculate (Szz)
i
j:

(Szz)
i
j =

∑
k

(Sz)
i
k(Sz)

k
j −

(∑
v

(σzσz)
(v)

)i

j

=
∑
k

(
(n− 2|k|)2δ(i− k)δ(k− j)

)
− nδ(i− j).(B.12)

Using the fact that δ(i− k)δ(k− j) = δ(i− j)δ(k− j), we obtain the
result, which can also be expressed as:

(Szz)
i
j = δ(i− j)

(
(n− 2|i|)2 − n

)
. (B.13)

Let us move now to the second part of the proof.
We start by expressing |Dk

2J〉|ψ−〉⊗m/2 in the computational basis. Let
us define the following ∆(i′) :=

∏m/2−1
a=0 δ(i′2a − i′2a+1 − 1) and ℵ :=

10101010...10. Let i′ · ℵ be the scalar product
∑m/2−1

a=0 i′2a+1. Then, the
following expressions hold:

|Dk
2J〉 =

22J−1∑
i=0

(
2J

k

)−1/2

δ(|i| − k)|i〉, (B.14)

|ψ−〉⊗m/2 =
2m−1∑
i′=0

2−m/4(−1)i
′·ℵ∆(i′)|i′〉. (B.15)

The matrix for the change of basis is denoted p; note that it depends on
the J -th block that we are considering, but we omit to explicitly write this
dependence in the interest of notation:

p =

22J−1∑
i=0

2m−1∑
i′=0

2J∑
j=0

(−1)i
′·ℵ√(

2J
j

)
2m/2

δ(|i| − j)∆(i′)|i〉|i′〉〈Dk
2J |〈ψ−|⊗m/2. (B.16)

Observe that pT p = 12J+1, whereas ppT is the projector onto the space
HJ in (2.21). We shall define |i〉 := |i〉|i′〉, but sometimes we shall use
i = 2mi + i′ in order to compactify the expressions.

Now we have the tools to calculate the projections onto the symmetric
blocks.
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• (pTSxp)
k
l .

(pTSxp)
k
l =

∑
i,j

p
i
k(Sx)

i
jp

j

l

=
∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l).

Observe that the identity |i⊕j| = |i⊕j|+ |i′⊕j′| holds, which suggests
to distinguish the two possible cases for which δ(|i⊕j|−1) is nonzero:
Either |i⊕j| = 0 (so that |i′⊕j′| = 1) or |i⊕j| = 1 (so that |i′⊕j′| = 0).
Equivalently, either i = j or i′ = j′ must hold.

We can now split the expression δ(|i ⊕ j| − 1) into two parts: δ(i −
j)δ(|i′ ⊕ j′| − 1) + δ(|i ⊕ j| − 1)δ(i′ − j′). Observe that the first term
has a zero contribution to the sum, and the reason is that i′ and j′

differ exactly in one bit, which implies that either |i′| or |j′| cannot be
m/2; however, the term ∆(i′)∆(j′) neutralizes any index with weight
other than m/2. Hence, we need to consider only the last summand,
which means that (pTSxp)

k
l now takes the form

∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)δ(|i⊕ j| − 1)δ(i′ − j′)δ(|i| − k)δ(|j| − l)

=
∑
i,j,i′

(−1)2i′·ℵ√
2m
(

2J
k

)(
2J
l

)∆(i′)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l)

=
∑
i,j

1√
2m
(

2J
k

)(
2J
l

)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l)
∑
i′

∆(i′)

=
∑
i,j

1√(
2J
k

)(
2J
l

)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l).

In order to proceed, we need to observe the following:

22J−1∑
j=0

δ(|j| − l)δ(|i⊕ j| − 1) = |i|δ(|i| − l− 1) + (2J − |i|)δ(|i| − l+ 1),

(B.17)
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an identity that is justified as follows: The left hand side of Eq. (B.17)
counts how many words j have weight l while being at Hamming
distance 1 from a given word i (i.e., they differ exactly in one bit).
We split them into two sets: |i| of them have weight l = |i| − 1 (i.e.,
when we turn a 1 of i into a 0) and there are 2J − |i| of them which
have weight l = |i|+ 1 (i.e., we turn a 0 of i into a 1).

Now, the result follows from a simple calculation:

(pTSxp)
k
l =

∑
i

δ(|i| − k)√(
2J
k

)(
2J
l

)(kδ(k − l − 1) + (2J − k)δ(k − l + 1))

=
k(2Jk )δ(k−l−1)+(2J−k)(2Jk )δ(k−l+1)√

(2Jk )(2Jl )

= (l + 1)
√(

2J
l+1

)(
2J
l

)
δ(k − l − 1)

+(2J − k)
√(

2J
k

)
/
(

2J
k+1

)
δ(l − k − 1)

=
√

(l + 1)(2J − l)δ(k − l − 1)

+
√

(k + 1)(2J − k)δ(l − k − 1).

• For (pTSyp)
k
l , we follow the same line of reasoning as in (pTSxp)

k
l ,

using the additional fact that the term sgn(i−j) is turned into sgn(k−
l), because sgn(i− j)δ(i′− j′)δ(|i⊕ j|− 1)δ(|i|−k)δ(|j|− l) is equal to
sgn(i− j)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l), which is simply k− l. Hence,
(k − l)(δ(k − l − 1) + δ(l − k − 1)) = sgn(k − l).

• To calculate (pTSzp)
k
l , we shall use the following property: any func-

tion f of |i′|, when multiplied by ∆(i′), is a function of m/2, because
the only words which survive ∆(i′) are those with weight m/2. The
following calculation leads to the result (pTSzp)

k
l = 2(J − k)δ(k− l):

(pTSzp)
k
l =

∑
i,j

p
i
k(Sz)

i
jp

j

l

=
∑
i,j

(n− 2|i|)(−1)i
′ℵ(−1)j

′ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×δ(i− j)δ(|i| − k)δ(|j| − l)

=
∑
i

(n− 2|i|)(−1)(i′+i′)·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)δ(|i| − k)δ(|i| − l)
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=
∑
i

δ(|i| − k)δ(k − l)√(
2J
k

)(
2J
l

) ∑
i′

(n− 2|i| − 2|i′|)√
2m

∆(i′)

=

(
2J
k

)
δ(k − l)√(
2J
k

)(
2J
k

) ∑
i′

(n− 2k − 2m/2)√
2m

∆(i′)

= δ(k − l)
∑
i′

2J − 2k

2m/2
∆(i′) = (2J − 2k)δ(k − l).

• Let us focus on (pTSxxp)
k
l .

(pTSxxp)
k
l =

∑
i,j

p
i
k(Sxx)

i
jp

j

l

= 2
∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l).

Similarly to the case of Sx, now we use the fact that δ(|i⊕ j| − 2) =
δ(i− j)δ(|i′⊕ j′|−2)+δ(|i⊕ j|−1)δ(|i′⊕ j′|−1)+δ(|i⊕ j|−2)δ(i′− j′).
Because of δ(|i′ ⊕ j′| − 1), the term in the middle is irrelevant, as the
delta factors ∆(i′)∆(j′) cancel it out (i′ and j′ can not have weight
m/2 at the same time). Let us consider the remaining terms:

– To obtain the contribution for the case that i = j, we use the
following:

Let us encode |0L〉 := |01〉 and |1L〉 := |10〉 as logical qubits.
Then, we have the following identity: ∆(i′)∆(j′)δ(|i′⊕ j′|− 2) =
δ(|i′L ⊕ j′L| − 1), because only the pairs 01 that go to 10 and
vice-versa are considered. We shall also use the following fact:∑

j′L
δ(|i′L ⊕ j′L| − 1) = m/2, as there are m/2 logical bits to flip

for any i′L. These properties lead to

2
∑
i,i′,j′

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×δ(|i′ ⊕ j′| − 2)δ(|i| − k)δ(|i| − l)

= 2δ(k − l)
∑
i′,j′

(−1)i
′·ℵ(−1)j

′·ℵ
√

2m
∆(i′)∆(j′)δ(|i′ ⊕ j′| − 2)
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= (−1)2δ(k − l)
2m/2−1∑
i′L,j
′
L=0

(−1)√
2m

δ(|i′L ⊕ j′L| − 1)

= −2δ(k − l)
2m/2−1∑
i′L=0

m/2√
2m

= −mδ(k − l),

– And for the case i′ = j′, we need the following facts, in order
to compute its contribution: Given a word i, the words j at
Hamming distance 2 from i can be classified into 3 sets:

∗ A set of
(|i|

2

)
elements, each of them having weight |j| =

|i| − 2.

∗ A set of
(|i|

1

)(
2J−|i|

1

)
elements, each of them having weight

|j| = |i|.

∗ A set of
(

2J−|i|
2

)
elements, each of them having weight |j| =

|i|+ 2.

The relation
(

2J
2

)
=
(|i|

2

)
+
(|i|

1

)(
2J−|i|

1

)
+
(

2J−|i|
2

)
holds, because it

counts all the ways to pick the 2 different bits between i and j.

Finally, we have

2
∑
i,j,i′

(−1)i
′·ℵ(−1)i

′·ℵ√
2m
(2J
k

)(2J
l

) ∆(i′)δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l)

= 2
∑
i,j

1√(2J
k

)(2J
l

) δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l)

= 2√(
2J
k

)(
2J
l

)∑
i

δ(|i| − k)

×
((|i|

2

)
δ(|i| − 2− l) + |i|(2J − |i|)δ(|i| − l) +

(2J−|i|
2

)
δ(|i|+ 2− l)

)
=

2
(
2J
k

)
√(

2J
k

)(
2J
l

) ((k2)δ(k − 2− l) + k(2J − k)δ(k − l) +
(2J−k

2

)
δ(k + 2− l)

)
= 2k(2J − k)δ(k − l) + 2

(k
2

)√(2J
k

)
/
(2J
l

)
δ(k − 2− l)

+2
(2J−k

2

)√(2J
k

)
/
(2J
l

)
δ(k + 2− l)

= 2k(2J − k)δ(k − l) +
√

(l + 2)(l + 1)(2J − l)(2J − l − 1)δ(k − 2− l)
+
√

(2J − k)(2J − k − 1)(k + 1)(k + 2)δ(l − k − 2).

• As the case (pTSxyp)
k
l is very similar to (pTSxxp)

k
l , we point out their

only differences.
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We have the expression:

(pTSxyp)
k
l =

∑
i,j

p
i
k(Sxy)

i
jp

j

l

= i

∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×sgn(i− j)

(
1− (−1)

|i|−|j|
2

)
δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l).

Again, we divide into the cases where either i = j or i′ = j′ holds.

– Case i = j and |i′ ⊕ j′| = 2:
In this case, the sign function is determined by the part that
corresponds to the singlet; i.e., sgn(i′ − j′), and we have

i

∑
i,i′,j′

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)sgn(i′ − j′)

×
(

1− (−1)
|i′|−|j′|

2

)
δ(|i′ ⊕ j′| − 2)δ(|i| − k)δ(|i| − l).

But we are in the case where i′ and j′ differ exactly in two bits.
Then, because of the factors ∆(i′)∆(j′), we only need to consider
the case when a pair 01 turns into a pair 10 and viceversa. So,
their weights must be equal (|i′| = |j′|) and the whole expression
is zero.

– Case i′ = j′ and |i⊕ j| = 2: Now the sign function is determined
by the part corresponding to the Dicke states; i.e., sgn(i− j), so
we are left with

i

∑
i,j,i′

(−1)2i′·ℵ√
2m
(

2J
k

)(
2J
l

)∆(i′)Ξ(i, j)

= i

∑
i,j

1√(
2J
k

)(
2J
l

)Ξ(i, j)
∑
i′

∆(i′)

2m/2

= i

∑
i,j

1√(
2J
k

)(
2J
l

)Ξ(i, j),
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where we have defined Ξ(i, j) := sgn(i−j)
(

1− (−1)
|i|−|j|

2

)
δ(|i⊕

j| − 2)δ(|i| − k)δ(|j| − l) in the interest of notation. As before,
there are only 3 possibilities: |i| = |j| ± 2 and |i| = |j|. Observe
that the last possibility immediately leads to 0. If |i| = |j| + 2
, then i > j, because we must change exactly two bits, which
have to be two ones turning into two zeroes, because of the
presence of the δ(|i⊕ j| − 2) factor. Analogously, if |i| = |j| − 2,
then i < j. Thus, there is no loss of generality in the simplifica-
tion sgn(i− j) = (|i| − |j|)/2. Hence, we arrive at the expression
below:

2i
∑
i,j

1√(
2J
k

)(
2J
l

) k − l2
δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l)

By following the same discussion as in (pTSxxp)
k
l , we derive the

expression

k−l
2 i2k(2J − k)δ(k − l)

+k−l
2 i
√

(l + 2)(l + 1)(2J − l)(2J − l − 1)δ(k − l − 2)

+k−l
2 i
√

(2J − k)(2J − k − 1)(k + 2)(k + 1)δ(l − k − 2).

Notice that the first term vanishes and the factor (k − l)/2 can
be substituted by sgn(k − l) because of the Kronecker deltas,
leading to the result.

• Let us now move to (pTSxzp)
k
l .

(pTSxzp)
k
l =

∑
i,j

p
i
k(Sxz)

i
jp

j

l

=
∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×(n− |i| − |j|)δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l).

Similarly to (pTSxp)
k
l , it is convenient to split δ(|i⊕ j| − 1) into the

cases |i| = |j| ± 1, i′ = j′ or i = j, |i′| = |j′| ± 1. We observe that the
latter is neutralized by the functions ∆(i′)∆(j′), so we only need to
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consider δ(|i⊕ j| − 1)δ(i′ − j′): We sum over i′ in order to obtain

(pTSxzp)
k
l =

∑
i,j

1√(
2J
k

)(
2J
l

)(n− |i| − |j| − 2(m/2))

×δ(|i⊕ j| − 1)δ(|i| − k)δ(|j| − l).

Recall that, given i, there are |i| words j at Hamming distance 1 from
i having weight |i| − 1 and 2J − |i| words j at Hamming distance 1
from i having weight |i|+ 1. Thus, summing over j we get

(pTSxzp)
k
l =

∑
i

1√(
2J
k

)(
2J
l

)(2J − k − l)δ(|i| − k)

× [|i|δ(|i| − l − 1) + (2J − |i|)δ(|i| − l + 1)]

=
(

2J
k

)
2J−k−l√
(2Jk )(2Jl )

[kδ(k − l − 1) + (2J − k)δ(k − l + 1)]

= (2J − 2l − 1)
√

(2J − l)(l + 1)δ(k − l − 1)

+(2J − 2k − 1)
√

(2J − k)(k + 1)δ(l − k − 1).

• Now we consider the case (pTSyyp)
k
l .

(pTSyyp)
k
l =

∑
i,j

p
i
k(Syy)

i
jp

j

l

= 2
∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×(−1)
|i|−|j|

2 δ(|i⊕ j| − 2)δ(|i| − k)δ(|j| − l).

We proceed analogously to the (pTSxxp)
k
l case. Recall that δ(|i⊕ j| −

2) = δ(i−j)δ(|i′⊕j′|−2)+δ(|i⊕j|−1)δ(|i′⊕j′|−1)+δ(|i⊕j|−2)δ(i′−j′)
and that the term in the middle becomes irrelevant because the delta
factors ∆(i′)∆(j′) cancel it out. Hence, we need to distinguish the
two remaining cases
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– Case i = j: For this case, its contribution is

2
∑
i,i′,j′

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)

×(−1)
|i′|−|j′|

2 δ(|i′ ⊕ j′| − 2)δ(|i| − k)δ(|i| − l)

= 2δ(k − l)
∑
i′,j′

(−1)(i′+j′)·ℵ
√

2m
∆(i′)∆(j′)

×(−1)
|i′|−|j′|

2 δ(|i′ ⊕ j′| − 2).

Observe that (−1)(i′+j′)·ℵ = (−1)(i′⊕j′)·ℵ and the condition for
the expression (−1)(i′⊕j′)·ℵ∆(i′)∆(j′)δ(|i′⊕j′|−2) to be nonzero
is precisely (i′ ⊕ j′) · ℵ = 1; i.e., (−1)(i′⊕j′)·ℵ∆(i′)∆(j′)δ(|i′ ⊕
j′| − 2) is nonzero only in those terms for which i′ ⊕ j′ is of
the form 0000 · · · 001100 · · · 0000. Additionally, the combination
∆(i′)∆(j′)δ(|i′⊕ j′| − 2) only allows for words with equal weight
to be considered. Thus,

2δ(k − l)
∑
i′,j′

(−1)√
2m

∆(i′)∆(j′)(−1)
|i′|−|j′|

2 δ(|i′ ⊕ j′| − 2)

= −2δ(k − l)
∑
i′,j′

1√
2m

∆(i′)∆(j′)δ(|i′ ⊕ j′| − 2)

= −2δ(k − l)
∑
i′L,j
′
L

1√
2m

δ(|i′L ⊕ j′L| − 1)

= −2δ(k − l)
2m/2−1∑
i′L=0

m/2√
2m

= −mδ(k − l).

– Case i′ = j′: For this case, it is convenient to consider∑
j

(−1)
|i|−|j|

2 δ(|i⊕ j| − 2)δ(|j| − l).

Consider a given word i. We distinguish three cases:

∗ There are
(|i|

2

)
words j at Hamming distance 2 with weight

|j| = |i|−2. They are counted with the factor (−1)(|i|−|j|)/2 =
−1.
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∗ There are |i|(2J − |i|) words j with weight |j| = |i| which
are counted with a factor (−1)(|i|−|j|)/2 = 1.

∗ There are
(

2J−|i|
2

)
words j with weight |j| = |i|+ 2, counted

with a factor (−1)(|i|−|j|)/2 = −1.

The same argument for (pTSxxp)
k
l applies. The contribution

from this term is then equal to

2k(2J − k)δ(k − l)
−
√

(l + 2)(l + 1)(2J − l)(2J − l − 1)δ(k − 2− l)
−
√

(2J − k)(2J − k − 1)(k + 1)(k + 2)δ(l − k − 2).

Summing the two contributions, we arrive at the result.

• For the case (pTSyzp)
k
l , we use the same line of argumentation that

we applied to (pTSxzp)
k
l and, similarly to the (pTSyp)

k
l case, we gain

the extra factor isgn(k − l).

• Finally, for the case (pTSzzp)
k
l , we have to consider

(pTSzzp)
k
l =

∑
i,j

p
i
k(Szz)

i
jp

j

l

=
∑
i,j

(−1)i
′·ℵ(−1)j

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(j′)((n− 2|i|)2 − n)

×δ(i− j)δ(|i| − k)δ(|j| − l)

=
∑
i

(−1)i
′·ℵ(−1)i

′·ℵ√
2m
(

2J
k

)(
2J
l

) ∆(i′)∆(i′)

×((n− 2|i|)2 − n)δ(|i| − k)δ(|i| − l)
= δ(k − l)

∑
i

1√(
2J
k

)(
2J
l

)((n− 2|i| − 2m/2)2 − n)

×δ(|i| − k)
∑

i′
∆(i′)√

2m

= δ(k − l)
∑
i

1√(
2J
k

)(
2J
l

)((2J − 2|i|)2 − n)δ(|i| − k)

= δ(k − l)((2J − 2k)2 − n)
= ((2J − 2k)2 − 2J −m)δ(k − l).
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Proof of Theorem 4.6

Proof. The Bell operator B(ϕ, θ) can be decomposed as

B(ϕ, θ) = αS0 + βS1 + γ
2S00 + δS01 + ε

2S11 + βc12n

= ASz +A′Sx +BSzz + CSxx +DSxz + βc12n ,
(B.18)

where Sk and Skl, with k, l ∈ {x, z}, are defined as Sk :=
∑

v σ
(v)
k and

Skl :=
∑

v 6=w σ
(v)
k σ

(w)
l . As the projection of Sk and Sk,l is given by Theorem

B.1, by projecting B(ϕ, θ) into the spaceHJ of (2.21), we obtain the analytic
expression of every block BJ(ϕ, θ). By grouping terms we arrive at the form
(4.67).

Proof of Theorem 4.7

Proof. Let {|eϕ〉, |fϕ〉} be the eigenvectors ofM0. They are of the following
form {

|eϕ〉 = (cosϕ/2, sinϕ/2)
|fϕ〉 = (− sinϕ/2, cosϕ/2)

(B.19)

Observe that we can write M0 = |eϕ〉〈eϕ| − |fϕ〉〈fϕ|. Similarly, M1 =
|eθ〉〈eθ| − |fθ〉〈fθ|. We are looking for a unitary transformation U such
that U |eϕ〉 = |eϕ+c〉 and U |fϕ〉 = |fϕ+c〉 (and the same for θ instead of ϕ).
Thus, such transformation is given by U(ϕ, c) = |eϕ+c〉〈eϕ| + |fϕ+c〉〈fϕ|.
Because, for all ϕ, {|eϕ〉, |fϕ〉} are orthonormal, unitarity follows. Actually,
U is orthogonal because {|eϕ〉, |fϕ〉} are real vectors.

A short calculation shows that U(ϕ, c) does not depend on ϕ and that it
can be expressed as (4.69). One has{

UM0U
† = |eϕ+c〉〈eϕ+c| − |fϕ+c〉〈fϕ+c|

UM1U
† = |eθ+c〉〈eθ+c| − |fθ+c〉〈fθ+c|

(B.20)

By taking n copies of U , U := U⊗n, this automatically gives the shift
on the measurements used in the Bell operator that we were lookign for:
UB(ϕ, θ)U† = B(ϕ+ c, θ + c). The result follows:

〈B(ϕ, θ)〉ρ = Tr[B(ϕ, θ)ρ] = Tr[U†UB(ϕ, θ)U†Uρ] = Tr[UB(ϕ, θ)U†UρU†]
= TrB(ϕ+ c, θ + c)UρU† = 〈B(ϕ+ c, θ + c)〉ρ′ .
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Proof of Theorem 4.8

Proof. Our aim is to make C = 0, where C is defined in Eq. (4.68). Let us
denote by θ± the solution to such equation: C = γ/2 sin2 ϕ+ δ sinϕ sin θ +
ε/2 sin2 θ = 0. This implies

sinϕ =
−2δ sin θ ±

√
4δ2 sin2 θ − 4γε sin2 θ

2γ
=
−δ sin θ ±

√
δ2 − γε| sin θ|
γ

=
−δ ±

√
δ2 − γε
γ

sin θ. (B.21)

Let us denote

ξ :=
−δ ±

√
∆

γ
, ∆ := δ2 − γε.

To solve for θ the equation sin(θ − κ) = ξ sin(θ), where ξ, κ ∈ R, we can
assume that κ 6= mπ, m ∈ Z (otherwise the equation is trivially satisfied
by setting θ = 0, which leads toM0 = ±M1, which is a degenerate case).

By expanding the term sin(θ − κ), one obtains

ξ =
sin θ cosκ− cos θ sinκ

sin θ
= cosκ− sinκ

tan θ
,

which provides the result

θ = arctan

(
sinκ

cosκ− ξ

)
= arctan

(
γ sinκ

γ cosκ+ δ ±
√

∆

)
.

Proof of Theorem 4.9

Proof. Before starting the proof of Theorem 4.9, it will be convenient to
review some useful results from probability theory.

Recall that the non-central moments of the Gaussian distribution are
given by

Eµ,σ(xk) =

∫ ∞
−∞

xk
e−(x−µ)2/2σ

√
2πσ

dx = σk/2Hk(µσ
−1/2),
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where Hk(x) are the Hermite polynomials, which can be defined as

Hk(x) = e−x
2/2 d

k

dxk
ex

2/2.

So, we have that the set {Eµ,σ(xk)}k≥0 corresponds to

{1, µ, µ2 +σ, µ3 + 3µσ, µ4 + 6µ2σ+ 3σ2, µ5 + 10µ3σ+ 15µσ2, . . .}. (B.22)

In addition, for the proof of Theorem 4.9, we shall make use of the two
following facts:

• Let c1, c2 ∈ R. Then∫ ∞
−∞

xk
e−(x−µ+c1)2/4σ−(x−µ+c2)2/4σ

√
2πσ

dx = e−(c1−c2)2/8σEµ′,σ(xk),

(B.23)
where µ′ = µ− (c1 + c2)/2.

Note that Eq. (B.23) easily follows when the following expression is
taken into consideration:

(x− a)2 + (x− b)2

2
=

(
x−

(
a+ b

2

))2

+

(
a− b

2

)2

,

with a = µ− c1 and b = µ− c2.

• Consider now the family of states1

|ϕn〉 =
1

Nn

n∑
k=0

γ
(n)
k |D

k
n〉 =

1

Nn

n∑
k=0

e−(k−µ)2/4σ

4
√

2πσ
|Dk

n〉,

where µ = n/2 + A/(2B − C) and e−1/2π � σ � n. Then, we
have the convergence limn→∞Nn = 1. This is checked because the
normalization factor Nn for large n is such that 〈ϕn|ϕn〉 = 1:

1 = 〈ϕn|ϕn〉 =
1

N 2
n

n∑
k=0

e−(k−µ)2/2σ

√
2πσ

' 1

N 2
n

∫ n

0

e−(k−µ)2/2σ

√
2πσ

dk ' 1

N 2
n

.

1This is to see when it is justified to substitute the |ϕn〉 states, which are properly normal-
ized, with the |ψn〉 that are defined in Theorem 4.9.
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Observe that the choice of σ can not be arbitrary. If σ were too small,
the first approximation (which substitutes the sum by an integral)
would be invalid. If σ were too large, the second approximation
(integration over R instead of just the interval [0, n]) would break
down. Thus, these are the reasons why we impose the constraints
e−1/2π � σ � n.

Hence, from now on, we assume that n is large enough make the factor
Nn negligible.

Let us now move to the calculation of the expectation value of the
J = n/2-th block of the Bell operator with the state |ψn〉 defined in Theorem
4.9.

In order to find 〈ψn|Bn/2(ϕ(θ), θ)|ψn〉, let us first express dk and uk con-
veniently as polynomials in terms of k (note that C = 0, so that the
pentadiagonal term vk is always zero):

• dk = 2Bk2−2(A+nB)k+(βc+n(A−B/2)+n2B/2), for 0 ≤ k ≤ n.

• uk = uk′+m−1 ≡ ũk′ = (A′ − 2k′D)m
√

1− k′2

m2 , for −m + 1 ≤ k′ ≤
m− 1, where m = (n+ 1)/2 and k′ = k− (n− 1)/2. Considering the
Taylor expansion of the function

√
1− x2 centered at x = 0,

√
1− x2 =

∞∑
l=0

clx
2l = 1− 1

2
x2 − 1

8
x4 − 1

16
x6 − 5

128
x8 + o(x10),

we can express uk′ as a polynomial in k′, which is a good approxima-
tion provided that |k′| � m:

uk′ = (A′ − 2k′D)

(
m− k′2

2m
− k′4

8m3
− k′6

16m5
− 5k′8

128m7
− . . .

)
.

• vk = 0 for 0 ≤ k ≤ n− 2.

As the elements of the diagonal and those of the off-diagonal have quite
different forms, it is convenient to consider them separately.
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On the one hand, the expectation value of the elements of the diagonal
of Bn/2(ϕ(θ), θ) is given by

n∑
k=0

(ψ
(n)
k )2dk '

∫ n

0
dk
e−(k−µ)2/2σ

√
2πσ

dk '
∫ ∞
−∞

dk
e−(k−µ)2/2σ

√
2πσ

dk

= 2BEµ,σ(x2)− 2(A+ nB)Eµ,σ(x)

+(βc + n(A−B/2) + n2B/2)Eµ,σ(1)

= 2B(µ2 + σ)− 2(A+ nB)µ+ (βc + n(A−B/2) + n2B/2)

= 0 · n2 +

(
βc
n
− B

2

)
n+ 2Bσ − A2

2B
, (B.24)

where we have applied (B.22).

On the other hand, the contribution to the expectation value of the
elements corresponding to the off-diagonal terms of Bn/2(ϕ(θ), θ) is given
by (let us put c := A/2B to shorten the expressions)

n−1∑
k=0

ψ
(n)
k ψ

(n)
k+1uk =

m−1∑
k′=−(m−1)

ψ
(n)
k′+m−1ψ

(n)
k′+mũk′

'
∫ m−1

−m+1
ũk′

e−(k′+m−1−µ)2/4σ−(k′+m−µ)2/4σ

√
2πσ

dk′

=

∫ m−1

−m+1
ũk′

e−(k′−(c−1/2))2/4σ−(k′−(c+1/2))2/4σ

√
2πσ

dk′

'
∫ ∞
−∞

ũk′
e−(k′−(c−1/2))2/4σ−(k′−(c+1/2))2/4σ

√
2πσ

dk′

=

∫ ∞
−∞

(A′ − 2k′D)

(
m− k′2

2m
− k′4

8m3
− k′6

16m5
− 5k′8

128m7
− . . .

)
×e
−(k′−(c−1/2))2/4σ−(k′−(c+1/2))2/4σ

√
2πσ

dk′
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= e−1/8σ

∫ ∞
−∞

(A′ − 2k′D)

(
m− k′2

2m
− k′4

8m3
− k′6

16m5
− 5k′8

128m7
− . . .

)
× e−(k′−c)2/2σ

√
2πσ

dk′

= e−1/8σ

(
A′mEc,σ(1)− 2DmEc,σ(x)− A′

2m
Ec,σ(x2) +

D

m
Ec,σ(x3)

− A′

8m3
Ec,σ(x4) +

D

4m3
Ec,σ(x5)− · · ·

)
= e−1/8σ

(
A′ − 2Dc

2
n+

A′ − 2Dc

2
− (c2 + σ)A′ − 2Dc(c2 + 3σ)

n+ 1

+o(σ2n−3)
)
,

where we have applied Eqs. (B.22 and B.23).
Therefore, the expectation value 〈ψn|Bn/2(ϕ(θ), θ)|ψn〉 is given by

〈ψn|BS
n (ϕ(θ), θ)|ψn〉 =

n∑
k=0

(
ψ

(n)
k

)2
dk + 2

n−1∑
k=0

ψ
(n)
k ψ

(n)
k+1uk

'
(
βc
n
− B

2
+ e−1/8σ

(
A′ − AD

B

))
n

+

(
2Bσ − A2

2B
+ e−1/8σ

(
A′ − AD

B

))
+ o(σn−1).

Proof of Theorem 4.11

Proof. Since ρ is acting on the symmetric space, all reduced states are
equal, regardless of which parties are traced out. Hence, without loss of
generality, we shall compute its partial trace by forgetting about the last
n− d subsystems.

Recall that, in general, when ρ acts on the Hilbert Space of n qubits
(C2)⊗n, its partial trace after discarding the last n− d subsystems is given
by

(Trn−d(ρ))
i0...id−1

j0...jd−1
=

∑
0≤id,...,in−1≤1

ρ
i0,...,id−1,id,...,in−1

j0,...,jd−1,id,...,in−1
.
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Now, let us expand ρS to the full Hilbert Space (C2)⊗n:

(ρ)ij = (pρSp
T )ij =

∑
0≤k,l≤n

pik(ρS)kl p
j
l =

∑
0≤k,l≤n

(ρS)kl√(
n
k

)(
n
l

)δ(k − |i|)δ(l − |j|),
where p is the same matrix for the change of basis as the one defined in
the proof of Theorem B.1, but in this case we are interested just in the
J = n/2-th block.

By joining the last two expressions and introducing the notation i′ :=
id . . . in−1 and j′ := jd . . . jn−1, we have

(Trn−d(ρ))i
′

j′ =
(
Trn−d(pρSp

T )
)i′
j′

=
∑

i′
∑

0≤k,l≤n
(ρS)kl√
(nk)(

n
l)
δ(k − |i′| − |i′|)δ(l − |j′| − |i′|)

=
∑

i′
∑

0≤k,l≤n
(ρS)kl√
(nk)(

n
l)
δ(k − |i′| − |i′|)δ(k − |i′| − l + |j′|)

=
∑

0≤k,l≤n
(ρS)kl√
(nk)(

n
l)
δ(k − |i′| − l + |j′|)

∑
i′ δ(k − |i

′| − |i′|),

where in the third equality we have used the following property of the
Kronecker delta functions: δ(a− b)δ(a− c) = δ(a− b)δ(b− c).

Let us now define the indicator function I[a,b](k):

I[a,b](k) =

{
1 if a ≤ k ≤ b
0 otherwise

(B.25)

Observe that the expression
∑

i′ δ(k−|i
′|− |i′|) is equal to the expression(

n−d
k−|i′|

)
I[|i′|,|i′|+n−d](k). The reason for that is the following: we are just

counting how many indices i with the first d bits already set and with
weight |i′| have a total weight k. Hence, we have to choose from the
remaining n− d bits, indexed by i′, those that have weight k − |i′|. This is
possible only if |i′| is not already greater than k and it is not smaller than
n − d − k; that is the reason why the indicator function appears, so that
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|i′| ≤ k ≤ |i′|+ n− d. We can then write

(Trn−d(ρ))i
′

j′ =
∑

0≤k,l≤n

(ρS)kl√(
n
k

)(
n
l

)δ(k − |i′| − l + |j′|)
(
n− d
k − |i′|

)
I[|i′|,|i′|+n−d](k)

=
∑

0≤k≤n

(ρS)kk−|i′|+|j′|√(
n
k

)(
n

k−|i′|+|j′|
)( n− d

k − |i′|

)
I[|i′|,|i′|+n−d](k)

=
∑

|i′|≤k≤|i′|+n−d

(ρS)kk−|i′|+|j′|√(
n
k

)(
n

k−|i′|+|j′|
)( n− d

k − |i′|

)
.

The following change of variables m = k− |i′| lets us obtain the expression

(Trn−d(ρ))i
′

j′ =
∑

0≤m≤n−d

(
n−d
m

)
(ρS)

m+|i′|
m+|j′|√(

n
m+|i′|

)(
n

m+|j′|
) ,

which completes the proof. Note that we arrived at a permutationally
invariant expression, as it only depends on the weights of the indices.

Proof of Theorem 4.12

Proof. In order to prove Theorem 4.12, we shall use some of the tools
already developed in Appendix B. In particular, we shall make use of the
formula provided in Theorem 4.11 and use the same kind of approximations
as in the proof of Theorem 4.9. We shall also use the definition for the
function f given in Eq. (4.81) and its relation (4.79) and we shall adopt
the notation in Eq. (B.22).

The simplest elements of ρ2 to begin with are its diagonal elements:

(ρ2)0000 '
∫ n−2
0 f(n, x, 2, 0, 0)ψ2

xdx = 1
n(n−1)

∫ n−2
0 (n− x)(n− x− 1) e

−(x−µ)2/2σ
√
2πσ

dx

' 1
n(n−1)

(
n(n− 1)Eµ,σ(1)− (2n− 1)Eµ,σ(x) + Eµ,σ(x2)

)
,

(ρ2)0101 '
∫ n−2
0 f(n, x, 2, 1, 1)ψ2

x+1dx = 1
n(n−1)

∫ n−2
0 (n− x− 1)(x+ 1) e

−(x−(µ−1))2/2σ
√
2πσ

dx

' 1
n(n−1)

(
(n− 1)Eµ−1,σ(1) + (n− 2)Eµ−1,σ(x)− Eµ−1,σ(x2)

)
,

(ρ2)1111 '
∫ n−2
0 f(n, x, 2, 2, 2)ψ2

x+2dx = 1
n(n−1)

∫ n−2
0 (x+ 1)(x+ 2) e

−(x−(µ−2))2/2σ
√
2πσ

dx

' 1
n(n−1)

(
2Eµ−2,σ(1) + 3Eµ−2,σ(x) + Eµ−2,σ(x2)

)
.

Note that (ρ2)01
01 = (ρ2)10

10 = (ρ2)10
01 = (ρ2)01

10. It is worth noticing that Tr ρ2

depends on neither µ nor σ and it is exactly 1.
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Now we consider the off-diagonal elements, starting with (ρ2)00
11 (which is

equal to (ρ2)11
00). Using the approximations

√
(n− x)(n− x− 1) ' (n−x−

1/2) and
√

(x+ 1)(x+ 2) ' x+ 3/2 and the change of variables y = x+ 1,
we arrive at the following:

(ρ2)0011 '
∫ n−2
0 f(n, x, 2, 0, 2)ψxψx+2dx

= 1
n(n−1)

∫ n−2
0

√
(n− x)(n− x− 1)(x+ 1)(x+ 2) e

− (x−µ)2
4σ

−−(x−µ+2)2

4σ√
2πσ

dx

' e−1/2σ

n(n−1)

∫∞
−∞(n− x− 1/2)(x+ 3/2) e

− (x−(µ−1))2

2σ√
2πσ

dx

= e−1/2σ

n(n−1)

∫∞
−∞(n+ 1/2− y)(y + 1/2) e

−(y−µ)2/2σ
√
2πσ

dy

= e−1/2σ

n(n−1)

(
(2n+1)

4
Eµ,σ(1) + nEµ,σ(x)− Eµ,σ(x2)

)
.

Finally, we consider the cases (ρ2)00
01 = (ρ2)00

10 = (ρ2)01
00 = (ρ2)10

00 and
(ρ2)01

11 = (ρ2)10
11 = (ρ2)11

01 = (ρ2)11
10. To this end, let us recall that µ =

n/2 +A/2B. We denote c := A/2B and we also define m := (n+ 1)/2 and
µ′ := µ− 1/2.

(ρ2)0001 '
∫ n−2
0 f(n, x, 2, 0, 1)ψxψx+1dx

= 1
n(n−1)

∫ n−2
0 (n− x− 1)

√
(n− x)(x+ 1) e

− (x−µ)2
4σ

−−(x−µ+1)2

4σ√
2πσ

dx

' e−1/8σ

n(n−1)

∫∞
−∞(n− x− 1)

√
(n− x)(x+ 1) e

− (x−µ′)2
2σ√

2πσ
dx

= e−1/8σ

n(n−1)

∫∞
−∞(m− 1− y)m

√
1− (y/m)2 e

−(y−c)2/2σ
√
2πσ

dy

= e−1/8σ

n(n−1)

∫∞
−∞(m− 1− y)m

∑∞
l=0 cl(y/m)2l e

−(y−c)2/2σ
√
2πσ

dy

= e−1/8σ

n(n−1)

∫∞
−∞(m− 1− y)m

(
1− y2

2m2 −
y4

8m4 −O((y/m)6)
)
e−(y−c)2/2σ
√
2πσ

dy

' e−1/8σ

n(n−1)

(
m(m− 1)Ec,σ(1)−mEc,σ(x)− m−1

2m
Ec,σ(x2)

+ 1
2m

Ec,σ(x3)− m−1
8m3 Ec,σ(x4) + 1

8m3 Ec,σ(x5)
)

' e−1/8σ

n(n−1)

(
(n+1)(n−1)

4
− (n+1)

2
c− n−1

2(n+1)
(c2 + σ) + 1

n+1
(c3 + 3cσ) + · · ·

)
= e−1/8σ

n(n−1)

(
1
4
n2 − c

2
n− 2c2+2c+1+2σ

4
+ c2+σ+c3+3cσ

n
+ · · ·

)
,

where cl are the coefficients of the Taylor expansion of the function
√

1− x2

centered at x = 0. Note that we have also used the change of variables
y = x− (n− 1)/2 and the fact that

1

n− a
=

1

n

∞∑
k=0

(a/n)k (B.26)

in order to obtain an expression purely in powers of n.
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Finally, using the change of variables y = x − (n − 3)/2 and a similar
argumentation, we arrive at

(ρ2)0111 '
∫ n−2
0 f(n, x, 2, 1, 2)ψx+1ψx+2dx

= 1
n(n−1)

∫ n−2
0 (x+ 1)

√
(n− x− 1)(x+ 2) e

− (x−µ+1)2

4σ
−−(x−µ+2)2

4σ√
2πσ

dx

' e−1/8σ

n(n−1)

∫∞
−∞(x+ 1)

√
(n− x− 1)(x+ 2) e

− (x−(µ′−1))2

2σ√
2πσ

dx

= e−1/8σ

n(n−1)

∫∞
−∞(m− 1 + y)m

√
1− (y/m)2 e

−(y−c)2/2σ
√
2πσ

dy

= e−1/8σ

n(n−1)

∫∞
−∞(m− 1 + y)m

(
1− y2

2m2 −
y4

8m4 −O((y/m)6)
)
e−(y−c)2/2σ
√
2πσ

dy

' e−1/8σ

n(n−1)

(
m(m− 1)Ec,σ(1) +mEc,σ(x)− m−1

2m
Ec,σ(x2)

− 1
2m

Ec,σ(x3)− m−1
8m3 Ec,σ(x4)− 1

8m3 Ec,σ(x5)
)

' e−1/8σ

n(n−1)

(
(n+1)(n−1)

4
+ n+1

2
c− n−1

2(n+1)
(c2 + σ)− 1

n+1
(c3 + 3cσ) + · · ·

)
= e−1/8σ

n(n−1)

(
1
4
n2 + c

2
n− 2c2+2c+1+2σ

4
+
c2+σ−(c3+3cσ)

n
+ · · ·

)
.

Joining all terms, we see that ρ2 can be expressed as

ρ2 =
1

n(n− 1)

n2

4


1 e−1/8σ e−1/8σ e−1/2σ

e−1/8σ 1 1 e−1/8σ

e−1/8σ 1 1 e−1/8σ

e−1/2σ e−1/8σ e−1/8σ 1



+
n

2


−(2c+ 1) −ce−1/8σ −ce−1/8σ e−1/2σ

−ce−1/8σ 0 0 ce−1/8σ

−ce−1/8σ 0 0 ce−1/8σ

e−1/2σ ce−1/8σ ce−1/8σ −1 + 2c

+ o(n)

 .

Since σ ∈ O(n1/2), we can neglect the exponential terms and we obtain
the form given in Eq. (4.82), which completes the proof.

Proof of Theorem 4.13

Proof. We have to prove that the choice of coefficients (4.86) defines a
valid Bell inequality; i.e., (4.22) is non-negative on all points PSn

2 . As PSn
2

is convex, it is enough to prove it on its extreme points.
To this aim, we shall express the inequality (4.22) in terms of the vari-

ables a, b, c, d and finding the minimum to its left hand side, subject to the
conditions a, b, c, d ≥ 0. If we denote by F (a, b, c, d) the left hand side of
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B. Additional Proofs

(4.22), interestingly we find that it does not depend on the variable d, and,
as a quadratic function of a, b and c, it can be written in the following form:

(1, a, b, c, d)


4k(1 + k)(1 + 2k) 2(1 + 2k)2 −k(3 + 4k) −k(3 + 4k) 0

2(1 + 2k)2 4(1 + 2k) 2(1 + 2k) 2(1 + 2k) 0
−k(3 + 4k) 2(1 + 2k) 2k 2(1 + k) 0
−k(3 + 4k) 2(1 + 2k) 2(1 + k) 2k 0

0 0 0 0 0




1
a
b
c
d

 .

(B.27)

We aim to prove that F (a, b, c, d) ≥ 0 on all vertices Ext(PSn
2 ). The condi-

tion for extrema is ∂aF = ∂bF = ∂cF = 0, which reads

∂aF = 4(1 + 2k)(2a+ b+ c− (1 + 2k)) = 0, (B.28)

∂bF = 2(2b− (4k + 3))k + 4c(1 + k) + 4a(1 + 2k) = 0, (B.29)

∂cF = 2(2c− (4k + 3))k + 4b(1 + k) + 4a(1 + 2k) = 0, (B.30)

and we have to take into account the boundary of the space of parameters,
which leads to 8 cases to be considered, depending on whether the in-
equalities a, b, c ≥ 0 are saturated, which are summarized in the following
table:

(a = 0, b = 0, c = 0) (a∗, b∗, c∗) F (a∗, b∗, c∗)

(Y, Y, Y ) (0, 0, 0) 4k(1 + k)(1 + 2k)
(Y, Y,N) (0, 0, 3/2 + 2k) −k/2
(Y,N, Y ) (0, 3/2 + 2k, 0) −k/2
(Y,N,N) (0, k(3+4k)

2(1+2k) ,
k(3+4k)
2(1+2k) ) k(8k2+11k+4)

1+2k

(N,Y, Y ) (1/2 + k, 0, 0) −(1 + 2k)
(N,Y,N) (k/2, 0, 1 + k) k2

(N,N, Y ) (k/2, 1 + k, 0) k2

(N,N,N) The system is incompatible N/A
(B.31)

Thus, in order to prove F (a, b, c) ≥ 0 on Ext(PSn
2 ), we need to inspect the

cases where F (a∗, b∗, c∗) is negative. Since k > 0, it is immediate to see
from (B.31) that this occurs when two, and only two, of the variables a, b, c
are set equal to zero.

Observe that, in such cases, F is a quadratic function of the remaining
nonzero variable. Thus, it is needed to check just two cases; namely, the
neighboring integer values to the optimal value given in (B.31) for this
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nonzero variable (which is a real number in general, but we have to ensure
a, b, c ∈ Z in order to be at Ext(PSn

2 ))2.
In the following table we have collected the local deterministic strategies

for which F = 0 (the rest are F > 0 so they are not listed) thus proving
inequality (4.86). The first two rows of (B.32) come from the condition
c > 0; the third and the fourth come from the condition b > 0; the
remaining rows of (B.32) are obtained from a > 0.

a b c d S0 S1 Z n
0 0 1 + 2k n− (2k + 1) −n 2(2k + 1)− n n− 2(2k + 1) n
0 0 2 + 2k n− (2k + 2) −n 4(k + 1)− n n− 4(k + 1) n
0 1 + 2k 0 n− (2k + 1) 2(2k + 1)− n −n n− 2(2k + 1) n
0 2 + 2k 0 n− (2k + 2) 4(k + 1)− n −n n− 4(k + 1) n
k 0 0 n− (k + 1) + 1 2k − n 2k − n n n
k 0 1 n− (k + 1) 2k − n 2(k + 1)− n n− 2 n
k 1 0 n− (k + 1) 2(k + 1)− n 2k − n n− 2 n

k + 1 0 0 n− (k + 1) 2(k + 1)− n 2(k + 1)− n n n
(B.32)

Recall that the Bell inequalities belonging to the class (4.86) are sym-
metric under the exchange of measurements. This fact is reflected into
the following: if a vertex exists for which F = 0, then by swapping b
and c (note that these variables corresponded to (M0,M1) = (+,−) and
(M0,M1) = (−,+), respectively) we always obtain another vertex for
which F = 0. Equivalently, one can swap the values of S0 and S1, and the
same happens.

Proof of Theorem 4.14

Proof. Let us start by making a general observation. For any vertex in PSn
2 ,

the following bounds hold:

−n ≤ S00,S11 ≤ n(n−1), |S01| ≤ n(n−1), |S0|, |S1| ≤ n. (B.33)

Observe that the dominating term in the Bell inequalities of the class (4.87
− 4.88) is the one corresponding to γS00/2, as it amounts to O(n4), while
the rest are O(n3).

2When this nonzero variable is ronded below (cf. the case a > 0 in table (B.32)), note
that we have to take into account also the possibility that one of the variables that were
set to zero increases its value by 1; otherwise solutions could be lost.
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Hence, in order to minimize the value of the Bell inequality, a necessary
condition is that the term containing S00 should be small, at least, it should
not be greater than O(n3). As S00 = (S0)2 − n in the vertices of PSn

2 , this
suggests to treat S0 as a parameter and minimize, while S0 being fixed, the
left hand side of (4.22) with the coefficients given in (4.87 − 4.88). This
leaves us with just two variables to consider in the optimization, because n
and S0 are fixed. We pick, for example, b and d, so that we have

a ≡ a(b) =
n+ S0

2
− b, c ≡ c(d) =

n− S0

2
− d. (B.34)

Equation (B.34) allows us to rewrite S1 and Z as

S1 = n− 2(b+ d), Z = S0 − 2(b− d). (B.35)

Now the inequalities a ≥ 0, c ≥ 0 impose bounds on the acceptable values
of b and d, which together with their non-negativity conditions become

0 ≤ b ≤ n+ S0

2
, 0 ≤ d ≤ n− S0

2
. (B.36)

We distinguish the cases of even n and odd n, which have a similar proof:

• Even n.
By treating the Bell inequality (4.87) as a function of (b, d), with n
and S0 being parameters, and by denoting it In,S0(b, d) we write:

– Case a = 0 (equivalently, b = (n+ S0)/2). We have

In,S0

(
n+ S0

2
, d

)
= −4d2 +f1(ν,S0, n)d+f0(ν,S0, n), (B.37)

where fi are expressions that are independent of d. Eq. (B.37)
is a quadratic function of d, with the property that its second
derivative is negative for all d, so Eq. (B.37) has only one maxi-
mum. Thus, its minimal value is attained at the boundary of the
domain of d; i.e., either at d = 0 or at d = (n− S0)/2. The first
case does not lead to the optimal solution (See the supplemen-
tary material of [Tur+14a] for the case ν = 0, where the same
argument follows). The second case gives

In,S0

(
n+ S0

2
,
n− S0

2

)
=

(
n

2

)
(S0 + 2ν)(S0 + 2ν− 2), (B.38)
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which is minimal for S0 = 1− 2ν. However, since by hypothesis,
n is even, S0 must be even as well, which is not the case. So we
look for the closest even integers, which are 2 − 2ν and −2ν.
One readily sees from Eq. (B.38) that I = 0 on such points.
Hence, we obtain the following tuples (a, b, c, d) that saturate I:(

0,
n

2
− ν, 0, n

2
+ ν
)
,

(
0,
n

2
+ 1− ν, 0, n

2
− 1 + ν

)
.

(B.39)

– Case b = 0. In this case we consider

In,S0(0, d) = −4d2 + g1(ν,S0, n)d+ g0(ν,S0, n), (B.40)

where gi are some expressions which do not depend on d. Simi-
larly as above, Eq. (B.40) implies that I has only one maximum,
so its minimum must lie either at the boundary of the domain
of the variable d, which is either d = 0 or d = (n− S0)/2.

If d = 0, we have that

In,S0(0, 0) =

(
n

2

)
(S0 + 2ν)(S0 + 2ν + 2), (B.41)

which is minimal for S0 = −1− 2ν. Again, as S0 must be even
(now it is odd), we consider two cases, S0 = −2 − 2ν and
S0 = −2ν, for which Eq. (B.41) becomes I = 0 on these points.
We then obtain two additional tuples of (a, b, c, d):(n

2
− 1− ν, 0, n

2
+ 1 + ν, 0

)
,

(n
2
− ν, 0, n

2
+ ν, 0

)
.

(B.42)
If d = (n− S0)/2 then

In,S0

(
0,
n− S0

2

)
= (n− 1)(S0 + 2ν)((n+ 2)S0 + 2nν)/2,

(B.43)
which achieves its minimum for S0 = −2ν n+1

n+2 , which is not an
integer. The closest even integers to S0 are −2ν and −2ν + 2
and in this case, only −2ν leads to I = 0, which corresponds to
the following tuple (a, b, c, d):(n

2
− ν, 0, 0, n

2
+ ν
)
. (B.44)
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The points (B.39, B.42 and B.44) comprise all the vertices of PSn
2

in which I is minimum, with corresponding value 0, showing that
(4.87) is a valid Bell inequality, as there are no more cases to be taken
into consideration.

• Odd n.
The line of argument is similar to that of even n and we shall also
discriminate the cases a = 0 and b = 0. We denote by Ĩ the inequality
corresponding to the class (4.88).

– Case a = 0 (equivalently, b = (n+ S0)/2). As in Eq. (B.37), we
have

Ĩn,S0

(
n+ S0

2
, d

)
= −4d2 + f̃1(ν,S0, n)d+ f̃0(ν,S0, n). (B.45)

Again, its second derivative is negative, so we shall find the
minimum at the boundary; i.e., either at c = 0 or d = 0. If we
choose d = 0 (See the supplementary material of [Tur+14a] for
the ν = 0 studied in detail) then we obtain Ĩ > 0 for all n, so we
are not interested in this case. Thus, we consider d = (n−S0)/2,
and we have

Ĩn,S0

(
n+ S0

2
,
n− S0

2

)
=

(
n

2

)
(S0 + 2ν + 1)(S0 + 2ν − 1),

(B.46)
an expression which is minimal for S0 = −2ν. However, now
n is odd by hypothesis, enforcing that S0 must be odd as well.
Hence, the closest odd integer values to −2ν are 1 − 2ν and
−1− 2ν which give the tuple (a, b, c, d) below that saturates the
inequality Ĩ: (

0,
n± 1

2
− ν, 0, n∓ 1

2
+ ν

)
. (B.47)

– Case b = 0.
Now we are considering

Ĩn,S0 (0, d) = −4d2 + g̃1(ν,S0, n)d+ g̃0(ν,S0, n), (B.48)

and we check the boundary of the domain of d.
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In the case that d = 0, we work with the expression

Ĩn,S0 (0, 0) =

(
n

2

)
(S0 + 2ν + 1)(S0 + 2ν + 3), (B.49)

which is minimal for S0 = −2(1 + ν), which is an even number.
As it has to be odd, the candidates to be considered are its
neighbours; namely−3−2ν and−1−2ν, both of which produce
a value of Ĩ = 0. We obtain two tuples (a, b, c, d) which are(
n− 1

2
− ν, 0, n+ 1

2
+ ν, 0

)
,

(
n− 3

2
− ν, 0, n+ 3

2
+ ν, 0

)
.

(B.50)

Finally, if d = (n− S0)/2, we consider

Ĩn,S0

(
0,
n− S0

2

)
= (n−1)(S0+2ν+1)(2S0+n(S0+2ν+1))/2,

(B.51)
an expression that is minimal for S0 = −(1 + 2ν)n+1

n+2 , a value
which, again, is not integer. The closest odd integers in this case
are −(1 + 2ν) and 1− 2ν, and the smallest value of Ĩ is given
by the former, for which we obtain Ĩ = 0 and the last tuple
(a, b, c, d): (

n− 1

2
− ν, 0, 0, n+ 1

2
+ ν

)
. (B.52)

Since the points (B.47, B.50 and B.52) are all five vertices of PSn
2 in

which Ĩ is minimum and it is 0, we have proved that (4.87) is a valid
Bell inequality, as there are no remaining cases.
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C. Tables

# βc α β γ δ ε

1 1 0 0 0 0 1
2 18 -2 6 -2 -3 6
3 3 0 0 1 1 0
4 6 2 2 0 1 0
5 3 2 0 1 0 0
6 3 0 0 0 0 -1

Table C.1.: Equivalence classes for the facets of PSn
2 for n = 3.

# βc α β γ δ ε

1 2 0 -1 0 0 1
2 42 -9 12 1 -6 6
3 30 -3 -12 -1 2 6
4 54 -6 12 -1 -8 12
5 20 -3 5 0 -3 4
6 18 0 0 -1 -2 6
7 12 -3 -3 1 2 1
8 6 0 3 0 0 1
9 8 1 3 0 1 2
10 6 0 0 0 1 1
11 8 -2 0 1 1 1
12 12 3 3 0 1 0
13 6 0 0 0 0 -1

Table C.2.: Equivalence classes for the facets of PSn
2 for n = 4.
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C. Tables

# βc α β γ δ ε

1 4 0 -2 0 0 1
2 8 0 0 0 -1 2
3 24 -6 6 1 -2 1
4 14 -4 2 1 -1 1
5 400 -36 60 2 -45 60
6 160 -12 -60 -2 5 20
7 90 -20 22 3 -8 5
8 80 4 -20 -2 -5 20
9 20 -2 8 0 -1 3

10 130 -28 -36 3 10 8
11 110 -24 -30 3 9 7
12 10 0 2 1 1 1
13 20 0 0 3 3 1
14 20 4 4 0 1 0
15 70 -20 -14 5 5 1
16 20 -4 0 3 2 1
17 20 4 4 1 2 1
18 200 -60 -24 30 15 -2
19 40 8 12 1 3 3
20 30 4 10 1 2 3
21 40 6 12 0 3 5
22 10 4 0 1 0 0
23 2 0 0 1 0 0
24 10 0 0 0 0 -1

Table C.3.: Equivalence classes for the facets of PSn
2 for n = 5.

# βc α β γ δ ε

1 7 0 -3 0 0 1
2 16 -4 2 1 -1 1
3 15 1 -4 0 -1 3
4 240 15 -45 -1 -18 45
5 132 -25 27 4 -9 6
6 180 -10 -60 -1 3 15
7 70 -18 12 3 -3 1
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8 52 -15 7 3 -2 1
9 156 -35 31 5 -8 3

10 375 -30 45 8 -36 45
11 90 5 -30 -1 -3 15
12 300 0 0 1 -27 45
13 34 -7 7 1 -2 1
14 24 -3 1 1 -2 3
15 114 -15 19 4 -11 12
16 129 -20 24 5 -12 12
17 225 -54 41 8 -10 3
18 192 -46 36 7 -9 3
19 39 3 -8 0 -3 7
20 112 12 -26 1 -9 17
21 156 17 -37 1 -12 23
22 42 -9 -9 1 2 1
23 3 0 1 0 0 1
24 120 -20 30 1 -5 5
25 240 -45 -55 4 13 10
26 165 -20 -40 1 12 20
27 24 -6 -4 1 1 1
28 195 -20 60 -1 -8 20
29 24 -3 7 0 -1 2
30 60 0 0 -1 3 15
31 87 -15 -22 1 4 4
32 12 -2 0 1 1 1
33 30 -5 -5 2 3 2
34 15 0 5 0 0 1
35 42 3 15 0 1 4
36 24 1 5 1 2 3
37 45 5 10 1 4 6
38 51 4 15 1 3 6
39 99 11 20 2 9 13
40 273 32 60 5 24 36
41 105 -30 -15 6 4 1
42 87 -27 -10 6 3 1
43 51 -16 -5 4 2 1
44 48 -13 -5 4 3 2
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45 30 0 0 1 3 3
46 39 12 -3 4 -2 1
47 30 5 5 0 1 0
48 15 0 0 0 0 -1

Table C.4.: Equivalence classes for the facets of PSn
2 for n = 6.

# βc α β γ1 δ1 δ2 ε1

1 1 0 0 0 0 0 1
2 3 0 0 0 1 -1 -1
3 3 0 0 1 1 1 0
4 3 1 1 0 1 0 0
5 3 2 0 1 0 0 0
6 9 -1 -3 -1 1 2 3

Table C.5.: The list of classes of three-partite translationally invariant two-
body Bell inequalities (4.123) completely defining PZn

2 for n =
3.

# βN βQ βTIQ βc α β γ1 δ1 δ3 ε1 γ2 δ2 ε2
1 4 4.00 4.00 4 0 2 0 0 0 0 0 0 1
2 4 4.00 4.00 4 1 1 0 0 1 0 0 0 0
3 4 4.00 4.00 4 1 1 0 0 0 0 0 1 0
4 4 4.00 4.00 4 0 -2 0 0 0 2 0 0 1
5 4 4.00 4.00 4 0 0 0 0 1 1 0 1 0
6 4 4.00 4.00 4 0 2 0 0 0 1 0 0 0
7 4 4.00 4.00 4 0 0 0 1 1 0 0 0 1
8 4 4.00 4.00 4 0 0 0 0 0 -2 0 0 1
9 8 8.00 8.00 8 -1 -1 -1 1 1 1 1 1 0

10 8 8.00 8.00 8 -1 1 1 1 1 1 0 1 1
11 8 8.00 8.00 8 0 2 -1 -1 1 1 0 0 0
12 8 8.00 8.00 8 1 1 0 1 1 -2 0 -1 1
13 8 8.00 8.00 8 -1 3 0 -1 -1 2 0 -1 1
14 8 8.00 8.00 8 -2 -2 1 1 1 1 0 2 0
15 8 8.00 8.00 8 -2 -2 0 2 2 0 1 0 1
16 16 16.00 16.00 16 0 4 0 2 2 4 1 2 1
17 16 16.00 16.00 16 -4 0 2 2 2 2 1 2 1
18 16 16.00 16.00 16 2 2 -2 3 1 -2 1 -2 1
19 20 20.00 20.00 20 -3 5 0 -3 -3 4 0 -3 2
20 20 20.00 20.00 20 -1 5 -1 -2 -2 5 1 -3 1
21 44/3 12.00 12.00 12 0 2 -2 0 2 2 1 0 0
22 116/5 20.00 20.00 20 0 4 -1 -3 3 3 -1 2 0
Continued on the next page. . .
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Table C.6.: continued.
# βN βQ βTIQ βc α β γ1 δ1 δ3 ε1 γ2 δ2 ε2
23 32 28.00 28.00 28 -2 -8 -2 -2 4 4 -1 2 2
24 32 28.00 28.00 28 -2 -8 -4 0 4 4 1 0 2
25 48/5 8.42 8.42 8 -2 -2 1 0 1 1 0 1 0
26 12 9.27 9.27 8 0 0 -2 -1 -1 2 1 0 1
27 16 11.31 11.31 8 0 0 0 0 0 0 -1 2 1
28 76/5 12.26 12.26 12 0 2 -2 0 0 2 1 2 0
29 76/5 12.97 12.97 12 0 2 -3 -1 -1 1 1 2 0
30 52/3 13.60 13.60 12 0 0 -1 -1 -2 4 0 -1 2
31 20 14.42 14.42 12 0 0 1 1 2 2 -1 3 1
32 20 14.77 14.77 12 0 0 0 -1 -1 4 -1 -2 2
33 96/5 16.60 16.60 16 -2 -2 1 2 2 -4 0 0 3
34 96/5 16.72 16.72 16 -4 -4 1 2 2 0 0 2 1
35 64/3 17.25 17.25 16 -1 -1 -5 2 2 1 3 -1 0
36 24 17.50 17.50 16 1 3 1 2 2 3 -1 3 2
37 24 18.02 18.02 16 0 0 -2 -3 -3 4 1 0 3
38 24 18.37 18.37 16 -2 -2 2 2 2 2 -1 4 1
39 116/5 20.36 20.36 20 -2 -4 0 2 2 4 1 4 0
40 24 20.77 20.77 20 -2 -8 -1 2 2 4 0 0 2
41 24 20.84 20.84 20 -2 -8 -1 1 1 4 0 2 2
42 28 21.18 21.18 20 -2 4 0 -2 -2 4 -1 -4 2
43 28 21.89 21.89 20 0 2 -6 2 2 2 3 -2 0
44 28 21.93 21.93 20 0 2 -4 -2 -2 0 2 4 -1
45 32 25.01 25.01 24 0 4 -2 2 4 0 -1 -4 3
46 32 25.30 25.30 24 -2 -2 -6 4 4 2 5 0 1
47 32 28.40 28.40 28 -2 -8 -4 0 0 4 1 4 2
48 156/5 28.41 28.41 28 -6 8 1 -4 -4 4 0 -4 2
49 156/5 28.48 28.48 28 -6 8 0 -4 -4 4 1 -4 2
50 36 29.20 29.20 28 -1 -7 -2 4 4 2 0 -3 4
51 36 29.25 29.25 28 -2 4 -2 -6 -4 6 1 -2 4
52 36 29.29 29.29 28 -4 -4 0 3 3 4 2 6 -1
53 44 31.73 31.73 28 -2 4 1 -3 -3 7 -2 -6 3
54 44 31.84 31.84 28 -2 4 0 -2 -2 6 -2 -6 3
55 40 33.64 33.64 32 -4 0 0 4 4 -4 -1 -6 3
56 124/3 36.57 36.57 36 -4 8 -1 -5 -6 8 0 -5 4
57 52 39.11 39.11 36 -2 4 -4 -8 -8 6 3 0 6
58 60 42.82 42.82 36 2 -4 2 -4 -4 8 -3 -8 4
59 48 40.92 40.92 40 -4 8 -2 -8 -6 8 1 -4 5
60 56 42.32 42.32 40 -4 8 1 -5 -5 9 -2 -8 4
61 64 50.49 50.49 48 -4 8 -4 -10 -10 8 3 -2 7
62 500/7 62.89 62.89 60 -14 16 -4 -8 -8 4 5 -4 2
63 104 74.50 74.50 64 -4 8 4 -8 -8 12 -5 -14 7
64 10 8.83 8.00 8 -2 0 1 1 -1 1 0 0 0
65 18 16.56 16.00 16 -3 -1 1 -2 3 1 0 2 -1
66 56/3 16.59 16.00 16 2 2 -2 1 -1 -2 1 2 1
67 68/3 20.46 20.00 20 -2 4 -1 -2 -4 4 0 -2 2
68 24 21.24 20.00 20 -2 4 -2 -2 -4 4 1 -2 2
69 100/3 29.15 28.00 28 -2 4 -2 -2 -6 6 0 -2 3
70 44/3 12.52 12.05 12 -1 3 -2 -1 -2 2 1 0 1

Continued on the next page. . .
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C. Tables

Table C.6.: continued.
# βN βQ βTIQ βc α β γ1 δ1 δ3 ε1 γ2 δ2 ε2
71 24 21.31 20.06 20 -2 6 1 -3 0 4 -1 -3 1
72 192/5 32.69 32.10 32 -1 -7 -1 -4 5 5 -2 4 1
73 96/5 16.45 16.18 16 -2 -2 1 -2 4 1 -1 2 -1
74 44/3 12.60 12.21 12 -1 -1 -3 1 2 1 2 0 0
75 96/5 16.60 16.28 16 -4 -2 2 -1 3 1 0 2 -1
76 20 17.66 16.36 16 0 4 0 -2 2 2 -1 2 1
77 20 17.66 16.43 16 -1 -5 0 -1 2 3 -1 2 1
78 28 24.47 24.44 24 -4 8 1 -2 -2 4 -1 -4 2
79 16 13.66 12.58 12 0 2 1 0 2 2 -1 2 1
80 24 21.43 20.63 20 -2 -8 0 0 2 4 -1 2 2
81 24 21.43 20.68 20 -4 2 2 -4 2 2 0 -2 -1
82 500/7 61.83 60.69 60 -10 12 -12 -8 -8 4 9 0 2
83 32 25.00 24.70 24 0 4 2 2 4 4 -1 4 3
84 16 13.66 12.75 12 0 2 -2 2 2 2 2 0 1
85 36 31.31 28.82 28 -2 8 1 -4 0 6 -2 -4 2
86 44 36.89 36.85 36 -4 8 0 -5 -5 8 -1 -6 4
87 44 39.31 36.90 36 -6 -12 1 0 4 4 -2 4 2
88 28 25.31 24.90 24 -8 -4 3 3 0 1 1 3 -1
89 24 21.43 20.93 20 -2 -8 -2 2 2 4 1 0 2
90 16 13.66 12.93 12 0 2 -1 0 2 0 -1 -2 1
91 16 13.66 13.14 12 -2 -2 1 1 1 0 -1 2 1
92 36 31.31 29.15 28 -2 -8 -1 -2 2 4 -2 4 2
93 32 27.31 25.19 24 -2 6 -4 -4 -4 4 3 0 3
94 20 17.66 17.21 16 0 4 -2 2 2 2 1 -2 1
95 40 30.62 29.27 28 -2 4 -4 -6 -6 4 3 0 4
96 44 39.31 37.82 36 -6 -12 -4 4 4 4 3 0 2
97 36 31.31 29.87 28 -2 -8 -4 4 4 4 2 -2 3
98 44 38.70 37.98 36 -2 -8 -8 4 4 4 3 -4 2
99 40 30.85 30.06 28 -2 4 -8 -4 -4 4 5 0 2
100 268/5 46.34 46.15 44 -10 12 3 -4 -4 4 -2 -8 2
101 32 23.31 22.77 20 -2 4 1 -2 -2 4 -2 -4 2
102 88 68.91 67.63 64 -4 8 -8 -14 -14 8 5 2 9
103 80 69.75 67.97 64 -4 -16 -8 10 10 8 3 -6 7

Table C.6.: The list of all classes of four-partite translationally invariant two-body Bell inequalities
(4.125) that completely define PZn

2 for n = 4. With βNS , βQ and βc we denote, respec-
tively, the maximal value that the Bell inequality can take under nonsignalling, quantum
or classical correlations. By βTIQ we denote the maximal quantum violation with the same
qubit observables per site; in this case, the Bell operator is translationally invariant.
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Acronyms

AGCA Aolita-Gallego-Cabello-Aćın. 186–189, 200,
201, 203, 204, 206, 207

BEC Bose-Einstein Condensate. 146
BKP Barrett-Kent-Pironio. 180, 181, 183–188,

197, 201, 204
BS Bounded-Storage. 196

CDD C-library Double Description method. 107,
133–135, 137

CES Completely Entangled Subspace. 21
CGLMP Collins-Gisin-Linden-Massar-Popescu. 107,

181
CHSH Clauser-Horne-Shimony-Holt. 10, 31, 79,

135, 136, 138, 178, 180, 181, 190, 192, 194
CP Completely Positive. 18, 19, 22, 163
CPTP Completely Positive and Trace Preserving. 18,

162
CQRNG Certified Quantum Random Number Genera-

tion. 3, 79

DI Device-Independent. 2, 3, 10, 23, 79, 179,
180, 193, 196, 199

DIQIP Device-Independent Quantum Information
Processing. 2, 3, 7, 212

DIQKD Device-Independent Quantum Key Distribu-
tion. 3, 10, 79, 179, 180, 196, 212

DLS Deterministic Local Strategy. 89, 91, 94, 96–
98, 102, 122–124, 132, 133, 149
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Acronyms

DMRG Density Matrix Renormalization Group. 211
DW Dimensionality Witnessing. 3, 79

EPR Einstein-Podolsky-Rosen. 2, 22, 79, 81
EPR2 Elitzur-Popescu-Rohrlich. 31
EW Entanglement Witness. 18, 20–22, 51, 268,

269

GHZ Greenberger-Horne-Zeilinger. 110, 172
GME Genuinely Multipartite Entangled. 4, 6, 9, 16,

17, 32, 35, 36, 39, 42, 43, 81, 110, 158, 162,
164–166, 168, 171–175, 212

GMN Genuinely Multipartite Nonlocal. 6, 9, 30, 32,
81, 158, 173, 174, 211, 212, 267

GYNI Guess-Your-Neighbor-Input. 136

IID Independent and Identically Distributed. 23

l. h. s. Left-hand side. 48, 51, 53, 100, 101, 103, 107,
108, 162

LHVM Local Hidden Variable Model. 6, 9, 22, 23, 28,
29, 32, 79, 80, 94, 157–159, 177, 267, 269

LMG Lipkin-Meshkov-Glick. 8, 118, 119, 211
LOCC Local Operations and Classical Communica-

tion. 15, 18

MOT Magneto-Optical Trap. 146
MPS Matrix Product States. 5, 82, 211

NP Nondeterministic Polynomial time. 17, 37,
59, 81, 99

NPA Navascués-Pironio-Aćın. 27, 99, 180, 193,
194

NS No-Signalling. 9, 10, 25, 26, 31, 80, 173, 177,
178, 180, 181, 184–186, 188, 189, 195–198,
200, 202, 203, 205, 206, 212, 213, 269
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Acronyms

NSBL No-Signalling Bi-Local. 30, 173, 174, 211,
212, 269

NV Nitrogen-Vacancy. 81

PI Permutationally Invariant. 5, 8, 11, 32, 33,
35, 210

PM Projective Measurement. 27
POVM Positive-Operator Valued Measure. 27, 81,

107, 159, 163, 164, 169–173, 212
PPT Positive under Partial Transposition. 3, 4, 7, 8,

10, 18, 19, 35–38, 40, 43, 44, 46, 47, 50–53,
55–61, 63–75, 78, 209, 210, 270

PPTESS PPT entangled symmetric states. 4, 7, 8, 37,
38, 53, 63, 64, 67, 68, 73, 209, 210

PR Popescu-Rohrlich. 26

QIP Quantum Information Processing. 2, 3, 6, 7,
79

QIT Quantum Information Theory. 9
QKD Quantum Key Distribution. 2
QPT Quantum Phase Transition. 5, 81, 82
QT Quantum Theory. 1, 2, 9, 26, 159, 177, 178,

180, 190, 191, 193, 196, 197, 199, 200, 206,
213, 269

r. h. s. Right-hand side. 159, 202
RA Randomness Amplification. 3, 10, 79, 196,

199, 200, 206, 207, 212, 213

SDP Semi-Definite Program. 27, 131, 193, 194,
211

SeDuMi Self-Dual Minimization. 194
SPA Structural Physical Approximation. 22
SV Santha-Vazirani. 199, 200, 206, 207

TI Translationally Invariant. 5, 8, 9, 210, 211
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Acronyms

TOBL Time-Ordered Bi-Local. 30, 173, 174, 211,
212, 269

TP Trace Preserving. 18, 163
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Notation

(n,m, d) A Bell scenario of n parties with m d-valued
observables each. 24, 81, 84, 86, 95, 99, 122,
127, 211, 213

[·] The rounding function. 112
Λ The space of hidden variables for a LHVM.

28
δ The Kronecker Delta function. 28
|i〉 The i-th element from the computational ba-

sis of H. 14
d·e The ceiling function. 49
b·c The floor function. 25
C The field of Complex numbers. 14, 268, 269
R The field of Real numbers. 18, 268
P The polytope of mathematically sound corre-

lations. 25, 30
PSvetlichny The polytope of Svetlichny correlations of

GMN. 30
Tr The trace operator. 14
⊗ Tensor product. 15
ρ An element from D(H). 14
� Positive semi-definite (A � B ⇐⇒ A−B �

0). 14
~P A vector of correlations. 24, 25, 31, 181, 185,

186, 191, 200, 203
·̂ A missing element. 26
pi A probability distribution. 15
B(H) The set of bounded linear operators acting

on H. 14, 270
Dsep The set of separable states. 18–20

265



Notation

PK The set of K-body correlators. 88
Ud The group of d× d unitary matrices. 33, 215,

221, 222
(R, V ) A representation of the groupG on the vector

space V . 216, 268
EG Geometric measure of Entanglement. 135
G′ The centralizer of a group G. 222
G A group. 88, 215, 268, 269
KC Grothendieck’s constant over C. 160, 162
KR Grothendieck’s constant over R. 160
Md The set of d×dmatrices with complex entries.

14, 21
PA The projector onto the symmetric subspace.

41
S|S A bipartition of A. 16, 19, 35, 270
V G The vector subspace of V fixed by a represen-

tation (R, V ) of G. 218
V A vector space. 216, 268, 269
[g] A conjugacy class of a group G. 220
∆W The set of states detected by W . 20
Im Image or Range. 40
ΠW The set of product states with zero expecta-

tion value on W . 20
Πσ The permutation matrix representing σ. 32,

41, 221, 222
ΞU The simultaneous action of U on every sub-

system. 221, 222
H A finite-dimensional complex Hilbert Space.

14, 222, 267, 270
L The set of linear maps. 21
W The set of EWs. 20
∩ Intersection. 16
χ The character of a representation (R, V ). 219
∼= Isomorphism. 33
∪ Union. 21
∅ The empty set. 16
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Notation

≡ Congruence. 103
gcd Greatest Common Divisor. 105
n̂ A real 3-dimensional unit vector. 108, 191
ker Kernel. 40
|Dk

n〉 The Dicke state of n qubits with k excitations.
34, 35

≤ Subgroup. 87, 88
1d The identity matrix acting on a d-dimensional

Hilbert Space. 14
C[x, y] The ring of polynomials in the variables x

and y with coefficients in C. 47
Zn The ideal of integer numbers modulo n. 131
A A set of parties {A1, . . . , An}. 16, 19, 31, 186,

189, 212, 268, 270
PL The polytope of correlations compatible with

a LHVM. 28, 30, 31
PNSBL The polytope of NSBL correlations. 30
PNS The polytope of NS correlations. 26, 31, 180,

184–186, 190, 196, 200, 203
PTOBL The polytope of TOBL correlations. 30
Q The set of QT correlations. 26, 180, 190, 191,

193, 196
Aut(V ) The set of automorphisms of V . 216
CH Convex Hull. 95, 131
End(V ) The set of endomorphisms of V . 216
Ext The set of extremal points of the convex set

S. 15, 21, 59, 87
GL(V ) The general linear group acting on a finite-

dimensional V . 216
Hom(V1, V2)G The set of G-invariant homomorphisms be-

tween two vector spaces. 218
Hom(V1, V2) The set of homomorphisms between two vec-

tor spaces. 218
Opt The set of Optimal EWs. 21
Span The subspace spanned by a set. 35
mod Modulo. 103
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Notation

sgn(σ) The parity of the permutation σ ∈ Sn. 217
⊕ Direct sum. 33
∂ The boundary of a set. 21
∝ Proportional. 61
\ Intersection with the complementary set. 16,

21
t Disjoint union. 88, 169, 171
⊆ Subset of. 16
` Partition of. 33, 124–126, 220, 222
~σ A vector of pauli matrices [σx, σy, σz]. 108,

143, 191
~J A vector of spin component matrices

[Jx, Jy, Jz]. 143
~rA The ranks of a state and its partial transposi-

tions. 46, 63
{pi, |ψi〉}i An ensemble generating a quantum state (cf.

Eq. (2.1)). 15, 18
r(|ψ〉) The Schmidt Rank of |ψ〉. 17
D(H) The set of elements of B(H) that correspond

to quantum states. 14, 191, 267
DPPT,S(H) The set of states that are PPT with respect to

the S|S bipartition. 59
DPPT
S (H) The set of fully PPT symmetric states. 36, 40
S(H) The symmetric subspace of H. 35
SK The set of K-partitions of A. 16
Sn The symmetric group of permutations of n

elements. 32, 33, 41, 87, 88, 215, 217, 221,
222, 270

| Divisor of. 132
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[Nav+15] M I G U E L N AVA S C U É S, Y E L E N A G U RYA N O VA, M AT T Y J .
H O B A N, and A N T O N I O A C Í N Almost quantum correlations
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of a bipartite three-setting, two-outcome Bell inequality using
infinite-dimensional quantum systems in: Phys. Rev. A, 82:
(2 2010), 022116 D O I: 10.1103/PhysRevA.82.022116 (see
pp. 138, 140)
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many-body quantum systems detected with two-body correla-
tors 2015 arXiv : 1505.06740. To be submitted to Communi-
cations in Mathematical Physics (see pp. 8, 10, 79, 82)

[TV06] B E N J A M I N T O N E R and F R A N K V E R S T R A E T E Monogamy
of Bell correlations and Tsirelson’s bound 2006 arXiv:quant-
ph/0611001 (see pp. 29, 105, 118, 136, 176, 188–190)
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