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Appendix D

Publications

A first set of experiments using color histograms extracted from real-world scenes
and objects is described in the following publications. A first experiment with color
distributions appears in

e Dayvid Guillamet, Jordi Vitria. Using EigenSpace Analysis of Color Distri-
butions for Object Recognition. In Proc. of the VIII Symposium Nacional
de Reconocimiento de Formas y Anélisis de Iméagenes, pages 219-226, Bilbao
1999.

Then, we extended this analysis to non-controlled environments,

e David Guillamet, Jordi Vitria. Augmenting Physical Objects Through
Visual Recognition. In Proc. of the 2 Seminari de Treball en Automatica,
Robotica i Percepcié (STAR), pages 51-58, Barcelona, 1999.

but we realized that the problem of object recognition using color features in non-
controlled environments was a challenging task. We restricted ourselves with the
problem of skin segmentation with

e David Guillamet, Jordi Vitria. Skin Segmentation Using Non Linear
Principal Component Analysis. In Proc. of the 2 Congrés Catala d’Intel-ligencia
Artificial (CCIA), pages 224-231, Girona, 1999.

From these set of experiments and a first contact with a local based framework, I
elaborated my master’s thesis,

e David Guillamet. Reconeixement d’objectes en entorns poc contro-
lats mitjangant meétodes estadistics. In Treball Experimental. Universitat
Autonoma de Barcelona (UAB), 2001.

which produced a publication,

e David Guillamet, Jordi Vitria. Local Discriminant Regions Using Sup-
port Vector Machines for Object Recognition. In Advances in Pattern
Recognition, F. Ferri, J.M.Iniesta, A.Amin, P.Pudil (Eds.), Lecture Notes in
Computer Science (LNCS) 1876, Springer, pages 550-559, Alicante 2000.
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Then, stablishing color histograms as a good and reliable tool for object represen-
tation and recognition we realized that we need a comparative study between local
and global approaches. We performed this analysis with the following publication,

e David Guillamet, Jordi Vitria. A Comparison of Local Versus Global
Color Histograms for Object Recognition. In Proc. of 15 International
Conference on Pattern Recognition (ICPR), pages (2):422-425, Barcelona 2000.

As local based representations generated high dimensional data, we started investi-
gating linear transforms of data in order to reduce the original dimensionality of a
problem. The above mentioned publications make use of Principal Component Anal-
ysis (PCA). Then, we started investigating the Independent Component Analysis
(ICA) with

e Marco Bressan, David Guillamet, Jordi Vitria. Using an ICA Representa-
tion of Local Color Histograms for Object Recognition. In Proc. of
Catalan Conference of Artificial Inteligence (CCIA), pages 300-307, Vilanova i
la Geltrd, 2000.

Extending this research to recognition of different objects (classes), we introduced a
new technique called Class-Conditional Independent Component Analysis (CC-ICA)
which is explained in,

e Marco Bressan, David Guillamet, Jordi Vitria. Using a local ICA Represen-
tation of High Dimensional Data for Object Recognition and Classifi-
cation. In proc. of Computer Vision and Pattern Recognition (CVPR), pages
(1):1004-1009, Hawaii, 2001.

making use of the feedback obtained from several international researchers from the
CVPR conference where we attended thanks to the above mentioned publication, we
wrote a formal exposition of the whole results that were published in

e Marco Bressan, David Guillamet, Jordi Vitria. Using an ICA Represen-
tation of Local Color Histograms for Object Recognition. In Pattern
Recognition (PR), 36(3): 691-701, March 2003.

Further research on nonsupervised representations leads to Non-negative Matrix
Factorization (NMF). We started analyzing a possible way of representing color his-
tograms with NMF in two publications:

e David Guillamet, Jordi Vitria. Unsupervised Learning of Part-Based
Representations. In Computer Analysis of Images and Patterns (CAIP),
W. Skarbek (Eds.), Lecture Notes in Computer Science (LNCS) 2124, Springer,
pages 700-708, Warsaw 2001.

e David Guillamet, Jordi Vitria. Discriminant Basis for Object Classifica-
tion. In Proc. of the 11th International Conference on Image Analysis and
Processing (ICIAP), pages 256-261, Palermo 2001.

With these two initial approaches which make use of Non-negative Matrix Factoriza-
tion, we realized that our initial goals to find unsupervised features that best describe
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a set, of objects were too ambitious. Then, we firstly focused on using NMF to classify
faces,

e David Guillamet, Jordi Vitria. Non-negative Matrix Factorization for
Face Recognition. In Topics in Artificial Intelligence, M. Teresa Escrig, Fran-
cisco Toledo, Elisabet Golobardes (Eds.), Lecture Notes in Artificial Intelligence
(LNAI) 2504, Springer, pages 336-344, Castell6 de la Plana 2002.

e David Guillamet, Jordi Vitria. Classifying Faces with Non-Negative Ma-
trix Factorization. In Proc. 5th Catalan Conference for Artificial Intelligence
(CCIA), pages 24-31, Castellé de la Plana, 2002.

Since we realized that NMF was a reliable technique to be used with positive represen-
tations, we continued analyzing its performance with other databases. We evaluated
the subspace created by NMF in order to find a correct metric distance to be used

e David Guillamet, Jordi Vitria. Determining a Suitable Metric When us-
ing Non-negative Matrix Factorization. In Proc. of the 16th International
Conference on Pattern Recognition (ICPR), pages (2):128-131, Quebec 2002.

which produced an extended analysis that has been published in

e Dayvid Guillamet, Jordi Vitria. Evaluation of distance metrics for recogni-
tion based on non-negative matrix factorization. In Pattern Recognition

Letters (PRL), 24/(9-10): 1599-1605, March 2003.

Also, a comparative study of the neighborhood of the subspaces obtained using PCA
and NMF is done in

e David Guillamet, Jordi Vitria. An experimental evaluation of k-nn for
linear transforms of positive data. In 1st Iberian Conference on Pattern
Recognition and Image Analysis. Published in Lecture Notes in Computer Sci-
ence (LNCS) 2652, F.J.Perales, A. Campilho, N. Pérez, A. Sanfeliu (Eds.), pp.
317-325, June 2003.

Thanks to Bernt Schiele who gave me the opportunity to stay in his laboratoy in
the Perceptual Computing and Computer Vision, Institute of Scientific Computing,
Department of Computer Science in ETH Zurich, I analyzed NMF with the Corel
image database,

e David Guillamet, Bernt Schiele, Jordi Vitria. Color Histogram Classifica-
tion using NMF'. In CVC Technical Report 057, 2001.

A short review of this technical report is presented in the following publication,

e David Guillamet, Bernt Schiele, Jordi Vitria. Analyzing Non-negative Ma-
trix Factorization for Image Classification. In Proc. of the 16th Interna-
tional Conference on Pattern Recognition (ICPR), pages (2):116-119, Quebec
2002.
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At the same time, we were analyzing a possible drawback of NMF: its little robust-
ness to obtain reliable representations when applied to local data representations.
However, thanks to this deep analysis, we presented a weighted version of NMF, the
so-called Weighted Non-negative Matrix Factorization which appears in

e David Guillamet, Marco Bressan, Jordi Vitria. Weighted Non-negative Ma-
trix Factorization for Local Representations. In Proc. of Computer Vi-
sion and Pattern Recognition (CVPR), pages (1):942-947, Hawaii 2001.

Then, we included WNMF in the previous approach and we present

e David Guillamet, Jordi Vitria, Bernt Schiele. Introducing a weighted non-
negative matrix factorization for image classification. In Pattern Recog-

nition Letters (PRL), 24(14): 2447-2454, October 2003.

Then, we turned our research to another point of view: how to integrate local
image features with its spatial arrangement into an unified approach. A first attempt
is described in

e David Guillamet, Jordi Vitria. Unsupervised Learning of Structural Ob-
ject Representations. In Proc. of the IX Symposium Nacional de Re-
conocimiento de Formas y Andlisis de Imdgenes, pages (2):73-78, Castelld, 2001.

With the main goal to improve this approach to merge local information and spatial
arrangement, of local features, I started an internship in USA. Thanks to Baback
Moghaddam who gave me the opportunity to stay in a top leading research center:
MERL Mitsubishi Electric Research Laboratories, Cambridge. I started investigating
the main foundations of chapter 4. Then, we wrote a first publication,

e David Guillamet, Baback Moghaddam. Joint Distribution of Local Image
Features for Appearance Modeling. In Proceedings of IAPR Workshop on
Machine Vision Applications (MVA2002), pages 346-349, Nara, Japan, 2002.

Then, the strong collaboration maintained with Baback Moghaddam generated a set
of publications extending the first approach,

e David Guillamet, Baback Moghaddam, Jordi Vitria. Higher-Order Depen-
dencies in Local Appearance Models. In Proc. of the 10 International
Conference on Image Processing (ICIP), pages ():-, Barcelona, September 2003.

e Baback Moghaddam, David Guillamet, Jordi Vitria. Local Appearance-
Based Models using High-Order Statistics of Image Features. In Proc.
of Computer Vision and Pattern Recognition (CVPR), pages (1):729-735, Madi-
son, June 2003.

e David Guillamet, Baback Moghaddam, Jordi Vitria. Modeling High-Order
Dependencies in Local Appearance Models. In 1st Iberian Conference
on Pattern Recognition and Image Analysis. Published in Lecture Notes in
Computer Science (LNCS) 2652, F.J.Perales, A. Campilho, N. Pérez, A. Sanfeliu
(Eds.), pp- 308-316, June 2003.



Bibliography

[1]

2]

[10]

[11]

[12]

S-I. Amari. Natural gradient works efficiently in learning. Neural Computation,
10(2):251-276, 1998.

Y. Amit, D. Geman, and B. Jedynak. Efficient focusing and face detection. In
Face Recognition: From Theory to Applications, H. Wechsler, P. Phillips, V.
Bruce, F.F. Soulie, and T. Huang, eds., NATO ASI Series F. Springer, 1998.

S. Baker and S.K. Nayar. Global measures of coherence for edge detector eval-
uation. In Proceedings of Computer Vision and Pattern Recognition (CVPR),
pages 373-379, 1999.

M.S. Banks, R.N. Aslin, and R.D. Letson. Sensitive period for the development
of human binocular vision. Science, 190:675-677, 1975.

H.B. Barlow. What is the computational goal of the neocortex? MIT Press,
Cambridge, MA, 1994.

H.B. Barlow. Redundancy reduction revisited. Network: Computation in Neural
Systems, 12:241-253, 2001.

P.N. Belhumeur, J.P Hespanha, and D.J. Kriegman. Eigenfaces vs. fisherfaces:
Recognition using class specific linear projection. IEEE Trans. on Pattern Anal-
ysis and Machine Intelligence, 19(7):711-720, 1997.

A. Bell and T. Sejnowski. An information-maximization approach for blind
signal separation. Neural Computation, 7:1129-1159, 1995.

A. Bell and T. Sejnowski. Learning higher-order structure of a natural sound.
Network, 7:261-266, 1996.

A. Bell and T. Sejnowski. The ’independent components’ of natural scenes are
edge filters. Neural Computation, 11:1739-1768, 1999.

R. Bellman. Adaptive Control Processes: A Guided Tour. Princeton University
Press, New Jersey, 1961.

S. Belongie, J. Malik, and J. Puzicha. Shape matching and object recognition
using shape contexts. IEEE Trans. on Pattern Analysis and Machine Intelli-
gence, 24(24):509-522, April 2002.

231



232

[13]

[14]

[15]

[17]

[18]

[19]

[21]

[22]

[23]

[24]

BIBLIOGRAPHY

T.O. Binford and T.S. Levitt. Quasi-invariants: Theory and exploitation. In
Proceedings of the DARPA Image Understanding Workshop, pages 819-829,
1993.

C.M. Bishop. Latent variable models. M. 1. Jordan (Ed.), Learning in Graphical
Models, MIT Press, 1999.

M. Brady and D. Kersten. Bootstrapped learning of novel objects. Journal of
Vision, pages 413-422, 2003.

P. Brand and R. Mohr. Accuracy in image measures. In Proceedings of the SPIE
conference on Videometrics III, Boston, Massachusetts, volume 2350, pages
218-228, 1994.

M. Bressan. Statistical Independence for Classification of High Dimensional
Data. PhD thesis, Universitat Autonoma de Barcelona, 2003.

M. Bressan, D. Guillamet, and J. Vitria. Using a local ica representation of
high dimensional data for object recognition and classification. In Proc. IEEE
in Computer Vision and Pattern Recognition, pages 1004-1009, 2001.

M. Bressan, D. Guillamet, and J. Vitria. Using an ica representation of local
color histograms for object recognition. Pattern Recognition, 36(3):691-701,
2003.

M. Bressan and J. Vitria. Improving naive bayes using class-conditional ica.
In F. Garijo, J. Riquelme, and M. Toro, editors. Advances in Artificial Intel-
ligence, VIII Iberoamerican Conference on Artificial Intelligence (IBERAMIA
2002), LNAI 2527, pages 1-10, 2002.

G. Buchsbaum and O. Bloch. Color categories revealed by non-negative matrix
factorization of munsell color spectra. Vision Research, 42:559-563, 2002.

A. Burkhalter and K.L. Bernardo. Development of local circuits in human visual
cortex. The Journal of Neuroscience, 13(5):1916-1931, 1993.

M.C. Burl, M. Weber, and P. Perona. A probabilistic approach to object recog-
nition using local photometry and global geometry. In Proc. of the Furopean
Conference in Computer Vision (ECCYV), pages 628-641, 1998.

A. Califano and R. Mohan. Multidimensional indexing for recognizing visual
shapes. IEEE Trans. on Pattern Analysis and Machine Intelligence, 16(4):373—
392, 1994.

J. Canny. A computational approach to edge detection. IEEE Trans. on Pattern
Analysis and Machine Intelligence, 8:679-698, 1986.

M. Carcassoni and E.R. Hancock. Spectral correspondence for point pattern
matching. Pattern Recognition, 36:193-204, 2003.



BIBLIOGRAPHY 233

[27]

[28]

[29]

[30]

31]

[32]

[33]
[34]

[35]

O. Chapelle, P. Haffner, and V. Vapnik. Support vector machines for histogram-
based image classification. IEEE Trans. on Neural Networks, 10(5):1055-1064,
1999.

V. Cherkassky and F. Mulier. Learning From Data. Wiley - Interscience, New
York, 1998.

S. Choi, A. Cichocki, and S. Amari. Flexible independent component analysis.
Journal of VLSI Signal Processing, 26(1/2):25-38, 2000.

F.R.K. Chung. Spectral Graph Theory. CBMS Series, vol. 92, American Math-
ematical Society, Providence, RI, 1997.

S. Cohen. Finding color and shape patterns in images. PhD thesis, Standford
University, 1999.

P. Comon. Independent component analysis - a new concept? Signal Processing,
36:287-314, 1994.

Corel Corporation. Corel stock photo library. Ontario, Canada, 1990.

T.M. Cover and J.A. Thomas. Elements of Information Theory. Wiley Series
in Telecommunications, John Wiley and Sons, New York, NY, 1991.

J.G. Daugman. High confidence visual recognition of persons by test of statisti-
cal independence. IEEE Trans. on Pattern Analysis and Machine Intelligence,
15(11):1148-1161, 1993.

F. de la Torre and M.J. Black. Robust principal component analysis for com-
puter vision. In Proc. International Conference on Computer Vision (ICCV),
pages 362-369, 2001.

V. Colin de Verdiere and J.L. Crowley. Visual recognition using local appear-
ance. In Proc. of the European Conference in Computer Vision (ECCYV), pages
640-654, 1998.

M.M. Dempster, N.M. Laird, and D.B. Jain. Maximum likelihood from in-
complete data via the em algorithm. Journal of the Royal Statistical Society,
39:1-38, 1977.

R.O. Duda, P.E. Hart, and D.G. Stork. Pattern Classification. Wiley, 2001.

S. Edelman and N. Intrator. A productive, systematic framework for the rep-
resentation of visual structure. In Advances in Neural Information Processing
Systems, volume 13, pages 10-16, 2001.

D.J. Field. What is the goal of sensory coding? Neural Computation, 6:559-601,
1994.

J. Fiser and R.N. Aslin. Unsupervised statistical learning of higher-order spatial
structures from visual scenes. Psychological Science, 12(6):499-504, 2001.



234

[43]

[44]

[45]

[46]

[47]

[48]

[49]

BIBLIOGRAPHY

R. Fisher. The use of multiple measurements in taxonomic problems. Ann.
FEugenics, 7:179-188, 1936.

E. Fix and J.L. Hodges. Discriminatory analysis: Nonparametric discrimination:
Consistency properties. Technical report, USAF School of Aviation Medicine,
1951.

L.M.J Florack, B.M ter Haar Romey, J.J. Koenderink, and M.A. Viergever.
General intensity transformation and differential invariants. Journal Mathe-
matical Imaging and Vision, 4(2):171-187, 1994.

W.T Freeman and E.H. Adelson. The design and use of steerable filters. IEEE
Trans. on Pattern Analysis and Machine Intelligence, 13(9):891-906, 1991.

B.V. Funt and G.D. Finlayson. Color constant color indexing. IEEE Trans. on
Pattern Analysis and Machine Intelligence, 17(5):522-529, 1995.

D. Gabor. Theory of communication. In Proc. Inst. Elec. Eng., volume 93,
pages 429441, 1946.

E.J. Gibson and E.S. Spelke. The development of perception. Handbook of Child
Psychology Vol III: Cognitive Development, J.H. Flavell and E.M. Markman,
Eds, 4th ed. Wiley, 1983.

R. Gross, J. Shi, and J.F. Cohn. Quo vadis face recognition? In Proceedings of
the third workshop on Empirical Evaluation Methods in Computer Vision, 2001.

D. Guillamet, M. Bressan, and J. Vitria. Using a local ica representation of
high dimensional data for object recognition and classification. In Proc. IEEE
in Computer Vision and Pattern Recognition, pages 942-947, 2001.

D. Guillamet and J. Vitria. A comparison of local versus global color histograms.
In Proceedings of the 15th International Conference on Pattern Recognition,
volume 2, pages 422-425, 2000.

D. Guillamet and J. Vitria. An experimental evaluation of k-nn for linear trans-
forms of positive data. In Proceedings of the 1st Iberian Conference on Pattern
Recognition and Image Analysis, Published in Lecture Notes in Computer Sci-
ence 2652, pages 317-325, 2003.

P.J.B Hancock, R.J. Baddeley, and L.S. Smith. The principal components of
natural images. Network, 3:61-70, 1992.

C. Harris and M. Stephens. A combined corner and edge detector. In Alvey
Vision Conference, pages 147-151, 1988.

G. Healey and D. Slater. Using illumination invariant color histogram descrip-
tors for recognition. In Proc. IEEE in Computer Vision and Pattern Recognition
(CVPR), pages 355-360, 1994.



BIBLIOGRAPHY 235

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

A. Heyden and K. Rohr. Evaluation of corner extraction schemes using invari-
ance methods. In Proceedings of the 13th International Conference on Pattern
Recognition, volume 1, pages 895-899, 1996.

F.L. Hitchcock. The distribution of a product from several sources to numerous
localities. J. Math. Phys., 20:224-230, 1941.

H. Hotelling. Analysis of a complex of statistical variables into principal com-
ponents. Journal of Educational Psychology, 24:417-441, 1933.

P.O. Hoyer and A. Hyvarinen. Independent component analysis applied to
feature extraction from colour and stereo images. Network: Computation in
Neural Systems, 11(3):191-200, 2000.

W. Hsu, T.S. Chua, and H.K. Pung. An integrated color-spatial approach to
content-based image retrieval. In ACM Multimedia Conference, pages 305-313,
1995.

J. Huang. Color-Spatial image indexing and applications. PhD thesis, Cornell
University, 1998.

A. Hyvarinen, J. Hurri, and J. Varyrynen. Bubbles: A unifying framework
for low-level statistical properties of natural image sequences. Journal Optical
Society of America, 20(7):1-16, 2003.

A. Hyvarinen, J. Karhunen, and E. Oja. Independent Component Analysis.
John Wiley and Sons, 2001.

A. Hyvarinen and E. Oja. A fast fixed-point algorithm for independent compo-
nent analysis. Neural Computation, 9:1483-1492, 1999.

D.W. Jacobs, D. Weinshall, and Y. Gdalyahu. Condensing image databases
when retrieval is based on non-metric distances. In Proc. International Confer-

C. Jutten and J. Herault. Blind separation of sources. Signal Processing, 24:1—
10, 1991.

E.R. Kandel, J.H Schwartz, and T.M Jessell. Essentials of neural science and
behaviour. Appleton Lange, Stamford, Connecticut, 1995.

Y. Karklin and M.S. Lewicki. Higher-order structure of natural images. In
Advances in Neural Information Processing Systems, volume 14, 2002.

T. Kawamoto, K. Hotta, T. Mishima, J. Fujiki, M. Tanaka, and T. Kurita.
Estimation of single tones from chord sounds using non-negative matrix factor-
ization. In Neural Network world, volume 3, pages 429-436, 2000.

T.F. Knoll and R.C. Jain. Recognizing partially visible objects using feature
indexed hypotheses. IEEE Journal of Robotics and Automation RA-2, 1:3-13,
1986.



236

[72]

[73]

BIBLIOGRAPHY

J.J. Koenderink. The structure of image. Biological Cybernetics, 50:363-396,
1984.

J.J. Koenderink and A.J. van Doorn. Representation of local geometry in the
visual system. Biological Cybernetics, 55:367-375, 1987.

S. Kullback. Information Theory and Statistics. Dover, New York, NY, 1968.

A. Lanitis, C.J. Taylor, and T. Cootes. Automatic interpretation and coding
of face images using flexible models. IEEE Trans. on Pattern Analysis and
Machine Intelligence, 19(7):743-756, 1997.

Y. LeCun. The MNIST DataBase of Handwritten  digits.
http://yann.lecun.com/exdb/mnist /index.html.

D.D. Lee and H.S. Seung. Unsupervised learning by convex and conic coding. In
Advances in Neural Information Processing Systems, volume 9, pages 515-521,
1997.

D.D. Lee and H.S. Seung. Learning in intelligent embedded systems. In Pro-
ceedings of the Embedded Systems Workshop, 1999.

D.D. Lee and H.S Seung. Learning the parts of objects with nonnegative matrix
factorization. Nature, 401:788-791, 1999.

D.D. Lee and H.S. Seung. Algorithms for non-negative matrix factorization. In
Advances in Neural Information Processing Systems, volume 13, pages 556—562,
2000.

A. Leonardis. Image Analysis Using Parametric Models. PhD thesis, University
of Ljubljana, Ljubljana, Slovenia, 1993.

M. Lewicky and T.J. Sejnowski. Learning overcomplete representations. Neural
Computation, 12:337-365, 2000.

F. Liu and R.W. Picard. Periodicity, directionality, and randomness: Wold
features for image modeling and retrieval. IEEE Trans. on Pattern Analysis
and Machine Intelligence, 18(7):722-733, 1996.

N.K. Logothetis and D.L. Sheinberg. Visual object recognition. Annual Review
of Neuroscience, 19:577-621, 1996.

D.G. Lowe. Three-dimensional object recognition from single two-dimensional
images. Artificial Intelligence, 31:355-395, 1987.

B.S. Manjunath and W.Y. Ma. Texture features for browsing and retrieval
of image data. IEEE Trans. on Pattern Analysis and Machine Intelligence,
18(8):837-842, 1996.

B.W. Mel. Seemore: Combining color, shape, and texture histogramming in a
neurally-inspired approach to visual object recognition. Neural Computation,
9:777-804, 1997.



BIBLIOGRAPHY 237

[88] B.W. Mel and J. Fiser. Minimizing binding errors using learned conjunctive
features. Neural Computation, 12:247-278, 2000.

[89] T. Meltzer. Generalized Canonical Correlation Analysis for Object Recognition.
PhD thesis, Vienna technical University, Vienna Austria, 2000.

[90] B. Moghaddam and A. Pentland. Probabilistic visual learning for object
representation. IEEE Trans. on Pattern Analysis and Machine Intelligence,
19(7):696-710, July 1995.

[91] B. Moghaddam, X. Zhou, and T.S. Huang. Ica-based probabilistic local ap-
pearance models. In Proceedings of the International Conference on Image
Processing, volume 1, pages 161-164, 2001.

[92] H. Murakami and V. Kumar. Efficient calculation of primary images from a
set of images. IEEE Trans. on Pattern Analysis and Machine Intelligence,
4(5):511-515, 1982.

[93] H. Murase and S.K. Nayar. Learning and recognition of 3d objects from ap-
pearance. In Proc. IEEE Qualitative Vision Workshop, pages 39-49, 1993.

[94] H. Murase and S.K. Nayar. Visual learning and recognition of 3d objects from
appearance. International Journal of Computer Vision, 14:5-24, 1995.

[95] K. Nagao. Recognizing 3d objects using photometric invariants. In Proc. Inter-
national Conference on Computer Vision (ICCV), pages 480487, 1995.

[96] R.C. Nelson and A. Selinger. Large-scale tests of a keyed, appearance-based 3d
object recognition system. Vision Research, 38:15-16, 1998.

[97] S.A. Nene, S.K. Nayar, and H. Murase. Columbia object image library: Coil-
100. Technical report, CUCS-006-96, Dept. Computer Science, Columbia Uni-
versity, 1996.

[98] W. Niblack, R. Barber, W. Equitz, M.D. Flickner, E.H. Glasman, D. Petkovic,
P. Yanker, C. Faloutsos, G. Taubin, and Y. Heights. Querying images by con-
tent, using colors, texture, and shape. In SPIE Conference on Storage and
Retrieval for Image and Video Databases, volume 1908, pages 173—-187, 1993.

[99] K. Ohba and K. Ikeuchi. Detectability, uniqueness and reliability of eigen win-
dows for stable verification of partially occluded objects. IEEE Trans. on Pat-
tern Analysis and Machine Intelligence, 19(9):1043-1048, 1997.

[100] B.A. Olshausen and D.J. Field. Natural image statistics and efficient coding.
Network, 7(2):333-340, 1996.

[101] E.S. Palmer. Hierarchical structure in perceptual representation. Cognitive
Psychology, 9:441-447, 1977.

[102] L. Parra, C.D. Spence, P. Sajda, A. Ziehe, and K.R. Muller. Unmixing hy-
perspectral data. In Advances in Neural Information Processing Systems, vol-
ume 12, pages 942-948, 2000.



238 BIBLIOGRAPHY

[103] G. Pass and R. Zabih. Histogram refinement for content-based image retrieval.
In IEEE workshop on Applications of Computer Vision, pages 96-102, 1996.

[104] K. Pearson. On lines and planes of closest fit to systems of points in space.
Philosophical Magazine, 2:559-572, 1901.

[105] P. Penev and J. Atick. Local feature analysis: A general statistical theory for
object representation. Neural Systems, 7:477-500, 1996.

[106] W. Pitts and W. McCullough. How we know universals: the perception of
auditory and visual forms. Bull. Math. Biophys., 9:127-147, 1947.

[107] A. R. Pope. Learning to recognize objects in images: acquiring and using prob-
abilistic models of appearance. PhD thesis, The university of british columbia,
1995.

[108] A. Pujol. Contributions to shape and texture face similarity measurement. PhD
thesis, Computer Vision Center, Universitat Autonoma de Barcelona, 2001.

[109] J. Puzicha, T. Hofmann, and J.M. Buhmann. Non-parametric similarity mea-
sures for unsupervised texture segmentation and image retrieval. In Proc. IEEFE

[110] R. Rao. Dynamic Appearance-Based Vision. PhD thesis, University of
Rochester, 1997.

[111] S. Ravela and R. Manmatha. Retrieving images by appearance. In Proc. Inter-
national Conference on Computer Vision (ICCV), pages 608-613, 1998.

[112] E.M. Riseman, A.R. Beveridge, J.R. Kumar, and H. Swahney. Landmark-based
navigation and the acquisition of environmental models. In Visual Navigation:
From Biological Systems to Unmanned Ground Vehicles, pages 317-374, 1997.

[113] P.L. Rosin and G.A.W. West. Segmentation of edges into lines and arcs. Image
and Vision Computing, 7(2):109-114, 1989.

[114] S. Roweis. Em algorithms for pca and spca. In Advances in Neural Information
Processing Systems, volume 10, pages 626—632, 1997.

[115] Y. Rubner, L.J. Guibas, and C. Tomasi. The earth mover’s distance, multi-
dimensional scaling, and color-based image retrieval. In Proceedings of the
ARPA Image Understanding Workshop, pages 661-668, 1997.

[116] Y. Rubner, C. Tomasi, and L. J. Guibas. The earth mover’s distance as a metric
for image retrieval. International Journal of Computer Vision, 40(2):99-121,
2000.

[117] H.A. Ruff. Infant recognition of the invariant form of objects. Child Develop-
ment, 49:293-306, 1978.



BIBLIOGRAPHY 239

[118]

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

[129]

[130]

[131]
[132]

[133]

P. Salapatek and M.S. Banks. Infant sensory assessment: Vision. Communica-
tive and Cognitive Abilities - Early Behavioral Assessment, F.D. Minifie and
L.L. Lloyd, Eds. University Park Press, 1978.

B. Schiele. Object Recognition using Multidimensional Receptive Field His-
tograms. PhD thesis, Institut National Polytechnique de Grenoble, 1997.

B. Schiele and J.L. Crowley. Recognition without correspondence using mul-
tidimensional receptive field histograms. International Journal of Computer
Vision, 36(1):31-50, 2000.

B. Schiele and A. Pentland. Probabilistic object recognition and localization.

1999.

C. Schmid and R. Mohr. Combining grayvalue invariants with local constraints
for object recognition. In Proc. of the International Conference on Computer

C. Schmid and R. Mohr. Local grayvalue invariants for image retrieval. IEEE
Trans. on Pattern Analysis and Machine Intelligence, 19(5):530-534, 1997.

C. Schmid, R. Mohr, and C. Bauckhage. Comparing and evaluating interest
points. In Proc. of the International Conference in Computer Vision (ICCV),

H. Schneiderman. A Statistical Approach to 3D Object Detection applied to
Faces and Cars. PhD thesis, Carnegie Mellon University, 2000.

H. Schneiderman and T. Kanade. Probabilistic modeling of local appearance
and spatial relationships for object recognition. In Proc. IEEE in Computer
Vision and Pattern Recognition (CVPR), pages 45-51, 1998.

H. Schneiderman and T. Kanade. Object detection using the statistics of parts.
International Journal of Computer Vision, 2002.

P.G. Schyns, R.L. Goldstone, and J.P. Thibaut. The development of features
in object concepts. Behavioral and Brain Sciences, 21:1-54, 1998.

L.B. Shams. Development of Visual Shape Primitives. PhD thesis, University
of southern california, 1999.

H.C. Shen and A.K.C. Wong. Generalized texture representation and metric.
Computer, Vision, Graphics, and Image Processing, 23:187-206, 1983.

B. Silverman. Density Estimation. Chapman and Hall, 1986.

J. Smith and S.F. Chang. Tools and techniques for color image retrieval. In
SPIE Proceedings, volume 2670, pages 1630-1639, 1996.

C. Spearman. General intelligence, objectively determined and measured.
American Journal of Psychology, 15:201-293, 1904.



240

[134]

[135]

[136]

[137]

[138]

[139]

[140]

[141]

[142]

[143]

[144]

[145]

[146]

BIBLIOGRAPHY

F. Stein and G. Medioni. Structural indexing: Efficient 2d object recognition.
IEEFE Trans. on Pattern Analysis and Machine Intelligence, 14(12):1198-1204,
1992.

M. Stricker and A. Dimai. Color indexing with weak spatial constraints. In
SPIE Proceedings, volume 2670, pages 2940, 1996.

M. Stricker and M. Orengo. Similarity of color images. In SPIE Conference on
Storage and Retrieval for Image and Video Databases III, volume 2420, pages
381-392, 1995.

M. Swain and D. Ballard. Color indexing. International Journal Computer
Vision, 7(1):11-32, 1991.

G. Taubin. Estimation of planar curves, surfaces, and nonplanar surface
curves defined by implicit equations with applications to edge and range im-
age segmentation. IEEE Trans. on Pattern Analysis and Machine Intelligence,
13(11):1115-1138, 1991.

H. Tenmoto, M. Kudo, and M. Shimbo. Mdl-based selection of the number of
components in mixture models for pattern recognition. In Proc. SSPR/SPR,
pages 831-836, 1998.

B.M ter Haar Romey, L.M.J Florack, A.H. Salden, and M.A. Viergever. Higher
order differential structure of images. Image and Vision Computing, 12(6):317—
325, 1994.

J.P. Thibaut. The development of features in children and adults: The case of
visual stimuli. In Proc. 17th annual Meeting of the Cognitive Science Society,
pages 194-199, 1995.

M.A. Turk and A. Pentland. Eigenfaces for recognition. Journal of Cognitive
Neuroscience, 3(1):71-86, 1991.

S. Ullman, M. Vidal-Naquet, and Erez Sali. Visual features of intermediate
complexity and their use in classification. Nature neuroscience, 5(7):682-687,
2002.

J.H. van Hateren and D.L. Ruderman. Independent component analysis of
natural image sequences yields spatiotemporal filters similar to simple cells in
primary visual cortex. In Proc. Royal Society, Series B, volume 265, pages
2315-2320, 1998.

J.H van Hateren and A. van der Schaaf. Independent component filters of
natural images compared with simple cells in primary visual cortex. In Proc.
Royal Society, Series B, volume 265, pages 359-366, 1998.

V.N. Vapnik. The Nature of statistical learning theory. Springer Verlag, Hei-
delberg, DE, 1995.



BIBLIOGRAPHY 241

[147] J. Vitria, P. Radeva, and X. Binefa. Eigenhistograms: using low dimensional
models of color distribution for real time object recognition. In Proceedings
of the International Conference on Computer Analysis of Images and Patterns
(CAIP’99), Springer-Verlag, pages 17-24, 1999.

[148] C. von der Malsburg. Pattern recognition by labeled graph matching. Neural
Networks, 1:141-148, 1988.

[149] C. von der Malsburg and E. Bienenstock. A neural network for the retrieval of
superimposed connection patterns. Europhysics Letters, 3(11):1243-1249, 1987.

[150] E. Wachsmuth, M.W. Oram, and D.I. Perrett. Recognition of objects and
their component parts: responses of single units in the temporal cortex of the
macaque. Cerebral Cortex, 4:509-522, 1994.

[151] G. Wallis and H. Biilthoff. Learning to recognize objects. Trends in Cognitive
Science, 3:22-31, 1999.

[152] M. Weber, W. Welling, and P. Perona. Towards automatic discovery of ob-
ject categories. In Proceedings of Computer Vision and Pattern Recognition
(CVPR), pages 2101-2108, 2000.

[153] M. Weber, W. Welling, and P. Perona. Unsupervised learning of models for
recognition. In Proc. of the European Conference in Computer Vision (ECCV),
pages 18-32, 2000.

[154] J. Weng and S. Chen. Vision-guided navigation using shoslif. Neural Networks,
11:1511-1529, 1998.

[155] M. Werman, S. Peleg, and A. Rosenfeld. A distance metric for multi-dimensional
histograms. Computer, Vision, Graphics, and Image Processing, 32:328-336,
1985.

[156] C.J. Westelius. Preattentive Gaze Control for Robot Vision. PhD thesis, De-
partment of Electrical Engineering, Linkoping University, 1992.

[157] S. Wild. Seeding Non-negative Matriz Factorization with the Spherical K-Means
Clustering. PhD thesis, University of Colorado, 2002.

[158] L. Wiskott, J.M. Fellous, N. Kriiger, and C. von der Malsburg. Face Recogni-
tion by Elastic Bunch Graph Matching. In Intelligent Biometric Techniques in
Fingerprint and Face Recognition, Chapter 11, CRC Press, 1999.

[159] R.A. Young. The gaussian derivative theory of spatial vision: Analysis of cortical
cell receptive field line-weighting profiles. Technical report, General Motors
Research Publication GMR-4920, 1985.

[160] M. Zerroug and G. Medioni. The challenge of generic object recognition. In
Object Representation in Computer Vision: Proc. NSF-ARPA Workshop, pages
217-232, 1994.





