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Chapter 5

Advanced local characterization of
LSMO nanoislands: PEEM and
KPFM

The present chapter is devoted to the investigation of self-assembled ferromagnetic
La0.7Sr0.3MnO3 (LSMO) nanoislands by means of two cutting-edge nanoscale characteri-
zation techniques. Photoemission electron microscopy (PEEM) combines the high spatial
resolution provided by electron imaging with the chemical, electronic and magnetic in-
formation attainable from X-ray-matter interaction. Meanwhile, Kelvin Probe Microscopy
(KPFM) is based on the contact potential measurement between materials brought into
electrical contact, as originally first achieved by Lord Kelvin back in 1898 [261]. Developed
30 years ago, KPFM is a powerful scanning probe technique, capable now of lateral atomic
resolution in the mapping of local contact potential differences [262, 263]. These two dis-
tinct techniques have in common their rapid and continuous development, caused by the
need to characterize increasingly small objects as well as new and complex materials sys-
tems. In this regard, both PEEM and KPFM characterization of solution-derived LSMO
self-assembled nanoislands constitute a notable challenge, principally due to the insulat-
ing character of the substrates where the nanoislands lie. This makes KPFM measurement
and its interpretation non-straightforward. On the other hand, feasible PEEM experiments
require the a priori metal capping of the insulating samples, greatly reducing the intensity
of the signal coming from the sub-200 nm size LSMO nanoisland. Under this experimental
conditions, we will see, we are close to the resolution limit of the technique. To the best
of our knowledge there are no attempts in the literature concerning the study by PEEM
and KPFM of systems of these particular characteristics. This chapter presents the efforts
in pushing the potential of these techniques towards the characterization of self-assembled
nanoscale magnetic systems.

139



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

5.1 Photoemission Electron Microscopy measurements of self-
-assembled LSMO nanoislands

PEEM offers simultaneous imaging and spectroscopic characterization of material surfaces
with high spatial resolution. Being able to probe the local chemical composition of the
sample, it allows one to independently study the surface of the nanoislands in the case of
self-assembled nanostructured templates, or even to chemically map individual nanoscale
objects. In addition to elemental selectivity, PEEM also enables the study of the magnetic
domain structure of surfaces of films and nanostructures. The recent technological interest
and advances in the fabrication of novel and miniaturized magnetic devices, and the cor-
responding necessity for their fundamental understanding, makes PEEM a very valuable
nanoscale magnetic characterization technique.

5.1.1 Basics on PEEM

In photoemission electron microscopy an intense light such as X-ray radiation, is directed
into a sample triggering the excitation of core-level electrons into unoccupied states. The
holes in the corelevels are subsequently filled by electrons from higher energy states, either
radiatively i.e. with the emission of fluorescence rays, or by Auger electrons that can suffer
multiple scattering and yield a cascade of secondary electrons. The core-level photoemitted
electrons (photolectrons) and the cascade of elastically and inelastically scattered secondary
electrons escaping the sample surface, are then accelerated under high voltages (typically
20 kV). Then, these electrons are carried along an electron-optical system which generates,
transfers, and magnifies the image, finally formed onto a phosphor screen. The electron im-
age is converted there into a visible image by means of a CCD camera (see Fig. 5.1 below).
The energy spectra of the PEEM-transmitted electrons is considerably broad, ranging from
directly emitted photoelectrons to low-energy secondary electrons. This is one of the main
factors that limit the resolution (known as chromatic aberration). Other lens aberrations
include astigmatism or spherical aberration, in which rays at different angles are focused
at different distance from the focal plane. Increasing the acceleration voltage or decreas-
ing the contrast apertures are some of the strategies used to enhance the lateral resolution,
presently at around ∼30 nm, and further improving [264].
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Fig. 5.1: Electron-optics layout within the PEEM chamber. Adapted from [265].
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5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands

X-ray PEEM (X-PEEM) experiments are performed in synchrotron-radiation facilities,
which provide intense, naturally polarized light, with wavelengths ranging from microm-
eters (infrared) up to Angstroms (hard X-rays). X-PEEM is typically operated in the soft
X-ray regime, i.e. with radiation energies in the 100-2000 eV range, where many of the
most important magnetic transition metals like Fe, Co, Mn, and Ni have their L-absorption
edges (the 2p → 3d transition). The K-edge of light elements (O, C, Si...) and the M -edge
of rare-earth metals also fall in this energy range. Fig. 5.2 shows a schematic drawing of
the fundamental instrumental parts constituting a X-PEEM experiment. X-rays, generated
by the deflection of relativistic electrons within the synchrotron storage ring, are directed
into the specific PEEM beamline, after choosing their polarization (either linear, circular
or elliptical). The monochromator in the line selects the energy of the beam, in minimum
steps of 0.1 eV, and a mirror system brings the light onto the sample surface. After the
X-ray interacts with matter, the escaping electrons enter the PEEM electron-optical system
depicted in Fig. 5.1.

Sample
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CCD detector

Polarization selecting 
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Refocusing mirror
Beamline

Synchrotron
Monochromator

aperture
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Fig. 5.2: Schematic drawing of the PEEM integration in a synchrotron facility. Reproduced from
[266].

Chemical and Magnetic contrast in X-PEEM

The fundamental characteristic of X-PEEM is that it provides spatially-resolved chemical
and magnetic contrast in the nm range. This is done by simultaneously recording the emit-
ted electrons, at a certain energy, for every point of the imaged sample. By changing the
energy (in steps as small as 0.1-0.5 eV), the changes in e− emission are monitored in the
form of a darker or brighter contrast. The usual working mode consists in collecting all
of the electrons (directly photoemitted and secondary) that escape from the sample due to
the de-excitation process initiated by the X-ray absorption. This mode is known as Total
Electron Yield (TEY) mode. When the energy of the arriving photons meets that of a certain
electronic transition in a particular element, the absorption is greatly enhanced and this, in
turn, augments the cascade of electrons emitted from that particular spot of the sample (the
spot is seen with bright contrast). It can be demonstrated that if the penetration depth of
the X-rays is larger than the escaping depth of the electrons, ∆, the absorption is directly
proportional to the electron yield signal [265, 267, 268]. The escaping depth is determined
by the average depth from which low energy secondary electrons (the great majority) leave
the sample. This distance is measured experimentally, taking values from 1.5 nm to 2.5 nm
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5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

in ferromagnetic metals (for instance, ∆∼21 Å and 17 (±2) Å have been measured for Fe
[268, 269]). Therefore, X-PEEM is essentially a surface-sensitive technique. By recording
the intensity maps (which constitute the PEEM images) at several energies, and integrating
the stack of images within the area of interest, we obtain the X-ray Absorption Spectrum
(XAS) of that specific sample region. By tuning the energy range and the energy resolution
adequately, not only the general aspects of the XAS spectra but also their fine structure can
be studied. The latter, known as X-ray Absorption Near Edge Structure (XANES) allow
one to discern different valence states of the studied element, as well as to learn about the
chemical environment of the analyzed atoms, since their characteristic spectra depend on
it.

The other major characteristic of X-PEEM is the possibility of imaging the magnetic do-
mains of ferromagnetic surfaces using X-ray magnetic circular dichroism (XMCD). XMCD
is based on the distinct absorption of left- and right-handed circular polarized light by the
electrons of a ferromagnet. The interaction with the illuminating X-rays causes the spin of
photoelectrons to change polarization. This change depends on the helicity of the light and
on the spin state of the excited core-electron and may be expressed in the following way
[265]:

~P (~σ+) = −~P (~σ−) (5.1)
~P (2p3/2) = −k · ~P (2p1/2) (5.2)

Here ~P stands for polarization and σ+ (σ−) for the left-handed (right-handed) circularly-
polarized light. Eq. 5.1 indicates the change in polarization direction when the helicity of
the incident light is opposite. As regards Eq. 5.2, it expresses the dependency of polariza-
tion with the core-electron spin. The splitting of the 2p level due to spin-orbit interaction
gives rise to the L3 and L2-edges in transition metals, which correspond to 2p3/2→ 3d and
2p1/2→3d transitions, respectively. According to Eq. 5.2, the polarization changes sign and
magnitude from one 2p level to the other. Besides, in the case of a ferromagnetic material,
the probability for an electron to be excited into an unoccupied state depends precisely on
its polarization, i.e. on whether it is a minority spin with a large available unoccupied Den-
sity of States (DOS) above the Fermi level (EF ), or, conversely, a majority spin with a low
DOS above EF . As the polarization depends on the helicity of the light (Eq. 5.1) and, from
what we have just said, the transition probability of electrons in a ferromagnet depends on
the polarization of the photoelectrons, it follows that the intensity I of the absorption edge
will be different for opposite light helicities:

I(~σ+) 6= I(~σ−) (5.3)

Fig. 5.3 shows the XAS for the Mn L3 and L2 edges in a La0.7Sr0.3MnO3 thin film at
100 K, measured with the light helicity either parallel or antiparallel to the magnetization.
The XMCD spectrum below, also known as the dichroic spectrum, is then calculated from the
difference between I(~σ+) and I(~σ−) [270]. The integration of intensities and the application
of the so-called sum rules can be further used to calculate the magnetic orbital and spin
moments of the specific elements measured [271, 272].

Regarding magnetic domain imaging, the usual procedure is to collect PEEM images
at fixed photon energies where the magnetic contrast is maximum, i.e. at the L3 or L2

absorption edges for the case of ferromagnetic (FM) transition metals. Contrary to FM ma-
terials, for non-magnetic materials there is no absorption change with circular polarization,
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5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands
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Fig. 5.3: XAS for Mn L3,2-edges in a La0.7Sr0.3MnO3 thin film for light helicity aligned either
parallel or antiparallel to the magnetization vector. The difference between the two spectra yields the

XMCD signal below. The measurement was done at 100 K. Adapted from [270].

i.e. I(~σ+) = I(~σ−). Consequently, the common way of enhancing the magnetic contrast
in PEEM images is by getting rid of the non-magnetic contrast by subtracting two images
taken at the same energy but with opposite helicities:

Aσ(x, y) =
Iσ+(x, y)− Iσ−(x, y)

Iσ+(x, y) + Iσ−(x, y)
(5.4)

where Aσ(x,y) is known as the asymmetry image [265]. Equivalently to Eq. 5.4, the XMCD
image can be obtained by subtracting two images taken with the same helicity but opposite
magnetization directions. A clear example of such contrast enhancement is illustrated on
the left panel of Fig. 5.4 (a) and (b), in which the nickel rectangular structures (12 µm
equivalent diameter) of Fig. 5.4 (b) (the asymmetry image) display purely FM contrast,
after eliminating non-magnetic contributions (chemical, topographical...etc.) exhibited in
Fig. 5.4 (a) [265]. The black and white contrast and the gray shades in between account
for the relative orientation of the magnetization vector with respect to the light helicity.
Indeed, the intensity of the contrast may be expressed as I ∼ ~M ·~σ ∼ I0 cos(α) with ~M the
magnetization vector of the sample and α the angle between the helicity vector and ~M . Fig.
5.4 (c) on the right shows the magnetic domain pattern of a (001)-Fe (001) surface obtained
at the iron L2,3 edge [265]. The arrows display the in-plane magnetization direction within
each domain. In addition to FM samples, X-PEEM can also probe technologically important
antiferromagnetic materials such as Ni and Co oxides or complex oxides like LaFeO3 [273],
taking here advantage of X-ray Linear Magnetic Dichroism.

5.1.2 Experimental procedure: on the metal capping of insulating sub-
strates

We conducted the PEEM measurements at the UE49-PGM-1-SPEEM Beamline at the syn-
chrotron light source BESSY II (Berlin), in the context of the scientific collaboration with
Dr. S. Valencia (BESSY) and with the technical support and supervision of Dr. J. Herrero-
Albillos and the Beamline scientist Dr. F. Kronast. A beam time of 3 weeks in total, sepa-
rated in three periods, was devoted to our samples. We measured self-assembled ferro-
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5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

I(x,y)I(x,y)(a)

(c)

I(x,y)- I(x,y)

I (x,y)+ I (x,y)(b)

(c)

I(x,y)  I(x,y)(b)

Fig. 5.4: (a)&(b) Example of the ferromagnetic contrast PEEM image obtained from the subtrac-
tion of two consecutive images taken at the same photon energy but with opposite helicities. The
subsequent normalization further enhances the FM contrast. The sample consists of rectangular Ni
structures, with∼12 µm equivalent diameter [265]. (c) (001)-Fe thin film PEEM magnetic contrast
image. The various shades of gray are caused by the relative angle between magnetization and the

incident light propagation vector [265].

magnetic LSMO nanoislands on YSZ substrates, grown from 0.03 M precursor solutions,
and heat-treated at 900◦C for 1 h to 3 h. These nanoislands are small, near the PEEM res-
olution, with thickness t∼10-60 nm and lateral sizes D∼40-200 nm, and a variety of aspect
ratios. Among the two possible nanoisland morphologies, we selected the regular-square
nanoislands, described in Chapter 3, mainly because they are larger and appear separa-
ted at larger distances than the rotated-square nanoislands. Recall that samples exhibiting
the (001)LSMO-oriented regular-square nanoislands also display a minority population of
(111)LSMO-oriented triangle-base nanoislands.

With PEEM we can explore both the absorption edges of individual nanoislands and
averaged signals of nanoisland collections. As shown in previous chapters, these ferromag-
netic islands have a TC∼350 K and display various possible nanoscale magnetic configura-
tions, revealed by MFM. As compared to MFM, PEEM offers complementary information
regarding the ferromagnetic structure of nanoislands: it is sensitive to the in-plane mag-
netization direction rather than to the out-of-plane stray field sensed by MFM (recall the
intensity dependence I∼ ~M ·~σ). Furthermore, in PEEM we avoid the influence of the tip on
the magnetic contrast of the sample, and we may thus observe the unperturbed magnetic
structure. Nevertheless, the small island size makes it difficult to resolve their magnetic
domains.

Influence of the capping on photoemission experiments

Before going through the chemical and magnetic investigation of the nanoislands our first
objective is to overcome the most important experimental factor limiting the measure-
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5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands

ments: the insulating nature of the single crystal YSZ substrates. To bring the electrons
emitted from the sample into the microscope, we mentioned earlier that a high voltage
(20 kV) is applied between the sample surface (the cathode) and the first part of the objec-
tive lens, called the extractor electrode (the anode). Consequently, the sample surface, in
contact with the grounded sample-holder, must be conducting. To circumvent this issue
we explored the coating of our LSMO/YSZ nanostructured samples using different non-
ferromagnetic metals: platinum, copper, and aluminum. In the following we explain the
details of this strategy and some of the difficulties it introduces.

First of all, X-rays must get across the metal capping layer into the LSMO nanoislands
without a significant intensity loss. Aluminum cappings are very common in electron emis-
sion microscopies precisely because they are highly transparent to X-rays, compared to
other denser metals like copper or platinum. The latter, in turn, offers a greater conduc-
tivity. Fig. 5.5 (a) shows the attenuation length of X-rays∗, impinging at a 16◦ angle with
respect to the substrate horizontal, for Al, Cu and Pt, as a function of different photon ener-
gies in the 500 eV to 700 eV range [274]. We have chosen to plot this energy range because
it comprises the manganese absorption edge. Additionally, we have selected the 16◦ X-ray
incidence angle because it is the angle (±3◦) used in the experimental set-up of our PEEM
measurements†. The larger this angle, the farther the X-rays will penetrate [see Fig.5.5 (b),
plotted for the case of Pt]. From Fig. 5.5 (a) it is evident that X-rays penetrate long dis-
tances in Al, while for photons of 700 eV, Pt coatings larger than 15 nm produce a decrease
in X-ray intensity above 37%. .
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Fig. 5.5: X-ray attenuation lengths as a function of photon energy, for energies in the 500-700
eV range. (a) Comparison for Al, Cu, and Pt coatings. The X-ray incidence angle was taken 16◦

with respect to the surface horizontal. (b) X-ray attenuation length notably increases with higher
incidence angles. The plot shows the case for Pt at θ=16◦ and θ=90◦.

In order not to decrease the photon intensity substantially, therefore, we should keep
the Pt coating thickness below 15 nm, below 50 nm in the case of Cu, and around a few
hundreds of nm for Al. We knew from previous PEEM experiments in thin LSMO films
[140] that a resistance of the order of 10 kOhms, measured with a two-probe tester, was
sufficiently low to make the PEEM measurement feasible. For electron-beam sputtered
∗X-ray attenuation length is defined as the depth into the material, measured along the surface normal, at

which the X-ray intensity has decayed 1/e (∼37%) with respect to its value at the material surface.
†Selecting an X-ray incidence angle of 16◦ is common procedure in PEEM experiments. It gives a compromise

between having a large signal for in-plane magnetization and being able to detect out-of-plane magnetization
components.
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5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

Pt layers, for instance, we achieved such values with ∼2-5 nm thick coatings. Hence, re-
garding photon penetration, the metallic coating does not hamper the measurement. The
critical point, as we shall see next, relies in the great loss of collected electrons caused by
the capping.

We already mentioned that PEEM is mainly a surface-sensitive technique, since only
electrons ejected within a few nm from the sample surface will be able to leave the sample
and reach the detector. Such electron mean escape depth (∆), in turn, depends on the inelas-
tic mean free path (λi) of electrons (which is a material-dependent quantity), and of the
electron emission angle (α). This dependence is expressed as ∆ = λi cosα. The intensity
due to the surface-emitted electrons, in turn, decays with the increasing capping thickness
t according to the exponential law [275]

IS = I0Se
− t
λi cosα (5.5)

In reality, electrons also undergo elastic-scattering events that change their trajectories. To
take into account such effects one needs to replace λi with L, the effective attenuation length,
which varies with sample thickness and emission angle [275]. In Fig. 5.6 we plot the decay
of the electron intensity (in percents) as a function of the metal capping thickness for the
three metals used (Al, Cu, Pt), and for two different electron energies i.e., 200 eV [Fig. 5.6
(a)] and 1000 eV [Fig. 5.6 (b)]‡. These energy values are far apart from each other and there-
fore set the boundaries for what the decay is like at intermediate energies.The detector, as
in our experiment, is considered parallel to the substrate surface. Note also that two differ-
ent emission angles, α=0◦ and 55◦, were considered. Recall that the electron mean escape
depth varies with the emission angle, and that the majority of our nanoislands are square-
base pyramids faceted in the (111) planes, hence at 55◦ from the substrate horizontal (see
the schematic diagram at the top right corner of Fig. 5.6). The intensity decay is stronger
for electrons leaving the sample at inclined angles than for normal emission (α=0◦). Alu-
minum is the metal showing the slowest decay, and Pt the most rapid, close to Cu in the
case of slow electrons. Anyhow, the thickness values necessary to prevent an excessive loss
of electron intensity are very low: for a Pt capping of t=2 nm the intensity falls to 10% in the
case of 1000 eV electrons, and a capping as thin as t∼1 nm is required to achieve the same
signal in the case of slower electrons. The best situation is found for Al capping, which
allows the same intensity (10%) at twice the thicknesses (∼5 nm for 1000 eV). In addition
to the loss due to the capping we should keep in mind that the electron intensity will first
decay within the LSMO sample before reaching the metal overlayer. Fortunately, this de-
cay is not as strong as in Pt; for the fastest electrons, an intensity loss of 90% corresponds
to values of 4 and 6 nm, for α=55◦ and 0◦, respectively (not shown).

Capping selection experiments

Copper and aluminum capping were performed at the BESSY Synchrotron facility, using
the evaporator system and a separate chamber dedicated to sample sputtering and metal
deposition available in the PEEM. The main advantage is the possibility of starting with
very thin deposits, enter the sample in the PEEM, check whether it conducts, and, if not,
realize further depositions and checks. The disadvantage is that, when the sample does

‡We have calculated these plots through simulations available from the NIST Electron Effective Attenuation
Length Database [276]. These data are based on Eq. 5.5, revised as to take into account L values instead of λi.
They calculate the electron mean escape depth ∆ values for a given α, L and λi.
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Fig. 5.6: Relative decay of the emitted electron intensity as a function of the coating thickness for
200 eV (a) and 1000 eV (b) electron energies. Al, Cu and Pt capping and two possible emission
angles α=0◦ (solid lines) and α=55◦ (dashed lines) are considered. The sketched diagram at the top

right corner illustrates the geometry of such emission processes.

not conduct, we cannot know whether the thickness is insufficient, or whether the problem
stems from the lack of electrical contact between the sample-holder cap and the sample
surface. To verify this, we need to remove the sample from the chamber (thus first undo
the vacuum), check the contact, reposition the cap in the case cap and sample do not make
electrical contact, and re-insert the sample in the PEEM. These checks require successive
venting and pumping down of the load-lock chamber, and ensuring the ultra-high vacuum
(UHV) chamber does not lose its vacuum. On the other hand, Pt-coated samples were
electron-beam evaporated ex-situ (at the Scientific Services of the UAB, Barcelona). Thus,
the sample was known to make electrical contact before introducing it into the PEEM. In
turn, we could not a priori ascertain whether the capping was too thick to be able to detect
any signal until the PEEM measurement was performed.

Among the series of experiments we made to optimize the capping experiments for
enhanced PEEM signal, ex situ evaporated platinum yielded the best results. The next sec-
tions will in fact be based on Pt-coated samples. Copper capping, starting from t=1 nm up
to 5 nm layers did not work: the initial thin layers (1-1.5 nm) produced sparks in the PEEM,
indicative of sample charging, i.e., of insufficiently conducting capping. Moreover, these
sparks did not disappear with increasing coating thickness. This suggests that such sparks
removed part of the Cu layer producing a rough surface with possible bare substrate spots
that did not improve in quality upon further Cu deposition. Regarding aluminum, this was
a priori the best option, according to the X-ray attenuation length and the electron inten-
sity decay studies described above (Figs. 5.5 and 5.6). However, the strong tendency of
Al towards oxidation (its oxidation potential is the highest of all elemental metals except
K, Ca, Na and Mg) can trigger depletion of oxygen from the LSMO upper layers, with the
consequent loss of ferromagnetism [277].

To prevent the Al-triggered LSMO de-oxigenation, we deposited 1.5 nm of Cu prior
to the 5 nm Al capping. Fig. 5.7 (a) shows a PEEM 5 µm field of view (meaning 5 µm
diameter) image of a LSMO/YSZ nanostructured sample, taken at E=639.2 eV. The image
is normalized first by subtracting the detector background image, and second, with the

147



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

subtraction of an image taken at the pre-edge of the Mn L-edge. The latter is often used
to enhance the signal from a particular element [266] and will be invariably applied in all
of the PEEM images shown hereafter. A bright contrast emerges from the island structures
as opposed to the dark YSZ substrate, indicating the presence of Mn within the islands.
Fig. 5.7 (b) displays the TEY XAS for the Mn L edge, obtained by integrating the intensities
within a certain area, selected from the image of Fig. 5.7 (a), for a stack of images running
from the Mn L pre-edge (635 eV) up to 660 eV in the present case. The XAS in the top row
of Fig. 5.7 (b), very noisy, corresponds to a single island, with area around (166× 120) nm2,
comprising ∼126 pixels. If we sum the contribution of a large number of spectra, which
is done by selecting simultaneously a large number of islands, the signal to noise ratio of
the resulting averaged spectrum increases substantially, revealing more detailed absorption
features. Note that the highest peak corresponds to E=639.2 eV, precisely the energy at
which the island contrast is brightest.
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Fig. 5.7: (a) PEEM image at E=639.2 eV of a LSMO on YSZ nanostructured template coated with
1.5 nm Cu (in contact with the sample surface) and 5 nm Al. Field of view FoV=5 µm. (b) XAS
of the Mn L2,3-edges obtained for a single nanoisland (top panel) and for a large number of them

(lower panel). The integration of many nanoislands largely increases the signal to noise ratio.

The difference between the XAS of Fig. 5.7 and that corresponding to stoichiometric
La0.7Sr0.3MnO3 (LSMO), in Fig. 5.3, is remarkable. Although we can recognize some fea-
tures from the ferromagnetic LSMO spectrum in Fig. 5.7 (b), such as the presence of the
double-step background, the general shape of the two spectra differ notably. Moreover, in
measurements on LSMO ferromagnetic thin films done the same day under identical ex-
perimental conditions, the Mn L3 edge was found at∼641 eV, well above the energy shown
by the highest peak in Fig. 5.7 (b) (639.2 eV)§. Our results hence indicate a departure from
the Mn3+/Mn4+ valence composition expected for LSMO. A peak in the XAS at lower
energies than the main L3 peak has been identified in the literature as the fingerprint of
Mn2+ in the case of de-oxygenated LSMO and LCMO surfaces [278–281]. In these works,
the presence ofMn2+ appears superimposed to the originalMn3+/Mn4+ composition (i.e.
coexisting with the ferromagnetic manganite). Also, the Mn2+ is predominantly related to

§The energy resolution was kept at 0.1-0.3 eV for the majority of the spectra.
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5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands

the film surface and grain boundaries, i.e. the places more likely to suffer the effect of atmo-
sphere exposure, defects...etc. The Mn2+ fingerprint of our spectra is even more evident,
suggesting that the de-oxidation of LSMO in our case is more pronounced; this, in turn,
would reduce the fraction ofMn3+/Mn4+ consequently destroying the ferromagnetism of
the compound. Effectively, no XMCD signal could be measured for this sample. In Fig. 5.8
we compare our data (bottom graph) with the XAS for the Mn L edge in two cases having
purelyMn2+. Our results agree much better with this latter spectra than with the spectrum
for LSMO in Fig. 5.3. We can therefore conclude that the copper coating does not prevent
the LSMO de-oxidation caused by the Al capping.
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Fig. 5.8: Mn L-edge XAS for (a) MnO compound [282], (b) Mn2+ in a cubic crystal field, with
field splitting of 0.6 eV [283], (c) LSMO on YSZ nanostructured sample with 1.5 nm Cu + 5 nm

Al capping.

Based on the above study we discarded the copper and aluminum cappings for further
measurements. Therefore, the following analyses are focused on platinum-coated samples,
with estimated thickness between 2 and 4 nm.
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5.1.3 Chemical analysis: probing the nanoscale chemical features

Surface and bulk composition of LSMO nanoislands

The images in Fig. 5.9 were taken at the Mn L3-edge (E=641.3 eV). The 5 µm field of view
PEEM image shown in Fig. 5.9 (a) reveals a dispersion of black spots on a gray background.
The digital zoom (below) shows that these dark dots have elongated shape in the direction
of the illuminating X-rays. Moreover, one can also notice that the black dot is accompanied
by a slightly brighter contrast. This image is the result of merging 10 images taken at the
same energy, and the only normalization done is against the detector. By further subtract-
ing the background image acquired at the Mn L pre-edge, we significantly enhance the
contrast, as evidenced by Fig. 5.9 (b). The dark spots are still there, but now the bright
contrast can also be clearly perceived.

(a) E=641.3 eV (b) E=641.3 eV

X-ray beam X-ray beam

Normalization to 
the pre-edge

FoV=5 m FoV=5 m

Fig. 5.9: PEEM images (5 µm field of view) of a Pt-coated LSMO nanostructured sample taken at
the Mn L-edge. They are the result of merging 10 images. (a) After subtracting the detector image.

(b) After further subtracting the Mn L- pre-edge image.

By illuminating our sample with X-rays at the Mn L-edge energy, we expect the Mn-
rich regions to give a bright contrast, indicative of the 2p → 3d transition and of the sub-
sequent secondary electron emission (see section 5.1.1). In Fig. 5.9 we do, in fact, ob-
serve bright spots, but these appear linked to a black shadow, which is even easier to see
[Fig. 5.9 (a)]. The spatial distribution of the structures and their lateral sizes are in agree-
ment with what one expects from the topology of the self-assembled LSMO nanoislands,
which we checked with AFM beforehand. The presence of the island shadow, in turn, is
the consequence of the X-rays 16◦ grazing angle with respect to the sample surface. PEEM
investigations of nanoislands, although still very scarce and mostly involving semiconduc-
tor nanocrystals, have already identified the shadow effect, which is caused by low X-ray
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incident angles on nm size objects [284–286]. Beyond considering the impact of such ge-
ometrical effects on the intensity of XAS spectra [284], however, no further importance
was ascribed to the presence of the island shadow. Fig. 5.10 (a) shows the same PEEM
data as Fig. 5.9 (b), using a different color scale to better distinguish the island and island-
shadow features. Blue corresponds to the highest TEY values (island) and red to the lowest
(shadow), with white in between. In Fig. 5.10 (c) we plot the laterally resolved spectra ob-
tained from integrating the selected areas in (b) for a number of images running from the
Mn L pre-edge up to the post-edge. While the top graph in Fig. 5.10 (c) shows the expected
absorption spectrum, the bottom graph displays the reversed Mn L3,2 edges characteristic
of a transmission experiment. The origin of these two information sources, simultaneously
obtained in our case, relies on the experiment geometry, as we will discuss next.
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Fig. 5.10: (a) PEEM image from Fig. 5.9 (b), displayed now with a blue-red color scale. Blue
corresponds to bright contrast (enhanced TEY signal) and vice versa. (b) Island and island-shadow
regions for a single nanostructure. (c) Laterally-resolved spectra corresponding to the island and

island-shadow regions marked in (b).

We plot the schematic diagram of our experimental configuration in Fig. 5.11 (a). The
light impinges on the island at a 16◦ angle, goes through the Pt coating (not drawn to scale)
and part of it passes through the whole nanoisland reaching the opposite side. The LSMO
nanostructure in the sketch exhibits the 55◦ inclined (111) facets, as in the real case, and
its proportion (lateral size D=3.5 times the island thickness) is also within the measured
nanoisland aspect ratio statistics. When the energy of the X-rays matches the Mn L-edge,
absorption processes occur throughout the entire island, triggering the cascade of electrons
that produce the TEY signal. Because of the small mean escape depth of electrons, es-
pecially in Pt, many of them won’t be able to leave the island; only very few, the most
superficial of the LSMO island, will escape and be collected to form the image. Meanwhile,
the X-rays will have traversed the entire island since the attenuation length of X-rays is
much larger than the electron escape depth. In the process, however, the Mn atoms located
deep within the bulk of the island will undergo the same absorption processes we just men-
tioned. The result of such a large number of photons being absorbed is that the light that
reaches the other end of the structure is less intense. And it is more or less intense depend-
ing on the degree of absorption suffered in the bulk, i.e. depending on the energy value.
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This is precisely what happens in a transmission experiment. Therefore, due to the grazing
incidence, we have the negative image of what happens in the island bulk. The secondary
electrons that do not come from the Mn-rich places form the grayish background, with
much smaller intensities. At the shadow places, however, the electrons that reach the de-
tector are less than those coming from the background, simply because the X-ray intensity
reaching that places is less.

In brief, thanks to the grazing angle of light, which permits some rays to reach the
substrate surface at the opposite end of nanoislands, we have access to the chemical in-
formation of the bulk of the nanostructure. The Pt capping, although greatly reducing the
incoming signal, further restricts the information depth of the TEY signal to the very surface
of the island. The latter, instead of a limitation, appears in the present case as an advantage,
because it gives us access to the information of the island surface, which is complementary
to the bulk characterization obtained by the transmission results. In Fig. 5.11 (b) we plot
the result of integrating both island and island-shadow areas, as we did in Fig. 5.10 (c),
but now for a total of ∼85 nanostructures in order to enhance the signal to noise ratio [we
have also reversed the transmission spectrum (bottom panel) to better compare its features
with the spectrum from the nanoisland surface (top panel)]. Let us once more underline
that we identify the island (bright and blue contrasts in Figs. 5.9 and 5.10, respectively)
with the surface information, and the shadow (dark and red contrasts in Figs. 5.9 and 5.10,
respectively) with the bulk information. The bulk spectrum in Fig. 5.11 (b) displays the
shape of the expected Mn L2,3 edges XAS for Mn3+/Mn4+ composition according to the
0.7:0.3 La-Sr ratio in La0.7Sr0.3MnO3. It is remarkable its good agreement with the XAS for
La0.7Sr0.3MnO3 reported by de Jong et al. [278]. In contrast, the surface spectrum displays
larger differences. In addition to being noisier (the intensity counts were ∼43% of the in-
tensity of the bulk spectrum) it also shows a new peak at around 639.5 eV, which does not
appear in the bulk spectrum.

In the previous section we discussed the peak at low energy of the Mn L-edge spec-
trum (∼639.2 eV) in terms of Mn2+ formation due to the aluminum capping. At variance
with that sample, where theMn2+ signal was dominant, the results here show that the low
energy (∼639.5 eV) peak is a secondary feature superimposed to the characteristic bulk
LSMO spectrum. Meanwhile, the nanoisland bulk shows no traces of such low-energy
peak, as confirmed by the transmission spectra. Hence it appears that, in agreement with
previous experiments [279, 280], if that peak is related to the Mn2+ ion, its presence is lim-
ited to the surface, where it coexists with the Mn3+/Mn4+ mixed valence composition.
Moreover, Mn2+ formation, which occurs at expenses of destroying the Mn3+/Mn4+ sto-
ichiometric ratio in La0.7Sr0.3MnO3, is expected to decrease the ferromagnetic signal of the
compound. Therefore, its presence can be related to the ferromagnetic dead layer concept
already introduced in Chapters 3 and 4. In other words, the loss of ferromagnetic signal ob-
served in manganite nanoislands on YSZ (with respect to bulk LSMO), which we argued in
terms of the generally accepted concept of a surface/interface dead magnetic layer, could
be rooted in the presence of Mn2+. It should be noted, nevertheless, that the subtraction
of the bulk spectrum from that associated to the surface did not yield as clear a Mn2+ fin-
gerprint as the ones reported in the literature [279, 280] (not shown). It turns out that the
signal from the surface is too weak and noisy with respect to the bulk signal to be able to
discern a clean signal.

The origin of Mn2+ ion was claimed to be related to oxygen vacancies found at the
surface [280]. In turn, the surface de-oxygenation was explained as a consequence of
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Fig. 5.11: (a) Schematic diagram of the X-rays impinging at 16◦ on a LSMO nanoisland. The yellow
circles illustrate absorption events from which electron cascades are generated. The X-rays that
manage to cross the entire island are less than those at the beginning. (b) The particular experiment
geometry enables discerning island surface and island bulk XAS for the Mn, averaged among ∼85
islands in these particular graphs. The reported XAS corresponding to the Mn3+/Mn4+ ratio in

La0.7Sr0.3MnO3 [278] has been plotted for comparison.

vacuum annealing [278, 280], or of reduction processes during ambient exposure to CO
[281]. Other origins of spectral variations in the Mn L-edge were ascribed to changes in
the Mn3+/Mn4+ ratio and in the crystal field strength [283]. Our results suggest that a
certain amount of Mn2+ is present at the surface of nanoislands, but a number of tests, left
for future work would be needed to ascertain such hypothesis. One could i) check whether
upon annealing under different oxygen partial pressures the low-energy peak changes, ii)
perform the PEEM experiment on different days and check for variations in the ambient-
sensitive Mn2+ peak (the present measurements were performed two months after the
sample synthesis), iii) check the low energy peak of the oxygen K-edge (∼530 eV), which
is related to the hybridization of O 2p orbital with the Mn 3d orbitals. A hypothetical de-
crease in the intensity of such peak could be related to a higher 3d level occupancy due
to the presence of Mn2+. In fact, we did attempt this latter study but our oxygen spectra
did not yield any useful information, mainly due to the small intensities we were dealing
with. Also, note that mirrors (and other objects along the beam trajectory towards the sam-
ple), have oxygen contamination: the oxygen spectral features of our sample were thus not
clearly discernible from those caused by absorption processes before reaching the sample.

Comparison of (001)LSMO and (111)LSMO nanoislands

One of the strengths of PEEM regarding nanostructured samples is that, because of its space
resolution, it allows one to identify, select, and study distinct features. We exploited this
potential for the individual study of the spectral shapes corresponding either to (001)LSMO-
oriented and (111)LSMO-oriented nanoislands. The former constitute the majority of the
population, with square-base truncated pyramidal shape and (111)LSMO inclined facets [we
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referred to them in the description of the shadow origin in Fig. 5.11 (a)]. The (111)LSMO

nanoislands, by contrast, are the triangular-base nanoislands, which we have already in-
troduced in the previous chapters. As they are different both in morphology and crystal
structure, we aim now at verifying whether there is a sizable difference in their chemistry.
Fig. 5.12 (a) shows a PEEM image taken at the Mn L3-edge with circularly polarized light.
We show this image because it facilitates the identification of nanoislands in terms of square
or triangular. The XAS data displayed in Fig. 5.12 (c), however, are calculated from mea-
surements with linear polarized light, the same kind of measurements done to calculate the
XAS data shown in Figs. 5.10 and 5.11. Islands that could be distinguished unambiguously
are marked in red (square nanoislands) and blue circles (triangular nanoislands) in Fig. 5.12
(a), and are the ones used for building the laterally-resolved spectra on the right. The small
differences between squares and triangles we can observe in the spectra of Fig. 5.12 (c)
spectra are of the same order as the differences that arise from one individual island spec-
trum to another, regardless of its geometry. Thus, no measurable differences emerge from
the Mn spectra of these two types of nanostructures. Note that, although a little noisier, the
Mn island surface and bulk L-edges here presented show the same trends as depicted in
the previous XAS analysis.
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Fig. 5.12: PEEM analysis of (001)LSMO and (111)LSMO-oriented LSMO nanoislands reveals no
differences in their chemistry. (a) 5 µm field of view image taken at the Mn L3 edge with circularly
polarized light. A few recognizable square and triangular islands appear within red and blue circles,
respectively. (b) Enlarged image of the area marked with dashed lines in (a). (c) Mn L-edge XAS
corresponding to the square and triangular islands, further separated in terms of their surface and

bulk contributions.

La M -edge

Contrary to the Mn L-edge, the XAS features of the lanthanum M -edge, which involves
3d5/2, 3d3/2 → 4f transitions, reveal little of the specific chemical composition of LSMO.
This is mainly because of the great valence stability of the lanthanum ion, which exhibits
a single oxidation state, La3+. Fig. 5.13 (a) shows the PEEM image, after normalization,
taken at the La M5-edge. As for Mn, this image is also the result of 10 merged images. The
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XAS at the right side show the surface (top panel) and bulk (bottom panel) contributions
obtained by selecting either island or shadow regions, respectively. We have also plotted
the TEY spectrum from the literature corresponding to lanthanum in LaAlO3, where La
displays the same 12-fold coordination as in LSMO [287]. One can notice that there is
a considerable difference between the intensities of the M5 and M4 peaks. Otherwise, the
main information we extract from the lanthanum XAS is the presence of La on the substrate
surface. This is consistent with the observation that the substrate exhibits residual material
in the form of small dots [see the AFM topography image in Fig. 5.13 (c)]. As we saw
in Chapter 3, such material diffuses towards the islands upon longer annealing times and
higher temperatures.
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Fig. 5.13: (a) PEEM 5 µm field of view image taken at the La M5-edge showing the bright and dark
contrasts characteristic of our experiments. (b) La M-edge XAS of the island surface (top panel)
and bulk (bottom panel). The absorption spectra show no significant differences. A La M-edge for
LaAlO3 is also plotted for comparison [287]. Analysis of sites without islands reveal the presence
of lanthanum on the substrate surface. This is in agreement with the AFM study of the sample (c),

which reveals residual material on the substrate surface.

In summary, throughout this section we have investigated the manganese L-edge XAS
of LSMO self-assembled nanoislands on YSZ. The small nanoisland sizes (t below ∼40 nm
and D below ∼200 nm), along with the X-ray 16◦ incidence angle, have made the nanois-
land surface and its bulk contribution separately accessible. Thanks to this fact we can
confirm that the majority of the island, corresponding to the bulk contribution, displays
the manganese XAS expected for bulk LSMO. Hence this result supports our assumption,
in the previous chapters, that the ferromagnetic signal obtained from SQUID and MFM
measurements effectively stems from the actual La0.7Sr0.3MnO3 compound. Meanwhile, a
certain de-oxigenation has been detected on the surface of the nanoislands, evidenced by
means of a slight peak at low energy values, which suggests Mn2+ formation. This could
be related to the loss of magnetic moment obtained from macroscopic SQUID magnetom-
etry, i.e. to the dead layer concept we introduced in previous chapters. The individual
chemical analysis of (001)LSMO and (111)LSMO-oriented nanoislands, has shown that no
detectable differences exist between the two populations. Finally, lanthanum M -edge XAS
has shown no remarkable features but for the detectable presence of La on the YSZ subs-
trate. The latter is in agreement with the presence of small particles between the LSMO
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nanoislands shown by AFM measurements.

5.1.4 Magnetic analysis: the limits of XMCD in nanoscale metal-coated
LSMO nanoislands

Now that we have investigated the absorption spectra for individual and LSMO nanois-
land ensembles, we move on to study their magnetism. As we explained in section 5.1.1,
we collect PEEM images at the Mn L-edge with circular-polarized light of opposite he-
licities. The result of subtracting two images taken with opposite helicities, the so-called
asymmetry image (Eq. 5.4), will reveal the ferromagnetic contrast present in our sample. One
should keep in mind that the intensity of such contrast goes like I ∼ I0 cosα, with α the
angle between the sample magnetization vector and the light helicity vector. Hence, if the
magnetic moments, despite being in-plane, they are oriented 90◦ with respect to the X-rays,
the contrast will be null. In order to enhance the contrast as much as possible, we saturate
the samples in-plane, prior to inserting them in the PEEM chamber, using a 1 T permanent
magnet. Then, in remanence after retiring the magnet, we place the sample in the magnetic
sample-holder, making sure that the saturation direction is parallel to the in-plane projec-
tion of the 16◦ impinging light. Fig. 5.14 shows a schematic diagram of how the sample is
located with respect to the X-rays and to the coils of the magnetic sample-holder.

Fig. 5.14: Illustration of the sample placed with respect to the incident X-rays and to the magnetic
field H generated by the sample-holder coils.

XMCD at room temperature

Our LSMO/YSZ self-assembled nanoislands are ferromagnetic, as we have seen by SQUID
magnetometry and MFM. Fig. 5.15 shows the hysteresis loop, at 300 K, of the 0.03 M 900◦C
heat-treated LSMO/YSZ nanostructured sample that we will study with PEEM. We place
it on the sample-holder with no applied field. Considering the magnetic volume derived
from the estimated thickness (teq∼3.5 nm), the magnetization takes a value of ∼308 kA/m
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at saturation (∼2.7×10−5 emu, see Chapter 3). At zero applied field, in contrast, the mag-
netic moment value falls a ∼80% from its saturation value, i.e. down to ∼57 kA/m. A
maximum field of±178 Gauss was applied for room temperature measurements. For these
field values, according to the macroscopic magnetization loops, the magnetic moment ex-
hibits a value of 1.9 (±0.1)×10−5 emu (∼217 kA/m); the ±0.1 error stems from whether
we are on the upper or lower branch of the loop. Hence, the drop from saturation is now
of ∼30%. Although notably improving with respect to the remanence regime, we do not
achieve complete saturation of the sample with these fields.
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Fig. 5.15: Magnetic moment vs. magnetic field hysteresis loop at 300 K for the LSMO/YSZ nanos-
tructured sample measured by PEEM (0.03 M, 900◦C heat-treated). The field was applied in-plane.
The augmented view of the center region is displayed on the inset, in red. The signal decrease from
saturation is of∼80% for remanence, and of∼30% for the maximum 178 G applied field within the

PEEM.

The result of XMCD measurements in remanence are shown in Fig. 5.16. For each
XMCD image (1 stack), we recorded 60 images with one helicity and other 60 images with
the opposite helicity, with an exposure of ∆t=3 s per image. Fig. 5.16 (a) displays the PEEM
image at the Mn L3-edge taken with left-handed circular polarized light, after merging 7
different stacks collected in the above mentioned way. Thus, Fig. 5.16 (a) is the result of
averaging 420 images. To this image we subtract the opposite helicity image, identically
obtained, which yields the XMCD image of Fig. 5.16 (b). In the red-blue color scale, red
indicates magnetic moments ~m oriented antiparallel to the X-rays (negative contrast), and
blue means that ~m is parallel to the incident light direction (positive contrast). White indi-
cates no magnetic contrast.

Some of the nanoislands evidenced by small squares in Fig. 5.16 (a) appear in the
corresponding XMCD image as dark-blue spots, which is the evidence of the ferromagnetic
nature of islands. A careful inspection of the images allowed us to determine that the blue
contrast in Fig. 5.16 (b) stems from the shadows of Fig. 5.16 (a). Recall that the intensity
of the transmitted signal (the shadow) is twice as large as the intensity coming from the
island surface. Hence, it is reasonable to think that the signal we observe is in fact the
difference between the two more intense signals, i.e. those coming from the transmission.
Note that, since the transmission signal is identical but opposite in sign to the absorption
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signal, the XMCD will also be opposite in sign. In other words, if blue contrast means
magnetic moments parallel to the incident light, the islands we observe in Fig. 5.16 (b)
are magnetized antiparallel to the X-rays. The line scan across an individual nanoisland,
Fig. 5.16 (c), shows that the amplitude of the signal is only ∼3.3 times the noise peak-to-
peak amplitude, despite the large number of scans we have averaged. Regarding the XAS
measurements, the intensity signal we measured was barely a 5% of the total available
intensity, due to the Pt coating. The magnetic signal is now a ∼20% of that 5%, i.e., a ∼1%

of the total signal. We are therefore very close to the detection limit.
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Fig. 5.16: (a) 5 µm field of view PEEM image taken with left-handed circular polarized light. (b)
Remanence XMCD image of the region in (a), after ex-situ saturation of the sample. The islands
giving ferromagnetic contrast are marked inside black squares. Some examples of large islands
giving no XMCD signal are indicated with dashed-line squares. Within light-blue squares we have
marked a few islands showing simultaneous blue and red contrast (see text). (c) Line profile showing

the intensity of the signal at one of the blue-contrast islands (red dashed line in (b)).

We know from SQUID magnetometry that the magnetic signal in remanence is very
low, ∼57 kA/m. By XMCD too, it appears that few of the islands (in blue) are contributing
to the magnetic signal parallel to the initial saturation field. We cannot properly tell the
inner distribution of the magnetic domains in such islands, e.g. whether they are single
domain or multidomain, because of the limited resolution. This limit can be estimated
by the smallest lateral size of the observed contrasts, which is around ∼150 nm [see Fig.
5.16 (c)]. Considering the exceedingly small signal, and the loss of precision in the island
shapes caused by the Pt capping, even achieving such a resolution is quite remarkable.
Other islands give no contrast, presumably because their magnetic moments are oriented
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90◦ with respect to the incident light. Finally, a few islands displaying both blue and red
contrast have been marked inside light-blue squares in Fig. 5.16 (b). Note that this double
contrast is related to individual islands, i.e. from the correspondence between Fig. 5.16 (a)
and Fig. 5.16 (b) we can rule out the possibility that it might originate from two different
adjacent nanostructures with opposite magnetic moments. In fact, there are no isolated red
islands: in remanence, none of the islands have reversed magnetization. The red contrast
we observe appears next to the blue contrast of the same island. Such a contrast fits well
with an in-plane swirling magnetic configuration, i.e. with a vortex flux-closure state. We
shall come back to this point later on.

By applying in-plane magnetic field we expect to change the magnetic configuration
of the LSMO nanoislands. From the averaged SQUID data (Fig. 5.15) we expect a signifi-
cant increase in the magnetization signal with applied magnetic field; such increase should
be somehow reflected in the XMCD contrast. Fig. 5.17 (a) shows the XMCD image, at the
Mn L3-edge, that results under an in-plane applied field of 178 Gauss. Since the contrast
we observe is positive we know from I ∼ I0 cos(α) that magnetic moments and incident
X-rays are parallel. As these magnetic signal comes from the island shadow, however, what
we have in reality is the magnetic field applied anti-parallel to the X-ray beam. Note that,
compared to Fig. 5.16, a greater number of dots appear with the blue contrast here: the
magnetic field enhances the alignment of the magnetic moments. However, the contrast is
quite weak and noisy. This is because the images in Fig. 5.17 are averages of two stacks of
images, instead of the seven stacks used for Fig. 5.16. When we switch the applied field
direction, Fig. 5.17 (b), we observe a reverse in the contrast: nanoislands are now seen as
red spots. This provides further evidence on the ferromagnetic origin of the contrast. The
line scans below each PEEM image display this reversal in terms of a change from positive
to negative signal, implying that the relative orientation of magnetic moments with respect
to the light has reversed.

It is also noteworthy that Fig. 5.17 (b) appears noisier than Fig. 5.17 (a) (the red spots
are harder to detect from the background). This loss of contrast is further evidenced in
the decrease of intensity (from 14×10−3 to 10×10−3) observed in the line scan. A possible
reason for this loss could be that the field we are applying is not really -178 Gauss but
somewhat less, caused by some remanent magnetic field at zero applied current. Another
source of contrast loss could be some kind of sample damage due to the prolonged exposure
of the region to continuous radiation. This particular region was exposed to no less than
1.5 h of X-ray irradiation, since the first image of Fig. 5.17 (a) until the last of Fig. 5.17 (b).
We shall discuss this point in the following.

Influence of X-ray irradiation time on the XMCD signal

A potential loss of magnetic signal with increasing X-ray sample irradiation is not a minor
issue. We cannot expect to address physical changes in the magnetic signal of our LSMO
nanoislands with varying magnetic field, if such variations are, in part, due to the signal
degradation caused by X-rays.

Fig. 5.18 displays the lower left-corners of the images that comprise the XMCD image
of Fig. 5.16 (b) (recall that the latter is the result of merging 7 XMCD images collected in
sequence). Each of the 7 images of Fig. 5.18 have a line scan corresponding to one indivi-
dual island. We observe that there are fluctuations in the intensity of the magnetic signal of
the island investigated, but these are random fluctuations, i.e. there is no monotonic decay
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Fig. 5.17: (a)&(b) 5 µm field of view XMCD images taken with opposite applied fields of± 178
Gauss. The change of field direction is accompanied by a change in the magnetization direction of
nanoislands. This is evidenced by a blue to red contrast change and the associated sign reversal in

the line scan.
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of the intensity that could suggest a gradual loss of the signal. We can thus conclude that,
throughout the ∼45 min of continuous irradiation from image 1 to image 7, the X-rays do
not affect the magnetism of the islands.
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Fig. 5.18: Left-bottom corner of each of the 7 images that conform Fig. 5.16 (b), numbered in chrono-
logical order. The set of accompanying line-scans express the intensity evolution of the XMCD

contrast with time, corresponding to a single island (marked within black squares).

If we now study what happens after longer exposure times, however, we find conclu-
sive evidence that the XMCD signal can completely fade away. On the left hand side of Fig.
5.19 we have the same XMCD image as shown in Fig. 5.16 (b), displaying the nanoisland
contrast at zero applied field. On the right, the same sample spot is imaged, at 178 Gauss,
after a large number of experiments were done in between. We have estimated that the
area was exposed to X-ray irradiation for a total of ∼15 h, with 2 breaks of a few hours in
between due to the synchrotron beam injection. The sample was therefore steadily illumi-
nated for about 7 h. The result of such exposure is the total loss of XMCD signal in the area,
even at an applied field of 178 Gauss. Besides, by moving the illuminated spot to other
sample regions, we regained the XMCD signal. Hence, the apparent sample damage after
such long exposure times is due to X-ray irradiation.

Next, we want to check whether upon X-ray irradiation there are sizable changes in
the chemical spectra of manganese. If we compare the Mn L-edge XAS features of a group
of nanoislands at a certain time and ∼45 min after continuously irradiating the same spot,
we observe no relevant differences [see Fig. 5.20 (a)]. This is in agreement with the fact
that no magnetic signal loss was observed after ∼45 min of steady irradiation. Fig. 5.20
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Fig. 5.19: (a)&(b) 5 µm field of view XMCD images of the same sample spot showing the loss of
magnetic signal upon 7 h of continuous X-ray irradiation.

(b), in turn, compares the Mn L3-edge XAS for a nanoisland ensemble at a moment when
XMCD signal was measurable, with a XAS of the same group of nanoislands at an instant
when the signal was no longer detectable (after 7 h of irradiation). Although for fine-
structure considerations a better signal to noise ratio is required, it appears evident that the
Mn L3-edge is still present after having lost the magnetic signal. Furthermore, we do not
find a decrease in the signal intensity nor the low-energy peak, at ∼639.2 eV, characteristic
of Mn2+ formation. Hence, apparently, the lack of magnetism is not caused by having
chemically altered the manganite.
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Fig. 5.20: (a) Mn L-edge XAS of a LSMO nanoisland ensemble after X-ray irradiation during∼15
min (t1, black) and ∼60 min (t1+ 45, red). The spectra exhibit no appreciable variations. (b) Mn
L3-edge XAS of a LSMO nanoisland ensemble after X-ray irradiation during ∼15 min (black) and

for more than 7 h (blue).

After the previous results, we can now think of a different mechanism that could lead
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5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands

to the fading of the magnetic signal. Pt is a good thermal conductor, with thermal con-
ductivity values of around κPt(300 K)∼71.6 W/m×K [288], and it is hence expected to
easily lead the X-ray power, in the form of heat, into the LSMO nanoislands, which have a
poor thermal conductivity of κLSMO(300 K)∼2.4 W/m×K [289]. The heat within the small
LSMO nanoisland cannot easily dissipate since islands stand on top of an extremely good
thermal insulator, YSZ¶ [κY SZ(300 K)∼2.2-2.6 W/m×K [290]], and thus the nanoisland is
expected to rise its temperature a lot, which would not happen if it were epitaxially grown
onto a metallic substrate. Therefore, LSMO nanoislands under prolonged X-ray irradiation
could undergo the ferromagnetic to paramagnetic transition, by being heated above their
Curie temperature TC∼350 K.

XMCD at 110 K

The interest of measuring our LSMO nanoisland system at low temperatures is two-fold:
on one hand, the magnetic signal is stronger below 300 K, so we expect to enhance the faint
magnetic contrast we obtain at room temperature (RT). On the other hand, this study will
clarify whether the magnetic signal loss observed at RT is effectively caused by heating the
LSMO above its Curie temperature. Our experimental set-up allows us to reach a minimum
temperature of 110 K. The magnetic hysteresis loop of the LSMO nanoisland ensemble (0.03
M) at 110 K, as measured with SQUID magnetometry before the PEEM experiments, is
plotted in Fig. 5.21. The saturation magnetic moment is ∼4.6×10−5 emu (∼526 kA/m)
while, in remanence, the magnetization value drops a ∼50% from the saturation value.
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Fig. 5.21: Magnetic moment vs. magnetic field hysteresis loop at 110 K for the LSMO/YSZ nanos-
tructured sample measured by PEEM (0.03 M, 900◦C heat-treated). The field was applied in-plane.
The augmented view of the center region is displayed on the inset, in red. The signal decrease from

saturation is of ∼50%.

Fig. 5.22 (a) displays a 5 µm field of view PEEM image taken at the Mn L3-edge. The
interesting thing about this image is that the Pt capping has worn out a little, in the form
of horizontal scratches; this results in a greatly increased brightness for nanoislands next to
¶The low thermal conductivity of YSZ makes it the material of choice for thermal barrier coating applications,

where the ceramic is required to protect metallic parts of engines subject to very high operational temperatures of
around 1200◦C.
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these scratches. One can notice, in the areas where the capping layer is intact, that the island
and shadow contrast is identical to that shown earlier in the chapter (a representative island
with its associated shadow is indicated in the figure). Conversely, near the thinned Pt, the
island surface signal is remarkably improved, confirming the critical role of the capping
in the collected electron intensity. Note also that the shadow can still be detected next to
the bright islands, as expected, since its origin is exclusively due to the grazing X-ray angle
and the nanoisland geometry. The direction of the incident light, as well as the two possible
application directions of the magnetic field, are depicted in Fig. 5.22 (a).

Fig. 5.22 (b) shows a 3 µm zoomed XMCD image, taken in remanence, of the region
marked within dashed white lines in Fig. 5.22 (a). We have numbered some of the large
islands in both images, to better see the image correspondence. With respect to our RT mea-
surements, the present low T XMCD image shows a considerable contrast enhancement.
Note that the most intense contrasts, those of the large triangular islands, coincide with the
scratched-capping sites. For the islands located below the numbered islands, the contrast
is notably weaker. Nevertheless, even at these sites we can easily discern many double
spots, aligned with the light direction, and with opposite colors. These double spots corre-
spond to a single island, in particular, to the island and the island-shadow. This confirms
our previous hypothesis that the contrast arising from island and island-shadow should be
opposite, with the difference (with respect to RT measurements) that we are now able to
see them both, thanks to the enhanced intensity conditions. Note that not all of the nanos-
tructures exhibit the same island and island-shadow sizes; this depends on the specific
nanoisland geometry and orientation. In fact, for the islands at the very thin Pt capping
sites (the scratches) the shadow loses relevance with respect to the bright island signal, and
we mostly observe a single large spot coming from the island [some of these single spots
have been marked with stars in Fig. 5.22 (b)]. In the following, we will refer exclusively to
the contrast arising from the island, not from the island-shadow.

Along with the double-spots we have just described, we find single islands giving ad-
jacent blue and red double spots, for instance the triangular nanostructure numbered 3.
Instead of one on top of the other, these spots are located one next to the other, perpendic-
ular to the X-ray incidence direction. Such contrast arrangement is in agreement with two
antiparallel magnetization vectors, next to each other, characteristic of a magnetic vortex.
The perpendicular magnetic moments necessary to achieve the flux-closure configuration,
being 90◦ oriented with respect to the X-rays, give no contrast. We have therefore the
evidence of magnetic vortices in some of these nanoislands, which we already suggested
in the RT results. Furthermore, we have the first confirmation that the magnetic config-
uration of triangles may also be that of a vortex. Remember that, by means of Magnetic
Force Microscopy, we could not resolve their magnetic structure due to the influence of the
tip, which wiped the magnetic domains within the triangles back and forth upon scanning
(Chapter 4). Some of the vortices (V) are indicated with red squares in Fig. 5.22 (b). The rest
of the nanoislands exhibit either a blue or a red contrast, characteristic of a single domain
(SD) state (some of them are also marked with squares). It is highly possible that these ap-
parently uniform contrasts might comprise a mixture of differently oriented domains (i.e.
a multidomain structure), considering the large size of some of those islands. However,
detecting these variations is beyond our experimental resolution.

In addition to an enhanced magnetic contrast, no critical magnetic contrast loss was
detected upon continuous X-ray irradiation of the same spot at low temperatures. We can
thus confirm our hypothesis that the X-rays are not intrinsically damaging the LSMO but
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Fig. 5.22: (a) 5 µm field of view PEEM image at the Mn L3-edge showing a large increase in the
intensity signal at the central part, i.e. where a thinning of the Pt capping occurred. (b) Remanence
XMCD image of the zoomed-in region, approximately indicated with dashed lines in (a). Numbered
nanostructures serve as reference with respect to (a). Vortex configurations (V) and single domain
configurations (SD) can be distinguished. Some representative examples are marked within red and

blue squares, respectively.

producing a temperature gradient that makes the system non-ferromagnetic when mea-
sured at RT. Therefore, we may now safely study the changes in the magnetic configu-
ration of individual nanostructures under applied field. This time, magnetic fields up to
±700 Gauss could be applied within the PEEM chamber. The maximum field applied in
the course of imaging was, nevertheless, ±350 Gauss.

Fig. 5.23 exhibits a number of XMCD images of the same spot taken at different stages
throughout the magnetic history of the sample. The XMCD image in the top row, taken in
remanence, corresponds to the same region shown in Fig. 5.22 (b). Some representative vor-
tex and single domain configurations are marked with red and blue squares, respectively.
The sample was previously saturated with a negative field (H<0). This can be deduced
from the fact that the majority of the single domain islands we observe in remanence show
a blue (positive) contrast, which indicates magnetic moments aligned parallel to the inci-
dent X-rays [i.e. H<0, see Fig.5.22 (a)]. The three XMCD images of the bottom row were
taken at the same magnetic field,∼260 Gauss, but at different times, i.e. following different
magnetic states. The sequence that was carried out is illustrated by A, B... letters on differ-
ent points of the 110 K macroscopic hysteresis loop of the sample, indicating the magnitude
of the field and the order in which it was applied.

By increasing the magnetic field from 0 to +260 Gauss, opposite to the incident light,
some of the nanoislands magnetic configurations undergo detectable variations. The same
islands within squares in the remanence A image, are also marked with squares in B. Those
showing detectable changes with respect to the previous image are marked with black
solid lines, while the rest are enclosed in gray dashed squares. Notice, for instance, how
the two islands named 1 and 2 in image B lose the blue contrast shown in A, under the
influence of a +260 Gauss field opposite to their magnetization‖. This lack of contrast, even
more evident in image D, could indicate that a coherent rotation demagnetization process
is taking place, with the magnetic moments aligning close to perpendicular to the X-rays

‖Recall that we refer only to the island (not island-shadow) contrast.
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at that particular stage. Even clearer is the vanishing contrast in island 3 of image B with
respect to its blue contrast in A. Applying a considerably larger field, i.e. ∼450 Gauss (point
C in the hysteresis cycle), we achieve the total reversal of that island, which, going back to
260 Gauss (image D), does not regain the faint contrast of image B.

Regarding islands 4, 5, and 6 in image B, these were all vortices in the remanence image
A. In the case of 5 and 6 they were already non-centered vortices, with non-compensated
parallel and antiparallel domains. The domain parallel to the applied field (red) spreads
to the whole nanoisland in B, until reaching a single-domain state. The vortex evolution
is more clearly seen in nanoisland 4, where the applied field makes the red domain grow
at expenses of the blue, but the vortex is not yet annihilated. In fact, this suggests that the
vortex core movement (the middle part between blue and red), moves perpendicular to
the applied field, as generally expected. The evolution of nanoisland 4 towards a single
domain configuration is further evidenced in D. Other significant transformations one can
observe include the total reversal, in image D, of the large triangular island 7: in the in-
crease from 260 Gauss up to 450 Gauss and back to 260 gauss the nanostructure undergoes
a 180◦ change in magnetization. Identical behavior, although only after reaching higher
fields (∼700 Gauss), is exhibited by island 11 in image F.
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Fig. 5.23: XMCD study of the magnetic configuration evolution of LSMO nanoislands with applied
magnetic field. Images are labeled A, B...etc. in chronological order and in correspondence with the
applied fields pointed in the 110 K hysteresis loop. Black solid squares mark nanoislands that have
undergone a transformation in their magnetic configuration with respect to the previous image, and

gray-dashed squares mark those which remain the same.

Fig. 5.24 displays another set of XMCD images at various magnetic fields, as illustrated
by the different points marked on the hysteresis cycle. The 5 µm field of view XMCD im-
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magnetic structure within the range of applied magnetic fields.
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ages show the same PEEM image of Fig. 5.22 (a). Again, the islands that have changed
their magnetic configuration with respect to the previous image are marked with solid
black squares, and gray dashed-line squares denote those that remain unaltered. From the
study of this set of XMCD images one can see that large triangular nanoislands, in the mid-
dle of the image, easily change their magnetic configuration upon application of a magnetic
field. Take, for instance, nanoislands 1, 2, and 3. Nearly at every registered magnetic field
variation we see a change in their magnetic configuration: from single domain to vortex,
vortex evolution, reversed single domain etc. This behavior suggests a magnetically soft
nanostructure, whose magnetic configuration is easily perturbed. During MFM imaging of
triangles in Chapter 4, in fact, we also observed such “softness”, manifested in the influ-
ence of the magnetic tip on the nanoisland original magnetic configuration. At the other
extreme we find examples like those of islands 4 and 5: they exhibit an initial red single-
domain contrast, which, upon multiple changes in magnetic field direction and magnitude,
does not suffer any detectable alteration.

In conclusion, the XMCD studies presented here highlight once more the rich variety
of nanoscale magnetic behaviors exhibited by the solution-derived self-assembled LSMO
nanoislands. This landscape can only be revealed from a nanoscale spatially-resolved tech-
nique that allows one to individually characterize each nanostructure, and identify details
that appear hidden in the averaged macroscopic magnetometry measurements. This sce-
nario was already extensively described in the previous chapter, devoted to the investiga-
tion of the nanoisland magnetic structure by Magnetic Force Microscopy. We there could
correlate the nanoisland size and aspect-ratio to its preferential magnetic ground state. The
present PEEM investigation, in turn, has allowed us to answer some of the questions that
raised during the MFM study: for example, we have seen that triangular nanoislands can
display a magnetic vortex configuration, and, additionally, the evolution of the contrast
under an applied magnetic field is consistent with the expected behavior of a vortex core,
i.e. is perpendicular to the field. Regarding the vortices in the square-shape nanoislands,
which we saw in Chapter 4 to move parallel to the external field, we could not determine
their behavior by PEEM. On one hand, it is not straightforward to characterize square is-
lands displaying a vortex state (they tend to be smaller islands). On the other hand, a
motion parallel to the field implies subtle contrast changes difficult to resolve. Once more,
one should rely on micromagnetic simulations that take into account the real shape of the
nanoislands. These, as already commented in Chapter 4, are currently in progress.

5.1.5 Conclusions

Along the previous pages we have explained and discussed the PEEM experiments and
their results on the system of ferromagnetic self-assembled LSMO nanoislands on YSZ.
Special emphasis was given to the metallic capping required to accomplish the measure-
ments, since samples must be electrically conducting (YSZ is a good insulator) and be-
cause, as we showed here, a successful capping is crucial and not straightforward. After
demonstrating the suitability of platinum against copper and aluminum, we have moved
on to the XAS study of the manganite nanoislands. We have taken advantage of the ge-
ometrical shadow-effect caused by the 16◦ X-ray incidence angle impinging on the small
nanoislands (D.200 nm and t.40 nm), to simultaneously and separately analyze their
surface and bulk composition. We have thus seen that the Mn XAS within the nanoisland
(the bulk part) exhibits the spectral features expected for stoichiometric La0.7Sr0.3MnO3. In
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contrast, there is evidence of a certain Mn2+ formation at the island surface, which sup-
ports the hypothesis of a superficial ferromagnetic dead layer on the LSMO nanoislands,
discussed in previous chapters. It was also proved that, within experimental accuracy, the
chemistry of the nanoislands does not depend on its crystallographic orientation. Magnetic
measurements by means of XMCD have shown that the islands are indeed ferromagnetic.
Nevertheless, we have seen that the Pt capping in such small nanostructures substantially
reduces the intensity signal in the XMCD experiments, especially at high temperatures,
where the magnetization value of manganite is small. The exposure to X-rays, for as long
as seven hours and at room T , has been proved to heat the irradiated spot above the man-
ganite TC , with the corresponding loss of magnetic signal. In order to avoid the heating
and to enhance the signal to noise ratio, we have performed experiments also at 110 K. The
greater intensities, especially at places where the capping appears to have slightly worn
out, has evidenced the presence of magnetic vortices in the (111)LSMO-oriented triangular-
shaped nanoislands, which magnetic state was not accessible in the MFM experiments of
Chapter 4 (recall that the tip stray field modified its magnetic configuration). Moreover,
these vortices move, as theoretically predicted, perpendicular to the applied field. We have
finally studied the magnetization processes of individual islands subject to different exter-
nal magnetic field values. Our observations reveal that the variety of island shapes and
sizes comprising the system of self-assembled LSMO nanoislands implies a correspond-
ingly varied landscape of magnetization processes. It is also worth remarking that in the
evolution of nanoislands with applied field there is no evidence that the magnetic state of
an island should influence that of its neighbour islands. This agrees well with our hypoth-
esis of Chapter 4 that the magnetic interaction between nanoislands is negligible. A more
detailed study considering XMCD imaging at many different field values, given an island
large enough to resolve its structure can, in a future work, provide full hysteresis cycles of
individual LSMO nanoislands.

5.2 Kelvin Probe Force Microscopy study of self-assembled
LSMO nanoislands

KPFM is the scanning force microscopy tool used for measuring the work functions of
different metals with nanometer spatial resolution [291, 292]. The work function values
of a metal are known to sensibly vary with contaminants, adsorbed layers, different recon-
structions and defect structures on the surface, and such variations can be locally addressed
with KPFM [293]. Increasingly during the past decade, the use of KPFM has been extended
to other materials, being applied in the characterization of semiconductor nanostructures
and devices [294–296] as well as to measure charge-related phenomena on insulating sur-
faces [297–300]. The precise mechanisms acting between the tip and the sample are of-
ten complex and difficult to understand, and hence the interpretation of KPFM results is
not trivial and straightforward [301, 302]. In this section we focus on the KPFM study of
self-assembled LSMO nanoislands on insulating YSZ substrates, detailing the experimental
procedure and, from a critical perspective, analyzing the obtained results.
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5.2.1 Basics on KPFM

KPFM measures the contact potential difference (CPD) between the sample and a sharp
metallic tip placed a few nm above its surface. CPD (or VCPD) is defined as the electric
potential difference between two points in vacuum, each of them close to the surface of
a different metal, while these metals are uncharged and electrically contacted. KPFM is
a Scanning Probe Microscopy technique which relies on the Kelvin method [261]: when
two metals, arranged in a parallel plate capacitor geometry as illustrated in Fig. 5.25, are
contacted, electrons will flow from the material with lowest to the material with highest
work-function, until the Fermi level of the two equilibrate [Fig. 5.25 (b)]. At that point,
an electrostatic field develops between the two conductors. We can nullify this field by
applying a certain voltage, VCPD, which equals the work-function difference between the
two materials, i.e. eVCPD =∆φ =φtip − φsample [Fig. 5.25 (c)], with e the electron charge.
Strictly speaking, this expression only holds for the case of metals [261, 291, 303]. For
insulating samples, the VCPD does not equal the difference in work functions between the
tip and the sample, since the electrically contacted conductors in that case are the tip and
the sample-holder, not the sample. Moreover, the voltage applied to nullify the electric
field will counteract, in addition to the VCPD, any potential difference that may build-up
as a consequence of the bulk insulator in-between the tip and the sample-holder [297].

As a type of Scanning Probe Microscopy (SPM), KPFM senses the interaction, in par-
ticular the electrostatic interaction, of the nm lateral-size tip with the sample underneath
[293]. As we also commented for magnetic force microscopy (MFM) in Chapter 4, the criti-
cal point in SPM is to be able to separate the specific interaction we want to measure, in this
case electrostatic, from the number of short and long-range forces that are present between
the tip and the sample. These interactions include short-range repulsive forces due to the
overlapping electron wave functions, Van der Waals attractive forces, adhesion and friction
forces...etc. In order to separately measure the electrostatic force with the Kelvin method,
the vibrating capacitor method is used [304], first implemented into a Force Microscopy by
Nonnenmacher and co-workers [291]: either the tip or the sample are biased by applying
an alternating voltage Vac at a frequency ω, along with a continuous voltage Vdc. The en-
ergy in a parallel plate capacitor is given by U = 1

2C(∆V )2, whereC is the local capacitance
between the tip and the sample and ∆V is the potential difference between them. Because
of the existence of the CPD, the potential difference is given by: ∆V =(Vdc-VCPD)+Vacsinωt.
The electrostatic force is the gradient of the energy:

Fel = −1

2

∂C

∂z
(∆V )2 (5.6)

where the z-axis is the direction perpendicular to the sample surface. Substituting the ex-
plicit expression of ∆V in Eq. 5.6, developing it, and rearranging the result in terms of the
dependency with ω, three different terms arise: Fel=Fdc+Fω+F2ω , where

Fdc = −1

2

∂C

∂z

[
(Vdc − VCPD)2 +

V 2
ac

2

]
(5.7)

Fω = −∂C
∂z

Vac(Vdc − VCPD) sinωt (5.8)

F2ω =
V 2
ac

4

∂C

∂z
cos 2ωt (5.9)

The first term, Fdc, contributes to the topography signal by the static deflection of the tip,
and the time-dependent Fω and F2ω , can be separately measured by lock-in techniques.
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Fig. 5.25: Schematic illustration of the Kelvin method for CPD measurement. (a) Two conductors,
sample and probe, are arranged as a parallel plate capacitor separated a distance d. (b) Upon elec-
trical contact, electrons flow from the material with lowest work-function to the material with the
highest work-function until the Fermi levels of the two equilibrate, leaving both conductors charged
which yields an electrostatic field to develop between them. (c) Such electrostatic force can be nul-
lified by application of the Contact Potential Difference, which equals the difference between the

work-function of the two metals.
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The term ∂C
∂z depends on the probe-sample geometry and on the dielectric characteristics

of the sample, so it will change with varying sample topography, tip-sample distance, and
with the dielectric properties. The term F2ω , which exclusively depends on this derivative
(Vac is an externally set constant), can be used for capacitance microscopy [305, 306]. Fω
causes the cantilever to vibrate and is the signal used in KPFM measurements: the voltage
value Vdc we need to apply to make Fω=0 is, precisely, the CPD value between the tip and
the sample, Vdc=VCPD. Therefore, by monitoring the voltages that make Fω=0 at each (x,y)
point of the sample, we obtain a CPD map of the scanned area.

Simultaneously to the CPD image, during KPFM operation we obtain the topography
image of the studied surface. In fact, one of the uses of KPFM is the imaging of real topo-
graphical features, free from electrostatic artifacts that may cause errors in the estimation
of the lateral and vertical dimensions. To be able to measure topography and KPFM si-
multaneously we need to disentangle the influence due to Van-der-Waals attractive forces
(responsible for topography) and the long-range electrostatic interactions. Generally, the
cantilever first resonance frequency (f0) is used for topography imaging while the alternat-
ing voltage Vac is set at a frequency fac =ω/2π well separated from f0: some experiments
use small frequencies in the 1-10 kHz range [307–309] while others enhance the resolution
of the measurement by tuning ω to the second cantilever resonance frequency (f2∼6f0)
[310–312]. In either case we have two feedback loops, one for the height control which
gives us the topography signal, the other for detecting and subsequently enforcing Fω=0.

The same concepts related to the Dynamic mode operation explained in section 4.1 of
Chapter 4 are applied in KPFM measurements. In brief, the interactions between the tip
and the sample are measured by detecting the variations in the characteristic parameters of
the oscillating cantilever: its amplitude, its phase, and its frequency. The shift in frequency,
for instance, is given by: ∆f ≈ − f

2k
∂F
∂z , with k the cantilever spring constant. The Scanning

Probe Microscope then works by utilizing these parameters as feedback parameters so that
any deviation from the set-point value is followed by a response to restore such set-point.
Such response is recorded at every (x,y) point during the scanning of the sample, and hence,
we obtain the spatially-resolved image of the desired physical property.

5.2.2 Experimental procedure

The KPFM measurements described here were done in the context of a short three month
stay at Prof. M. Salmeron’s group at the Materials Science Division of Lawrence Berke-
ley National Laboratory (LBNL), under the supervision of Dr. A. J. Katan. A UHV AFM
instrument (model 350AFM/STM) equipped with a SPM100 control electronics (RHK Tech-
nology) was used, operated at room temperature and with a base pressure of around
p∼10−8 Torr. We worked in the Dynamic Non-Contact mode using the resonance fre-
quency of the cantilever as the feedback parameter for topography measurements (Fre-
quency modulated-AFM). An independent demodulator was employed for such purpose
(EasyPLL from Nanosurf). For Kelvin operation we used a Lock-in Amplifier (Perkin
Elmer) and a PID feedback controller (SIM960, Stanford Research Systems). Fig. 5.26 dis-
plays the main parts of the experimental set-up we employed. The sample, a 0.5 mm thick
YSZ insulating substrate, was pasted with Ag paint to the grounded sample-holder, and
the voltages were applied to the conducting tip.

Frequency modulated operation mode is the usual working mode for topography
feedback in UHV, after the pioneering work by Albrecht et al. [313]. In the general Dy-

172



5.2. Kelvin Probe Force Microscopy study of self-assembled LSMO nanoislands

load-lock
chamber

laser beam

INSTRUMENT

SCAN  HEAD

turbo-pump

pre-pump
cantilever+tip

position-
sensitive

photodiode

piezo-tubes

ion-pump

FM D d l t  
CONTROL ELECTRONICS

FM-Demodulator 
(TOPOGRAPHY FEEDBACK) PID Controller + LIA (KPFM)

Fig. 5.26: Experimental set-up for simultaneous Frequency modulated-AFM and KPFM measure-
ments using the UHV AFM/STM (RHK Technology) from Prof. Salmeron’s group at LBNL.

namic AFM, a cantilever far from the sample surface, which oscillates at its free resonance
frequency f0, is set to oscillate slightly off-resonance (at its set-point value f ). The tip will
then approach the sample until it reaches that precise oscillation frequency (set-point). To-
pography variations of the sample surface will cause the oscillation amplitude to change
and the frequency value to deviate from the set-point value f . In the Frequency modulated-
AFM mode the feedback loop will then adjust the tip to sample distance in order to restore
the set-point frequency f . In other words, the feedback reacts to keep the frequency shift
∆f = f − f0 value constant and thus topography images are constant frequency-shift im-
ages. One could also work in Amplitude-Modulated AFM or ‘slope detection’ mode, in
which the feedback parameter is the amplitude of the oscillation. However, the time nec-
essary for the amplitude to reach, after its change, a steady state (necessary for feedback
purpose) is τ=2Q/ω0, where Q is the cantilever quality factor and ω0 its resonance fre-
quency [222]. Such value results unsuitably large in UHV systems, where Q is ∼104-105 In
Frequency modulated-AFM, by contrast, this problem is avoided because the immediate
change in frequencies is detected.

All of the images reproduced in the following were done using Si tips from Budget Sen-
sors with an electrically conducting chromium/platinum coating (5 nm Cr + 25 nm Pt, with
Pt the outward layer) [314]. Their resonance frequency is found in the f0∼68-75 kHz range
and the spring constant k is around 2.5-3 N/m. The nominal radius is R ≤25 nm. Typ-
ical peak-to-peak oscillation amplitudes, measured through the register of the cantilever
thermal spectrum and the oscillation amplitude in the oscilloscope, were in the range of
Ap−p∼2-10 nm.

Fig. 5.28 displays the main channels, significant for the Kelvin Probe signal analy-
sis, that we recorded on a LSMO/YSZ self-assembled nanoisland system. As explained
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Fig. 5.27: The resonance curve for a cantilever shifts its resonance frequency value from ω0 to ω′0
due to the tip-sample interaction (∆ω ∝ ∂F

∂z
). Such variation causes a variation in the amplitude,

∆A, as measured in the set-point value ωd. Reproduced from [313].

above, the topography signal registers the piezo changes in order to keep the frequency-
shift constant. The frequency shift map to its right, hence, records the error due to the
feedback, which is always more evident at the edges of abrupt structures. The CPD chan-
nel corresponds to the DC voltage (applied to the tip in our case) necessary to make the
Fω component equal to zero, i.e. this is the CPD or Kelvin signal. We measured the Kelvin
signal in the Amplitude Modulated-KPFM mode, which means that we measured and nul-
lified the amplitude of the Fω component. In analogy to the aforementioned Amplitude
modulated-AFM and Frequency modulated-AFM, Amplitude modulated-KPFM and Fre-
quency modulated-KPFM use the amplitude of Fω component and its gradient for feedback
in Kelvin operation, respectively (see for instance reference [293]). To the right of the CPD
image we show the Kelvin Error image, which registers the feedback error in nullifying
Fω , and hence will be accentuated where large CPD changes are present. When the Kelvin
feedback is OFF, this channels gives the measure of the electrostatic force between the tip
and the sample. For every image we recorded both forward and reverse scans to be able
to separate true contrasts from scanning artifacts (only the forward scan is shown in Fig.
5.28.) The resolution of the images was typically 256×256 pixels.

Before performing the Kelvin measurement, an important step is the tuning of the
feedback parameters (Proportional, Integral, and Derivative gains of the PID controller)
to make sure that the feedback is working fast enough with respect to the scanning speed.
For this reason also the scanning speed was generally kept notably low, at values ∼0.15-
0.2 Hz (∼5-6.5 s/line). Fig. 5.29 shows the time-dependent oscilloscope behaviors of the
CPD, Kelvin Error, and Topography signals, at the moment of turning the Kelvin feedback
on, and off again. The abrupt change of the CPD and of its error signal indicates that
the PID parameters are working fast enough (otherwise the change with time would be
progressive). The values of the Kelvin error axis, both absolute and relative, depend on
the sensitivity of the lock-in at the time of scanning, as well as on its output voltage (2.5
V), and hence are not meaningful. In contrast, although the absolute values in the CPD
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TOPO Frequency-shift CPD Kelvin Error

(-0.62 V,-0.57 V) (0.31 V,0.63 V) (-2.7 V,2.7V)z:28 nm

Fig. 5.28: Principal channels to be recorded throughout KPFM measurements. In addition to the
simultaneous topography and CPD images, their corresponding error signals are also displayed. The

images are 1 µm× 1 µm.

signal varied notably in both magnitude and sign (sometimes during the course of the same
image), the relative island to substrate CPD variations remained roughly constant. These
variations in the absolute value of the voltage to be nullified, however, made it necessary
to constantly check and re-tune the feedback operation, which at times was difficult. We
believe that these variations could arise from trapped charges on our insulating substrate,
which may be inhomogeneously distributed at defect sites or kinks of the YSZ surface. The
electric field generated by such charges in the tip ‘image’ charges varies with the tip-sample
distance, and so does the voltage required to nullify such field [300]∗∗.

The optimal set-points for our measurements of LSMO nanoislands on YSZ substrates
ranged from ∆f∼-35 Hz to ∆f∼-60 Hz, corresponding to typical tip to sample distances
ranging from less than 5 nm to slightly above 8 nm, as measured from Force-Distance
curves. We routinely adjusted the set-point, so we expect different tip to sample distances
for different measurements. Note that none of these PID tuning difficulties arose when we
performed preliminary KPFM measurements on LSMO thin conducting films (not shown
in this work). The stability of these samples during the KPFM was ideal, the CPD absolute
voltages were identical, before and after tip-withdrawal, experiment after experiment etc.
This observation supports our ascribing the former voltage variations to trapped charges
on the insulating YSZ sample. Regarding the topography signal, it is worth commenting
on the ∼1 nm height change produced by the ON-OFF turning of the Kelvin feedback.
This is precisely the evidence of an electrostatic force, in this case repulsive, between the
tip and the sample, which is present when there is no Kelvin feedback. At the moment the
electrostatic force is made zero, with the turning ON of the feedback, the tip increases its
distance from the sample (by∼1 nm) so that the ∆f is kept constant (otherwise ∆f would
fall to lower values due to the absence of repulsion).

5.2.3 Origin and evidence of the KPFM contrast in LSMO on YSZ nanos-
tructured samples

The following sections are devoted to the results concerning the KPFM measurements on
self-assembled LSMO nanoislands on insulating YSZ substrates, with particular emphasis
on the experimental concerns related to their physical interpretation. A small 240 nm× 240
∗∗In their KPFM study of alkali halide surfaces Barth and Henry ascribe the observed potential contrasts, which

are typically observed at kink sites of steps of the sample surface, to negative net charges, caused by impurities
within the crystal [300].
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Fig. 5.29: Kelvin feedback testing through the time response signal analysis. Tip and sample are
at the set-point distance, and the topography feedback is kept ON, i.e ∆f=constant, the whole time.
The abrupt changes in time evidence that the PID controller is doing well. The change registered in

topography reveals the presence of the electrostatic force.

nm area, containing a single LSMO nanoisland, is imaged in Fig. 5.30. The top row shows
the topography-related information of a well-defined LSMO nanoisland with a thickness
t∼22 nm and a lateral size D∼100 nm. Note that the island displays a rotated-square mor-
phology, one among the two main morphologies observed in LSMO/YSZ nanostructured
samples (see Chapter 3).The simultaneous Kelvin measurement of the island is shown at
the bottom row of Fig. 5.30. A clear bright contrast, as compared to the dark YSZ substrate,
emerges from the island in the potential image Vdc. Meanwhile, the Kelvin error signal ex-
hibits very low contrast, featuring the expected changes where abrupt contrast variations
occur, i.e. at the edges of the island in this case. A line scan across the Vdc image shows
that the potential difference between substrate and island is ∼120 mV. Statistical analysis
of a large number of pixels at substrate and island spots give also a very similar potential
jump of ∆V =110±10 mV. Note that we have named the Kelvin image Vdc, instead of CPD,
as we did in Fig. 5.28, despite being exactly the same channels, identically measured. Vdc
is the bare continuous potential applied to the tip in order to make Fω=0. On the other
hand, CPD entails a physical meaning, the Contact Potential Difference between the tip
and the sample electrode. According to Eqs. 5.7 to 5.9, routinely used to explain the bases
of KPFM, Vdc equals the CPD. This, however, is not strictly true for our case, as we will
explain shortly. In the following, we will refer to Vdc images as potential images.

We plot a schematic diagram of the system under study in Fig. 5.31. Tip and sam-
ple, separated a distance z, are there the capacitor plates. At variance with the canonical
KPFM operation example where the sample surface is metallic, in our system the capacitor
architecture is formed by the tip and the sample-holder, which is grounded. On top of the
sample-holder lays a massive 0.5 mm thick insulator, the YSZ substrate, which supports a
dispersion of comparatively tiny LSMO nanoislands on its surface. Hence in the expres-
sion for the electrostatic force between the capacitor plates (Eq. 5.6) the capacitance C and
the potential V will include the combined effect of the two dielectric media in between:
vacuum (or air) and the YSZ substrate. In other words, the voltage we apply in order to
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Fig. 5.30: Simultaneous topography (top row, (a)) and KPFM measurements (bottom row, (b)) of an
individual LSMO nanoisland on YSZ. The surface potential variation between island and substrate

is ∼110 mV.

make Fω=0 depends not only on the CPD due to the tip and the sample-holder surfaces
but also on the dipoles or charges, that may develop at the LSMO/dielectric, vacuum/YSZ
interfaces [297].

If we consider the simplified picture of the parallel plate capacitor and disregard bor-
der effects, we may write the potential drop along the two dielectrics in between, vacuum
and YSZ, in the following way:

∆Vdielect. = E1z + E2l (5.10)

whereE1 andE2 are the electric fields in the vacuum (between the tip and the YSZ surface)
and within the YSZ, respectively, both of them perpendicular to the vacuum-YSZ interface.
z and l are the corresponding dielectric thicknesses (see Fig. 5.31). As there is no free electric
charge on the insulator surface, the boundary conditions for the displacement vector at the
vacuum-YSZ interface require that ε0εrE2−ε0E1 = 0, where εr is the relative permittivity of
YSZ (which takes values around ∼25 [315] and ∼29 [316]). If we now insert a conductor of
thickness t in between the two plates at a distance (z−t) from the tip, the voltage difference
will vary accordingly:

∆Vdielect.′ = E′1(z − t) + E′2l (5.11)

where nowE′1 andE′2 are defined by the condition of no electric field within the conductor,
i.e. E′1 = −σ

ε0
andE′2 = σ′

ε0εr
for the fields in vacuum and within the YSZ, respectively. σ and

σ′ refer to the free surface charge density on the top and bottom plates of the conductor,
respectively. Adding the potential drops in Eq. 5.10 and 5.11 to the expression ∆V =(Vdc-
VCPD)+Vacsinωt, and substituting the new potential difference in the expression for the
electrostatic force (Eq. 5.6), we may derive the expressions for the ω component of the
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Fig. 5.31: Schematic diagram of the experimental set-up for the KPFM measurement of LSMO on
YSZ nanostructured system.

force, Fω , both for the tip positioned on top of the bare YSZ substrate and on top of the
LSMO nanoisland:

FY SZω = −∂C
∂z

Vac

[
Vdc − VCPD − E1z −

E1l

εr

]
sinωt (5.12)

FLSMO
ω = −∂C

′

∂z
Vac

[
Vdc − VCPD +

σ(z − t)
ε0

− σ′l

ε0εr

]
sinωt (5.13)

where C and C ′ correspond to the capacitances of each of the two architectures (dielectric
and dielectric+ conductor). The voltages required to make that component equal to zero
over the YSZ substrate or the LSMO island will hence be:

V Y SZdc = VCPD + E1

(
z +

l

εr

)
(5.14)

V LSMO
dc = VCPD − σ

z − t
ε0

+
σ′l

ε0εr
(5.15)

And the difference between the two leads to

∆V LSMO−Y SZ
dc = −σ z − t

ε0
+

σ′l

ε0εr
− E1

(
z +

l

εr

)
(5.16)

Note that the VCPD voltage term due to difference in work function between the tip and the
sample-holder is canceled, i.e. we do not have a dependence with respect to the sample-
holder. In contrast, we obtain an expression which is dependent upon the distinct charge
distributions at the LSMO surfaces. Note that this picture is a rude oversimplification of
the real experimental set-up, as we have considered that the LSMO conductor in-between
the two dielectrics consists of two infinite parallel plates. In reality, the LSMO nanoislands
are finite solids, with well-defined crystal planes that connect the upper and lower paral-
lel surfaces. Instead of charge distributions, in a faceted finite size metal in equilibrium
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such as these nanoislands it is generally talked of the surface dipole of a specific surface,
which is the origin of its work function and thus it is directly related to the geometric and,
in consequence, the electronic structure of that specific surface [317, 318]. This issue will
be discussed later in the chapter. The above oversimplified view, however, is useful to
illustrate the role of the bulk insulator, while it highlights that the relative potential differ-
ences between the substrate and the LSMO islands do not depend on the sample-holder
electrode.

In addition to a remarkable contrast difference between the LSMO nanoislands and
the YSZ surface of Fig. 5.30, careful measurements of some islands, which generally im-
ply very low scanning speeds (∼5-6.5 s/line), enable the observation of contrast variations
within one island. The potential images of Fig. 5.32, for instance, evidence a brighter con-
trast at the lower half of the island. This potential variation is quantitatively shown in the
line-scans of Fig. 5.32 (c): we have plotted the nanoisland topography (top row) and po-
tential (bottom row) profiles, corresponding to the white dashed lines in the images. A
potential jump of around ∼80 mV is measured within the island, in agreement with the
statistical Vdc distribution study of the regions marked in blue squares and numbered 1, 2,
and 3. After verifying that the Kelvin feedback is working correctly, a number of tests are
available to assess whether this is a physical effect or an artifact: we can repeatedly scan the
island, combining different directions, e.g. back and forth downwards [Fig. 5.32 (b), top
row] or upwards, changing the angle of the tip with respect to the sample [from 0◦ in Fig.
5.32 (b) top to 90◦ in Fig. 5.32 (b) bottom row. . .etc. Other tests include slight variations
of the tip to sample distance, or playing with the scanning speed. After taking such pre-
cautions we can thus conclude that there is a real difference in the potential between those
two island halves. According to what we saw earlier this could be linked to a difference
in the charge distribution within the upper facet. In turn, such charge inhomogeneities
could have multiple origins: different surface reconstructions of the facet yielding distinct
charge distributions or the presence of defects on the surface promoting the adsorption of
contaminants, are only some of the possible scenarios.

Fig. 5.33 shows the KPFM measurement of three different LSMO nanoislands from
the same sample as above. The top panel displays the topographical information of the
nanostructures, i.e. the topography and its corresponding error image, plus a line scan
along the dotted white line drawn in the topography image. The line profile displays a
t∼20 nm thick island next to a small t∼10 nm island. The simultaneous potential and its
error measurements are shown in the lower panel [Fig. 5.33 (b)]. The two largest islands
are now characterized by a bright halo at their edges, surrounding a darker contrast in the
middle; the latter is still ∼60 mV above the substrate contrast [see the line profile in Fig.
5.33 (b’)]. The potential we measure at the edges is around ∼60 mV above the value at the
center of the island (i.e. 120 mV above the substrate surface). If we perform a statistical
analysis of the potential difference between the substrate and the whole island (including
both edges and center), we obtain the distribution plotted in Fig. 5.33 (b”), where two
clear peaks are separated ∼100 mV; this is roughly the value expected from averaging the
potential values of the island edge and center. All these observations point at possible
differences in the electrical nature of the lateral and top facets of some of the islands. The
fact that the bright halo at the island edges does not appear always (we do not see it, for
instance, in the island of Fig. 5.32, although it has a similar thickness) suggests that it is
not a measurement artifact. Indeed, the small nanoisland of Fig. 5.33 does not exhibit the
edge feature. Instead, it shows a homogeneous ∼60 mV potential difference with respect to
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Fig. 5.32: 260nm×260nm images of a LSMO nanoisland on YSZ. (a) Topography and frequency-
shift images. (b) Potential images acquired with the tip scanning in the X (0◦, usual way) and Y
(90◦) directions. (c) Line profiles of the topography and Vdc images, corresponding to the white
dotted lines across the island. The values below are the potential differences of the two distinct
halves of the island with respect to the substrate, calculated from statistic evaluation of the squares

numbered 1, 2, and 3 in the Vdc image.

the YSZ substrate. In the Vdc image it appears that the tip, with a radius of around R∼25
nm rapidly widening away from the apex, cannot fully resolve the small lateral separation
between the large and the small island. A hypothetical effect of the lateral edges is thus
not discernible. The small height of the island, however, implies very small lateral facets
which suggest that the contrast we observe is mainly caused by the planar top facet. Note
that this island, half the thickness of the previous discussed, exhibits the same ∼60 mV
potential difference, which can be taken as a further indication that the signal we measure
does not come from the topography.

As a matter of fact, the ‘leakage’ of topographical information into the potential chan-
nel is a major issue of concern, since it can lead to physical interpretation of measurement
artifacts. It is especially challenging to disentangle the topography influence from purely
electrostatic signals in cases like the present one, where the abrupt changes in the topogra-
phy are accompanied by a change of material. The problem of the tip-sample convolution,
common to all scanning force microscopies and already mentioned for MFM in Chapter
4, is indeed also present in KPFM. For the case of the electrostatic interaction, not only
the tip apex contributes to the contrast observed at a certain (x,y) position, but other parts
of the tip, further separated from the sample surface, will also contribute, since the elec-
trostatic force is long ranged and the whole tip is conducting. Consequently, the contrast
exhibited by a particular (x,y) spot will display a certain proportion of contrast belonging
to other spots in the sample, which is one of the reasons why achieving lateral resolution
in KPFM is harder than in topography measures, and why long tips with small opening
angles are ideally required. In addition to lowering the resolution of the potential image,
it was demonstrated that the convolution due to the tip-sample geometry may result in a
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Fig. 5.33: 260nm×260nm images of LSMO nanoislands on YSZ. (a) Topography and frequency-
shift images. (a’) Line scan corresponding to the dotted white line in the topography image (a). (b)
Potential and Kelvin error images. (b’) Potential profile along the line marked in the Vdc image in (b),
revealing a higher potential at the island edges with respect to the center. No such feature is observed
in the contrast belonging to the lowest (t∼10 nm) island, which exhibits a potential difference of∼60
mV, analogously to the large island center. (b”) Potential distributions of the island and substrate
regions within the dotted square area marked in (b). The mean difference between substrate and

island (edges and center) is around ∼100 mV.
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certain cross-talk of the potential signal with the topography signal; this was named the ‘to-
pography artifact’ by Morita and co-workers [319]. Such effects are mainly observed in the
case of granular films with grain sizes of the order of or smaller than the radius of the tip
[320]. In the case of our nanoislands (D∼100-250 nm), although we cannot fully rule out a
partial contribution from the topography, it will emerge clearly from the analysis through-
out this chapter that this is a secondary effect compared to the main signal. In line with
this issue, Fig. 5.34 shows the topography and potential images of a LSMO nanoisland on
top of a CeO2 buffer layer. The topography image shows an ill-defined amount of material
protruding from the darker substrate. By comparison with other islands in this sample (not
shown) we are able to distinguish the squared shape of an island as the brightest contrast
in topography, at the far edge of the protruding material (precisely on the position that
says c). The material to the left of the island, in the spot b, is probably dirt attached to the
island. The important fact here is that, although such unidentified material protrudes from
the sample at least 30 nm, the potential contrast it shows is darker than that of both the real
island contrast (the brighter spot, c) and of the substrate background. In brief, a protruding
object does not necessarily lead to a bright contrast, which confirms that in the potential
image we are not measuring topography but electrostatic interaction.
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Fig. 5.34: Topography (a) and potential (b) analysis of a LSMO nanoisland on a CeO2 buffer layer.
The line profiles at the right hand side correspond to the dashed white lines drawn in the images. a,

b and c along the profile indicate positions on the buffer layer and on the protruding material.

It is also pertinent at this point to mention the presence of topography-related artifacts
in the potential images which result from feedback failures. The failure of the topography
feedback will give erroneous normal force (FN ) values, which are the values that feed both
the topography and the Kelvin feedback. This will thus be reflected in the ω component
of the force Fω , responsible for the Kelvin feedback. Such feedback failures are of course
more likely to occur at sudden height changes, as those taking place at the island-substrate
boundaries. An example is evidenced with blue arrows in the images of Fig. 5.33. That
kind of feature indicates a feedback failure, and one can find its fingerprint not only in
the topography channels, but also in the potential images. Moreover, we may also note
that it produces a bright yellow contrast in the Vdc channel, which actually enhances the
bright appearance of the island edges. Still, we may look at other places of the same island
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edges where the substrate to island transition (most easily observed in the frequency-shift
channel) is smooth, and is still accompanied by bright contrast in the Vdc image. Conse-
quently, although present, the feedback failures do not account for the great majority of the
measured potential variations.

5.2.4 Analysis of the facet contrast in large LSMO nanoislands

The contrast variations between the insulating YSZ substrate and the LSMO nanoislands il-
lustrated in the previous examples appear notably enhanced when looking at substantially
larger LSMO islands, with thickness t that go up to 80 nm and lateral sizes D of around
200 nm. Fig. 5.35 exhibits the topography and potential images of three LSMO nanoislands
of this type. The potential image in Fig. 5.35 (b) features a clear bright-dark double con-
trast within each island. We can also note that the dark contrast of the substrate surface is
not uniform, but exhibits a certain ‘color roughness’, as if it were mixed with some kind of
bright contribution. In fact, topography images of the substrate surface as the one shown in
gray shades in the inset of Fig. 5.35 (a), give evidence of small islands on the YSZ substrate
surface. These are very likely related to the presence of La and Mn on the YSZ surface, as
we already pointed out in our discussion of the PEEM results (section 5.1.3). Consequently,
comparison with samples characterized by a clean YSZ surface (e.g. the case discussed in
the previous section) must be done with some caution.

40

20

80

60

nm

2

3

1

2 3

(a) (b) VdcTOPO

~90 nm

~35 nm ~200 nm

0.80.60.40.20 1.0 1.41.2 1.6
[m]

0

1

2

Fig. 5.35: 1µm×1µm topography (a) and potential (b) images of ‘large’ LSMO nanoislands on
YSZ. The topography profile of the three islands, along the light-blue line in (a), shows the typical
island sizes. The inset in gray shades, with saturated intensities, evidences the presence of material

on the substrate surface in the form of little islands.

A closer look at the nanostructures of Fig. 5.35 reveals the details of the contrast vari-
ation within them. Fig. 5.36 shows the topography and potential images of the island
numbered 2 in Fig. 5.35 (a). This is a regular-square type of LSMO nanoisland (see Chapter
3) that exhibits (001)LSMO top and lateral (111)LSMO facets. The potential image in Fig. 5.36
(b) shows that these two inequivalent planes yield different potential values with respect to
the bottom reference line: ∼50 mV for (111)LSMO and∼10 mV for the (001)LSMO. Statistical
analyses of a large number of pixels within substrate, the top (001)LSMO facets, and the
lateral (111)LSMO facets, give V subst.dc ∼-9±10 mV, V topdc ∼-11±10 mV, and V lat.dc ∼35±10 mV,
respectively. The voltage distributions for each are plotted in 5.36 (b”). From these values
we can deduce that the substrate and the island top facets yield similar potential values
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(within the error bars), while the potential necessary to nullify the Fel on the (111)LSMO

facets is ∼45-50 mV larger.

nm

40

80

60

~80 nm

Frequency Shift(a) TOPO (a’)

200150100500 250 350300 400
[nm]

20

0

~220 nm

mV
40

Kelvin Error(b) Vdc

z:90nm

(b’)

200150100500 250 350300 400

~60 mV20
10

0

-10
-20

40
30

~45 mV
~11 mV
200150100500 250 350300 400

[nm]
(b’’)

substrate(111)LSMO facet (001)LSMO facet

15
30
45
60
75

  

 

No
.E

ve
nts

15
30
45
60
75

 

 

No
.E

ve
nts

100

200

300

 

 

No
.E

ve
nts

V~35 mV V~-9 mVV~-11 mV

-40 -30 -20 -10 0 10
0
15

mV
0 15 30 45 60

0
15

mV
-60 -45 -30 -15 0 15 30
0

mV

Fig. 5.36: 400nm×400nm topography (a) and potential (b) images corresponding to the ‘large’
nanoisland named 2 in Fig. 5.35. The dark to bright contrast variation, in the order of ∼40 mV,
appears linked to the nature of the LSMO facet. The line scans in (a’) and (b’) are simultaneous
topography and potential profiles, i.e. they correspond to the same spatial region, marked in dotted
lines on the topography and Vdc images (a) and (b). The graphs in (b”) belong to the statistical

potential distributions on the (111)LSMO facet, the (001)LSMO facet, and on the substrate.

Fig. 5.37 shows the measurements of the island numbered 1 in Fig. 5.35. It is one of the
low islands found in the present sample, with thickness t∼35 nm and a lateral size D∼225
nm. As in the island from Fig. 5.36, the top (001)LSMO and the lateral (111)LSMO facets
yield different potential values. These contrast variations are quantitatively analyzed in
the line-scan below the image, and also by comparing statistical analysis of the potential
distributions within the regions with the same contrast; the resulting absolute values along
with their standard deviation are shown in the potential images. Note, for instance, that
the potential value of the (111)LSMO facet is V lat.dc ∼35±10 mV, i.e. ∼45 mV (V subst.dc ∼-10±10
mV) with respect to the substrate potential. This is in excellent agreement with the contrast
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variation observed in the island of Fig. 5.36, even if these two structures are remarkably
different: t∼80 nm vs. t∼35 nm, which means that the (111)LSMO facets have very different
extension. These observations are in line with the assumption that the topography signal
is not responsible for the observed contrast variations.

In addition to the orientation-dependent facet potential, we can also distinguish differ-
ent types of contrasts within the top (001)LSMO facet: the upper part shows a slightly darker
contrast as compared to the lower part. Such contrast variation is identically observed in
the backward scan (not shown) and in the 170 nm×170 nm potential image shown in Fig.
5.37 (b’). The latter scan was measured ∼1 h after the scan of Fig. 5.37 (b) and entirely
reproduces the contrast variations there observed. In fact, by restricting the scan to the
island center (plus a bit of the lateral facets) we avoid the abrupt transition of the tip from
the substrate surface to the nanoisland. Consequently, the measurement is free of topo-
graphy feedback failures, and, being identical to that of Fig. 5.37 (b), further supports our
claim that the observed potential variations, exemplified in the previous images, have a
real physical origin.

Although its thickness is not far from the values displayed by the islands of the previ-
ous sample [e.g. t∼22 nm in Fig. 5.33], the island of Fig. 5.37 features a notably larger lateral
size. Such a difference in lateral size could explain why here the lateral facets can be clearly
discerned from the top flat facet, while in the case of Fig. 5.33, the tip-nanoisland convo-
lution precludes resolving these features. It is well likely, in fact, that a facet-dependent
contact potential occurs in both samples, even if it’s not well-resolved in Fig. 5.33 due to
the smaller island sizes of that sample. We should note, nevertheless, that the lateral facets
of the rotated-square morphology islands are not (111)LSMO planes as in the present case
(see Chapter 3). Therefore, such difference in the crystal nature of the facets, along with
the fact that our reference substrate is also different in both samples (recall the presence
of small islands in the second sample), should be noted before attempting to compare the
magnitude of both contrast variations.

The facet-dependent contrast discussed above raises the natural question of what con-
trast yield the triangular LSMO nanostructures, which top facet and long lateral facets be-
long to the {111}LSMO family of planes. Fig. 5.38 shows the simultaneous measurement of
two interpenetrating square islands and a triangular LSMO nanostructure. The potential
image of Fig. 5.38 (b) shows the average potential values inferred from the statistical analy-
sis of the potential distributions within each blue square. Note that this latter measurement
was performed on a different day, and that these values are at first sight very different from
those of Figs. 5.36 and 5.37. However, the absolute numbers are not meaningful, as we have
emphasized earlier in this KPFM section. Only the differences are important. We observe
that, indeed, the tendency of ‘dark top facet’ and ‘bright lateral facets’ is reproduced for the
square islands. In particular, the mean potential value of the top facets of the two merged
square islands is V topdc ∼ −35±20 mV [note that this is an average value, since there is a
graduation of contrast from the upper (darker) to the bottom (brighter) part of the facets].
Taking this value as a rough estimate, the difference with respect to the brighter lateral
(111)LSMO facets (V latdc ∼ −85 mV, see the line scan) is of ∼50 mV, which is in good agree-
ment with the variations between lateral (111)LSMO and top (001)LSMO facets measured in
the square islands from the previous examples.

Moving now to the triangle, the contrast of the top facet appears fairly bright and uni-
form, and we do not see the clear change in contrast between the lateral and the top facets
characteristic of square islands. Both the line scan and the statistical analysis show values
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for the triangle (111)LSMO top facet that differ by ∼80 mV with respect to the substrate sur-
face. This value is much larger than that of the (001)LSMO top facet of the square islands,
both in the present image and in the previous examples. Conversely, it is in remarkable
agreement with the value we obtain for the (111)LSMO lateral facets of the square islands
in Fig. 5.38, which is around ∼85 mV. Fig. 5.39 displays the topography line scans corre-
sponding to the triangle and square islands in Fig. 5.38 [Fig. 5.39 (a) and (b), respectively]
and the profile of the square island of Fig. 5.37. Note that the angle of the facets inferred
from the line scans (αexp) is the result of the tip-radius/nanoisland-facet convolution: the
angle of ∼71◦ between the {111}LSMO facets of the triangle is reduced to around ∼56◦,
while the (111)LSMO lateral facets in the (b) and (c) square islands, at a theoretical angle of
∼54.7◦ from the substrate horizontal, differ from one another. We have already commented
that the experimentally measured angles with this kind of tips and measurements does not
provide for the real values. Nevertheless, the fact that the three islands in Fig. 5.39 ex-
hibit very similar heights, lateral sizes, and experimental angles, supports the fact that the
brighter contrast obtained for the triangular top-facet is due to its crystallographic nature.
In other words, would the effect be topographical, we would expect, since the geometry of
the islands and the resolved experimental angle are very similar, that the triangular island
exhibited a depressed potential value in its central region, as in the case of the square is-
lands. Instead, such central value, corresponding to the (111)LSMO facet, remains higher,
by around ∼50 mV, with respect to the potential exhibited by the (001)LSMO facets.
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Fig. 5.39: Topography line-scans comparing the geometrical features of: (a) the triangular island in
Fig. 5.38, (b) the square islands in Fig. 5.38, and (c) the square island of Fig. 5.37. The lateral and

top facets are labeled, as well as the experimentally measured facet angle.

5.2.5 On the origin of the facet contrast: work function anisotropy

The results discussed until now reveal that there is a difference in potential of ∼50 mV be-
tween the (111)LSMO and the (001)LSMO crystal planes. We will see next that such potential
difference can be related to the so-called work function anisotropy, i.e. the dependence of the
work function W of metal single crystals on the crystallographic orientation of the surface.

The work functionW of a finite-size metal is defined as the energy necessary to remove
an electron from its Fermi energy level EF to a point in the vacuum just outside the solid.
By the term ‘just outside’ we refer to a distance far larger than the interatomic distances but
small with respect to the sample size [321]. The vacuum level just outside a solid Vvac(s),
depends on the chemical, atomic, and electronic structure of its surface layers through the
so-called electronic surface dipole of the specific surface. Conversely, the vacuum level at in-
finity Vvac(∞) is invariant, and describes the energy of an electron at rest at infinite distance
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from the solid [322]. This Vvac(∞) is not experimentally accessible [322, 323] and thus it is
not relevant in real measurements, and in the following we shall therefore exclusively refer
to Vvac(s). The energy difference between these two levels is caused precisely by the pres-
ence of the surface dipole layer††, which, in general, causes the vacuum level of the solid to
raise from that at infinity.

The surface dipole has its origin on the spreading of the electronic charge density to-
wards the vacuum, which occurs at the surface of a solid [324] [see Fig. 5.40 (a)]. In a nearly-
free electron metal (which is not the case of LSMO), this is typically explained through the
simple jellium model. Within the bulk of the crystal there is no dipole since the constant
background positive charge, modeling the ion cores, is neutralized by an equal and oppo-
site electronic charge. At the surface, however, due to their quantum-mechanical nature,
electrons prefer to penetrate slightly into the vacuum region to lower their kinetic energy.
A surface dipole thus forms. This ‘spilling out’ of the electron cloud causes a negative pole
to stick out of the surface, inducing a potential step or dipole barrier Ve [see Fig. 5.40 (b)]
[317]. In order to escape from the metal, the electron must overcome such barrier. For the
electrons in the last occupied energy level, EF , the barrier they must surmount is precisely
the work function of the metal W=Ve-EF . Notice that in Fig. 5.40 (b) we have written
explicitly Vvac(s) in relation to the electrostatic potential just outside the solid. According
to what we said above, for distances far away from the solid such level will converge into
the Vvac(∞) [323]. The reference energy in the diagram is < V >, the average electrostatic
potential within the bulk of the metal [325], i.e. Ve=Vvac(s)-< V >.

Fig. 5.40: (a) Electronic density distribution at the surface of a metal. The spreading of the electron
cloud gives rise to the surface dipole. The ‘thickness’ of the dipole layer is in the order of some
angstroms [324, 326].(b) Energy levels at the metal/vacuum interface. The work function of the

metal, W, is directly related to its surface dipole (W=Ve-EF ).

Nevertheless, this simple model is not sufficient to explain the work function anisotropy:
a jellium surface is a flat and structureless plane. An elegant solution to this problem was
given in 1941 by Smoluchowski [327]. The idea is quite intuitive: one just needs to consider,
instead of a flat jellium surface, a corrugated one. The conduction electrons will slightly pen-
etrate in the vacuum, as before, giving rise to the surface dipole. In addition to this surface

††And, in insulating materials, also by extra charges on the sample surface [322].
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dipole, which sticks out of the surface normal to the surface and increases W , however,
electrons will also redistribute laterally (a corrugated electron cloud costs energy, i.e. bet-
ter to ‘smooth it out’). This means that some negative electron charge will ‘drip inwards’,
leaving the positively charged ions of the jellium surface ‘uncovered’. In other words, the
so-called Smoluchowski smoothening [325] causes a reverse dipole which tends to lower the
work function. The more corrugated the surface (i.e. less close-packed), the lower the work
function, as a result of this effect. Therefore, for SC, BCC, and FCC Bravais lattices it is ex-
pected that the work functions W of (100), (110), and (111) facets, respectively, to be the
largest. These predictions were theoretically [324] and experimentally [328] confirmed‡‡.

In the case of KPFM on LSMO nanoislands, work function variations from one crys-
tal facet to another should be probed, provided that the tip to sample distance z is short
compared to the lateral size of the facet, but large enough that the image potential effects
are negligible there. Under such conditions we can detect the corrugation of the electro-
static potential related to the work function anisotropy discussed above. We talk in this
case of local work function measurements (see references [325, 326] for in-depth treatments
of this issue). In contrast, when the probe is drawn far from the sample (or, analogously,
the sample is very small with respect to tip-sample distance) the local potential becomes
isotropic, i.e. at sufficient distance from the metal the sample has only one well-defined
work function [318, 323, 326]. Fig. 5.41 shows a sketch drawn at scale of the KPFM mea-
surement of a LSMO nanoisland. Note that our parameters meet the criteria for local work
function measurements, and thus we expect our data to give reliable indications about the
work function anisotropy in LSMO.

The general concepts outlined above to explain the nature of the surface dipole and of
work function anisotropy are best suited for nearly-free electron metallic systems. Complex
oxide metals such as LSMO are, however, very different metals. Note that LSMO surfaces
have remained vastly unexplored until now, and the microscopic mechanisms leading to
the formation of a surface dipole in LSMO are still unknown. For example, it is likely
that the electron spill out, or even the Smoluchowski effect might not be relevant at all
in this system, given the nature of the metallic state in LSMO (definitely not free-electron
like). Conversely, there are other effects here that are absent in elemental metals, e.g. lattice
distortions, and the possibility of having many different terminations or reconstructions
for a given surface orientation. Also, the fact that we are dealing with a multicomponent
compound raises concerns about the possibility of surface segregations, or yet other phe-
nomena related to structural and/or chemical defects, added to a possible surface contam-
ination (like water or carbon). All these effects are likely to be essential for determining the
final surface dipole. Addressing this subject, therefore, would require further experimental
and, very importantly, substantial theoretical efforts.

Also, concerning our specific experimental setup, we cannot be sure that the island
remains at a fixed potential during the scan; indeed (see Fig. 5.41) the sample-holder is
grounded, but the island lies electrically isolated, separated by the YSZ substrate. This
means that one should use some care when interpreting the contact potential differences.
On the other hand, the degree of repeatability of our measurements and the sharp contrast
between facets suggest that the above (i.e. that the island remains at a constant potential)
might be a reasonable assumption. If this is the case, our data indicate a difference in
local work function of ∼50 meV between the (111)LSMO and (001)LSMO facets of the LSMO

‡‡Exceptions to this are found, for instance, in Al and Pb, FCC metals, in which the (100) plane exhibits the
largest W [324].
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Fig. 5.41: Schematic diagram, drawn at scale, of the KPFM measurement of a LSMO square-base
pyramid nanoisland. We have selected the island thickness t and lateral size D to be those of the
nanoisland of Fig. 5.36, since its potential image shows a clear contrast between the (111)LSMO

and the (001)LSMO facets. The tip to sample distance z and the tip radiusR are also drawn at scale.
Note how the extension of the LSMO facet is large enough to contain the whole probe width. On the
other hand, z is small enough to probe Vvac(s), i.e. the electrostatic potential ‘just outside’ the facet.

nanoislands. The contact potential was higher at the (111)LSMO facet, which implies a larger
work function at the (001)LSMO facet (taking into account the negative sign of the electron
charge).

5.2.6 Conclusions

Throughout this section we have studied the KPFM measurements on self-assembled LSMO
nanoislands grown on YSZ substrates. After a general overview of the technique, we have
described the experimental set-up used for sample imaging. Particular emphasis was given
to the fact that the LSMO nanoislands lie on an insulating massive substrate. This makes
the measurement especially challenging, both from a practical point of view (concerning
the stability of the imaging process) and from a conceptual perspective. Regarding the lat-
ter, we have shown that the measured potential difference between the YSZ substrate and
the LSMO nanoisland is independent from the contact potential difference between the tip
and the sample holder, as deduced from considering the metallic tip and sample-holder
as a parallel-plate capacitor system, with the YSZ/LSMO system sandwiched in between.
Careful measurements of individual islands have revealed a contrast difference of ∼50 mV
among the (111)LSMO and (001)LSMO crystallographic planes. This contrast is especially
clear in the largest nanoislands, where the tip can better resolve the potential variations
due to a smaller tip-island convolution. The difference in work function between the dif-
ferent crystal facets of a metal is a well known issue, which has been widely investigated
in simple metals but very little in complex oxides. Differences in the electric surface dipole,
caused by variations in the spreading of the electronic density towards vacuum, lie at the
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base of such work function anisotropy. According to our results, the (001)LSMO facet ex-
hibits a higher work function than the (111)LSMO by around∼50 mV. LSMO is a multicom-
ponent oxide and thus its facets can display different terminations [e.g. either (La,Sr)-O or
Mn-O2, or a mixture of the two in the case of the (001)LSMO plane]. The specific character-
istics of the LSMO nanoisland facets are unknown at this stage. To ascribe the measured
potential differences to a particular combination of terminations and to further assess the
implications of our findings require for joint experimental and theoretical efforts.
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General Conclusions

In this work we have explored nanoscale La0.7Sr0.3MnO3 heteroepitaxial systems grown
by a solution-based methodology onto different oxide single crystal substrates, including
STO, LAO, YSZ, and MgO. The main results of this study are summarized in the following:

First, we have demonstrated that chemical solution deposition (CSD) is a successful
approach for the fabrication of high quality epitaxial ferromagnetic LSMO ultra-thin films
and 3D nanostructures. We have seen that, following identical growth procedures based on
ultradiluted LSMO precursor solutions, the final system configuration relies on the choice
of the substrate. In particular, ultra-thin LSMO films with thickness below ∼10 nm are
obtained on STO and LAO perovskite substrates, whereas onto YSZ fluorite and MgO
rock-salt substrates, homogeneous dispersions of self-assembled nanoislands are achieved.
These results are the experimental evidence of the key parameters ruling heteroepitaxial
growth: elastic strain energy, and surface and interface energies. In the heteroepitaxy
formed by two perovskite structure crystals, where the interface energy is expected to be
low and the lattice mismatches are below 2%, LSMO grows in a thin-film configuration
(onto STO and LAO). Conversely, the structural dissimilarity between LSMO and YSZ and
MgO, along with the high lattice mismatches, brings the manganite to build into a 3D form.

Ultra-thin LSMO films on STO and LAO exhibit remarkably flat surface morphologies,
with the tendency to reproduce the underlying substrate’s step-terrace architecture. This
trend is more pronounced for STO substrates, which display a very low ε∼0.9% lattice mis-
match against LSMO (ε∼-2% for LAO). As a matter of fact, the role of elastic energy is uni-
vocally manifested in that LSMO grows fully strained onto STO, while the larger mismatch
with respect to LAO triggers LSMO to partially relax through misfit dislocations. The latter
result contrasts with fully strained LSMO on LAO thin films, grown by vapor deposition
techniques, reported in the literature. Furthermore, it highlights how the crystallization
pathways and, consequently, the film microstructure, deeply depend on the processing
route. Solution-derived LSMO ultra-thin films are found to be highly crystalline and epi-
taxial, and show no secondary phases. The versatility of CSD, in turn, is evidenced in the
ability to tune the system of self-assembled nanoislands (i.e. the island size and density)
by acting upon the solution concentration, the annealing times, and temperatures. Optimal
precursor solution concentrations in the 0.015 M to 0.03 M (in Mn) range, and typical heat
treatments at 900◦C for 1 h to 3 h, yield highly uniform nanoisland ensembles. The amount
of material in the nanostructured templates is given in terms of the equivalent thickness
parameter, which varies from 1.5 to 3.5 (±0.5) nm for the above concentrations. In general,
dense nanoisland dispersions are formed on MgO, featuring islands with mean thickness
t∼7 nm and lateral sizes D∼50 nm. Nanostructures on YSZ typically exhibit larger thick-
ness values of t∼20 nm and lateral sizesD of around 100 nm. Anyhow, for these processing

193



General Conclusions

conditions, nanoislands do not surpass the 200 nm of lateral size, which is already below
the sizes commonly reached by lithography methods.

XRD pole-figure analyses have shown that LSMO nanoislands on YSZ exhibit a major-
ity population of (001)LSMO out-of-plane oriented nanoislands, which exhibit two possible
morphologies, regular-square and rotated-square, suggesting that distinct manganite crys-
tal planes have similar surface energies. A minority triangle-shaped population was seen to
display the (111)LSMO out-of-plane orientation. Meanwhile, LSMO on MgO shows a single
population of cube-on-cube grown (001)LSMO nanoislands, with an in-plane rotated-square
morphology displaying edges parallel to the <110>MgO substrate step edges. TEM investi-
gations have demonstrated that LSMO nanoislands on YSZ and MgO are highly relaxed.

Concerning the magnetic properties of the solution-derived LSMO ultra-thin films and
nanoislands, we have shown evidence of Curie temperature values around ∼350 K, i.e.
close to reported bulk LSMO values, whether fully strained LSMO on STO, partially re-
laxed LSMO on LAO, or LSMO sub-200 nm lateral size nanoislands on YSZ. These are
remarkable results considering the well documented tendency of vapor-deposited LSMO
thin films to show depressed TC values at very low film thicknesses, as well as taking into
account the sub-200 nm lateral size of the nanoislands. Transport measurements in ultra-
thin LSMO/STO and LSMO/LAO systems have shown that above average thicknesses of
∼5.5 nm such films exhibit a metal-insulator transition which occurs at TMI values well
below their ferromagnetic-paramagnetic transition (measured at TC∼350 K). Increased MR
values have also been measured. An Anderson type of 2D localization in this very thin
films, and the presence of structural or chemical disorder may be at the basis of these find-
ings. To be able to shed more light into the physical mechanisms responsible for these
results a deeper study is, however, in order.

The saturation magnetization in both ultra-thin LSMO films and LSMO nanoislands
on YSZ was seen to be in the order of the reported values. For the LSMO on YSZ nanois-
land system, however, we have found a trend towards lower magnetization with decreas-
ing solution concentrations, i.e. with decreasing nanoisland size. The latter was explained
in terms of a ferromagnetic dead-layer on the surface/interface of the nanoislands, which
effect is enhanced for smaller islands (larger surface to volume ratios). We have also calcu-
lated the role of the different anisotropy contributions on the LSMO/YSZ nanoisland sys-
tem, which features a biaxial in-plane anisotropy with the [110]LSMO in-plane easy axis,
and a magnetocrystalline anisotropy constant value K1(150 K)=-(5±1) kJ/m3, measured
for the first time in LSMO nanoislands. The exception to the good magnetic properties
of these heteroepitaxial systems was found in the LSMO on MgO nanoislands. Their de-
pressed magnetic behavior was discussed in terms of the strain state around dislocation
cores, of the presence of a dead layer, and of the chemical interdiffusion between Mn and
Mg. The latter mechanism is suggested by recent STEM-EELS evidence of Mn in the MgO
substrate, and is currently under study.

The system of self-assembled ferromagnetic sub-200 nm lateral size LSMO nanoislands
grown onto YSZ comprises a novel and challenging system. Moreover, it features many of
the characteristics that are required from building blocks of potential devices, as discussed
in the introduction of this work. These include room temperature ferromagnetism, high
spin polarization, and sub-200 nm lateral size. Unveiling the functional nanoscale prop-
erties of these nanoislands was thus found of utmost interest, and has lead us to investi-
gate them using MFM, PEEM and KPFM . These are all advanced techniques, in the sense
that they are continuously evolving, they implement cutting-edge technologies, and in that
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their characterization potential is at the frontier of knowledge, thus yielding both new dis-
coveries and insight into them. We have given a general overview of these techniques,
as well as emphasized the optimization of the experimental procedure. This has implied
tuning the MFM operation through the choice of the appropriate magnetic tip, optimizing
the necessary metal capping for PEEM experiments, and dealing with the challenge of an
insulating substrate and its implications in KPFM measurements.

The MFM study of self-assembled LSMO nanoislands on YSZ has shown that different
magnetic configurations arise from the interplay between nanoisland lateral size and thick-
ness. This information is not accessible from macroscopic magnetometry measurements. In
particular, we have identified single domain, multidomain, and vortex state configurations,
in agreement with micromagnetic simulations. The vortex state appears in platelet-like
nanoislands, when the competition between exchange energy and magnetostatic energy
results in the in-plane curling of the magnetic moments, with an out-of-plane singularity
at the center, known as the vortex core. The limited resolution of the MFM (around ∼50
nm) and the small size of the nanoislands prevent from discerning their internal domain
structure. However, the presence of the vortex core is well defined, as we conclude from
the series of analyses done for a large number of nanoislands. We have also investigated
the evolution of the ferromagnetic nanoislands under in-plane magnetic field. The vortex
core appears to move parallel to the applied field, instead of perpendicular, as expected
from a canonical vortex state. Further experiments and simulations are underway to give
insight into these observations, which could be triggered by the specific characteristics of
the nanoislands (their magnetocrystalline anisotropy, the truncated pyramid shape...etc.).

With respect to PEEM, by means of XAS studies we have concluded that LSMO on YSZ
nanoislands exhibit theMn3+/Mn4+ ratio expected from the stoichiometric La0.7Sr0.3MnO3

compound. We have also shown experimental evidence suggesting the presence of Mn2+

on the topmost surface layers, which can be related to the ferromagnetic dead layer re-
sponsible for the overall magnetization decrease measured by SQUID. XMCD experiments
at room temperature and at 110 K have demonstrated that (111)LSMO out-of-plane oriented
triangular nanoislands exhibit a vortex configuration, which we could not address by MFM
because of the tip stray field. Furthermore, these vortices were seen to evolve towards a
single domain state under in-plane external field, and to do so showing the expected vortex
movement (core displacement perpendicular to the applied field).

Finally, KPFM measurements on LSMO nanoislands have opened the path to the lo-
cal electrostatic characterization of nanoscale complex oxides, bringing interesting results
and a number of questions regarding the underlying physical phenomena. In particu-
lar, we have observed that distinct crystallographic LSMO planes, namely (001)LSMO and
(111)LSMO, yield different electrostatic interaction with the conducting microscope probe.
This is manifested in a relative potential variation of around ∼50 mV between the two
facets, suggesting that (001)LSMO crystallographic planes have a ∼50 meV larger work
function than (111)LSMO planes. The difference in work function among different crystal
facets of simple metals is a well established issue, known as the work function anisotropy.
This phenomenon, however, is best understood in the context of nearly-free electron metal
systems. Hence, its implications in the complex multicomponent LSMO oxide are not
straightforward and will require joint experimental and theoretical efforts.

In conclusion, this work has described the growth of nanoscale ferromagnetic man-
ganite systems and their comprehensive characterization. On one hand, the scalability and
cost-effectiveness of the solution-based approach, together with the nanometric dimension
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and the magnetic properties of the manganite, meet the demands of the ever progress-
ing nanotechnology field. On the other hand, the insight into the local properties of these
systems opens new perspectives towards the exploration and understanding of nanoscale
phenomena.
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Appendix A

Experimental Techniques

In this section we briefly describe the main characteristics of the techniques that have been
routinely used to characterize the La0.7Sr0.3MnO3 (LSMO) nanoscale systems object of this
work. These include: surface topography characterization by means of Atomic Force Mi-
croscopy (AFM), structural study using X-ray Diffraction (XRD) and Transmission Elec-
tron Microscopy (TEM), and magnetic and electrical characterization using Superconduct-
ing Quantum Interference Device (SQUID), Ferromagnetic Resonance (FMR), and trans-
port measurements. Each of these techniques involves scientific and operating principles,
as well as technical details that could lead to extensive descriptions. The aim of this ap-
pendix, however, is to provide the reader with a general idea of the working principles of
these techniques and with the information of the specific measurements performed with
them and of the instruments used.

A.1 Atomic Force Microscopy

Atomic Force Microscopy, AFM, was created in 1986 [329] as a further development of Bin-
nig and Rohrer’s first scanning probe microscope (SPM), i.e. the Scanning Tunneling Mi-
croscope, in 1982 [330]. As part of the SPM family, AFM measures the interactions between
a sharp probe (the tip) and the studied sample with nanometric or even atomic lateral res-
olution. The nm range distance between the tip and the sample enables sensing very small
forces in the 10−13-10−5 N range [221]. The specific property being measured depends on
the nature of the force sensed by the tip (repulsive, attractive Van der Waals, magnetic,
electrostatic...). This thesis widely treats the operation principle of SPM in its Magnetic
Force Microscopy (MFM, Chapter 4) and Kelvin Probe Force Microscopy (KPFM, Chapter
5) variants, i.e. SPM techniques related to the measurement of magnetic and electrostatic
properties, respectively. In turn, for the topography studies of LSMO ultra-thin films and
3D nanostructures described in Chapter 3 we have used systematically AFM, sensing the
attractive Van der Waals forces between the tip and the sample in the Dynamic mode.

Sharp AFM tips typically have apex radii below the∼20 nm, and are fabricated on Si or
Si3N4. Their sharpness and the fact of approaching the tips at distances below the ∼30 nm
from the sample enables lateral and vertical resolutions of around ∼0.1-0.2 nm and ∼1 nm,
respectively [221, 230]. Tips sit at the end of a soft spring called the cantilever, also known
as the force detector. The sensitivity of the cantilever to the interactions is determined by
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its geometry and its mechanical stiffness. The force constant k of the cantilever is therefore
given by k = Ew3t/4l, where E is Young’s modulus, w is the lateral width (with typical
values ∼10-30 µm), t is the thickness (∼3-5 µm), and l is the length (∼100-300 µm). Can-
tilevers are also made of silicon or silicon nitride, by means of standard microfabrication
techniques [331].

The forces between the tip and the sample are detected by measuring the bending
and the torsion suffered by the cantilever due to the specific interactions at play. In the
optical detection mode, a laser beam is focused on the rear side of the cantilever, at the
end of which sits the tip, and its reflection is detected by a Position Sensitive Photo Diode
(PSPD) (see Fig. A.1) The PSPD senses the shifts in position of the laser spot while the
tip is scanning the sample. Upon comparing the signal measured with a user-specified
set-point, an electronic feedback system sends the signal to the piezoelectric tubes under
the sample to retract or expand in order to re-establish the value of the set-point. Such
contractions/expansions are registered and form the topography images, which is hence a
constant-deflection image. The piezoelectric tubes under the sample control not only the z
movement, but also the xy scanning. Typical x − y scan areas range from 0.5 µm× 0.5 µm
up to 20 µm× 20 µm.

Detector 
Laser Beam 

xyz scanner 

Feedback  
Electronics 

Cantilever 

Sample 

Image 

Probe 

Fig. A.1: Schematic diagram of a AFM set up featuring the optical laser-reflection detection mode.
Adapted from [332].

The AFM can operate in a variety of modes mainly depending on the environmental
conditions and on the goal of the measurement [333]. In the static or contact mode, the
tip is in mechanical contact with the sample surface and the forces are sensed through
the bending and torsion of the cantilever mentioned above. The vertical deflection of the
cantilever provides topography information while lateral deflection or torsion can be used
to measure friction and wear properties of the sample. Electrical conduction measurements
also require that tip and sample are in contact. Typical cantilever force constants for contact
mode operation are very low, in the 0.01-1 N/m range. In the dynamic mode operation,
which includes intermittent and non-contact modes, the cantilever is set to oscillate near
its resonance frequency, at distances typically below the ∼30 nm from the sample surface.
The forces between tip and sample are thus sensed by measuring the changes produced
in the cantilever’s oscillation amplitude, frequency, and phase, when the tip gets close to
the sample [222]. Stiffer cantilevers are used, with force constants typically between 10-80
N/m and resonant frequencies in the 100-500 kHz range. Dynamic operation prevents tips
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from wearing off so quickly and also damaging soft samples. It is used in ambient, liquid,
and vacuum environment, and, besides providing topographical information, it can be
used for the magnetic and electrostatic imaging of the sample with nanometric resolution
(as explained in Chapters 4 and 5 of this thesis). Fig. A.2 shows the dependence of the
tip-sample force with their separation, as well as the typical ranges where Contact and
Non-Contact modes operate. Interleave refers to large distances usually used in lift-mode
operation, where each line is scanned twice, one scan near the surface, the other scan away
from it. At distances between ∼1 nm to ∼500 nm the interaction is attractive (<0) and
below 1 nm it becomes repulsive due to the overlap of electronic orbitals upon decreasing
the distance [334].

Fig. A.2: Schematic diagram of the force dependence with sample-tip separation. The range of
distances at which different modes operate are indicated: Contact (C), Intermittent contact (IC), and

Non-Contact (NC). Reproduced from [334].

Surface topography characterization of the nanoscale LSMO heteroepitaxys was per-
formed in air, at room temperature, and, typically, in the intermittent contact mode. Three
AFM equipments, located at ICMAB, were used for such purpose: an Agilent 5100, an Agi-
lent 5500 LS (both from Molecular Imaging), and a Cervantes AFM (from Nanotec). Prior to
imaging, samples were systematically cleaned with acetone and methanol in an ultrasonic
bath. We used Si tips from Nanosensors, mounted onto rectangular Si cantilevers with force
constants k around 40 N/m, and resonance frequencies in the 300-400 kHz range. The
suppliers give tip radius values below ∼10 nm [335]. Image processing was done using
MountainsMap 5.1 (Digital Surf) and WSXM 5.0 [336] (Nanotec Electrónica) commercial
softwares.

A.2 X-Ray Diffraction

X-ray diffraction (XRD) is based on the scattering of incident X-ray waves by the electronic
density surrounding each atom in a crystal. X-rays are electromagnetic waves with wave-
length λ in the 0.1-100 Å range. The atomic periodicity within crystals is also in the Å
range. Diffraction phenomena occur when the spacing between the object (the crystal in
this case) is in the order of the wavelength of the incident radiation, and, consequently,
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X-ray diffraction is a powerful tool to characterize crystals. The scattered X-rays will de-
stroy themselves except for the case in which the difference between the incident and the
scattered wave vectors is a vector belonging to the reciprocal lattice. Or, more simply, ac-
cording to Bragg’s law, if the scattered rays are in-phase so that their difference in path is
equal to an integer number n of wavelengths [see Fig. A.3 (a)]

nλ = 2dhkl sin θ (A.1)

where λ is the wavelength of the incident X-ray, n is the reflection order (an integer num-
ber), θ is the angle of incidence between the X-ray and the sample plane, and dhkl is the in-
terplanar spacing between the (hkl) family of planes. When Bragg’s law is fulfilled we have
a constructive interference, i.e. the so-called diffraction peak or the Bragg reflection. The
diffraction pattern is then composed by such Bragg reflections and their intensity and spa-
tial distributions conform the fingerprint of the specific sample. XRD is thus routinely used
for determining crystal structures, phase identification, crystalline quality, cell parameters,
or the study of crystal texture and orientation of epitaxial thin films and nanostructures,
among others.

X-ray tube
Detector(a) (b)

Sample

Fig. A.3: (a) Sketch of the constructive interference (Bragg’s law) between two incident X-rays on
a crystal surface. (b) Geometry of the θ − 2θ configuration.

The rotation of the sample with respect to the incident angle and to the detector pro-
duces different XRD configurations from where different information can be obtained. In a
θ − 2θ scan [Bragg-Brentano geometry, Fig. A.3 (b)], the sample moves by the angle θ and
the detector simultaneously moves by the angle 2θ while the X-ray tube remains station-
ary. Only the atomic planes parallel to the surface plane will diffract in this configuration,
i.e. we obtain information of the out-of-plane orientation of the crystal. Polycrystalline
samples consist of randomly oriented crystallites in all possible orientations so for every
crystal plane that fulfills the Bragg condition at a certain θ value there will be a diffraction
peak. Conversely, in single crystals, the family of planes parallel to the sample surface is
the only one giving a reflection peak. Information on the out-of-plane texture of crystallites
can be obtained by ω scans, also known as rocking curves. A ω scan is a θ scan at a fixed 2θ
angle and provides information on the mosaic spread of the specific reflection being ana-
lyzed: the width of the peak obtained is proportional to the misorientation of the coherent
domain being measured.

The θ−2θ and ω scans performed in this thesis were done using either a Siemens D5000
or a Rigaku Rotaflex RU-200BV diffractometer located at ICMAB, using Cu Kα radiation
[λ(KCu

α1 ) = 1.5406 Å and λ(KCu
α2 ) = 1.5444 Å]. Data acquisition was typically performed
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with a 0.02◦ step size. The lattice parameters of the (001)-single crystal substrates used in
this thesis (see Chapter 2) were obtained by the combination of θ − 2θ and ω scans at two
different (00l) reflections (which enables getting rid of the instrumental uncertainty θ0). We
used θ− 2θ scans to identify the (001)LSMO-oriented LSMO nanoislands on YSZ and MgO,
and rocking curve measurements that gave information on the out-of-plane misorientation
of the nanoisland ensemble. On the other hand, the proximity to the substrate 2θ values
prevented from resolving the LSMO reflection of ultra-thin LSMO films (concentrations
≤0.03 M, thickness ≤4 nm) grown onto STO and LAO.

The other XRD measurement routinely performed in the characterization of the LSMO
nanoislands were pole figure measurements (also called phi-scans). In a Pole Figure we
select a particular hkl reflection which is put in Bragg condition. In order to do so, if the
(hkl) planes are not parallel to the substrate, the sample has to be tilted a certain angle χ
and rotated an angle φ. The rotation angles are displayed in Fig. A.4 (a). For instance, for
epitaxial LSMO nanoislands growing (001)LSMO-oriented with respect to a (001)-oriented
single crystal substrate, to detect the (011)LSMO reflection the sample must be tilted 45◦

and rotated some degrees in φ in order to catch one of the 90◦ separated four poles (the
multiplicity of the (001) out-of-plane orientation is m=4). Hence, the 360◦ rotation of the
sample around the (001) sample plane results in the (011)LSMO pole figure of Fig. A.4 (b).
Moreover, by comparing the relative orientation in φ of the poles of the substrate and of the
islands (or film) on top we can deduce the in-plane orientation of the epitaxy. In summary,
the χ value indicates the out-of-plane orientation of the crystal, i.e. (001)LSMO||(001)YSZ

while the position of the poles in φ points out that, in-plane, LSMO grows 45◦ rotated with
respect to the YSZ substrate, i.e. [110]YSZ||[010]YSZ.

(001)YSZ,LSMO

[010]

=45º =45º

(a) (b) (c)

sample

[100]YSZ

[010]YSZ

[100]LSMO

[010]LSMO

(011) LSMO




(022) YSZ




Fig. A.4: (a) Sketch of the goniometer showing the different rotation angles. X, Y, and Z are the sam-
ple reference system. Reproduced from [337]. (b) Pole figure measurement of a LSMO nanoisland
ensemble on YSZ showing the (001)LSMO[110]||(001)YSZ[010] epitaxial orientation. (c) Sketch of

the LSMO orientation relative to YSZ.

We performed pole figure measurements using a 2D X-Ray Diffraction (XRD2) system
located at ICMAB, the GADDS D8 Advance System (Bruker), where GADDS stands for
General Area Detector System. The sketched diagram of the GADDS mains components is
shown in Fig. A.5 (a). In addition to the goniometer sketched in Fig. A.4, the most salient
feature in the GADDS system is the 2D detector, which permits simultaneously measuring
large 2θ (∼30◦) and χ (∼70◦) ranges. In consequence, in a single fast measurement we
obtain not only the information relative to the 2θ and χ values in which we center the
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sample, but also detect reflections at different 2θ and χ values that give information on the
out-of-plane texture of the sample [337].

(110) LSMO
=45º 2=32.7º

(a) (b)

(111) YSZ



2i=15º2f=50º

Fig. A.5: (a) Main components of a XRD2 GADDS system. Reproduced from [337]. (b) 2θ-χ frame
obtained from a GADDS measurement on a LSMO thin film (thickness ∼25 nm) on a (001)-YSZ

substrate.

An example of a 2D XRD diffraction pattern obtained with the GADDS is displayed
in Fig. A.5 (b). The sample was a thin LSMO film (thickness ∼25 nm) grown onto a (001)-
YSZ substrate. The horizontal direction covers the 2θ values and the vertical direction
represents χ values. The 2θ-χ frame shown in Fig. A.5 (b) was obtained by centering the
sample at the (011)LSMO reflection (falling at 2θ=32.7◦) and tilting it at a χ=45◦. The bright
reflection falling precisely at such χ and 2θ values indicates that the LSMO film grows with
the (001)LSMO out-of-plane orientation. To have the complete phi-scan we must rotate the
sample about its normal axis (while tilted at 45◦) and collect each of the frames. Integration
in χ for the whole set of frames then produces a pole figure such as the one in Fig. A.4
(b). The low intensities coming from our LSMO nanoislands required long exposition times
(each frame would take 120 s). In order to better resolve the out-of-plane misorientations in
some of the nanoislands we also played with the φ step sizes, reducing it from the standard
∆φ=2◦ to ∆=φ1◦ and even ∆φ=0.5◦.

A.3 Transmission Electron Microscopy and Scanning Trans-
mission Electron Microscopy

The following lines are based on a complete description of Transmission Electron Mi-
croscopy (TEM) given in the thesis by P. Abellán [160]. The reader is directed to this piece
of work and to the references therein for further details on the technique.

Transmission Electron Microscopy (TEM) and Scanning Transmission Electron Mi-
croscopy (STEM) are powerful tools for characterizing the internal structure of materials
with sub-nanometer resolution [338]. In TEM a parallel beam of accelerated electrons (ac-
celeration voltages∼100-300 kV) is directed towards a thin specimen, giving rise to scatter-
ing events and diffracted beams. The electrons traversing the specimen contain the infor-
mation of the sample’s atomic structure (known as the projected crystal potential, f(x, y)),
and pass through an objective lens and a series of other lenses that focus and enlarge the
information to finally build a magnified image of our sample. We can visualize the TEM
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A.3. Transmission Electron Microscopy and Scanning Transmission Electron Microscopy

as a visible light microscope where the electron beam plays the role of light, and instead of
glass lenses we have electromagnetic lenses which act upon the trajectories of the electrons.
Fig. A.6 (a) shows a sketch of an ideal electron microscope. The analogy with the optical
microscope is highlighted by illustrating the objective lens as a fictitious glass lens. The
small wavelength of highly accelerated electrons permits very high lateral resolutions in
the order of ∼1.5 Å-2.5 Å. Aberration-corrected microscopes can nowadays achieve reso-
lution values of ∼0.5 Å. STEM is based on the same principles as TEM, with the difference
that the specimen is hit by a convergent electron beam which scans the sample (instead of
a parallel static beam). This is achieved by placing the objective lens before the specimen,
as sketched in Fig. A.6 (b).

(a) (b)

Fig. A.6: (a) Main components of an ideal TEM microscope, showing the mathematical evolution
of the projected crystal potential f(x,y). (b) Sketch of image formation within a STEM microscope.

Illustrations reproduced from [160].

In addition to imaging the sample, TEM provides for structural and chemical informa-
tion by means of Electron Diffraction (ED) and spectroscopic techniques such as Electron
Energy Loss spectroscopy (EELS). Whether the ED pattern or the image of the sample is the
information projected and thus visualized, is selected by adjusting the strength of one of the
electromagnetic lenses (the intermediate lens). In both ED and imaging modes the infor-
mation comes from coherently scattered elastic electrons, i.e. electrons that after interacting
with the specimen keep a certain phase relationship and do not loose energy. Conversely,
for High Annular Dark Field (HAADF) STEM imaging high angle inelastically scattered
electrons are used. These are generally incoherent electrons, and it can be demonstrated
that their intensity is proportional to Z2, where Z is the atomic number [339]. During
STEM operation the direct (non-scattered) beam can also be selected. In that case STEM
imaging is similar to TEM Bright Field imaging. The Z2 dependency in HAADF-STEM
mode implies that heavy atoms will be seen brighter than light atoms. A consequence of
this dependence is that in HAADF-STEM the interpretation of the contrast is straightfor-
ward. This is an advantage with respect to High Resolution TEM (HRTEM) imaging, which
despite yielding atomic resolution images, their interpretation is not direct: in HRTEM the
contrast arises from differences in the phase of the beams scattered through the specimen,
i.e. HRTEM images are interference images which strongly depend on the sample thickness
and the microscope defocus. HRTEM image interpretation thus often requires a posteriori
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simulations to unambiguously determine the origin of the observed contrasts.

TEM and STEM imaging is limited in practice by lens aberrations (astigmatism, chro-
matic and spherical aberrations) and, very importantly, by the quality of the sample, which
mainly refers to its thickness. Specimens must be ‘electron-transparent’, which requires
thicknesses below the 200 nm. For high resolution imaging the optimal thickness goes
down to a few tens of nm. The samples imaged by TEM and STEM in this thesis were
all cross-section samples prepared by the tripod mechanical preparation technique. The
sample is cut into different slices, two slices are glued face to face, and the tripod polishing
is applied to one of the two faces parallel to the substrate/film interface, until a thickness
of ∼20 µm is achieved. Further thinning down to electron transparency is obtained by
Ar+ ion bombardment on a Precision Ion Polishing System (PIPS), with low voltages in
the 2-5 kV range (to minimize ion milling damage of the sample). The single crystal ox-
ide substrates used in this thesis are very brittle and difficult to prepare. This process was
principally carried out by Dr. P. Abellán in the context of her thesis, and also by F. Belarre
and Dr. J. Gázquez.

A number of microscopes were used for the TEM and STEM images present in this
thesis. LSMO thin films on STO and LAO substrates were imaged using two different aber-
ration corrected STEMs: A VG Microscopes HB501UX and a Nion UltraSTEM at Oak Ridge
National Laboratory (USA). Both of them were operated at 100 kV, equipped with NION
aberration correctors (3rd order for the VG501and 5th order for the NION UltraSTEM).
Low magnification and ED patterns for LSMO nanoislands on YSZ were acquired with a
Jeol JEM-2011 (200 kV) microscope at UAB (Barcelona) and a Philips CM30 (300 kV) mi-
croscope at Serveis Cientifico Tècnics of the UB (Barcelona). High resolution TEM images
of LSMO nanoislands on YSZ were obtained using a Jeol 2010 FEG (200 kV) at Serveis Ci-
entifico Tècnics of the UB (Barcelona). An aberration (CS) corrected F20-SACTEM Tecnai
microscope at CEMES (Toulouse) was used for high resolution imaging of MgO on LSMO
nanoislands. Image acquisition and interpretation was carried out by Dr. P. Abellán, Dr. J.
Gázquez, and Dr. M. Roldán.

A.4 Superconducting quantum interference device

Field and temperature dependent magnetization curves of LSMO ultra-thin films and self-
assembled nanoislands were measured at ICMAB (B. Bozzo, Dr. C. Montón and J. Zabaleta)
using a commercial SQUID DC-magnetometer (Quantum Design) equipped with a 7 T
superconducting and a helium cryostat allowing temperature control between 1.8 K and
400 K. The isothermal magnetization curves showed a strong negative slope due to the
diamagnetic contribution of the single crystal substrates. Data treatment involved getting
rid of that contribution by linear fitting of the diamagnetic signal.

A SQUID consists of a superconducting loop with one or two non superconducting
links inserted (the so-called Josephson junction). These devices give rise to an output volt-
age signal, which is a periodic function of the flux threading the superconducting loop.
This geometry is known as DC-SQUID (constant bias current). The magnetometer includes
a SQUID detection system and a precision temperature control unit in the bore of a high-
field superconducting coil. The sample locates inside a set of pick-up coils, which in turn
are placed inside the superconducting coil which provides a uniform dc-magnetic field at
the sample location. The magnetized sample is then displaced inside the set of pick-up
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coils inducing a current proportional to the variation of the magnetic flux. The signal is
detected and amplified by means of the SQUID sensor (the superconducting loop with the
weak link) in form of voltage. The magnetic moment of the sample is thus proportional to
the voltage variations that the SQUID detects, which can resolve magnetic moments in the
order of 10−6 emu. All the system is placed inside a helium cryostat which refrigerates the
superconducting coil and allows precise temperature control.

A.5 Transport measurements

The electric transport measurements in the ultra-thin LSMO films on LAO and STO were
performed by Dr. A. Palau using a Physical Properties Measurement System (PPMS) from
Quantum Design located at the ICMAB. The system has a 9 T superconducting magnet
and a helium cryostat which allows a precise temperature control between 1.8 K and 400 K.
During the magnetotransport measurements, the magnetic field was applied out-of-plane
of the LSMO film. Silver metal contacts where evaporated on the films and post-annealed,
ensuring resistance values below 10 µΩ. The resistivity of the LSMO films was measured in
a four-point configuration with an applied current of 5 nA. Vacuum grease was used when
mounting the sample to ensure good thermal coupling during the measurement.
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