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Abstract

In this thesis we present the architecture of a localization system that uses data from

multiple sensors available in commodity smartphones. Our main aim is to provide a

solution able to support accurate location-based services, such as augmented reality

applications, pursuing a good balance between accuracy and performance. We present

the architecture which encompasses the overall system proposed.

First we focus on the analysis of location fingerprinting techniques based on IEEE 802.11,

feasible to determine the position of a device with a few meters of estimation error.

Several refinements, based on the integration of additional sensors such as the camera or

the inertial, are introduced to improve the efficiency of our solution. Using scale invariant

features extracted from images we provide a solution for scene recognition that clearly

improves the reliability of our result. Moreover, we take a step forward in the image

analysis by including visual structure from motion techniques. It allows us to run off-line

3D reconstructions of the environment, and applying image resection techniques, we are

able to provide precise estimations of both the 3D position and rotation of the device,

obtaining an accuracy around 15 cm of error.

Our multisensor solution works in two different stages. We first obtain a coarse-grained

estimation based on WiFi signals, digital compass, and built-in accelerometer, making

use of fingerprinting methods, probabilistic techniques, and motion estimators. Then,

using the images captured by the camera, we carry out the image analysis focusing

on the subset of the 3D model spatially delimited by the previously obtained coarse

estimation.

Because of the difficulties found to build accurate 3D models in large and repetitive

environments, our proposal makes use of state-of-the-art IMU data processing techniques

during the training phase, in order to reliably generate 3D representations of the targeted

environment. This process solves typical scalability issues related to visually repetitive

structures in large indoor scenarios. The fact of getting high accurate 3D representations

of the testbed scenario improves the efficiency of camera resection techniques, reducing

the estimation error to 5 cm, with response times below 250 ms. The set of techniques

presented supports a wide range of location-based applications, from those requiring a

coarse estimation to those with high accuracy requirements.





Resumen

Introducción

Los avances tecnológicos que han experimentado los dispositivos móviles durante los

últimos años han favorecido su integración dentro de las tareas del d́ıa a d́ıa de las

personas. Este hecho ha permitido mejorar la experiencia de usuario a la hora de

interaccionar con el medio que nos rodea de diversas maneras. En la rama de la ingenieŕıa

informática, esta capacidad de interacción ha sido definida como “Computación Ubicua”,

la cual ha evolucionado de forma notable en gran medida gracias al desarrollo de dichos

dispositivos móviles.

Cuando hablamos de dispositivos móviles nos referimos principalmente a los smartphones,

cuyo uso es muy extendido hoy en d́ıa. Estos dispositivos han sido dotados con una

amplia variedad de sensores que nos permiten explorar el entorno. Esta capacidad,

junto con las mejoras de potencia de computo que ofrecen, nos permite realizar labores

de captura y análisis de información contextual que hace unos años parećıa imposible.

El concepto de “ubicuidad” está estrechamente relacionado con el término “localización”,

el cual es el principal objetivo de esta tesis. Como hemos comentado anteriormente, la

computación ubicua se basa en la mejora de la integración del usuario dentro del medio

que le rodea haciendo uso de las nuevas tecnoloǵıas. De aqúı podemos extraer que saber

la posición en la que se encuentra una persona es clave para favorecer dicha integración.

Es en este punto donde hemos detectado algunas carencias que vamos a intentar resolver

en esta tesis.

Obtener la posición de una persona es un proceso relativamente sencillo cuando dicha

persona se encuentra en un entorno de exteriores. Técnicas muy consolidadas y de uso

muy común como es el caso de GPS, ayudan a resolver el problema de forma eficiente.

Sin embargo, el problema de localizar a una persona cuando se encuentra en el interior

de un edificio no es algo trivial de resolver, quizás por eso aún no se ha encontrado la

solución óptima.

Si pensamos en cuál es el comportamiento normal de las personas, podŕıamos afirmar

sin lugar a dudas que la mayor parte de nuestro tiempo la pasamos dentro de algún

edificio (hogar, oficina, centros comerciales, etc.). Además, conforme la tecnoloǵıa ha ido

evolucionando y los smartphones se han hecho imprescindibles para las personas, han ido

apareciendo nuevos servicios dependientes de la localización geográfica del dispositivo

(marketing, navegación, entretenimiento, etc.). Por ello surge la gran necesidad de

ser capaces de proveer tal información de posicionamiento a aquellos servicios que lo
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requieran, sea cual sea el entorno en el que nos encontremos, incluido dentro de un

edificio.

Actualmente, existe una gran variedad de propuestas que se centran en resolver el

problema de la localización para interiores, pero la mayoŕıa de ellas han sido creadas

para cubrir una necesidad espećıfica, no siendo capaces de adaptarse a las distintas

necesidades que puedan surgir. Se debe ofrecer distintos niveles de precisión en las

estimaciones, atendiendo a la heterogeneidad en cuanto a las caracteŕısticas de los

dispositivos con los que nos podemos encontrar. Por ello, el principal objetivo general

que nos marcamos al inicio de esta tesis fue el de diseñar una arquitectura que permitiera

desarrollar un servicio de localización preciso, manejando información obtenida por

diferentes sensores integrados en los smartphones. Nuestra propuesta multisensor será

capaz de adaptarse a las necesidades espećıficas de cada aplicación, de acuerdo a la

precisión requerida y a las restricciones de sensores que puedan existir.

Técnicas de localización en interiores

Durante las últimas tres décadas, dentro del campo de investigación de la localización

en interiores se ha hecho uso de una amplia variedad de tecnoloǵıas gracias a la cuales

se han realizado interesantes aportaciones. En el Caṕıtulo 2, hemos hecho un amplio

resumen de las diferentes propuestas que hemos ido analizando durante nuestro periodo

de investigación. Puesto que vamos a trabajar con smartphones, pondremos especial

atención en aquellas técnicas basadas en tecnoloǵıas disponibles para dichos dispositivos,

tales como señales 802.11, imágenes e información obtenida por sensores inerciales.

Las ĺıneas de investigación en el campo de la localización en interiores se han centrado

principalmente en el estudio de la tecnoloǵıa 802.11. Se han llevado a cabo numerosos

proyectos en los que se demuestra la utilidad de esta tecnoloǵıa para desarrollar sistemas

de localización que ofrecen ciertas garant́ıas tanto en precisión como en fiabilidad.

Las principales ventajas a destacar de esta tecnoloǵıa son: su amplia implantación

en casi todos los edificios tanto privados como públicos, en grandes superficies como

hipermercados, en centros comerciales o aeropuertos; la posibilidad de utilizar una misma

infraestructura de red tanto para conexión a Internet como para llevar a cabo el proceso

de localización; el bajo coste de la misma ya que tanto los dispositivos como el servicio

de conexión a la red no tienen precios elevados; la casi absoluta implantación de esta

tecnoloǵıa en los dispositivos móviles.

Otras técnicas de localización que discutiremos se centran en el análisis de la información

de contexto capturada por las cámaras integradas prácticamente en todos los dispositivos
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móviles. Por lo general, las técnicas propuestas que hacen uso de imágenes para proveer

información de posicionamiento suelen ofrecer muy buenos resultados de precisión. Sin

embargo, el principal inconveniente es su alto coste computacional. Finalmente, también

veremos una serie de técnicas que hacen uso de los datos ofrecidos por los sensores

inerciales para estimar los movimientos realizados por el dispositivo.

Hoy en d́ıa, los principales motivos que despiertan el interés de los investigadores por

innovar dentro de este campo no van tanto en la dirección de intentar mejorar la precisión

obtenida por sistemas ya propuestos, sino que se centran en la integración de sensores

dentro del sistema de localización que suponga un valor añadido para el mismo. En este

sentido, se han propuesto trabajos relacionados con el uso de otros sensores disponibles

en los dispositivos actuales, donde se trabaja en la fusión de la información obtenida

mediante el hardware 802.11 con la obtenida por sensores de sonido, acelerómetros,

giróscopios o cámaras, entre otros, con la finalidad de aportar nuevos datos que ayuden

a llevar a cabo el proceso de localización de un dispositivo de una manera eficiente.

Nuestra propuesta multisensor

Hasta hoy la mayoŕıa de las propuestas multisensor desarrolladas se centraban en cubrir

las necesidades espećıficas del problema al que se enfrentaban. En nuestro caso hemos

diseñado un sistema que se vale de dicha multimodalidad con el fin de dar soporte a

una amplia variedad de aplicaciones basadas en localización, intentando cubrir distintas

carencias que hemos observado. En ese sentido, los objetivos que nos marcamos al inicio

de esta tesis fueron los siguientes:

• Diseñar una solución capaz de adaptarse a las necesidades espećıficas de cada

escenario de uso. Por ello nuestro principal objetivo es crear una solución que

se adapte a los requisitos de precisión impuestos por las aplicaciones y al mismo

tiempo se adapte a las caracteŕısticas y capacidades de los dispositivos a localizar.

Gracias a ello seremos capaces de ofrecer información de localización tanto a

aquellas aplicaciones que requieran una precisión de grano grueso (por ejemplo,

a nivel de habitación, planta de edificio, etc.) como a aquellas otras que requieren

una mayor precisión (por ejemplo, aplicaciones de realidad aumentada). Este

objetivo debe ir acompañado de la necesidad de intentar minimizar el tiempo de

respuesta.

• Nuestro segundo objetivo se centraba en mejorar la fase de entrenamiento. Los

sistemas de localización basados en técnicas de mapas de huellas de sensores

(como es nuestro caso), requieren una fase previa de entrenamiento o aprendizaje,
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necesaria para crear los modelos que nos ayudarán a realizar las estimaciones de

localización. En nuestro sistema, la necesidad de crear modelos 3D del entorno

para poder hacer estimaciones precisas supone una dificultad añadida al proceso de

entrenamiento. La creación de estos modelos requiere la supervisión de un operador

para evitar aquellas situaciones de error que se puedan dar y que produciŕıan como

resultado modelos que no se ajustaŕıan a la realidad. Este objetivo se centra en la

definición de una metodoloǵıa que permita llevar a cabo esta fase de entrenamiento

y generación de modelos de una forma automática y no supervisada.

• Finalmente nuestras propuestas se engloban dentro del objetivo global de esta

tesis, el de ofrecer una arquitectura escalable, extensible y modular que permita

diseñar diferentes tipos de sistemas de localización. Dicha arquitectura deberá ser

capaz de manejar la multimodalidad ofrecida por los smartphones, de forma que

se pueda integrar la información extráıda de los distintos sensores disponibles.

Como se verá a lo largo del documento, el proceso de desarrollo de nuestro sistema de

localización se divide en tres fases claramente diferenciadas.

En primer lugar se llevó a cabo una fase de análisis de distintas técnicas de localización

basadas en mapas de huellas, Caṕıtulo 3. Como indicamos anteriormente, la principal

tecnoloǵıa empleada fue 802.11. Esta primera fase nos permitió llevar a cabo la in-

tegración de diferentes propuestas ya existentes, desarrollando una solución que ofrece

buenos resultados en cuanto a precisión y rendimiento. Los resultados obtenidos estaban

en el entorno de los 3 metros de error medio de estimación, consiguiendo dar respuesta

a las peticiones en apenas unos pocos milisegundos.

Sin embargo, la precisión obtenida no era suficiente para alcanzar nuestro objetivo de dar

soporte a aplicaciones con altas exigencias en ese aspecto. Por ello iniciamos una segunda

fase de investigación y desarrollo en la cual se integró la cámara como segundo sensor

dentro de nuestro sistema de localización. Como se detalla en el caṕıtulo correspondiente,

Caṕıtulo 4, el análisis de imágenes se llevó a cabo en dos fases.

En la primera de ellas, introducimos el uso de imágenes con el fin de mejorar la fiabilidad

de las estimaciones realizadas mediante el análisis de las señales WiFi. Esta primera

versión multisensor de nuestro sistema hace uso de mapas de huellas de imágenes para

realizar estimaciones de posición mediante el análisis de las imágenes tomadas durante la

fase de localización. Este análisis se ha llevado a cabo usando un algoritmo de extracción

de caracteŕısticas distintivas de imágenes en escala de grises, y que puede ser utilizado

para reconocer la misma caracteŕıstica entre diferentes vistas de un mismo objeto o

escenas. Esto nos permite llevar a cabo el reconocimiento de escenas con una alta

probabilidad de acierto, consiguiendo un nivel de precisión en nuestras estimaciones de
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localización proporcional al tamaño de las celdas en las que se divide nuestro espacio

de búsqueda. El principal problema de la integración de imágenes es el elevado coste

computacional de realizar la búsqueda en grandes bases de datos de imágenes de entre-

namiento. Para ello, nuestra primera versión multisensor se basa en realizar una esti-

mación de grano grueso inicial de la posición del dispositivo, haciendo uso de las señales

WiFi. Estas estimaciones nos ayudan a la hora de acotar la búsqueda de imágenes, mejo-

rando de forma considerable la eficiencia de nuestra solución, al tiempo que favorecen la

escalabilidad de la misma.

En la segunda fase del análisis de imágenes hacemos uso de técnicas avanzadas de visión

por computador, como por ejemplo técnicas de resección de cámara. Esto nos permite

realizar estimaciones precisas de los seis grados de libertad de la posición de una cámara,

es decir, los tres grados de libertad que indican su posición en el espacio 3D y los tres gra-

dos de libertad que indican la orientación, rotación e inclinación de la cámara. El uso de

estas técnicas nos permitió mejorar la precisión de nuestras estimaciones, reduciendo el

error cometido a unos 15 cent́ımetros de media. Estas técnicas requieren disponer de

modelos 3D a escala del entorno para establecer las correspondientes correspondencias

entre los puntos 2D situados en la imagen con su posición 3D en el mundo real. La

gen-eración de dichos modelos 3D es una tarea costosa, no solo en términos de cómputo

ya que se debe ejecutar de forma off-line, sino porque dicha generación puede verse

afectada de forma negativa por la existencia de elementos similares en diferentes partes

del escenario. El tamaño del escenario a modelar también puede ser un problema im-

portante en este caso. Estos problemas impiden un proceso de construcción limpio, y

requieren la supervisión de un operador para solucionar los posibles casos de inconsis-

tencia que puedan darse.

Por estas razones, otra de nuestras aportaciones es la propuesta de una solución diseñada

para apoyar la fase de entrenamiento en aquellos entornos en los que se requiera construir

un modelo 3D del mismo, Caṕıtulo 5. Esta solución es capaz de minimizar los problemas

previamente comentados, mejorando la fiabilidad del proceso de reconstrucción y por lo

tanto la precisión de los modelos obtenidos. Para ello hemos realizado un análisis en de

los datos facilitados por distintos sensores tales como el acelerómetro, la brújula digital

o el giroscopio, siendo capaces de estimar de forma aproximada la posición del operador

durante el proceso de entrenamiento. Esto nos permite etiquetar las muestras de todos

los sensores con la posición en la que son obtenidos, lo que supone una importante

ventaja a la hora de llevar a cabo el proceso de reconstrucción de los modelos 3D. Este

método de generación de modelos 3D hace que éstos se ajusten mejor a la realidad,

teniendo una notable influencia en la precisión obtenida durante la fase de localización,

dejando el error medio de estimación en torno a los 5 cent́ımetros.
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Finalmente, con el fin de cubrir el objetivo principal de esta tesis, en el Caṕıtulo 6

presentamos la arquitectura que engloba nuestro sistema de localización. Dicha ar-

quitectura ha sido diseñada de forma modular, con el objetivo de poder adapatarla a

diferentes escenarios de aplicación. La funcionalidad que debe integrar un sistema de

localización ha sido divida en diferentes planos que definen las responsabilidades de cada

módulo diseñado.

Conclusiones

A lo largo de esta tesis se proponen diferentes soluciones para alcanzar los objetivos que

nos marcamos al inicio. Se propone una arquitectura multisensor extensible, escalabe

y adaptable que ofrece los mecanismos necesarios para el desarrollo de sistemas de

localización. Se hace uso de diferentes técnicas basadas en el análisis de señales WiFi

para proporcionar un servicio básico de localización. De esta manera somos capaces de

realizar una estimación aproximada, en el rango de unos 3 metros de error, de la posición

de un dispositivo con una relativa fiabilidad. El uso de imágenes nos permite mejorar

la fiabilidad de las estimaciones realizadas, siendo capaces de obtener la posición de un

dispositivo con 5 cent́ımetros de error. El análisis de los datos de los sensores inerciales

obtenidos durante la fase de entrenamiento permite estimar la ruta seguida por los op-

eradores. El camino inferido posibilita el geo-etiquetado automático de las mediciones

obtenidas por otros sensores (WiFi y cámara), y facilita la creación automática de ma-

pas de huellas de señales de radio y de imágenes. Como demostraremos, este proceso da

lugar a reconstrucciones más confiables de los mapas 3D de las escenas.

El tiempo de respuesta conseguido ronda los 250 milisegundos. Somos conscientes de

que esta tasa de refresco es todav́ıa insuficiente para dar soporte a aplicaciones con tasas

de entrada de imágenes del entorno de los 25 frames por segundo. Sin embargo podemos

pensar en muchas aplicaciones móviles que no requieren tal frecuencia de actualización

de información de posicionamiento.

Al finalizar esta tesis somos conscientes de que aún queda mucho trabajo que hacer. Por

un lado, las propuestas que hemos realizado son susceptibles de mejora en varios aspec-

tos, como por ejemplo intentar reducir el tiempo de respuesta, o integrar la extracción

de las caracteŕısticas de las imágenes en los propios smartphones. Por otro lado, una

v́ıa futura de desarrollo seŕıa la integración de nueva funcionalidad, como podŕıa ser

la fusión de datos inerciales durante la fase de localización, o la integración de otros

sensores no considerados hasta ahora por nuestra parte. Por último, un elemento funda-

mental a tratar será la integración de las medidas de seguridad necesarias para asegurar

la confidencialidad de los datos manejados y para mantener el anonimato de los usuarios.
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A pesar de esto, creemos que hemos dado un paso importante para demostrar que la

integración multisensor es el camino a seguir de cara a desarrollar soluciones eficientes

de localización para interiores.
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dro por su compañ́ıa incondicional a la hora de salir a almorzar. Gracias a todos mis
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Chapter 1

Introduction

The concept of ubiquitous computing (UC) was coined by Weiser [184] in the late 80s,

defining it as a paradigm centered on the idea of integrating devices within the environ-

ment, in such a way that they offer an optimal support to human daily life activities.

According to Weiser’s perspective, a computer should be used to provide us with an

artificial extension of the reality we live in and interact with.

During the last three decades computing devices have been made more compact while

at the same time more efficient. The continuous integration of a wide variety of sensors

has allowed the full interaction of these devices with the surrounding context, making

them able to explore the environment and realizing about what is taking place. Clear

examples of such devices are the smartphones and tablets, which nowadays count with an

important set of sensors (like WiFi connectivity, light, acoustic, cameras, accelerometers,

compasses, among other) which make them able to measure contextual information of a

different nature. The widespread adoption of these devices, combined with the advances

in the deployment of radio networks, make it feasible to keep them always connected,

facilitating their cooperation and the communication with external services in order to

accomplish difficult tasks.

In this thesis we focus on the use of smartphones as the key tool to scan the context,

taking advantage of the diversity of resources they provide. The rapid evolution of these

devices during the last years has been so intensive that, apart from the basic services

they offer, people in general still ignore many of their possibilities. The term smartphone

was coined in 1993, being first used to classify the IBM’s Simon personal communicator
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device. Throughout the remainder of the 1990’s, various types of advanced mobile

phones appeared on the market. Touch screens began to replace keyboards on many

smart phones, while games and email functions became more sophisticated as new models

were released. However it was not until the end of the last decade, with the incursion

of the first version of the Apple’s iPhone in 2007 or the first Android OS device, the

HTC Dream in 2008, when the real explosion of the smartphones took place. During

the past six years the increasing number of people having a smartphone (e.g. more 55%

of Spain’s population in 2013 according to statistics facilitated by Google in [13]) has

made them a really ubiquitous device.

The concept of ubiquity is closely related to the concept of localization, which is the

keystone of this thesis. It is based on the capacity of knowing the position of a specific

device in order to provide information regarding its state, to offer the most appropriate

services or functionality associated with the context in which it is currently located. In

that sense, the ability of estimating the position of a device becomes essential in those

scenarios where the services provided have a strong dependency on that information,

like navigation, marketing, or gaming, to name a few.

As it is well known, the localization problem in outdoor environments was successfully

solved by the GPS (Global Positioning System) [84], the GLONASS (Global Orbiting

Navigation Satellite System) [85] or the still to be deployed GALILEO [132] technolo-

gies. Different localization solutions and devices have been developed based on these

technologies, which have been integrated in several aspects of our life, such as car nav-

igation, emergencies, and most recently in smartphones providing them with valuable

information to offer a wide variety of location aware applications which support our

daily activities.

Nevertheless, nowadays people spend most of their time in indoor environments. Studies

like the one published in 2004 by the Eurostat (Statistical Office of the European Com-

munities) [54] reflect the daily habits of people aged 20 to 74 in different UE countries.

The statistics shown in Figure 1.1 indicate that people spend around the 86% of their

time inside buildings. This percentage includes the time spent at home, at the office,

inside educational buildings, malls, stores or restaurants, among others. The remaining

14% refers to the time people spend outdoors, mainly activities like traveling (moving

in a vehicle or walking) and other like doing sports. Since the habits of people in recent
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years have not varied so much, these results demonstrated the necessity of providing

localization solutions for indoor environments.

Table 1.1: Time distribution indoors and outdoors (%) during a work day for em-
ployed people in UE counties with ages between 20 to 74.

The remarkable success of GPS in the outdoor environment created a general consumer

expectation that similar indoor accuracy should be available using the GPS system.

However, the signals from GPS satellites are too weak to be reliable within buildings.

Their structure and the elements they contain block the transmission of signals to be

correctly received by the devices located inside, which prevents an appropriate function-

ing. Other approaches, such as GSM (Global System for Mobile communications) cell

towers triangulation or assisted GPS (A-GPS ), whether used alone or in combination,

are not sufficiently precise to obtain accurate position estimations.

Determining location at indoor environments presents special engineering, social, and

regulatory challenges. The wide scale of indoor environments and the variety of ser-

vices provided require location accuracy ranged from coarse-grained estimations (room

level) to fine-grained estimations (few centimeters of error). Sometimes we have to work

within crowded or cluttered environments, making sensing difficult due to obstacles

present. Additionally, intrinsic privacy concerns arise from the specter of big brother

systems that monitor users constantly. Finally, commercial regulation limits the avail-

able technologies and thus the possibilities of developers to provide more accurate and

deployable solutions.

1.1 Indoor localization overview

For the last 30 years, indoor positioning has become an important research topic. In its

early stages, this unexplored field was a clear research objective not only for research

groups of universities all around the world, but also for important IT companies. All

of them have invested huge amounts of resources (human and economic) which resulted

in the provision of a diversity of solutions to this problem. Among other alternatives,
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most of them were based on the utilization of technologies commonly available in indoor

scenarios, like WiFi, Bluetooth or RFID, and the analysis of additional information that

can be collected by the sensors integrated in mobile devices, such as the images captured

by the cameras, or the measurements collected from inertial sensors.

Among the vast number of proposals that have been made within this field we high-

light those which marked a milestone in the evolution of these systems. The Active

Badge [181] location system developed by the Olivetti Research Ltd, now AT&T Cam-

bridge, was the first automated indoor location system. It used a diffuse infrared beacon

embedded into the electronic badges which provided information about their position,

obtaining room size accuracy. In 1997 AT&T researchers evolved this solution propos-

ing the Active Bat [76] system, which provided a more accurate physical positioning

using ultrasound time-of-flight lateration techniques to compute the coordinates of the

mobile devices in relation to the known locations of ceiling-mounted units. Another

alternative was the Cricket [145] system developed by the MIT in 2000. In this solu-

tion ceiling-mounted devices simultaneously transmitted radio packet and ultrasound

pulses as a combined beacon. Though less accurate than previous systems, around 1

meter of estimation error, it provided other advantages regarding the privacy of users

and the scalability of the system, since mobile devices were in charge of estimating their

own location. The main disadvantages of all these techniques were the need for specific

hardware and the deployment cost of having to use dedicated sensor networks.

Other key works in this field were the RADAR [24] positioning system and the EasyLiv-

ing [112] project, both developed by Microsoft research groups in 2000. The former

is an indoor position tracking system which used the existing WLAN infrastructure to

provide estimations around 3 meters of error. The latter was the first approximation to

track people inside a room using the images captured by multiple cameras. In 2005 the

Intel research labs proposed Placelab [117], a solution that integrates outdoor and in-

door positioning, combining GSM cell tower transmissions and WiFi signals from access

points throughout a city. Curiously, this technology was integrated in the early versions

of the Apple’s iPhone.

These works laid the foundations for the development of localization techniques for

indoor environments. Thereafter, researchers all around the world have proposed a wide
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variety of solutions using different sensor configurations, as we will describe in following

chapters.

Nevertheless, the recent history of indoor positioning is clearly led by the most important

worldwide technology companies, like Google, Apple, or Microsoft. They soon noticed

the capacities of the indoor positioning based services, and in the last few years have

maintained a hard competition in order to gain the leadership in this field.

In 2012 Google integrated indoor navigation within itsGoogle Maps service for thousands

of buildings in different countries, including office buildings, airports, shopping malls,

and other public facilities. Nowadays Google is focused on improving its solution for the

automatic generation of indoor maps with crowdsensing approaches, using the contextual

information (mainly WiFi signals and images) observed by Android OS smartphones.

Additionally, the Google’s project Tango [10] offers a way to develop highly accurate

indoor maps and renderings, a key requirement for indoor positioning systems requiring

precise device position estimations. Their developers have created a smartphone which

integrates a motion tracking and depth sensing camera which supports the automatic

reconstruction of 3D maps of indoor spaces. Nowadays, this project is still in its early

stages, but it could revolutionize indoor positioning and navigation in the coming years.

Meanwhile, Apple has also made important advances in the field of the indoor localiza-

tion. During the last years Apple has collaborated with expert companies in the analysis

of WiFi signals to identify the location of a device in indoor spaces, like WiFiSLAM and

Wifarer, even acquiring the first one. With these strategic movements Apple gained

an important role within the indoor positioning market. As a consequence Apple has

been seeding commercial spaces with its own iBeacon technology [2] for months, making

use of the sensors available in its iPhones and networks of WiFi beacons installed in

the scenario. As in the case of Google, this project enables the company to map large

indoor areas of stores, offices, event spaces and commercial buildings.

Finally, though having a higher experience than the previous ones, nowadays Microsoft

is considered as the third largest company in the field of indoor positioning. As we have

previously indicated, during the last decade Microsoft research division has dedicated an

important amount of resources to the proliferation of indoor positioning technologies. Its

most important location service, Microsoft’s Bing Maps, enables another alternative that
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counts with thousands of indoor maps of airports, shopping malls, and public buildings

in North America, Europe, and Asia.

Due to the high availability of proposals and the diversity of services provided, new and

more exciting applications have been developed to serve the mass consumer markets.

Next, we look at some of the most common uses for indoor location information, which

can be classified in these categories:

• Locating people or assets indoors: this is the most fundamental and valuable propo-

sition for indoor location technology. Usually, these systems provide services like

monitoring and tracking of devices. Examples of this type of systems are the

commercial solutions provided by Ekahau [7] or the Aeroscout [1] solutions, which

have been utilized in health care scenarios to improve the safety of senior citi-

zens in residential centers, and integrated in manufacturing, mining and security

environments, among other scenarios.

• Navigation: this category is closely related to the previous one, but requiring

additional integration with information about the physical characteristics of the

environment. Currently different solutions exist able to provide navigation infor-

mation inside buildings, as for example the NaviKit service provided by Meridian

[5] or the indoor navigation solution offered by Infsoft [4], both providing a soft-

ware development kit for creating final applications. These solutions have been

adopted for the guidance of disabled people inside buildings, to minimize the time

required to reach a point of interest inside large buildings such as airports, or to

guide people in emergency situations.

• Gaming and entertainment : the advances in visual computing and the oppor-

tunity to apply location information to combine the virtual and the real world

create numerous and interesting new applications for people of different ages and

demographics. Current work in augmented reality systems will form the basis for

implementing applications that allow devices and users to interact in the real and

virtual worlds simultaneously, as for example to develop augmented reality games

like Ingress [3, 44], interactive guides for museums or augmented reality shopping

applications, among others. Moreover, location data are used nowadays in so-

cial networking as an entertainment service. Social networking applications like
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Facebook or Twitter use this information to offer services related to the current

position of their users.

• Analysis of group activities: location technology can further assist users in the

analysis of activities between people and things that are moving dynamically with

respect to each other. This is an interesting topic, which involves the localization

of groups of people who are known to be nearby, and the analysis of their behav-

ior to extract additional knowledge useful to provide more personalized services.

Interesting proposals have been made by Neils et al. in [106] and Kjærgaard et al.

in [104], which open new opportunities for the development of additional services.

• Marketing and personal advertising : within this category we find those solutions

that make use of indoor positioning services for context-aware advertising. The

main goal is to provide alternatives that improve the way in which people receive

information about products, events, or services they might be interested in. An

example of such type of systems is the Sensewhere project [8], developed by a

research group of the University of Edinburgh.

These examples briefly represent the evolution of indoor positioning techniques and

current activity carried out by important companies and universities. Nowadays, Google

seems to be the best positioned in this field, mainly supported by the notable leadership

in the domain of the worldwide smartphone’s market, in which Android OS devices

move towards 60% of share, against the 35% of Apple as the most direct competitor,

according to a recent study made by Tech-Thought company [169].

While the already mentioned usages and the developed solutions cover a vast spectrum of

applications, the applicability for location information is limited only by our imagination.

The report [14] made by ABI Research predicts that the ecosystem necessary for mass

adoption of indoor location applications will be ready by 2016. According to this report,

the constant evolution of indoor location and proximity technologies makes evident that

they will play a key role in the future of mobile technology. Another study by Research

and Markets [12] provides interesting information on the future development of indoor

positioning systems. The prognostic for 2018 is that over 800 million of smartphones

will actively use indoor location services for applications, becoming as standard as the

GPS is today.
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1.2 Motivations and goals of this thesis

Before determining the main research lines of this thesis, we carried out an in-depth

analysis of the state of the art of the indoor localization systems. This has allowed

us to be aware of its importance within the research community, and the implications

of managing location information for current and future services. Apart from this, we

found several lacks and opportunities that motivated the work carried out during the

last four years.

In the initial stages of this thesis, early 2010, the advances in this research field were

limited by different factors:

• The lack of facilities (sensors) in smartphones to scan the context.

• The computational limitations of these devices to accomplish intensive computing

tasks.

• The monomodal nature of most of the available solutions. Multisensor approaches

integrated the use of additional sensors just to accomplish a specific task, but

usually not providing a real fusion of technologies.

• The requirement of specific deployments (such as RFID or ultrasounds) to obtain

high accuracy estimations. Solutions based only on existing infrastructures (like

WLAN networks) provided an accuracy around 3 meters of estimation error on

average.

• Most of the solutions provided were designed with specific purpose only, which

limited its extensibility and applicability in other scenarios.

• The difficulties to carry out an optimal acquisition of the information required to

build the sensor models (fingerprint maps) that support the localization process.

However, the constant evolution of the smartphones led us to think that this progress

would continue in following years, not only from the point of view of the improvement

of their computational capacities, but also from the perspective of the integration of

additional and more reliable sensors. Consequently, we took advantage of the multisensor

nature of the smartphones, in order to improve the acquisition of context data and to
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1.2 Motivations and goals of this thesis

provide a location service supporting different granularity. We were aware that our

contribution within the indoor localization field should not be addressed to find a new

technique that definitely solved the localization problem at indoors. Instead, from the

multisensor perspective, we thought that a better contribution would be to propose a

solution combining already existing alternatives that analyze the measurements from

different sensors, taking advantage of their different strengths to solve some of the issues

commonly present in the development of indoor localization services.

In consequence, we established the following three main goals:

• Provide a holistic solution. Most of the existing approaches had been defined

to cover a specific necessity. In contrast, our first goal was to provide a localization

solution able to be adapted to different accuracy requirements, device’s capacities

and environmental circumstances. Our location service had to support a wide vari-

ety of applications, from those requiring coarse-grained estimations (e.g. to locate

someone with room level accuracy), to those requiring high accuracy estimations

and rapid response time (e.g. augmented reality AR applications that work in real

time and need centimeter level precisions). Because of their high availability in

common smartphones, we focused on the study of sensors like the WiFi interface,

the camera and the inertial sensors (digital compasses, accelerometers and gyro-

scopes). To reach this goal we had to follow a sequence of stages that ensured an

appropriate integration of the mentioned sensors, being aware of the quality of the

measurements obtained:

1. The initial stage consists on the analysis of radio signals, specifically WiFi sig-

nals, which allows the development of solutions able to obtain coarse-grained

estimations with errors around a few meters. Sometimes the accuracy ob-

tained can be considered good enough to fulfill the requirements of some

location-aware applications.

2. We would integrate the use of the images collected by the camera within

our localization solution. In previous studies, the analysis of the features

extracted from these images had demonstrated it usefulness to accurately

estimate the camera pose. Using simple fingerprinting techniques to look

for coincidences among a database of features, or using more sophisticated
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techniques of image processing, the integration of this information should

allow the improvement of the accuracy of our estimations.

3. Our initial proposal to accomplish the multisensor integration consisted of the

utilization of WiFi and compass measurements within the process of image

analysis. The coarse-grained estimations obtained fromWiFi signals analysis,

supported by the analysis of compass measurements, could be a good filter to

focus the image analysis in the tentative zone of the entire scenario. As it is

well known in the computer vision field, the process to look for coincidences

between a source image and a huge set of referenced images is computationally

intensive. Therefore, reducing the number of images to compare with is an

important challenge that must be addressed in order to provide rapid response

time, supporting applications that require location estimations in real time.

4. Finally, our multisensor idea included the use of inertial sensors to support

the localization process during the on-line phase. Existing solutions based on

the analysis of inertial sensor measurements allow to track a device during a

short period of time with relatively good accuracy. A reference position must

be previously established using other sensor information for an appropriate

functioning.

• Improve the training phase. One of the most important drawbacks of local-

ization systems is the time and the human resources required to carry out the

training phase in order to build the sensor models. Different proposals try to solve

this issue providing techniques for the automatic creation of fingerprinting maps

based on the analysis of inertial sensor measurements using dead reckoning tech-

niques that infer the path covered by the operator. However, when we set out

this problem none of them considered the use of the camera, which implied an

important challenge because of the restrictions to ensure the capture of images

in optimal conditions, and the added difficulty of the complex image processing

required.

Consequently, our second goal was to design a solution to improve the system

training with regards to the interaction demands of the operators. This solution

had to facilitate a correct capture of the sensor information required to build the

fingerprint maps of WiFi signals and images, being able to automatically geo-tag

the measurements with the position in which they were collected.
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• Offer a modular and extensible system architecture. Previous goals cannot

be achieved without the support of an architecture that organizes the functionality

that must be implemented and the flow of information among the different entities

that made up the full system. Therefore, another important goal in the early

stages of this thesis was to provide an architecture that supports the multimodality

offered by the smartphones. The fact of integrating different sensors within the

same solution implied several challenges:

– We had to be able to manage sensor measurements of different nature.

– We needed to implement different modules in order to analyze these measure-

ments, ensuring appropriate processing taking into consideration the required

computational resources.

– It was essential that the architecture adequately supported the fusion of all

the available information in order to carry out the location estimations in the

most appropriate way.

1.3 Structure of this document

In this introduction, we have put the indoor localization into context and have indicated

our main goals for this work. In Chapter 2 we will perform a thorough revision of

the related works that we analyzed in the early stages of this thesis and during its

development. This study allowed us to identify the pros and cons of the analyzed

techniques, realizing that there is still need for more research in this field.

Our work continues then by accomplishing a wide experimental study of different po-

sitioning techniques that make use of radio signals, which is described in Chapter 3.

There we will present a solution which integrates different existing techniques with the

main aim of building an alternative that achieves a good trade-off between performance

and accuracy.

In Chapter 4 we will introduce the use of images under the premise that they will

allow us to improve the reliability and the accuracy of our estimations. In this initial

version of our multisensor approach we will show how radio signal based estimations

can be used to reduce the time required to accomplish the image analysis. We will use
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the images for scene recognition obtaining high reliable coarse-grained estimations using

fingerprint-based techniques. Additionally, we will also accomplish precise estimations

reducing the error down to a few centimeters. This high accuracy requires the use of

advanced techniques in visual computing, including camera resection techniques which

depend on the availability of 3D maps of the scenes.

The generation of these 3D models is a delicate task which can be negatively influenced

by different factors, like the presence of similar objects which are distant in the space, or

the size of the environment to model. In Chapter 5 we will provide a solution making

use of inertial sensors to facilitate the training phase and at the same time improve the

reliability of the 3D model building process and therefore the precision of the obtained

models. We will demonstrate that more accurate estimations can be obtained using the

models generated using the proposed method.

Once all of our technical proposals have been presented, Chapter 6 will describe the

architecture that organizes all the functionality described in previous chapters. This

architecture will demonstrate the modularity of our solution and the capability of adap-

tation to the different configurations that may be adopted when developing a location

aware system.

Finally, in Chapter 7 we will present the main conclusions reached, defining some

interesting research lines that may be addressed to improve this work in the future.
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Related Work

In this chapter we are going to summarize some of the proposals made during the last

few years regarding the development of location services and those earlier proposals

which have had an important influence over the time. In Chapter 1 we motivated the

problem addressed throughout this thesis, and as mentioned, our main aim is to provide

localization services for mobile devices moving around indoor environments. Therefore,

we concentrate our analysis on those techniques which are somehow applicable within

this context.

Moreover, we focus on the use of smartphones and tablets because of the high variety

of sensors they integrate, which makes the utilization of a wide range of positioning

techniques feasible. This high availability of sensors enables us to provide different levels

of accuracy in the position estimations, from coarser-grained estimations which support

those applications that require an accuracy of a few meters, to fine-grained estimations

in order to serve augmented reality applications which require estimation errors of a

few centimeters. Therefore, the techniques analyzed in this chapter are restricted to

those that make use of sensors available in smartphones. Specifically we give special

attention to some of the most common sensors, like radio, camera and inertial, which

will be explored in following chapters.

We will analyze the strengths and weaknesses of different single-sensor and multi-sensors

proposals that made use of the mentioned sensors (among others). For that reason, we

will carry out an initial revision of single-sensor proposals in order to facilitate a clear

perspective of their main characteristics, context of use and achievements. As we will
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see, although there are some techniques able to provide a high level of accuracy, most

of them lack aspects that make them not suitable for specific situations. Consequently,

multi-sensor based proposals which are also analyzed, exploit the positive aspects of each

individual sensor, combining them in a adequate way to obtain the maximum benefit in

terms of accuracy and scalability.

2.1 Single-sensor technologies used for localization

In this first section we are going to carry out a review about some of the most important

single-sensor alternatives that were proposed in order to implement a location estimation

algorithm for indoor environments. Different types of techniques have been used during

the last years to design efficient algorithms, nevertheless we are going to pay more

attention to those based on the analysis of radio signals, images and measurements from

inertial sensors, since they can be easily collected using commodity smartphones and

tablets in indoor environments.

2.1.1 Radio based proposals

Several methods have been used to infer locations based on the analysis of radio signals.

Depending on the problem, each of these solutions has specific requirements as to what

type of measurements are needed and the parameters extracted from radio signals which

are used. The most common radio technology used is 802.11, and most of the mentioned

techniques will be based on this technology. Nevertheless, different alternatives have

also been proposed based on other radio technologies like RFID, UWB, or GSM, among

others.

2.1.1.1 Lateration (time-based methods)

Lateration methods estimate the position of an object by measuring its distances from

multiple reference points. In most cases, these algorithms make use of the signal propaga-

tion speed in order to collect distance-related measurements. That is the case of the time-

of-arrival (TOA) [43, 73, 183] and the time-difference-of-arrival (TDOA) [48, 187, 188]
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methods, which estimate the positions from distance-related measurements to fixed sen-

sors (emitters or access points) with known positions.

In the first case, the distance from the mobile target to the measuring unit is directly

proportional to the propagation time. Nevertheless, in the TDOA implementation the

idea is to estimate the relative position of the mobile device by examining the difference

in time at which the signal arrives at multiple measuring units (i.e. APs in a WLAN

WiFi network), rather than the absolute arrival time of TOA. Despite the good accuracy

that can be obtained with estimations of less than one meter of error, these time-based

methods require special sensors or hardware to be installed in the covered area due to the

requirement of precise synchronization. Though this drawback is alleviated in TDOA,

the accuracy is still limited because of inherent multipath fading and non-line-of-sight

(NLOS) propagation factors which appear in indoor environments.

2.1.1.2 Angulation

Angle-of-arrival (AOA) methods work by observing the angle of arrival of signals. The

location of the mobile device can be estimated by the intersection of several pairs of

angle direction lines [51], each made up by the circular radius from a base station to the

mobile device. In this case 2D or 3D positions can be obtained using two measurements

from two different base stations, nevertheless sometimes the case of 3D estimations is

solved using three measurements from different APs, over-determining the problem. In

this case the synchronization between the different measurements is not necessary. These

solutions are able to accurately calculate the device pose with estimation errors around

one meter.

Huang et al. [48] propose a hybrid approach making use of the previously introduced

TDOA method and the AOA approach. The distinctive feature is the integration of

the estimation of the azimuth AOA (A-AOA) and the elevation AOA (E-AOA). These

compound solutions are able to improve the positioning accuracy obtained by either

AOA and TDOA separately. To obtain accurate estimations, the collection of precise

measurements is required. For that purpose, an alternative is the utilization of direc-

tional antennas or antenna arrays as Wang et al. proposed in [92]. Nevertheless, despite

the high accuracy it notably increases the cost of the system.
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As in the previous case, AOA methods work well in line-of-sight (LOS) situations but

are susceptible to multipath interference, thus accuracy and precision decrease when

confronted with signal reflections from surrounding objects typically present at indoor

scenarios.

2.1.1.3 Proposals based on signal properties

Within this category we can find different proposals based on the analysis of the prop-

erties that are intrinsic to the signals, such as the signal phase, the signal-to-noise ratio

(SNR), the received signal strength (RSS) or the variation that represents this value in

device-specific units as the received signal strength indicator (RSSI). In general, most of

the alternatives are based on the analysis of the RSSI, and can be classified within two

general categories: radio-frequency (RF) signal attenuation methods, and fingerprinting

methods.

RF signal attenuation methods

RF signal attenuation-based methods utilize signal theory to define propagation models

that estimate the distance between a wireless device and the observed access points.

This type of methods is frequently classified as an special type of lateration approach,

which can also be performed by using RSS, based on the knowledge of the transmitter

output power, the antenna gain and the appropriate path loss model.

The complexity of signal propagation in indoor environments has been analyzed by Chey

et al. [45], Zhao et al. [196] and Phaiboon [143]. The main difficulties derive from the

complexity of extracting the attenuation factor that influences the RSS transmissions.

In [157] Seidel and Rappaport derived the floor attenuation factor (FAF) model to

estimate the distance between the mobile device and the APs in multistory buildings.

In the RADAR system [23, 24] authors disregarded the effects of the floor and presented

the wall attenuation factor (WAF) which determines the distance to an AP according

to the attenuation caused by the walls obtaining estimation errors down to 5 meters.

One of the disadvantages of these proposals based on propagation models is that in

most cases there are some parameters employed which are site-specific and that change

dynamically. Thus they cannot be directly applied to different environments.
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As in the case of lateration methods based on transmission time, the localization accu-

racy of RSS attenuation based methods are significantly affected by the unpredictable

setup in indoor environments. The signal propagation between the wireless device and

the access points suffers from the connectivity of LOS, non-line-of-sight (NLOS), and the

shadow fading due to the complications of indoor environments, such as walls, furniture

and the movement of people around.

Fingerprinting

These methods are based on radio maps containing patterns of RSSIs which are ob-

tained using 802.11, Zigbee, Bluetooth or any other widespread wireless technology.

These methods can be considered as empirical approaches, since they do not make any

assumption about the environment or signal propagation paths. Systems based on fin-

gerprinting work in two phases. Firstly, an off-line or training phase is performed to

build a labeled map of radio signals of the environments. Then, it is during the on-line

phase when the system is ready to estimate the user location. One of the main difficulties

encountered by this method is the definition and maintenance of the fingerprinting maps

that guides the localization process. These maps can be manually obtained by collect-

ing signal samples, but it is not an efficient process in large scenarios. Nevertheless, the

maps can be derived from radio propagation models as indicated by Hashemi in [78] and

Rappaport in [149], or can be obtained automatically by using crowdsourced (organic)

approaches like those presented by Park et al. [142], Schmid et al. [155] or Radaelli et

al. [146] where users consequently contribute with location-blind measurements while

using the localization services. Crowdsourcing proposals have recently emerged as a vi-

able solution to address the definition and maintenance of fingerprinting maps. However

some early systems employed the same idea to expand a minimum radiomap created

during the training phase. The ActiveCampus [72] project was a clear example of this

type of solutions.

Other solutions to address the map creation are the simultaneous localization and map-

ping (WiFi-SLAM) approaches. Fox et al. [59] proposed a method which uses the

gaussian process latent variable model (GP-LVM) to relate RSS fingerprints and models

human movements (displacement, direction, etc.) as hidden variables. When a small
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portion of RSS measurements are tagged with the real coordinates, semi-supervised lo-

calization estimate the new location of the new measurements according to RSS dissim-

ilarity. GraphSLAM [90] further improves WiFi-SLAM regarding computing efficiency

and relying assumptions.

Among the different types of fingerprinting algorithms which have been already pro-

posed we highlight those belonging to these three categories: deterministic methods,

probabilistic methods and approaches based on neural networks. From now on, we are

going to focus on 802.11-based solutions.

Deterministic techniques represent the signal by a vector of scalar values (according

to the number of APs considered) and use some pattern-matching method to estimate

the user location, as for example the k-nearest-neighbor algorithm. One of the most

widely known alternatives is RADAR [23, 24], whose authors proposed an empirical

method that estimates the position of a mobile device making use of a fingerprinting

database. They studied the influence of the number of measurements used to calculate

the position and orientation of the device over the final accuracy obtained. An alternative

to this classical approach is presented by Asim et al. in [161, 162], which proposes a

localization method based on the analysis of the variability of the signal intensity over

time. Though relatively simple in implementation, these methods do not provide really

accurate estimations (around 5 meters of estimation error in real scenarios) because they

obviate some of the common drawbacks related to the signals transmission at indoor

environments, such as the multipath fading which causes interferences and affects the

signal reception.

Probabilistic techniques store information about the signal strength distributions

from the access points and represent user positions as probability vectors. In [114–

116] Ladd et al. proposed a grid-based bayesian system and integrated a sensor fusion

step based on a hidden markov model (HMM). This work was extended by Haeberlen

et al. in [75] where the authors presented an in-depth comparison of the accuracy

obtained making use of the bayesian method with a histogram-based sensor model and

a parametric-based sensor model. Additionally, different alternatives were presented to

calibrate the mobile devices, improving the system compatibility with heterogeneous

devices with different signal reception capabilities. Finally, within this category we can

also mention the Horus system [192–194] as a refinement of previous approaches. Horus
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employs a stochastic description of the RSSI map and uses a maximum likelihood based

approach, introducing the usage of clustering techniques to minimize the amount of

operations to be performed to accomplish a position estimation. Because of their a

priori good behavior, as we will discuss in Chapter 3, we have tested some of these

probabilistic techniques, integrating them into a global solution which provides good

results in terms of performance and obtaining accuracies down to 3 meters of estimation

error in real time tests.

Neural Networks methods differ from the previous ones in the way the model is

generated during the off-line phase. These techniques make use of the measurements

that made up the fingerprinting map to train neural networks. During the on-line phase,

the real-time collected RSSIs are used to build the input vector for the neural network

system. Castro and Favela [39] proposed the use of Recurrent Neural Networks (RNN)

[129], specifically the Elman networks alternative, to map the signal strength to 2D

coordinates. Most common implementations are based on the use of a Multy-Layer

Percentron (MLP) [27, 153]. As a flexible model, the MLP neural network requires no

a priori knowledge of any environment parameters such as the location of access points

and building characteristics. The accuracy, in the range of a few meters of error, and

the performance of these methods were reported to be better, although not significantly,

than the deterministic solution. However, the disadvantage of neural networks lies in

their slow training time which may require large training sets to get relatively accurate

location estimations.

Compared to other types of positioning techniques based on other sensors, fingerprinting

is not able to provide the centimeter accuracy reached by other proposals. However this

level of accuracy is not necessarily required for most location-based applications. We will

demonstrate the low cost, in terms of computational resources and time, which implies

the estimation of the position using these techniques, what is an important starting

point for the integration of other sensors that will be useful to refine the location.

Managing device heterogeneity in fingerprinting localization systems

One of the imposed requirements of every location-based system is the support of hetero-

geneous hardware clients. The wide variety of devices, the lack of standardization and

the diversity of hardware they integrate make them behave in a different way depending
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on the reception of radio signals. The gain of the antenna, the reception power and the

firmware used, provoke notable differences in the values of the RSSIs observed. These

differences negatively affect to the accuracy obtained by those methods based on the

analysis of the RSSIs. Consequently, it becomes necessary to include some mechanisms

to address this problem, avoiding the use of specific hardware for an appropriate func-

tioning of these systems. In the literature we can find different proposals which try to

solve this problem in different ways.

Homogeneous radiomaps can be built from RSS data collected with a single device or by

several contributors carrying the same devices. Alternatively, Cheng et al. [42] present

a clustering algorithm to group similar devices in clusters, so that they can share the

fingerprints among them. In case a new device wants to contribute data to the system,

they employ an expectation maximization algorithm to learn the linear fitting parameters

for matching the best cluster.

In the same way, Haeberlen et al. [75] proposed different solutions to address the cal-

ibration of the devices in different ways (manually and automatically). Despite the

higher cost of the manual calibration processes, they provide better accuracy results

than performing automatic calibrations, obtaining estimation errors down to 5 meters

using probabilistic approaches for localization.

Another solution is the one presented by Kjærgaard [101] where the author proposed a

manual method and an automatic learning-based method to find the calibration param-

eters of a specific device. In [102] the same author addresses the heterogeneity of devices

by considering signal-strength ratios between pairs of base stations instead of absolute

signal strengths, demonstrating the benefits of these techniques obtaining similar results

to those using a manual calibration.

A more recent alternative is the FreeLoc system [189], which handles heterogeneous

data by using relative, rather than absolute, RSS values in the radiomap fingerprints.

Additionally Lyu et al. [41] use the RSS order and the dependency between the measure-

ments obtained by different devices as two different features to support the estimation

of heterogeneous devices. However, in these type of solutions the fine-grain information

of the RSS values is lost and the quality of the radiomap may deteriorate. In Chapter 3

we address the problem of the heterogeneity devices indicating the specific solution we

have used within our system which is mainly based on performing a manual calibration.
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2.1.1.4 Proximity

Proximity-based techniques are commonly used when there are no important require-

ments regarding the desired accuracy. Nowadays there are a huge number of applications

which only require proximity information and not absolute location, as for example those

used to discover nearby resources or to detect surroundings users to build an ad-hoc so-

cial network. Rather than providing fine-grained estimations, these systems provide only

coarse locations, perhaps the nearest room or a section within a building.

In [181, 182] Want et al. proposed the Active Badge solution. People were tracked

by wearing small computing devices (badges), each of them associated to a globally

unique code that was periodically broadcasted through an infrared interface. Infrared

(IR) signals were picked up by a network of sensors placed around the building. By

determining which badges were seen by which sensors it was possible to deduce the

location of a badge with a room-level accuracy.

Bluetooth-based commercial solutions like the MvixAir Bluetooth Marketing System [6]

was designed to distribute advertising content to people who own devices that use Blue-

tooth wireless technology that are within relative proximity of retail stores, for example

inside a mall. Other proposal that makes use of Bluetooth was made by Banerjee [25].

The main drawback of using a Bluetooth-based solution is that this technology suffers

serious transmission problems in crowded areas due to signal attenuation and interfer-

ences.

Another solution based on technologies with fewer coverage restrictions is the Nearme

approach [111]. NearMe is a service allowing pairs of devices to compare the 802.11 radio

signatures they hear to decide whether they are in physical proximity to one another.

This solution has been used to implement applications such as finding friends that may

be in the surroundings, closed devices like printers, requiring estimation errors around 10

meters. Another proximity solution based on 802.11 radio signals is the one proposed by

Kjærgaard et al. in [103]. This solution is able to infer devices proximity and separation

with an estimation error of a few meters in more than 94% of tests done.

Proximity solutions have been also deployed for outdoor environments making use of

other technologies with higher ranges of coverage, as in the case of GSM. Trevisani and

Vialetti [174] evaluated the quality of localizations based on the identification of the

21



Chapter 2. Related Work

GSM cell that the mobile phone is connected to. As expected, the obtained accuracy

was extremely variable, achieving estimation errors of hundreds of meters in some cases.

However, the main advantages of this approach are the full coverage which it provides,

and the fact of not requiring modification to either the cellular handset or infrastructure.

An example that includes the use of WiFi and GSM systems is Placelab [117], which

relies on proximity detection of permanently mounted tags to locate mobile readers.

Though mainly meant to work outdoors to support the lack of GPS signals reception in

canyon environments, this solution has also been tested in indoor scenarios, providing

high availability and achieving accuracies of around 15 to 20 meters.

To summarize, the advantages of using proximity systems are that, unlike other location

sensing techniques, they do not require any a priori geometric calibration of the environ-

ment where the system is going to be used, they are not computationally expensive and

they can be deployed without requiring high investment costs. Nonetheless, accuracy is

not one of their strengths, and depending on the technology selected they need a high

density of readers to gain reliable ubiquitous coverage, which obviously also affects the

obtained accuracy.

2.1.2 Vision based proposals

Within the localization research field, there are a large amount of proposals which focus

on the utilization of the contextual information captured by cameras. The ubiquity of

cameras, which have been integrated in smartphones and other wearable devices, allows

us to consider this sensor as an important source of information to develop systems that

provide a better accuracy than the ones shown in previous sections. These proposals can

be classified according to different criteria. A first classification can be done depending

on the final goal, which divides these techniques in three different categories: Person-

Detection [26, 94, 122, 160, 163] which are typically deployed for security scenarios

and rely on background information subtraction; Tracking-Algorithms [53, 154, 191]

which locate human presence and position in indoor environments using multiple camera

systems; and Object-Recognition [126, 173, 179] whose main aim is to identify something

or someone among a set of reference images.
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An alternative classification can be made based on the interaction between the cameras

and the environment. We distinguish two different categories: Landmark-based solutions

[58, 79, 134, 138] and Landmark-free solutions [18, 93, 110, 185]. In the first case, the

proposed solutions require the existence of dedicated position-annotated coded markers

which are spread around the environment to support the localization process. The use

of these landmarks implies the modification of the normal aspect of the scene, what is

an important issue in some environments. Moreover, the accuracy obtained will depend

on the number and density of the landmarks deployed.

On the contrary, in the landmark-free solutions there are no imposed restrictions regard-

ing the necessity of deployment of such landmarks. They rely on sequences of reference

images taken from the scene. These images are analyzed to extract features that provide

distinctive information of that scene. In general, these features are employed to build

the search structures that will be used during the localization stage. Then the real-time

positions are estimated based on the utilization of the features obtained from real-time

images and the execution of matching algorithms to compare them with the features

obtained from reference images. The main drawback of these techniques comes from the

tedious process of image collection to train the system. However, these types of systems

are able to reach high level of accuracy.

After analyzing the pros and cons of each category, and according to the requirements of

our system, we decided to focus on the study of those proposals based on the extraction

of image features for object recognition in landmark-free environments.

2.1.2.1 Image features extraction

We analyzed different alternatives to solve the detection of distinctive features from

images. Global features extraction methods, like the one proposed by Swain and Ballard

[168], were based on the identification of distinctive colors in the full image composition.

Though being able to correctly identify scenes with a hit probability rate close to 100%

in favorable conditions, the fact of obtaining a global description of the entire scene can

be severely affected by image clutter and occlusions. These drawbacks limit the use of

this technique to cases with clean backgrounds or where the object can be segmented

out.
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Image segments identification proposed by Carson et al. in [38] minimizes some of

the issues detected by global features. These methods are based on the detection of

regions or segments in the image that correspond with a single object. They are based

on characteristics of color and textures of the objects that appear in the image. One

factor impeding the utility of segmentation for recognition is the unsatisfactory quality

of image segmentation algorithms.

Exhaustive sampled features approaches like the one made by Carbonetto in [37] is

another alternative that can be found in the literature. This method has been proposed

with the main aim of solving the problems encountered with global features or image

segmentation. It is based on the exhaustive sampling of different subparts of the image

at each location and scale. The main drawback of using this approach is the complexity

to find the most appropriate grid of patches to carry out the sampling process. Moreover,

the limitations to achieve invariance to geometric object deformation is one of the causes

that make this method not suitable for those situations in which camera movements are

not restricted, as happens in our context.

During the last years the techniques based on local invariant features extraction have

gained importance, and have been integrated in a wide variety of solutions. Among their

advantages we highlight the capability to find correspondences in spite of large changes

in viewing conditions, occlusions, and image clutter. The good performance of these

techniques has made them the most utilized within the field of the image recognition.

Among the different proposals made for the extraction of local invariant features, one of

the most important is the scale invariant feature transform (SIFT) proposed by Lowe

[126, 127], an image processing technique suitable for object recognition. It provides

a powerful mechanism to perform robust matching between different images of a given

scene. One of the most important characteristics of SIFT is that each feature is repre-

sented by a 128-dimensional vector, making them highly distinctive, as it allows a single

feature to be correctly matched with a high probability against a large database of fea-

tures. Different algorithms and refinements of the original version have been proposed

by Vedaldi et al. [177] and Turcot et al. [176]. In Chapter 4 we will give a detailed

description of this technique, since it will be integrated within our system. We will also

compare and evaluate different matching techniques [20, 31, 120, 137] that can be used

to carry out the comparison.
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Among the large amount of proposals that we can find in the literature, we have eval-

uated other alternatives as affine-SIFT (ASIFT) proposed by Goushen and Morel in

[195], Speeded Up Robust Features (SURF) introduced by Murillo et al. in [139] and Bay

et al. in [28] or Features from Accelerated Segment Test (FAST) approach suggested by

Rosten et al. [151]. Let us make a brief description of each one to assess their advantages

and disadvantages.

ASIFT tries to solve the problems of SIFT in order to support changes on illumination

and viewpoint. It simulates viewpoint changes in order to reach affine invariance, by

varying the camera orientation parameters. However, as it was demonstrated by Xun

et al. in [123], ASIFT obtains less tentative matches compared with SIFT when dealing

with images with small angular changes. Thus, in normal conditions SIFT is the most

appropriate option, since the number of obtained matches influences the positioning

accuracy. Nevertheless, ASIFT can be used as an alternative option in those situations

where SIFT fails to get a good result because of large viewpoint changes.

SURF is another technique inspired by the SIFT descriptor which improves the speed

in every step of the feature extraction algorithm. Experimental analysis carried out

in [28, 139] demonstrated that this technique is 3 times faster than SIFT while its

performance is comparable to SIFT.

With difference to the previous solutions the FAST algorithm is based on the detection

of corners at images. As it was mentioned by Jeong and Moon in [95] FAST can be a

good solution to carry out the features extraction process in devices with reduced com-

putational resources, as for example smartphones. However, the quality of the features

obtained is still far from the one that can be obtained making use of other alternatives

such as SIFT.

To summarize, independently of the selected technique the goal is essentially always the

same: to extract a collection of visual features from input images, which are reasonably

invariant to changes such as translation, scaling, rotation, and illumination. The features

are used to perform matching against a database of features extracted from a large

collection of images previously obtained from the application environment. Since our

main aim was to demonstrate the usefulness of the object recognition techniques to

support the localization process, we selected the SIFT technique to be integrated within

our multisensor system. This choice is justified by the good accuracy provided and the
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reliable implementations that are currently available, which ensured a fast integration

within our system. Nevertheless, as we will mention in future chapters, our proposal is

not restricted to this specific type of features, and it could be easily adapted to use any

other alternative.

2.1.2.2 Visual localization based on 3D reconstructions

Until now, all the techniques and systems mentioned make use of image features to ac-

complish location recognition based on the use of image matching algorithms. Despite

their usefulness, the main drawback of using these techniques is that the accuracy ob-

tained is dependent on the granularity of the fingerprinting map built making use of the

reference images.

Going a step beyond, an alternative is the use of three dimensional (3D) models to

represent the environment in a more accurate way. Vision-based 3D modeling techniques

have gained popularity during the last years because of the possibilities they offer, for

example, providing accurate positions for augmented reality applications.

Within this field we can find different approaches. On the one hand, RGB Depth (RGB-

D) cameras can be used to build dense 3D maps of indoor environments as proposed by

Henry et al. in [52, 81, 82]. The results obtained using these methods are high quality

reconstructions. The main drawback we found is the specific hardware required, such

as depth cameras (Kinect style) to scan the scene. Moreover, it has some limitations

regarding the depth of the scene, no more than 6 meters, what is an major drawback

when building indoor scenarios with large open areas.

On the other hand, images obtained from conventional cameras can be used to build

accurate 3D models of the scene making use of specific computer vision techniques.

Structure from Motion (SfM) [77] reconstruction approaches enable the creation of large

scale 3D models of scenes making use of the information extracted (features descriptors)

from reference images. Such models are more expensive to generate but they help the

system to be deployed globally and have been successfully used for localization as it was

shown by Li et al. in [124] and Furlan et al. in [64]. The main issue is that 3D models

require more storage and processing capabilities than previous solutions. Nevertheless,

taking advantage of the high computation power provided by commonly used Graphic
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Processing Units (GPUs), nowadays it is possible to build systems able to execute the

reconstruction process in a few hours. That is the case of VisualSFM [11], an application

for 3D reconstruction using structure from motion techniques, that we will use to build

the 3D models we mention in Chapter 4.

Once these 3D scene representations have been obtained, they can be used for accurate

image-based localization making use of camera resection techniques [60, 61, 77], which is

the process of estimating the full six degrees of freedom (pose and rotation) of a camera

that produced a given image captured within the modeled scene. In Chapter 4 we will

evaluate different techniques and we demonstrate that the computation of this 3D model

of the environment will allow us to provide a much more accurate estimation.

2.1.3 Inertial sensors based proposals

Tablets and smartphones are equipped with inertial sensors such as magnetometer (used

as compass), accelerometer or gyroscope. These inertial measurement units (IMUs)

provide estimations of direction, acceleration and rotational velocity, respectively. The

work on indoor navigation systems (INSs) based on inertial sensors owes much to the

robotics community, but it is significantly more challenging in our context since the

robot is replaced by a user, whose movements are more complex to control. Now we

analyze different alternatives that have been proposed to integrate the use of inertial

sensors within the localization field.

2.1.3.1 Dead reckoning

There are some works that track a device from a known initial position using dead-

reckoning (DR). In DR-based solutions inertial sensors measurements are integrated over

the time to infer the movements performed by a user carrying the required hardware.

The premise of DR is that given the localization of a person at time t, then the position

of that person at t + tε can be estimated by simply integrating their known velocity, or

what is the same, by twice-integrating their acceleration, during the time interval from

t to t + tε.

Most of these algorithms, like Beauregard and Hass [29] Stirling et al. [166] or Krach and

Robertson [108], make use of the accelerometer magnitude and compass measurements
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from foot mounted sensors to estimate the stride length and the heading of each step.

Using measurements from accelerometers, but this time considering those integrated in

smartphones, Pratama et al. [144] proposed a method for step detection that approxi-

mates the results obtained using more precise sensors. Angular velocity thresholds have

also been proposed by Cavallo et al [40] where gyro measurements were used to infer

the followed path in outdoor environments. In this solution, when GPS position fixes

are available sensor biases can be estimated and a coarse initial alignment can be per-

formed. Bong-su et al. proposed a solution which joins both technologies in [46], where

the position is calculated using the velocity and orientation that are calculated from

accelerometers and gyroscopes measurements mounted in robots. Finally, Sharp and Yu

[158] proposed a hybrid DR method that integrates information from the accelerometer,

compass and gyroscope available at commodity smartphones. They are able to estimate

the stride length and direction of movement up to a few cm of error while covering paths

longer than one hundred meters.

The common issue of DR systems is the dependence on an initialization source. These

techniques can offer good short-term tracking under certain circumstances, though reg-

ular absolute position fixes from complementary systems will be needed to ensure long-

term operations. Moreover, measurement errors are inevitably present within the sensor

data, even more when using noisy sensors as those integrated in smartphones. These

situations provoke drift errors over time caused by the inaccuracy of the measurements.

Due to the high cost of the reliable sensors, the current tendency is to propose DR

solutions based on not-foot-mounted sensors (such as those integrated in smartphones).

However this problem is still unsolved on account of these integration errors.

2.1.3.2 ZUPT integration

When dealing with noisy sensors, even small errors in sensing are magnified by the

double integration, causing a quick divergence of the location estimations. To minimize

the drift in these systems, it is necessary to regularly close the integration loop by

applying external constraints. In order to do it, these techniques take advantage of the

periodic stance phase of the foot at each step while walking to correct these errors.

The most useful constraint is provided by zero-velocity updates (ZUPTs) solutions.

ZUPTs assert that the sensor is stationary and can be applied during the stance phase
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indicated by the sensor, which must be attached to the foot to detect that situation.

The application of ZUPT means that open loop integrations only occur during the swing

phase of the foot to which the sensor is attached. For such short durations, drift accrual

is limited and longer tracking durations are thus feasible. For a reliable output, however,

ZUPTs must only be applied when the foot (and hence the sensor) is completely static.

Proposals like Colomar et al. [49] and Foxlin et al. [62] are mainly based on the use

of foot-mounted IMUs to take advantage of these situations. An intelligent integration

scheme, that applies zero velocity updates when detecting a stance phase, together with a

carefully designed extended Kalman filter [80], is able to accurately estimate the position

of a pedestrian for relatively long walks.

The great inconvenience of this approach is that it only works properly with higher

quality inertial sensors than those commonly found in typical smartphones and tablets.

Furthermore the sensor has to be mounted in the shoe of the operator, in order to take

advantage of the ZUPT trick. These requirements clearly limit the applicability of this

technique in several cases, for example when the operator must hold the device in their

hands to take pictures of the environment, as we will discuss in Chapter 5. There we

will propose a technique following the same philosophy, which allows the user to detect

when the device is static, even when the user is holding it in his hands.

2.1.3.3 Particle filtering based on environmental restrictions

As we have mentioned, one the drawbacks of DR solutions comes from the necessity of

using position fixes to ensure a proper functioning. This drawback has been addressed

by integrating particle filtering and map constraints. Davidson et al. [50] and Woodman

et al. [186] proposed two different implementations to solve tracking problems inside

multi-floor buildings, while Sung and Kim [167] proposed a solution to improve the

position accuracy of pedestrian in urban canyon environments where GPS is not precise

enough. In all these solutions the position of the operator is represented by a set of

weighted particles evolving based on the sensor readings (just as the user walks) and

constrained by the topology of the environment.

These particles represent the uncertainty in location, stride length, and orientation for

each user in this context at a certain timestamp. Initially the position of the particles
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is randomly assigned, which implies that some positions are perhaps more likely than

others. Each particle contains a weight value that represents the probability of being

correctly positioned based on external information, that is according to its position

inside the map and taking into account some constraints like its distance to the walls,

forbidden areas, or physical restrictions (i.e. it is not possible to cross a wall). When a

new measurement is obtained, particles move to a new state, considering the information

from sensors and introducing a random variance component. During long walks, the

uncertainty in location is reduced with time using these map constraints as main source

of probabilistic inference. Then, once the uncertainty has been sufficiently reduced, a

backward belief propagation can be performed to trace back the covered pathway.

The solutions based on this technique still present deficiencies related to the error in-

troduced by noisy sensors. Though it can be alleviated by increasing the variances

associated with each step event, this is not a satisfactory solution. In turn, this will

require an major number of particles to better represent the underlying probability

distribution.

Particle filtering is able to capture multimodal distributions which tend to occur when

there is uncertainty on which part of the building the user is. By carrying forward

multiple possibilities, the particle filter is able to adapt naturally to this multimodality.

On the contrary, one of the drawbacks of using particle filters is that they require

greater storage and processing resources than other techniques. The minimum number

of particles required at any moment is related to the uncertainty in the initial user

position and the environment size. However, there is no way to estimate the optimal

number of particles beforehand.

Rai et al. [147] presented a novel proposal able to track users without any previous

knowledge about the user’s initial location, stride-length or device placement. This

SLAM solution was done in order to reduce the training effort required to build WiFi

fingerprinting maps by means of crowdsourced data, tracking the operators during the

training phase. We consider this work to be a valuable contribution, and some of its

proposals will be integrated within our system.
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2.2 Multisensor proposals

In the wide review of proposals throughout the previous section, we observe that many

types of data and methods have been used to infer location. There are important

contributions that achieve good accuracy making use of a single sensor, though better

results are obtained by multimodal approaches which integrate the information captured

by several sensors. Despite in previous researches the multimodality is not one of their

strengths, some of these proposals made use of additional sensors at specific moments

to support the localization process.

In this section we review some early sensor fusion examples to illustrate some of the

benefits of the multimodality which support future design decisions, with the main aim

of detecting their strengths and weaknesses. Most of the proposals herein described

refer to pure localization systems which integrate several sensors. Nevertheless we will

describe other multimodal alternatives that have been proposed as solutions to improve

the context data acquisition, or to accomplish activity recognition, among others. Some

of the ideas herein commented have been actually put into practice in order to build an

extensible, accurate and scalable system, which solves some of the problems that will be

discussed and still remain unsolved.

2.2.1 Localization integrating radio signals and images

Hattori et al. [79] use WiFi signals and image recognition to calculate the position of the

devices with an accuracy around 3 meters of estimation error. WiFi based estimations

are used to obtain a previous coarse estimation to reduce the space search over the map

images. Despite not obtaining highly accurate positions, we consider this solution a

valuable contribution to solve the problem related to computational cost derived from

the image analysis. Nevertheless, the main drawback we found is that image-based

positioning is based on two-dimensional visual landmarks that must be placed in the

scenario of interest, which can be considered inappropriate in some cases because it

involves the inclusion of obtrusive elements in the environment.

SurroundSense [22] is a multisensor location system for indoor environments via ambient

fingerprinting of radio and visual attributes, among others. One of its strengths is the

ability to discriminate adjacent places that share similar radio beacons, and its capacity
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to group semantically closer places (e.g., stores of the same franchise that look and

sound similar). However the optical recognition techniques proposed in SurroundSense

are too limited, since it only considers pictures of the floor in order to extract information

about light and color. Moreover, we consider this approach not appropriate for obtaining

accurate positions in large scenarios with uniform aspect, such as the ones that we are

going to deal with.

Arai et al. [18] proposed the Wi-Foto 2 solution, which performs a preliminary analysis

of how the integration of techniques like SIFT can be used to improve the accuracy

in landmark-free WiFi-based systems, but still obtaining estimations up to 1 meter of

error. A similar approach is MoVIPS [185], which uses SURF for image feature detection

but also uses coarse-estimations based on WiFi to reduce the size of the candidate set

of images to be analyzed and therefore speed up the system. The accuracy obtained

by MoVIPS resulted in a median position error close to 1 meter. These works are far

to provide highly accurate estimations to fulfill our requirements to support augmented

reality applications.

Other multisensor approach based on the combination of radio and visual information

is the one made by Miyaki et al. in [133], which describes an object tracking system

for indoor/outdoor environments. In this solution authors proposed to fuse information

from CCTV cameras and WiFi signals using a particle filter method to combine these

two different kinds of sensory input. This solution is able to estimate the user’s position

with high accuracy but it is not able to obtain the device pose, which is paramount to

our interest. Furthermore, one drawback of this proposal is the need for the integration

of the localization system with the surveillance system, which in some cases could be

considered as a intrusion on the security of the companies. Finally, this kind of solution

has to take into consideration the privacy concerns related to the recording of people

moving around the scene.

2.2.2 Localization integrating radio signals and inertials

One of the most widely known approaches that fuses these two types of sensors is COM-

PASS [100], which takes advantage of WiFi infrastructures and digital compasses to

provide low cost and relatively accurate positioning services, down to 2 meters of es-

timation error. The major contribution of the COMPASS system is the study that
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demonstrates the influence of the user orientation within the location sensing process.

The user orientation is measured by a digital compass to reduce the human body block-

ing influence in the positioning process.

Other additional multisensor proposals try to compensate for the inherent limitations of

inertial tracking discussed in Section 2.1.3. That is the case with the solutions proposed

by Miller et al. [131] and Evennou et al. [55] where inertial DR solutions with RFID and

WLAN sensor’s measurements are combined, respectively. As we discussed previously,

inertial tracking systems inherently drift over time and produce errors in position, espe-

cially where inexpensive and lightweight systems are concerned, as those integrated in

smartphones. Corrections in the position solution at certain points along the path can

limit the maximum error to an acceptable level. The main goal behind the integration

of radio technologies is to minimize these errors, since known and fixed positions can be

obtained using radio-based estimations, for example by the detection of an infrastructure

RFID device. Moreover the integration of several sensors improves the performance of

the whole system in terms of positioning, and it allows the device to be tracked using

DR navigation when radio-based estimations are unavailable. These solutions are able

to provide locations with 1.5 meters of estimation error on average while covering paths

longer than 100 meters. The limitation of these fusion schemes is that they still rely

on both prior knowledge of the environment (maps) and pre-deployment of beacons at

known positions.

One interesting integration of these types of sensors is the one proposed by Amendolare

et al. [16]. The goal of this system is to provide a robust real-time tracking solution

that requires no pre-installed infrastructure and does not need spatial information of

the environment. This solution was proposed in order to facilitate the deployment of

a localization system for emergency situations, such as a fire in a building. In this

solution an ultra wide band (UWB) transmitter is sensed by the receiving stations fixed

upon emergency vehicles. The receiving stations form an ad-hoc network and establish

a local coordinate system. The location system is improved by adding information from

inertial measurement units, which allows a better estimation of users positions, obtaining

accuracies down to 0.5 meters on average in some of the tested scenarios. Despite its

good performance, the main drawbacks we found to be integrated in our solution are

the lack of UWB hardware in smartphones and the necessity of having to use highly

accurate inertial sensors.
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2.2.3 Localization integrating images and inertials

Kourogi and Kurata [107] combine inertial sensors and cameras under the premise that

the dead-reckoning deviations can be corrected whenever the camera recognizes the

surrounding environment and provides an absolute position estimation. According to

the test that the authors carried out, the proposed solutions keeps the estimation error

down to 2 meters. Despite of the fact that the obtained accuracy does not adjust to

our requirements, we found this proposal interesting with regard to its usefulness to

improve the performance of the training phase, as using just a small number of images

could improve the estimation of the path followed by the operator, counteracting the

noise of inertial sensors.

One variation of this type of solutions, but this time integrating measurements from

inertial sensors and images from surveillance cameras, has been proposed by Teixeira et

al. in [170, 171]. Here the authors try to find the best matching between the inertial-

based estimation and the tracking performed by the cameras. The accuracy reached by

this solution is down to 1 meter of estimation error. However, the maximum accuracy

obtained by these proposals is still far from what we need, namely centimeter-level.

Another drawback is the necessity of integration with surveillance systems.

Aufderheide et al. [21] proposed a solution that fuses inertial measurements and image

analysis to achieve an improved performance of the estimation of device pose in terms of

accuracy. The position estimations are performed using the camera-based estimations to

bound the drift error of the inertial pose predictions for long-term sequences. Moreover,

estimations obtained using the IMU data are used to limit the search space for image

features matching, and to improve this accuracy while tracking users. Though authors do

not provide the real accuracy obtained using this solution, we consider this contribution

useful to be integrated within the training phase to automate this process.

2.2.4 Multimodality for context acquisition

During the last years we have observed a notable increase in the number of alternatives

that take advantage of the multimodality offered by devices such as smartphones in order

to accomplish contextual data acquisition. Crowdsourcing (or crowdsensing) solutions
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have been proposed in order to facilitate the collection of sensor measurements to accom-

plish fingerprinting map constructions. The fact of using the measurements obtained

from people moving around the scenario of interest makes this process more efficient

from the point of view of the time required to be performed and from its scalability.

Several proposals have been done in this research field as for example the one proposed

by Zhu et al. [198], which integrates the use of WiFi and Bluetooth. Apart from using

Bluetooth measurements to perform room-level estimations, it is also used to populate

the WiFi fingerprinting maps with the corresponding WiFi measurements obtained,

that can be coarsely labeled. In [17], Aparicio et al. also presented a similar location

system which integrates WiFi and Bluetooth to build fingerprinting maps which fuses

measurements of both technologies.

Rai et al. [147] proposed Zee, a crowd-sourced proposal that uses the measurements ob-

tained from inertial sensors in order to estimate the path covered by an operator during

the training phase. The estimation made during its functioning allowed the automatic

labeling of the WiFi measurements collected. As authors demonstrated, the fingerprint-

ing map obtained resulted in an end-to-end median localization error of around 3 meters

when it was tested using the Horus [193] system.

Within this category we can include those solutions designed to perform simultaneous

localization and mapping (SLAM), as well as those examples that were indicated in Sec-

tion 2.1.1.3. All of these solutions can be considered multimodal systems since they

integrate the use of inertial sensors with others like WiFi to automatically build finger-

printing maps, as in the case of Faragher et al. [57] , or the camera to generate 3D

models of complex indoor environments, as Liu et al. [125]. The main reason that made

us discard this proposal to automate the generation of the 3D models is that the authors

made use of a high accurate IMU that allowed a precise estimation of the camera pose

during the training.

2.2.5 Multimodality for activity recognition

In this subsection we are going to do a brief review of some of the different proposals that

make use of the multimodality to extract additional information from user’s behavior.

All these works take into consideration the information related to the location of the
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device to infer contextual information, as for example the recognition of human activities.

Though out of the scope of this thesis, we want to show these solutions as a derived field

within localization research.

Blazquez et al. [34] proposed the inContexto system, which uses the information ob-

tained from sensors embedded at smartphones in order to infer physical actions such as

walking, running, and still being able of achieving an accuracy of around 97% correct

estimations.

Chon and Chan proposed the LifeMap system [47], a context provider for location-based

services. This system integrates the measurements obtained from accelerometer, digital

compass, WiFi and GPS, in order to obtain high-level information related to the users

position, as for example the definition of points of interest (POI).

Another multimodal alternative is the one made by Kjærgaard et al. in [104] where

authors proposed a novelty solution to accomplish the recognition of flocks which can be

used to infer behavior patterns of people that move in groups. The proposed technique

is based on the fusion of data from WiFi, accelerometer and compass, being able to

achieve an accuracy of around 87%.

This is only a brief summary of the full set of proposals that can be found in the lit-

erature regarding the development of multimodal systems. Though they are not purely

localization solutions, these works make also use of positioning information as the key-

stone that allows the association of one specific behavior within the context in which it

has been observed.

2.3 System structure alternatives

In this section we give a brief review of different alternatives that have been used to

define the architecture of the location systems. The distribution of the functionality

among the different components that takes part in the system has an important influ-

ence on its scalability and extensibility. The design of these components depends upon

where the positioning measurements are calculated and where position information is

estimated and used. Implications on the privacy of the information managed, like sensor

measurements and position estimations, must be considered. We are going to discuss
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different works, identifying the main reasons to design our own architecture in order to

support the requirements imposed by our solution.

2.3.1 Classification based on the distribution of responsibilities

In the literature, positioning systems are classified into three categories according to the

division of responsibilities between clients, infrastructure elements, and servers. These

categories are: Client-based systems, Network-based systems and Client-Assisted Sys-

tems. In this section we are going to give a brief description of each, highlighting the

pros and cons of using them when designing a location system.

Client-based systems

In client based systems the roving receiver reads the appropriate signal measurements

and uses them to determine its position. Hence, a self positioning device knows where it

is and its applications can use this information to make position-aware decisions. Some

of the previously mentioned works follow this philosophy, like the Horus system [193].

Another clear example could be the GPS system, in which each device calculates its

own localization using the signals received from GPS satellites. The main advantage is

that privacy is not an important issue, since critical information is not sent out from

the device. That is, the sensor measurements which can identify the device inside a

specific environment are not transmitted. Additionally the positioning information is

only known by the device itself, unless the device is willing to share the data. One

important advantage of these systems is that the localization capability remains in the

absence of wireless coverage or network assistance, since positions are estimated locally.

However, there are some situations in which mobile devices do not count sufficiently on

computational resources to handle the measurements obtained, as in the case of images

where the features extraction implies an intensive computational process.

Network-based systems

Network based systems, or remote localization systems, count on a set of receivers or

sniffers at one or more locations which are in charge of collecting the measurements

generated by the mobile devices. That is the case in which APs collect radio signals
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emitted from clients (Krishnakumar et al. [109]), or when the cameras of a CCTV

system capture images to track a person (Teixeira et al. [171]). Anyway, the obtained

measurements are transmitted to a central site where they are processed to give an esti-

mation of the position of the mobile device. The pros of using this alternative are that it

does not add either extra complexity or cost to the mobile device, as it does not require

the installation of specific software or hardware, and finally it can be considered as an

asset to obtain valuable information from people behavior without any intervention nec-

essary. The consequences of using this strategy are that it offers an inferior accuracy, it

requires additional investment in infrastructure hardware which complicates the system

deployment and maintenance, and obviously the user privacy is questionable. Mobile

devices can be located without being conscious of that fact. Moreover, though accepting

to be localized, the information transmitted can be compromised. Different solutions

have been proposed to solve these issues, with the purpose of providing basic security

mechanisms to control access to sensor data obtained [87], and to ensure the privacy of

users when sharing positioning information by means of anonymity (Gedik et al. [66],

Meyerowitz et al. [130], and Hoh et al. [86]), obfuscation (Khoshgozaran et al. [98], and

Zhong et al. [197]), among other solutions.

Client-assisted systems

Finally we consider the client-assisted alternative. These systems are based on the

premise of communication between the mobile device and a remote server, which will

be in charge of estimating the locations, as described in [35]. The superior accuracy,

availability and coverage are the main advantages of this alternative. Nevertheless,

the main disadvantage comes from the need of interoperability between the network

and mobiles, which requires the additional development of communication protocols,

increasing the transmission load and battery consumption. As in the previous case

user’s privacy can be still questionable, but a wide variety of solutions that can be

applied to secure the transmissions, for example encrypting the data transmitted using

protocols like secure socket layer (SSL) and transport layer security (TLS), and keep

personal information safe.

As we will see in the rest of this thesis, this was the strategy selected to develop our

system. This decision offered the possibility to balance the computational tasks between
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the mobile devices and the core servers because of our requirements when handling

images, whose processing was forwarded to the server side in order to take advantage of

the better computational resources available.

2.3.2 Alternatives for the modular architecture

As we have observed in previously mentioned works, the deployment of a localization

system sometimes requires a complex implementation. Its design must be supported by

an architecture that ensures an efficient interconnectivity among the different elements

that take part in the localization process. This is even more important when defining a

multisensor based system in which more elements take part in the game, in the way we

propose in this thesis.

One of the initial proposals that was focused on the design of a multisensor architecture

is the Location Stack [71, 83]. The authors proposed a model whose APIs were separated

from their implementation details and were shown as a hierarchical distribution. Its main

contributions were to provide a system architecture able to support current applications,

avoiding reliance on particular sensors and allowing hand-off and sensor fusion, and to

provide a set of APIs suitable to support the needs of emerging applications. Among its

drawbacks we found that it misses some details of the capability of managing different

sets of sensors dynamically within the same system, which is important to support several

types of applications with different accuracy requirements within the same environment.

Furthermore, this architecture does not suggest how to deal with the requirements of

providing different levels of granularity and accuracy. Finally, it does not include a

detailed space model design, defining the geographical information of the scene which is

one of the key factors that defines the usefulness of a location-aware system.

The space model defines the relations of hierarchy and adjacency between the different

areas in which the physical space is divided. The modeling of the physical environment

and the representation of locations have an important influence on the overall system

functionality, since depending on the decisions taken the system will be able to provide

additional services, as for example navigation services. Moreover it will also have a

direct implication on the system accuracy and granularity that will finally be provided.

Regarding the design of the space model, previous works like Jiang et al. [96], Hu et al.

[89], Ye et al. [190] and Becker et al. [30], presented different approaches to represent
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location information from either a geometric or a symbolic perspective. In these works

the authors indicate the advantages of using each one of these representations, but also

describe the drawbacks that they imply. In spite of their design differences, the authors’

final decisions converge to make use of a hybrid representation of the space model, that

is, to make use of a dual symbolic and geometric representation of the environment.

We want to mention that, though we have not developed a complete space model, in

Chapter 6 we will show some details about the work we have carried out.

Another interesting architecture proposal is LOC8 [165]. From the point of view of its

layered organization, it has several connections with Location Stack, but it differs in some

key points. Apart from other differences, in LOC8 authors clearly separated the space

model from the sensing model, treating the data in an independent way. The sensing

model (or context model) decides about the procedure of sensor collection and how the

obtained information is managed, making it available to be used in the localization

process. LOC8 defines a web ontology language (OWL) to represent the context and

the space models, using a symbolic and geometric representation of the defined regions.

The drawbacks of this approach mainly come from the complexity of this metadata

definition based on the use of OWLs. Moreover, as in the previous proposal, LOC8

does not support different sensor configurations in the same system, which reduces its

adaptability to environmental changes.

More recent studies like Villanueva et al. [128], Beckkelien and Deriaz [32] also ad-

dressed the design of localization systems architectures. The former, a multimodal

architecture, is technology independent, scalable and auto-configurable, and provides

a high level interface in order to offer location services to external systems in a tech-

nologically transparent way. This work concerns a global design model for the whole

location based system, and focuses on a particular set of technologies. The latter tries

to make the way of obtaining information from different location sources uniform within

a unique interface. According to the authors this approach is an extensible system that

allows for seamless incorporation of new technologies, offering a standard format for ge-

ographical positioning and providing an easy-to-use high level interface. This proposal

does not provide an architecture to define an autonomous localization system, but the

mechanisms to merge the outputs obtained from others previously developed localization

engines.
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In contrast to these approaches, the architecture described in Chapter 6 provides a

complete definition of the components operating within a location system. We justify

our design from the necessity of a complete system able to integrate the information

provided by different type of sensors, in order to accomplish with the requirements of

each specific location-aware application.

2.4 Summary

In this chapter we have presented a wide revision of different proposals within the field

of the localization systems. Monomodal and multimodal solutions have been analyzed,

as well as different alternatives to accomplish the design of the system architecture.

To delimit the scope of this research we have mainly focused on the study of those

sensors that will be integrated in our proposal throughout this thesis. In that sense, this

review has allowed us to assess different works that make use of radio signals, images

and inertial measurements. During their analysis, we extracted different conclusions

regarding the usefulness of each one of them, with the main aim of taking advantage of

their strengths within our own system. Furthermore, the different multisensor systems

analyzed helped us to think of an additional proposal that solves some of the found

shortcomings.

On the one hand, in view of the problem we try to solve and the requirements imposed,

in Chapter 3 we are going to do an in-depth analysis of some of the fingerprinting

techniques that have been discussed in Section 2.1.1. Due to the inaccuracy of proximity

solutions, and the difficulties to use lateration, angulation or RF signal attenuation

models proposals in indoor environments, we have decided to discard the integration

of these alternatives within our proposal. Being conscious of the limited accuracy that

can be reached using a fingerprinting solution, we are going to take advantage of these

coarse-grained estimations to constrain the search space for the image analysis.

On the other hand, as we will describe in Chapter 4, the images analysis will be per-

formed making use of SIFT, a technique to extract local invariant features that can be

used to accomplish a robust detection of objects and scenes. The decision of using this

technique is justified by the different drawbacks observed in the alternatives described

in Section 2.1.2, and the high availability of resources that will allow us to integrate
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this technique within our systems. Because of its characteristics, this technique is ap-

propriate to build accurate 3D models of the scene, what will allow us to estimate the

position of the device accurately enough to provide AR services. The main problem of

our proposal is the necessity to perform a supervised training phase to get reliable re-

constructions, which implies high human and time resources. Therefore we have decided

to integrate the inertial sensors in this training phase to infer the path covered by the

operator, in the way it was done in some of the proposals described in Section 2.1.3. As

we will demonstrate in Chapter 5, the accuracy obtained using these proposals (around

3 meters of estimation error) is good enough to accomplish an automatic labeling of the

collected measurements, making the automatic reconstruction of the 3D maps of images

more reliable.

Finally, in Section 2.3 we have made a brief revision of the different alternatives available

to accomplish the design of the structure of a location system. We have discussed the

pros and cons of each one, concluding that the client-assisted alternative is the one that

fits best our requirements. Moreover, we have introduced different architecture schemes

for the representation of the contextual and spatial data. Throughout the rest of the

thesis, but specifically in Chapter 6, we will show the details of the architecture defined.
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Chapter 3

Localization based on 802.11

3.1 Introduction

Nowadays, widespread user devices such as smartphones, tablets, smart-watches, and

in the future also other wearable smart devices based on IEEE 802.11, include the

hardware and software necessary to measure the RSSI of the transmitted packets. These

capacities together with the already available wireless infrastructures in large building

complexes (like university campuses, airports, or hospitals, among others) make the

easy deployment of positioning systems based on this technology feasible. Despite the

existence of other radio technologies that have also been used for localization purposes,

the high-availability of 802.11 networks makes this technology the most widely used

alternative to deploy such kind of systems in large indoor environments. Furthermore,

regarding economic factors, the utilization of this technology has a lower setup cost due

to these existing deployments.

As a first step to achieve the goals proposed at the beginning of this thesis, we suggest an

engineering approach of the analysis, implementation and integration of several existing

techniques designed for localization based on 802.11 radio signals, specifically the WiFi

standard. We performed an in-depth experimental work to test different proposals with

the main aim of analyzing their efficiency in a real scenario. We examined their accuracy

and performance, as well as other capabilities to improve the system scalability and the

support of heterogeneous devices, which is a key point in this type of systems.
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We integrated different techniques in order to design a global solution that provides good

results in terms of accuracy and performance. Our analysis was mainly focused on lo-

cation techniques based on fingerprinting and Bayesian inference, since previous studies

demonstrated their suitability for localization purposes when using WiFi signals. The

outcome solution provides fine-grained estimations, but also coarse-grained estimations

with high reliability. The obtained balance between accuracy and performance is espe-

cially interesting since it constitutes a solid basis to integrate other sensors, as we will

discuss in the following chapters where WiFi becomes the keystone for our multisensor

integration.

The rest of this chapter is structured as follows. In Section 3.2 we provide useful infor-

mation that facilitates the comprehension of the rest of the chapter. Section 3.3 depicts

some details about the scenario where the experimental tests were conducted. In Section

3.4 we provide the results obtained after evaluating the integration of the techniques de-

scribed. In Section 3.5 we introduce the use of a motion model. We describe a proposal

that improves the system accuracy supported by contextual information in Section 3.6.

In Section 3.7 we discuss how to improve the system scalability. Section 3.8 describes

the support for heterogeneous devices and the compatibility between different radio

technologies. Finally, Section 3.9 presents our main remarks.

3.2 Overview of WiFi-based positioning systems

We want to start this chapter introducing a baseline overview of the main characteristics

of the fingerprinting systems, as well as some aspects related to the WiFi signals that

may affect the system performance. Firstly, we emphasize the importance of the network

scanning process, which can be categorized in the following two different approaches:

active scanning or passive scanning.

On the one hand, during an active scanning a mobile device examines each available

frequency channel waiting for either incoming frames generated by other devices due to

data transmission or for the so-called probe delay timer to expire. In this case one timer

ensures that the mobile device is only waiting for a certain period of time for incoming

frames. After that, it uses the 802.11 medium access procedure to gain access to the

channel and sends a probe request frame. If no response frame is received (during the
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following 1 to 7 milliseconds) it proceeds to the next channel, considering the current

channel as empty. Depending on the network card used, switching the channel requires

5 to 19 milliseconds [148]. On the contrary, if a frame is received, the mobile device

processes any subsequent probe response frame until a timer elapses. This timer repre-

sents the waiting time (usually around 10 milliseconds) to collect potential additional

probe responses from other access points (APs) in the same channel. The IEEE 802.11

standard does not define default values for these timers, however, in [19, 178] authors

empirically studied the values used by several wireless network card manufacturers. In

total, considering the averaged values of the mentioned threshold, an active scan of all

channels (considering the 13 channels available in Europe) takes around 300 milliseconds

to complete.

On the other hand, passive scanning was introduced to reduce the workload of mobile

devices and hence to save battery power. As indicated by its name, passive scanning

does not require any active communication of the mobile device. During the process, a

device listens to each channel and waits for a given period of time. If an AP is assigned

to a particular channel, the mobile station should receive a so-called Beacon frame.

Every AP broadcasts Beacon frame on a regular basis (usually every 100 millisecond)

to maintain the network. By examining the received frame a mobile device is able to

recognize neighboring APs and their capabilities. Once again, note that this configurable

value is not defined by the IEEE 802.11 standard. In total, a passive scan requires at

least 1.3 seconds to be completed. This is nearly five times the time required for an

active scan.

Most of the current smartphones, tablets and other wearable devices make use of this

scan method, since as commented, the fact of not forcing the device to send probe request

frames makes this alternative more attractive as the power consumption is reduced.

Sometimes, because of power saving concerns, some manufacturers establish longer scan

delays, up to 5 or 6 seconds, varying the time of waiting for a beacon frame at each

channel, or perform several rounds trough all channels in the same scan. Due to this

limitation, during our experiments the monitoring of the WiFi wireless network was

performed using a passive scanning approach. We realized that the delay introduced to

scan the network may imply a major drawback when high update rates are required,

nevertheless the integration of other sensors will allow us not to depend on WiFi to

obtain the refresh rate desired, as we will see in following chapters.
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(a) (b)

Figure 3.1: a) Training phase; b) On-line phase.

After explaining how we scanned the network, we summarize the normal process taking

place when deploying a fingerprinting solution. WiFi fingerprint is considered a practical

solution since it allows the design of an easily deployable infrastructure-less and low-cost

localization system. Every WiFi fingerprinting system works in two phases: an off-line

training phase and an on-line localization phase.

An initial training phase is conducted in a three-step process, see Figure 3.1(a). Before

starting the training process the definition of a grid-layout is required, which partitions

the scenario to be modeled in a set of survey positions or cells. Then the first step

consists of the collection of multiple WiFi scans with the main aim of characterizing

each cell with the location-related WiFi RSSI properties acquired at that point. During

the second step these scans are used to build the fingerprinting map of the scenario.

Finally, the last step consists of those tasks involved in the generation of the system

model.

A fine-grained grid-layout is normally required to achieve high accuracy and resolution.

We are aware that this implies significant costs in terms of initial configuration and

ongoing maintenance in order to keep it updated to environmental changes and WiFi

infrastructure alterations. Depending on the environment, such alterations are not un-

common due to system malfunctions, equipment upgrades, or simply the switching on

and off of the WiFi APs controlled by individual users. Although out of the scope

of this thesis, different alternatives were proposed in order to minimize these adverse

conditions, like those described in [142, 155] based on the incremental updating of the

training data utilizing users’ feedback as a way of monitoring the changes in the wireless

environment.

Referring to the on-line phase, Figure 4.3(b), the likely position is calculated based on

the current WiFi RSS measurements. Live WiFi measurements will be collected and used
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to query for the current position. Using only a few WiFi scans during the positioning

phase may generate a large error due to lack of informative RSS data, i.e. the loss of

beacon frames from highly distinctive APs, though this issue can be alleviated by using a

time sliding window approach. Due to the restrictions imposed by our scanning method,

we focused on the use of a single observation in order to prioritize the response time.

Thus, the results shown during this chapter can be considered as the minimum value of

the system accuracy.

3.3 Experimental environment

As we established during our research, the accuracy provided by the different proposals

analyzed is highly dependent on the characteristics of the environment they were de-

ployed in. The propagation of the signals will be very different within an open space

scenario (e.g. a mall) from a more complex one (e.g. office building). In that sense,

different accuracy results may be obtained applying the same technique.

Therefore, before describing the techniques that we explored and the experiments that we

carried out, we consider it interesting to provide a detailed description of the environment

where these experiments were accomplished. This will lead to a better understanding

and assessment of the work described in the rest of the chapter. The same layout will

be applied to order the information shown in the following chapters.

The experiments described in this chapter were conducted in the scenario situated on the

third floor of the Faculty of Computer Science of the University of Murcia (see Figure

3.2). The dimension of this environment is 35 meters by 30 meters, and it consist of 26

rooms (offices and labs) and several corridors. We defined a grid layout made up of 94

cells distributed all around the scenario. According to the recommendations made by

King et al. in [99] the cells were spaced out 1.5 meters at corridors, defining one or two

cells within rooms (depending on their dimensions).

We distributed six different APs along the dependencies, indicated in Figure 3.2 as

red crosses. These are six Linksys WRT54G routers with 802.11abg support. The

distribution of these APs ensured the coverage of at least four of them in every cell.

Since we wanted to evaluate the higher accuracy that can be obtained, we restricted

the analysis of RSSIs to those obtained from our own APs. This situation allowed us
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Figure 3.2: Experimental environment map. Dots represent the place of each sample
point. Red crosses indicate the position of the APs deployed.

to control the status of the wireless infrastructure during the period of time that our

experiments took place.

During the training phase we collected around 250 scans at each cell. These measure-

ments were used to build the fingerprinting map to create the system model. Using this

large number of measurements was justified as we wanted to perform a complete analy-

sis of the minimum accuracy to be obtained. Nevertheless, in the following chapters we

will reduce the training requirements (e.g. the number of WiFi measurements and the

level of the layout granularity), since we will use the WiFi sensor just to obtain a coarse

estimation of the device position. The training process was completed using an Asus Eee

1201 laptop with a Realtek TRL8191SE Wireless LAN 802.11n card performing passive

scans.

The experiments were performed using two different methodologies. On the one hand,

to evaluate the mentioned techniques we made use of the RSSI measurements obtained

during the training phase applying a 4-fold cross validation method. We partitioned the

set of measurements in four different subsets, using three of them to build the system

model and the remaining one as the validation set. The results represent the average of

the four possible combinations. On the other hand, to test the localization system in

real conditions we also carried out additional experiments using different devices: the

HTC Legend with Android 2.3 and Samsung Galaxy SII smartphones with Android OS

4.1.2, and one Samsung Tab tablet with Android OS 3.2. We developed the appropriate
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software client in order to collect RSSIs and to send them to the server in charge of

estimating the device’s position. An Intel R© Pentium R© Dual-Core CPU E2160 was used

to host the server.

Finally, in order to test the compatibility with other radio technologies, we deployed

a wireless infrastructure based on Zigbee technology, using the TelosB mote platform

which implements the IEEE 802.15.4 standard. We distributed six different emitters,

placed at the same points as the WiFi APs. For training and localization purposes we

made use of an additional TelosB Zigbee mote.

3.4 Analysis of different localization methods

As we previously mentioned, we explored a wide variety of solutions based on 802.11

radio signals already proposed. Throughout this section we describe the progression

experimented by our system as we tested different alternatives and integrated them to

compose a better solution.

First of all, we performed a detailed analysis of different techniques in order to assess

their accuracy and performance. As mentioned in Chapter 2, there is a wide variety

of alternatives suitable to provide localization services based on WiFi signals. These

alternatives ranged from those proposals based on Neural Networks [15, 56] to those

based on Signal Propagation Models [36, 78, 149, 159], including the solutions derived

from fingerprinting techniques [24, 75, 194]. Our analysis was focused on the study of

the last type of proposals considering those based on deterministic methods, like pattern

analysis, and those based on non-deterministic methods, which make use of Bayesian

inference. The reasons that led us to take this decision were related to the higher

accuracy demonstrated in previous works.

3.4.1 Deterministic methods

Pattern analysis methods have been used to design simple localization solutions. Nearest

Neighbor based proposals [24, 136, 164] are simple examples of these techniques. As it

was described in previous proposals proved in our own scenario, the accuracy obtained

using this method is still limited. We tested this method within our environment in
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order to evaluate the suitability of this solution. Results are shown in the first column

of Figure 3.3(a). In our experiments we were able to estimate the device localization

with a cell hit rate around 50% of tested cases. This value rises up to 59% when adjacent

cells were also considered as successful estimations, see Figure 3.3(b). In other words,

considering the distance between cells, implies an estimation error around 2 to 3 meters

in 59% of cases, under ideal conditions (same device for training and testing and no

time variations). In the rest of the cases (around 40%) the error estimation is higher.

We are aware that the number of APs considered has a direct impact over the system

accuracy when using this kind of method, since a reduced number of APs does not

ensure a notable variability of reception in nearby cells. However, in real environments

we cannot ensure a higher density of APs allowing a richer variability of reception, thus

we consider this technique not suitable to solve our problem.

(a) (b)

Figure 3.3: a) Accuracy of different techniques expressed in terms of percentage of
cell hits; b) Considering coincidences with adjacent cells.

3.4.2 Non-Deterministic methods

We also tested several non-deterministic solutions in which the position was represented

as a probability distribution using a Bayesian inference technique, as it was discussed in

[75, 115]. These algorithms estimate posterior distributions and provide better results

in those cases where the analyzed sensors have non-Gaussian noise distributions.

We have to take into account that signal propagation in an indoor environment is very

noisy since it is affected by reflection, diffraction, and scattering of radio waves caused

by structures within the building. These dynamic environmental influences can cause
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the observed signal strength to vary considerably, which complicates the estimation

of the location using a single and independent signal observation. So, using historical

information about the previous locations of the user, we may get better results by means

of probabilistic methods.

To perform these estimations we made use of the Bayes’ Rule much in the way it was

presented in [115], see Equations 3.1 and 3.2. In contrast to the original equation,

in our implementation we omitted the first term in Equation 3.1, which considers the

frequency of appearance of the APs Pr(fγ |ci), due to the low number of APs deployed

in our testbed and the insignificant differences in the appearance of APs in nearby cells.

We verified that it did not show any improvement in terms of estimation accuracy.

We consider C = {c1, .., cm} as the set of cells that make up the finite space state,

where m is the number of cells defined. We also define n as the amount of different

APs present in the current observation, π as a probability distribution vector where

each element πi = P (ci) is the probability of being at cell ci, and π′ = P (ci|Oj) as the a

posteriori probability of being at that cell given the observationOj . Therefore, due to the

independence of the measurements obtained from the different APs at each observation

Oj , the probability to take a measurement from the access point aβ at reference cell ci

with a signal strength λβ can be expressed by the conditional probability:

Pr(Oj |ci) =

 N∏
γ=1

Pr(fγ |ci)

 n∏
β=1

Pr(λβ |aβ , ci)

 (3.1)

These conditional probabilities are used to update the probability vector π by applying

Bayes’ Rule in the following way:

P (ci|Oj) = π′
i =

πiPr(Oj |ci)∑m
α=1(παPr(Oj |cα))

(3.2)

We tested two different probability distribution model, parametric and histogram-based

models. The parametric distribution was built by modeling the signal intensity as a

normal distribution defined at each cell and for every base station by its mean and

standard deviation. Histogram-based distributions represent how frequently a signal in-

tensity is observed at each cell and for every base station considering certain ranges or

intervals. While the parametric-based models can only summarize the signal intensity
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distribution by a best-fit Gaussian curve, the histogram-based models already represent

the sensor model explicitly, representing non-Gaussian signal intensity distributions ac-

curately. The main advantage of the first option is the compactness of the model that it

generates, but the ability of the histogram to represent some details like the appearance

of bias or the multimodality of the distribution makes them more appropriate.

Figure 3.3(a) shows the results obtained within our environment making use of these

alternatives. A 10-bins histogram-based distribution was built in order to test the his-

togram based alternative, where a bin represents each one of the disjoint categories in

which a histogram is divided into. In our initial tests we divided the signal intensity

range of values into 10 different categories.

During our experiments the best results were obtained using the histogram-based solu-

tion, see Figure 3.3(a). In this case, the cell hit rate achieved was close to 62%, while

it hardly reached the 43% when using a parametric-based model. As shown in Fig-

ure 3.3(b) successful cases rose to 70% and 54% using a histogram-based or parametric

distributions respectively, when considering adjacent cells as good estimations.

According to these results, we decided to continue our analysis focusing on the histogram

based approach. In that sense we notice that the shape of the histogram is particularly

sensitive to the number of bins and therefore it influences the accuracy obtained. For

that reason it required an additional analysis in order to find the right number of bins

that should be used in order to get a better representation of the data modeled. There

are several aspects that were taken into account before choosing the most appropriate

value. If the bins are too wide, important information might get omitted and it would

be difficult to find the underlying trend in the data. However, if the bins are too narrow,

useful information cannot be extracted due to random variations that show up because

of the small range at each bin.

Factually, there is no right or wrong answer about the most appropriate number of

bins. Therefore, to determine whether the bin width was set at an appropriate size,

different bin widths were empirically tested to analyze the sensitivity of the histogram

shape. Figure 3.4 shows the results obtained using a histograms-based distribution

model varying the number of bins. When a greater number of bins are used (e.g. 20

bins), accuracy shows a notable improvement reaching a 80% of cell hit (considering

adjacent cells). We observe that a higher number of bins does not improve the system
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Figure 3.4: Accuracy obtained depending on the number bins used to build the
histogram-based distribution. Percentage of successful cases includes adjacent cell hit.

accuracy notably. It means that it is not possible to extract additional information from

these RSSIs to define their behavior more efficiently. Of course, the number of bins

considered must be in accordance with the number of measurements available to build

the histogram. It is worth mentioning that every bin has to contain at least one sample,

in order to discard zero probability situations. Hereinafter, the main goal is to improve

the results obtained using a histogram-based (20 bins) model.

3.5 Localization using spatio-temporal constraints

In the previous section we performed a set of experiments that allowed us to select

the core technique which provides better accuracy results. However such evaluation

was carried out without considering additional information in regards to the motion

behavior patterns of the users at the scene. Each time we estimated the position of

one device it could be localized at whatever position available in the scenario (among

the different cells defined), since spatial restrictions were not imposed. For example, in

two consecutive time instants separated by a few seconds, the mobile device could be

localized at two different places spaced out by a distance larger than the physical space

that could have been covered at a normal pace.

To solve this important issue, we decided to integrate a hidden Markov model (HMM),

fully described in [105], since it was successfully incorporated in previous solutions [75,

115] where their authors demonstrated it usefulness as a good motion system model.
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Given a user position, this method spreads the probability of moving over those points

that are reachable during the next interval of time (considering a specific refresh rate).

The performance that can be obtained will depend on the design of the Markov chain

(or transition matrix), which encodes the assumptions about the transitions between

each pair of cells. This is the critical point of using this HMM, the definition of this

transition matrix, since it is necessary to take into account the normal mobility patterns

of users around the scenario modeled.

Taking into account the information regarding the adjacency between the different cells

defined, it is possible to build the transition matrix A where each element ai,j represents

the probability of transition from the cell ci to the cell cj . This matrix can be automat-

ically obtained by means of spreading the likelihood of moving from one cell to those

which could be reached during the period between two consecutive estimations. There-

fore, once we designed the matrix A considering the normal behavior of users around

the scenario, as Equation 3.2 showed, being π the probability distribution vector over C,

we defined π′ = Aπ as the probability distribution vector at the following consecutive

instant time. To improve the system accuracy, we can define two different transition

matrices, one of them representing the possibility of moving to a nearby cell when the

device seems to be static, and another one more appropriate for motion situations in

which there is a higher probability of transition between cells. In the first case, the pos-

sibility of remaining at the same cell is higher than the possibility of motion, in contrast,

the second matrix has a higher likelihood of moving between cells.

Considering that, at this stage, we did not integrate inertial sensors into the system (like

the accelerometer), the only option to estimate possible displacements was integrating

WiFi measurements over time. In the literature we found different proposals in order

to perform the motion estimation purely based on the analysis of WiFi signals. Krumm

and Horvitz [113] measured the variance of the signal strength of the strongest AP to

roughly infer whether the user was stationary or in motion. Another proposal was made

by Muthukrishnan et al. [140], where authors presented the spectrally spread motion

detection (SpecSMD) algorithm, an inference system based on euclidean distances be-

tween signals. In this case the authors observed that the signals’ strength from APs

appear to jump around more vigorously when the device is moving in contrast to when

it is still, and the number of detectable access points vary considerably while the user
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is in motion. We implemented this last technique, making use of a window time of the

last n measurements to analyze the differences among the signals considered.

Figure 3.5 shows the accuracy obtained after repeating the previous tests but now in-

tegrating the histogram-based method with the HMM that has been defined. Using

the motion inference technique we are able to roughly detect when the user is still or

in motion, thus we can use the most appropriate version of the transition matrix A at

each case. As we can observe, the integration of the HMM clearly improves the system

accuracy since the cell hit rate achieved rises up to 90% in tested cases when the device

was still.

Figure 3.5: Accuracy (cell hit including adjacent) obtained using histogram-based
and including the HMM algorithm.

We also tested the performance of this method while moving throughout the scenario.

To carry out these tests we made use of a different validation dataset of measurements.

It was obtained using the training device but with the exception that in this case we

covered the path indicated in Figure 3.6. Due to the delay introduced by the passive

scan, the motion pattern was set to allow the collection of one measurement at each cell.

This test was performed several times using each one of the different system models. As

we can observe in Figure 3.7, in comparison with previous results, accuracy is notably

decreased when user is in motion, falling down to 73%.

These results may be negatively influenced by using a single measurement to estimate

the position. In this case, it is possible to lose the signal reception from any AP but

also a bad RSSI obtained from a reflected signal may be used to calculate the position.

In these situations, the method is adversely affected and bad estimations may be ob-

tained. We can minimize these negative effects by using a window of time to consider all
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measurements inside when estimating the current position. The signals collected from

the same AP can be averaged, and more reliable measurements will be provided to the

localization engine. In scenarios like ours, where a high-density layout was defined, the

maximum time available to estimate user position while moving from one cell to another

is reduced because of the proximity between cells, just 1 second. Additionally, using de-

vices not able to perform active scans, and considering the high delay introduced by the

passive scans, discards this possibility. However, there are other situations in which this

approach could be introduced, as for example, when WiFi is used to perform coarse-

grained estimations in more spaced out layouts, where the time needed to move from

one cell to another is greater than the scan delay of the devices.

Figure 3.6: Path followed during motion test.

Figure 3.7: Accuracy (cell hit including adjacent) obtained using histogram-based and
including the HMM algorithm in motion tests. Static results included for comparison.
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3.6 Localization supported by contextual information

In some situations we can take advantage of contextual information to improve the sys-

tem accuracy, for example, using users profiles to establish certain restrictions to get

access to some dependencies, offices or labs. These restrictions are related to each de-

vice’s owner according to their specific role within the scenario in question. For example,

in a hospital environment, patients and visitors have restricted access to some depen-

dencies like laboratories or surgery rooms. Taking advantage of this a priori knowledge,

and considering that each user has a specific role (patient, visitor, staff), it is possible

to take into account these restrictions when estimating its position. In consequence,

we could discard those areas (set of cells) where some devices cannot be located, or at

least, where they have a lower probability to be located. Apart from obtaining better

accuracy, in some cases it implies a major reduction of the search space.

Following this idea, our proposal requires the classification of each room according to

its access level, as well as the classification of the device’s owner in one of the possible

profiles. This task can automatically be done by considering the identifier in the hypo-

thetical case in which users use an application that requires to be logged-in to access

to additional services. In the case of the university environment, email address can be

used to identify the user, allowing to differentiate between students, professors and staff.

Additionally, the classification of users can also be done by analyzing the user behavior

during a period of time. In [152] we proposed a novel technique able to classify people

moving around a hospital by analyzing their behavior. We considered the time that

users stay inside the hospital or the places they used to visit, among other information,

to classify the users. Then, after a period of time, once users are automatically labeled,

restrictions can be applied during the localization step.

In order to assess our proposal, we conducted some tests within our testbed scenario

assuming two different user roles: student and professor. Students mainly move along

the corridors and laboratories, so the cells belonging to these dependencies were labeled

as public cells. On the contrary, the rest of dependencies (those defined mainly inside

professors’ offices or meeting rooms) were labeled as private, and only university staff

and professors can gain access to them. Obviously, students could enter a professor’s

office for tutorials, for that reason zero-probabilities are avoided, considering a lower

probability of localizing a student at those dependencies than in the case of a professor.
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Consequently, here we propose the so called optimization Path-Restricted Location (PRL)

with the aim of minimizing the number of cells where users can be located and reducing

the probability of accessing some of them according to their profiles. The mentioned

restrictions were encoded in the HMM transition matrix. We tested this proposal ap-

plying the same dataset as in the motion experiments presented in previous section.

We assumed the device was carried by a student and therefore he had limited access

to private rooms. The same path indicated in Figure 3.6 was covered during these ex-

periments. Since it took place mainly at corridors, there were a minimum possibility

of obtaining wrong estimations inside the rooms. As it can be seen in Figure 3.8, PRL

improves the accuracy achieving a cell hit rate near 73% in comparison with the 68%

previously obtained.

Figure 3.8: Accuracy obtained (cell hit including adjacent) integrating the PRL
method within the definition of the HMM transition matrix.

3.7 Improvement of the system scalability

In this section we summarize different proposals to address the important issue of the

scalability. On the one hand, some of them were focused on obtaining the best possible

accuracy but at the same time trying to reduce the number of operations to perform

each estimation. On the other hand, we found other solutions based on the analysis of

signals’ behavior to define coarse-grained layouts that boost the probability of success,

though at the expense of losing accuracy.
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3.7.1 Optimizing the estimations without affecting the accuracy

Focusing on the first kind of solutions, the scalability issue can be alleviated by reducing

the computational cost of performing the location estimations minimizing the number of

operations to be done. It is possible to estimate a greater number of locations per second

while supporting a higher number of users. Previous contributions like the one proposed

by Youssef et al. in [193] discussed several interesting techniques to be integrated within

our current solution to address this issue. Among the different proposals that authors

made, we want to focus on the Incremental Triangulation (IT ) clustering technique. It

is based on the simple idea that the strongest signals come from the nearest APs, and

therefore we can assume that those signals are more stable and more reliable. Thus, when

estimating the location of a device using the received signals ordered by their intensity,

these signals are evaluated according to their reliability. During the location estimation

process the APs are used iteratively, starting the location process using the strongest

received one and repeating the process by adding more APs until a good estimation

is obtained or there are no more APs that can be used. If the probability assigned to

the estimated location is significantly higher than the probability of the second most

probable location (up to a specific threshold value T ), the most probable location will

be considered as the final location estimation, and the rest of the available APs are

not taken into consideration. T is considered as the difference ratio between the most

probable and the second most probable position.

As a consequence, it is possible to reduce the time required to perform each individual

estimation, and to process more operations per second (see Figure 3.9(a)), obtaining up

to 18% of additional estimations when T = 0.4 in comparison with the case described in

Section 3.5, in which we did not use this optimization (right column in Figure 3.9(a)).

This improvement comes from the reduction of the space search, which is now restricted

to those cells covered by the used APs. Figure 3.9(b) shows a comparison of the averaged

number of APs used during the location estimation process, considering different values

of T . Finally, as we can observe in Figure 3.9(c), using T = 0.4 we are still able to obtain

a 83% of successful cases in our tests, which can be an acceptable solution for those cases

in which we are interested in getting a coarse-grained location estimation. We consider

that the effects of this optimization could be observed better in larger environments with
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(a) (b)

(c)

Figure 3.9: Performance analysis varying the difference ratio T between the most
probable two positions. a) Number of estimations performed per second; b) Number
of APs considered; c) Percentage of cell hit achieved (including adjacent) using His-

tograms+HMM+IT.

a huge number of APs, like an airport or a hospital, where it can mean an even greater

time reduction.

3.7.2 Improving the scalability by reducing the granularity

On the other hand, Lemelson et al. proposed in [119] the fingerprint clustering algorithm

to estimate the position error that is inherent in 802.11-based positioning systems. It

makes use of the training RSSIs to find clusters based on the idea that the signals

collected in nearby cells tend to cover only a limited range of the possible values. In

such a case all the fingerprints collected in one office room are very similar, and a

positioning algorithm will hardly be able to make an exact position estimation. Instead,
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it will probably select one of the other fingerprints collected somewhere else in the room.

Following this approach it is possible to define clusters made up by several adjacent cells

in which signals have similar properties, using these clusters to build a coarse-grained

fingerprinting map. This new map can be used to build the system model, which gives

more reliable estimations at the expense of reducing the accuracy.

The technique used to find the set of clusters is the following. Initially each cell represents

a single cluster containing all the training samples collected inside the physical area of the

cell. For each AP observed in two adjacent clusters, it is calculated the intersection area

of the two normal distributions obtained from the mean and the standard deviation

of the measured signal strengths obtained at each one of them. Then, the similarity

measure for a pair of clusters, which indicates whether these clusters must be joined,

is estimated as the average size of all intersection areas computed from common APs.

If the obtained value is up to a specific threshold, both clusters are considered similar

and they are joined into a new one. The process is repeated until no more clusters

are joined. The evaluation of the similarity of two clusters is subject to the adjacency

condition between them. That is, two non-adjacent clusters will not be considered as

candidates to be joined. Unlike other classical clustering techniques, like k-means, in

this case we do not have the possibility to indicate the number of clusters to generate.

On the contrary, the final clusters’ distribution will depend on the signals’ behavior and

the similarity threshold value, which should be evaluated empirically at each different

scenario.

Figure 3.10: Clusters obtained from RSSIs analysis.
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Figure 3.11: Cluster hit probability using the different techniques described.

In order to show how this proposal can be applied, Figure 3.10 depicts the different clus-

ters that were obtained after analyzing the training RSSIs. Then, using this clustering-

based spatial distribution, Figure 3.11 shows the cluster hit obtained using the different

techniques that have been mentioned previously. Most of the already analyzed tech-

niques obtain a high cluster hit percentage, up to 93%. Therefore, we can conclude that

the proposed clustering technique provides a high reliability to perform coarse-grained

estimations. As it will be described in Chapter 4, we can manually join the obtained

clusters in order to define medium-sized zones, according to the physical distribution of

the environment. Then, using these new defined zones, it is feasible to estimate a coarser

estimation of the device location within any of them with a higher probability of success,

where WiFi-based location might be further refined using other sensors. This will be a

good starting point for the multisensor integration, since this WiFi-based estimation can

be used to reduce the space search when analyzing additional sensor data, like images,

thus improving the system performance and scalability.

At this point, we want to mention that there are other approaches [118, 180, 189] in order

to model larger buildings and define larger zones considering the logical distribution of

the environment. These solutions are less intensive in terms of training effort, that is, it

is not necessary to carry out such intensive training processes all around the scenario.

However, with the technique we integrated, we want to emphasize the importance of

performing a clustering guided by the efficiency of the obtained signals with the aim of

achieving the desired accuracy.
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3.8 Support for heterogeneous devices

Besides accuracy, scalability and performance, one of the imposed requirements of every

location-based system is the support of heterogeneous hardware clients. Due to the

wide range of devices on the market nowadays, the functioning of these systems cannot

be restricted to specific hardware. However, different devices provide different intensity

readings, depending on their antennas, the transmission power and other factors, having

negative implications over the final system accuracy. For these reasons, we focus in this

section on the importance of carrying out a calibration process in order to ensure an

appropriate functioning of the system independently of the device characteristics. We

initially focused on the integration of heterogeneous devices based on the same radio

technology, in this case WiFi, and after that we will define how we can make our system

compatible with other radio technologies, like Zigbee.

3.8.1 Integrating heterogeneous 802.11 devices

One of the existing alternatives is the one proposed by Gwon and Jain in [74]. They

proposed a calibration-free location algorithm that eliminates off-line RSSI measure-

ments and makes use of a Triangular Interpolation and eXtrapolation (TIX ) algorithm

to estimate the device location. One of the main disadvantages of this proposal is that

it requires to know the position of the APs used to build the model. This requirement

is not feasible in large scenarios where we cannot control the wireless infrastructure.

In [189] authors proposed a calibration-free algorithm, FreeLoc, which addresses the

heterogeneity of devices estimating their positions based on the relative order of the

received signal strength. We had the opportunity of testing this technique, using as

an experimental environment the entire Faculty of Computer Science, obtaining good

results in terms of feasibility but using a coarse-grained grid layout. This proposal seems

to be appropriate for those cases in which obtaining a high accuracy is not an important

requirement and it is not possible to carry out an exhaustive training.

Another solution is the one made by Kjærgaard and Munk [102]. They proposed a

Hyperbolic Location Fingerprinting (HLF ) which addresses the heterogeneity of devices

by considering signal-strength ratios between pairs of base stations instead of absolute
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signal strengths. Then comparing these computed signal-strength ratios with the fin-

gerprinted ones it is possible to estimate the device position. Furthermore, Kjærgaard

[101] also proposed another technique which tries to automate the calibration process

based on movement detection, to group the same-place measurement into calibration

fingerprints.

Haeberlen et al. in [75] proposed a calibration function based on the linear relationship

indicated in Equation 3.3, where i represents the signal intensity value observed by the

device and c(i) the value that would have been observed by the training device.

c(i) = c1 · i+ c2 (3.3)

Computing the least-squares fit between the observations obtained by the new device

at some specific cells and the corresponding values from the sensor map, it is possible

to obtain the parameters c1 and c2. This method requires the definition of at least two

different calibration points (cells in our map), where the devices must collect geo-tagged

RSSIs to run the process. During our test we made use of three calibration points to

over-determine the equation system that estimates the parameters c1 and c2.

In order to analyze the implications of the calibration over the final accuracy, we carried

out several experiments using the Haeberlen[75] manual approach to calibrate different

devices and evaluate whether this adjustment influences the final accuracy obtained.

The devices used during the experiments were hand held and inside the pocket, with

no meaningful differences in the final results. Figure 3.13(a) shows the RSSIs received

during one minute from one of the APs observed. Unadjusted RSSIs clearly do not fit to

those observed by the training laptop, which was used to build the fingerprinting map.

Nevertheless, once they were calibrated, see Figure 3.13(b), signals present a similar

behavior, having a positive impact over the final accuracy.

In previous sections we presented empiric results that were estimated by using as input

the observations collected during the training phase and applying a 4-fold cross validation

method. Nevertheless, we also performed several real time tracking tests using different

devices and different motion patterns. We performed different tests, both remaining

static at several points of our scenario (including corridors, offices and labs) but also
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(a)

(b)

Figure 3.12: (a) RSSI observed by different WiFi devices before their calibration. (b)
RSSI observed by different WiFi devices after their calibration. Values normalized to
% considering the maximum and minimum reception power (dBm) of each device.

using a motion pattern while moving mainly along the corridors, where several rounds

were performed.

During the motion tests we ensured one observation, at least, at each cell along the

covered path. Figure 3.13 presents the averaged results obtained during both static and

motion test, considering the case in which devices were not previously calibrated and

also the results after their calibration. From the results we can conclude that we are able

to get a relatively good accuracy when locating static devices, reaching a 72% of cell hit.

Nevertheless, this accuracy decreases when trying to estimate the position of a device in

motion, obtaining only a 30% of correct estimations. From these results we can derive

that there are important difficulties when trying to use a WiFi-based localization system

to obtain the position of a device with high accuracy, that is, obtaining a maximum

estimation error down to 3 meters.
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(a) (b)

Figure 3.13: (a) Cell hit achieved (including adjacent) using heterogeneous devices
during static experiments. (b) Cell hit achieved (including adjacent) using heteroge-

neous devices during motion experiments.

3.8.2 Integration with other radio technology (Zigbee)

As we mentioned at the beginning of this section, we introduced the possibility of inte-

grating the use of heterogeneous devices based on different radio technologies. In that

sense, we focused on the use of 802.14.5 Zigbee technology to perform our experiments,

since we found it very useful from the point of view of localizing some devices which

do not count with WiFi connectivity, as for example, some of the equipment present in

the hospital environment. Due to the reduced size and the long battery life of a Zigbee

device (or mote), we can estimate the position of other elements just by attaching them

a Zigbee device.

The main goal was to test whether we are able to estimate the position of Zigbee devices

avoiding new training processes to build Zigbee specific fingerprinting maps, that is,

using the already obtained WiFi-based system models. To carry out this integration

we based on the possibility of adapting the reception pattern of the signal strengths of

Zigbee devices to the one observed by the WiFi ones within the same environment. The

idea behind this proposal is to calibrate the Zigbee device applying the same method

that was used to calibrate the WiFi devices, but using a specific wireless network based

on this new technology.

We placed different Zigbee motes (emitters) at the same positions as the WiFi APs were

placed (see Figure 3.15). Using this similar distribution, we wanted to simulate the same

scenario deployed for the WiFi case, with the exception of the differences in the power

of transmission between the emitters and the APs. The distribution of these emitters
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allowed the reception of at least three of them in almost 90% of the defined cells. As

we can observe in Figure 3.15, due to lower transmission power of these emitters, there

were some cells in which a fewer number of emitters were detected.

In consequence, the existing WiFi-based fingerprinting map can be used during the

localization stage to estimate the position of the Zigbee device. Figure 3.14 shows the

averaged RSSI values received by a WiFi device or a Zigbee mote at each cell located at

corridors. We considered the averaged value of 20 different measurements normalized as

percentage, that is, taking into account the maximum and minimum reception capability

of the mote. The green-square line represents the RSSIs observed by a WiFi device from

one AP. The blue-diamond line shows the values received by a TelosB Zigbee mote

from one emitter (the one placed at the same position as the previous AP) when no

calibration method is applied. As it was expected, the received intensity values clearly

differ from those obtained using the WiFi device. Nevertheless, after calibrating the mote

(red-triangle line), both patterns are similar. Within our environment, the calibration

parameters were established to c1 = 0.6 and c2 = 49.5, see Equation 3.3. Similar results

were obtained independently of the AP and its correspondent Zigbee emitter considered.

Figure 3.14: Calibration results using different technologies for one AP in our sce-
nario. Similar results were obtained for the rest of APs.

In order to complete the entire evaluation of this approach, we built a fingerprinting

map of Zigbee signals. Once the new system model was obtained, we performed differ-

ent localization tests using both the WiFi (calibrating the RSSIs obtained by the mote)

and the Zigbee-based (without modifying the RSSIs) systems models. During our tests

we made use of a Zigbee mote while moving through the scenario, following the path

indicated in Figure 3.6. The mote was calibrated as it was indicated previously, using

67



Chapter 3. Localization based on 802.11

Figure 3.15: Map of coverage of Zigbee emitters. Red crosses indicate the position
where emitters where placed. Black dots represents the observation of at least 3 different

emitters. Red dots represents those cells where less than 3 emitters are observed.

the wireless Zigbee infrastructure. As we can see in Figure 3.16 there are no important

differences on the accuracy obtained independently of the system model used. In our

test we obtained around a 33% of successful cases making use of the WiFi-based system

model, whilst using the Zigbee-based system model the cell hit was around 37%. The

results clearly fit with those presented in previous section 3.8.1, and despite the low ac-

curacy obtained they confirm the compatibility between radio technologies. We consider

that this opens new opportunities when deploying other proposals based on a mixture

of radio technologies.

Figure 3.16: Location estimation results (in terms of cell hit including adjacent) of a
TelosB Zigbee-based mote using a Wifi-based or Zigbee-based fingerprinting map.
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3.9 Summary

Throughout this chapter we have carried out an in-depth review of the different local-

ization techniques already present in the literature, accomplishing different experiments

suitable to assess those considered more useful for our interests. This analysis was made

taking into account that our goal was to study the convenience of using the WiFi tech-

nology for localization, with the purpose of the integration of additional sensors that

will provide an added value to our estimations.

We have focused on those techniques based on the fingerprinting methodology because

of their suitability, both in terms of the accuracy and the performance provided in pre-

vious works. Integrating several of the described techniques, we developed a localization

system providing a good performance according to the different results obtained. More-

over, we introduced the possibility of improving the system performance making use of

additional contextual information. We are aware that this technique must be refined in

order to fully take advantage of it, for example, carrying out an automatic categorization

of users and performing a better analysis of motion patterns, amongst others.

We analyzed different techniques that allowed us to improve the system scalability, either

with a view to refine the system performance providing a certain level of accuracy or by

means of integrating clustering techniques which provide high reliability at the expense

of obtaining less accuracy. Consequently coarse-grained localization estimations can be

obtained, and as we will describe in the next chapter, the use of this algorithm will be

very beneficial for the multisensor integration.

The use of calibration techniques supports the compatibility of heterogeneous devices

within the system. We demonstrated that it is possible to make use of WiFi devices

with different characteristics, but also the utilization of devices based on other radio

technologies. The possibility of making use of different radio technologies, like Zigbee,

within the same scenario avoids the necessity of creating specific fingerprinting maps

for each one of them. This is an advantage with regards to the possibilities of tracking

those devices which are not equipped with WiFi connectivity, for example attaching to

them a Zigbee mote, which according to its characteristics (size and battery life) may

support their localization.

To summarize, the main remarks extracted from this study are:
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• We evaluated different techniques within a real scenario, analyzing the usefulness

of the WiFi technology to deploy location systems for indoor environments.

• We realized the importance of the calibration process, since the accuracy obtained

after the calibration of the device clearly increases the percentage of successful

cases.

• It is important to mention the notable differences that exist between the accuracy

obtained when the devices are mainly stationary in comparison to the one obtained

when localizing devices in movement, what enforces the necessity of using other

sensors to improve the system accuracy and reliability.

• The results demonstrate that in spite of being a lightweight technology (at least in

computation time) it lacks efficiency when it is required to provide accurate local-

ization solutions. However it is appropriate to provide coarse-grained estimations

making use of the alternatives based on clustering.

To conclude, in the global context of this thesis, the work described in this chapter

supposed an initial step that allowed us to value the different alternatives that WiFi

provides. We analyzed a wide variety of proposals providing fine-grained (around 3 me-

ters) and coarse-grained (more than 3 meters) accuracy relaxing the training conditions

and providing a higher reliability. Because of the intrinsic behavior of the WiFi signals,

we concluded that there was no other alternative to provide a better localization accu-

racy. In consequence, in the following chapters we will evolve our system by integrating

additional sensors, using the WiFi as the keystone which facilitates their integration.
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Positioning based on computer

vision techniques

4.1 Introduction

In the previous chapter we carried out an intensive analysis demonstrating the usefulness

of fingerprinting techniques using 802.11 signals to deploy localization services. Despite

the good results in terms of accuracy (around 2.5 meters of average error), which could

be precise enough for some services, there are other situations where a better accuracy

is necessary to support those applications with higher requirements.

Better results can be obtained by integrating the information captured by multiple

sensors. Specifically, localization systems might benefit from the images that users

obtain from the camera, as for example in order to display augmented reality in certain

applications. Those images can be used to provide a better estimation of the users’

position, offering a seamless integration of the sensor and the display.

In this chapter we present two different proposals regarding the integration of computer

vision techniques for image analysis. One of the main characteristics of these proposals

is their non-intrusive nature, that is, no additional elements (landmarks or objects) are

required to be installed in the environment, what makes them even more interesting

compared to other existing approaches. In both cases, we made use of the Scale Invari-

ant Feature Transform (SIFT) [127], an image processing technique suitable for image
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matching and object recognition, which allows the extraction of distinctive features from

the images captured by the device’s camera.

Our initial approach can be categorized as a place recognition based technique. It inte-

grates the image analysis within the probabilistic model based on RSSIs that was defined

in the previous chapter. The current method is based on the creation of a fingerprinting

map of WiFi RSSIs and feature descriptors extracted from representative images of the

application environment. An initial coarse estimation, based on IEEE 802.11, is accom-

plished to determine a cluster of physical cells, or zone, where the device seems to be

according to the received signal strength. Next we carry out an image analysis to look

for coincidences between the current image and those stored in the database. Taking

advantage of the initial coarse estimation made, we can constrain the space search to

those images acquired at cells belonging to the tentative zone. Nevertheless, one of the

main drawbacks of this solution is that it is limited by the granularity of the sampling

procedure, that is, the estimation result corresponds to the location of the cell which

provides more matchings with the current image. As we will show, the power of this

multisensor approach is demonstrated, since 95% of the estimations are exact or directly

adjacent to the right cell.

However, there are several applications which require a higher accuracy. For that reason,

we extended this solution and, in the second proposal, we made use of Structure from

Motion (SfM) techniques to build off-line 3D reconstructions of the scenario from the

correspondences among SIFT descriptors of training images. Despite the added com-

plexity of the off-line phase, this approach implies a notable evolution of our system from

the point of view of the accuracy provided. In this case, we assumed that the users are

capturing images, typically with a tablet or a smartphone, for which they want to obtain

the precise estimation of the full 6 degrees of freedom (dof) – 3 for (X, Y, Z) position

and 3 additional for the (α , β , γ) Euler angles for the rotation matrix – of the device

with respect to some conveniently chosen world reference coordinate system. Several

resection techniques were tested to estimate the full 6 dof, depending on whether we

know some intrinsic camera parameters, like the focal length. As in the previous case,

despite of the fact of using the images obtained from the camera as the main piece of

data to infer the position of a particular device, we can benefit from other sensors, like

WiFi, accelerometer or compass, in order to constrain the space search. The multisen-

sor proposal described is a valuable contribution for this kind of location-based services,
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since we have obtained a good trade-off between a fine-grained accuracy (around 12 cm

of average error) and an acceptable response time (around 250 ms) integrating several

sensors. This solution is able to support a wide variety of augmented-reality applications

which do not require a real time response, such as those designed to display location-

aware reminders or notes, or to obtain information about who is behind the door of a

particular laboratory.

The rest of this chapter is structured as follows. Section 4.2 describes our initial proposal,

providing additional information about the different experiments carried out and the

obtained results. Afterwards, in Section 4.3 we describe the proposal regarding the use

of 3D models and camera resection techniques to estimate the current 3D position of the

device. A detailed analysis of the accuracy and performance of the solution is included.

Finally, Section 4.4 presents our main remarks.

4.2 Positioning based on image recognition

In this section we introduce our initial solution derived from a classical fingerprinting

map based on RSSIs which also uses SIFT descriptors from images obtained at different

training points. Using these feature descriptors extracted from the images captured using

the smartphone camera, we perform a matching process against thousands of features

previously extracted from geo-tagged images to determine the current location of the

device. Within computer vision research field, this type of approaches are well-known

as place recognition based solutions [173].

Figure 4.1 summarizes the overall functioning of this proposal. As it is required for

fingerprinting based solutions, an initial training phase is carried out. During this stage

we analyze the RSSIs (Step 1 in Figure 4.1) to build fingerprinting maps and to estimate

the clusters where signals have a similar behavior. The images are also processed to

obtain their features (Step 2). Using clustering information of RSSIs, we build the

image search structures (Step 3) that will be used during the on-line phase.

Images are the main piece of data to infer the position of a particular device, but we can

benefit from other sensors in order to limit the amount of information to be examined.

During the on-line phase, using fingerprinting methods based on the RSSI of transmitted

802.11 packets, we can obtain an initial estimation indicating the cluster of physical
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points where there is a high probability of locating the device (Step 4). This process

may make use of information from the accelerometer when it is available. Images are

filtered according to their quality (Step 5). Then features obtained from current image

(Step 6) are used as input for the image matching process (Step 7). Using the initial

estimation we can reduce the amount of images in the database to check against, since

only those images contained in the selected cluster are analyzed.

Figure 4.1: Overview of the place recognition proposal. It includes all the steps to
be taken during the training and on-line phases.

4.2.1 Experimental environment

For a better comprehension of the rest of the chapter, here we describe the scenario

where the experiments mentioned throughout this section were performed. The testbed

corresponds with the scenario described in Chapter 3. The novelty now is that we

obtained a set of seed images captured in a different way at each cell depending on the

cell type (zoom on Figure 4.2(a)). Thus, a cell in a corridor is associated to as many

images as possible directions of movement, whereas inside the rooms we built panoramic

images covering the whole dependency. Not all rooms were photographed because of

privacy concerns.
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(a) (b)

Figure 4.2: Experimental environment: a) Representation of image collection process.
At each cell, we collected as much pictures as possible movement directions. Within
labs, panoramic pictures were obtained; b) Clusters definition. Equally colored dots
represent cells pertaining to the same cluster. The four colored ”rectangles” represent

the different zones which have been defined for image analysis.

Making use of the RSSI clustering techniques we calculated the clusters shown in Figure

4.2(b) (colored dots represent each cell of the discrete grid). Cells pertaining to the

same cluster are displayed using the same color. Then, we defined four overlapping

zones joining adjacent clusters. The definition of the number of zones and their sizes

could vary according to design preferences, but always considering that cells belonging

to the same cluster must be kept in the same zone. These zones were used in order to

reduce the search space when images are analyzed.

We defined a client-assisted architecture that distributes the processing responsibilities

between the mobile devices (laptops, smartphones and tablets) that were used to carry

out training task (but also will be the object of localization), and a core server in charge

of processing the training data and carrying out the position estimations.

Our server was an Intel R© Pentium R© Dual-Core CPU E2160 server. For image pro-

cessing, a nVidia GeForce 9800GT was installed, supporting both OpenGL Shading

Language (GLSL) and Compute Unified Device Architecture (CUDA). We made use of

the SIFTGPU library, a GPU Implementation of SIFT by Changchang Wu [9] for image

features extraction.

During the training phase (see Figure 4.3(a)), RSSI observations from the six APs de-

ployed were collected with an Asus Eee 1201 laptop with a Realtek TRL8191SE WLAN

802.11n card. In this case, in order to save deployment time, we reused the RSSIs pre-

viously collected for experiments in Chapter 3. Training images were captured using
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an HTC Desire smartphone. Image resolution was 640×480 pixels for corridors and

2900x360 pixels for panoramic images of offices and laboratories. This information was

processed by the server in order to build the WiFi fingerprinting map, to estimate clus-

ters based on RSSIs analysis and to perform the features extraction from training images.

These features were used to build the search structures that were used to perform the

posterior matching with the features extracted from images collected during the on-line

phase.

Through the online phase (see Figure 4.3(b)) the system was tested using different

smartphones and tablets based on Android OS: Samsung Galaxy SCL and Samsung

Galaxy SII smartphones with Android 2.3.5, Samsung Galaxy Tab Plus 7.0 with Android

3.2 and ASUS EEEPad Transformer TF-101 tablet with Android 4.03. We developed

an application that was used to collect data from different sensors (WiFi, accelerometer

and camera) and to send the measurements to the server. This application ran in

background, populating the server repository with this information, which was used

when other services required the position of the specific device. A simple augmented-

reality application was also implemented in order to test the system accuracy. This

application constantly performed localization queries to the server in order to obtain

the current position of the device. For its use, operators hold the phone out in front of

them, facing ahead in order to obtain location-aware information related to their current

position.

(a) Training phase

(b) On-Line phase

Figure 4.3: a) Training phase; b) On-line phase.
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We are aware that the use of these augmented-reality applications based on images would

be sporadic, since we do not envision realistic scenarios where users are comfortable

holding their phones facing ahead all the time while moving. For that reason, when the

smartphone was inside the pocket, facing the floor, or obtaining useless images (out-of-

focus or uniform), the location estimation was based mainly on the RSSI measurements.

In section 4.2.6 we will show different experiments using several sensor sets.

4.2.2 Scale invariant feature transform (SIFT)

Before getting started with our proposal, we will make a brief introduction describing

the SIFT technique [126, 127], since it will be the keystone in the remaining work.

SIFT is a widely adopted technique in computer vision research. It provides a method

for extracting a collection of visual features from images, which are invariant to image

translation, scaling and rotation, and partially invariant to illumination changes and

affine distortion or change in 3D camera viewpoint. Each of these features are well

localized in both the spatial and scale domains of the input image: they are characterized

by a 4-D vector (x, y, s, θ), where (x, y) is the position in the image, s is the feature scale

(i.e. size), and θ is a dominant orientation.

One of the most important advantages of SIFT is that once each feature vector has been

correctly localized, it is subsequently characterized by an additional highly distinctive

128 dimensional description vector, which depends on the overall photometric structure

of the local image environment of the feature. This descriptor allows a single feature to

be correctly matched with a high probability against a large database of features, which

provides a powerful basis for visual recognition. This fact has been exploited both in

topological place recognition systems as well as in the context of simultaneous localiza-

tion and three-dimensional scene reconstruction [63, 156]. The strictly local nature of

the computation for each feature, together with the possibility of globally computing

consistencies among the whole list of the obtained features, makes this technique rather

robust to problems like occlusion, clutter, or moderate image noise.

We want to emphasize the power of SIFT features to provide a good distinctiveness

even in environments with many similarities between different physical emplacements.

In order to illustrate this characteristic, Figure 4.4 shows different images representing

77



Chapter 4. Positioning based on computer vision techniques

the features extracted from one image captured at our testbed scenario, and the corre-

sponding matchings found when comparing similar images. In Figure 4.4(a) each feature

is represented by a circle indicating the corresponding scale and a vector showing the

orientation (red circles are light blobs on dark background, green ones are dark blobs on

light background, and a specific 128-dimensional feature is drawn as a blue histogram,

for illustration purposes). As shown, though corridors A and B are clearly very similar,

there are scene details that still make a significant difference regarding the number of

features matching with the captured image when the image corresponds to the same

scene 4.4(b) or not 4.4(c).

(a)

(b) (c)

Figure 4.4: a) SIFT features detected at one image; b) Matchings found when com-
paring two different images captured at corridor A; c) Matchings found when comparing
two different images captured at corridors A and B, respectively. Despite they are very

similar, fewer correspondences are found.

Figure 4.5 summarizes the main computation stages that take place during the process

of obtaining the collection of features from an image. This process is divided in two

main phases. The first phase consists of an extrema detection in the laplacian of gaus-

sian scale-space of the input image, which has to carry out a computationally intensive

iterative filtering, scaling and differentiation of the input image (Steps 1 and 2 in Figure
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4.5). The laplacian of gaussian is in fact approximated by a difference of gaussian pro-

cedure, which together with the downscaling of the input image for larger scales allows

to partially alleviate the computational burden of the involved image processing needed.

The potential points of interest are then obtained by performing a global search over

all scales and image locations (Step 3). The list of obtained features is finally polished

removing unstable and poorly localized points, as well as performing a final interpolation

procedure to get subpixel accuracy (Step 4).

In the second phase all previously detected interest points are analyzed in order to get

their characteristic orientation and corresponding descriptor vector. In order to obtain

the dominant orientation, the maximum of an histogram of local gradient angles is de-

termined (Step 5). This orientation assignation is very important, since most of future

image operations will be performed on transformed patches relative to this orientation

and the natural scale of the feature (obtained in the first phase). Thus, the obtained de-

scriptors will provide the desired invariance to these scale and rotation transformations.

The final keypoint descriptor extraction stage is again based on local histograms of ori-

entations, this time on a conveniently scaled and rotated grid of bins (Step 6). Basing

Figure 4.5: Main stages of the SIFT procedure.
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the descriptor in normalized gradients instead of direct use of gray levels in the image,

makes the output 128-D descriptors moderately invariant to shape distortion and very

robust to changes in illumination. Though in this work we use the basic SIFT algorithm

described above, there are several algorithms to additionally filter the most distinctive

feature vectors, such as the ones proposed in [127, 176, 177], which could be considered

in future refinements.

Since the SIFT extractor algorithm is based on a computationally intensive pyramid

processing of the input image, there are several parameters that strongly influence its

performance (mainly the ones related to the overall number of scales, the size of the

initial scale and levels of gaussian smoothing by scale). We tested different values for

these parameters and selected values were: i) number of scales equal to 5; ii) first scale

equal to input image size (no image downscaling or upscaling are initially applied) and

iii) 5 levels of gaussian smoothing by scale. These parameters led us to obtain a rough

average number of 250 stable keypoints per image on a typical scene at our environment.

The intensive image processing involved by the described algorithm led us to use a

GPU based implementation. Though several less computationally intensive alternative

feature extractor and descriptor techniques have been described in the literature (see for

example [121], and the references therein), they tend to be still too hard to be computed

in the smartphones in terms of both processing time and battery consumption.

4.2.3 Location estimation based on SIFT features matching

As it has been previously indicated, each keypoint descriptor is 128-dimensional and

this implies that the corresponding search space has a very high dimensionality. In

consequence, there is no algorithm able to identify the exact nearest neighbors that is

any more efficient than exhaustive search. As an alternative, there are some algorithms

such as the best-bin-first proposed by Beis and Lowe [31] that returns the closest neighbor

with high probability. Another option is the proposal made by Arya and Mount [20]

based on the use of kd-trees and bd-trees, which supports both exact and approximate

nearest neighbor searches in spaces of multiple dimensions. In our proposal we made

use of the kd-tree version implemented within the approximate nearest neighbor (ANN)

library by Mount and Arya [135] to carry out our experiments.
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Our database of image features contains more than 45K data points in real 128-dimensional

space, which is a moderately large amount of data. However, if we precompute one of

the aforementioned tree structures for these contextual data, the nearest neighbor for

new input features can still be found efficiently. Therefore we built a kd-tree made up of

a complete set of features available in our database. Each feature was labeled with its

corresponding cell in order to be able to estimate the current position of a device during

the on-line phase.

ANN allows the selection of the number of returned k-nearest neighbors in the solution,

where k ≥ 1. Working with such high dimensional features, global differences of the

euclidean distance between descriptors are not useful to differentiate when we have

obtained a correct matching, as some descriptors are far more discriminative than others.

Thus we need to estimate the density of matchings near the input feature in a different

way. Using k = 2 we can compute the distance ratio between the two nearest neighbors in

order to check whether it is a real match or not. We based our technique on the reasoning

made by D. Lowe in [127], who demonstrated that correct matches need to have the

nearest neighbor significantly closer than the second neighbor (a supposedly incorrect

match) to achieve a reliable matching. As Figure 4.6(a) shows, we evaluated this metric

using three different values for this distance ratio R, discarding those matchings with a

ratio greater than the specified value.

Tested values were selected according to the information obtained from literature. A

priori, we might suppose that using a lower value of R better results would be obtained,

since we expected a better reliability of the obtained matchings. However, lower values

of R made the process more restrictive and fewer number of matchings were found.

In comparison to the perspective that will be introduced in Section 4.3, where we will

analyze the geometric consistency of the obtained matchings, in the current proposal

we only consider the global number of matchings obtained from each individual image.

Therefore, using restrictive values of R makes it more difficult to find an image that

ensures a minimum number of correspondences (fixed to 10% of the total image features

to accomplish these experiments). According to the results, the best balance in terms

of accuracy and performance has been obtained with R = 0.75, reaching an 88% of cell

hits (including adjacent cells).
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(a) (b)

Figure 4.6: Analysis of different input parameter configurations for the matching
algorithm; a) Performance evaluation; b) Accuracy evaluation.

Another important parameter of this matching algorithm is the number of individual

matches required to assess whether there is an evidence of a global image matching or

not. Since the number of features for each image may be so high, we can specify a

matching threshold T , which stands for a minimum percentage of matches against the

total number of features per image to define a global match as valid. We experimented

with different T values (see X axis of Figure 4.6(b)). As we can observe, when T is

assigned higher values, accuracy is notably decreased. Once again, relaxed values of

T achieve a better performance in terms of accuracy. That is, as T increases we need

to obtain a greater number of matchings to consider that an image represents a certain

position. The main reason that explains these results is the reduced number of matchings

we obtained from tested images, since these experiments were carried out using images

collected mainly at corridors, where we noticed an important lack of visual information

and textures in walls, doors, etc. In consequence, we finally found that 0.05 is the

value that achieves the best accuracy in our scenario. That is, given a query image, we

considered that there was a global match when at least 5% of its features were found in

a particular image of the database. Note that the selected values may vary depending

on the scenario, ensuring an appropriate trade-off between accuracy and performance.

When an approximate nearest neighbor search is performed, an error bound ε ≥ 0 is

needed to control the maximum ratio between the distance to the reported point and

the true nearest neighbor, with this ratio equal to 1+ ε. We experimented with different

values of ε and the results are shown in Table 4.1 using a representative dataset of images
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collected at our scenario. From these results we concluded that on enlarging the error

bound to ε = 2 when using this approximate nearest neighbor search, we speed up the

process (taking around 200 ms) without affecting the accuracy. Though using higher

values ε > 2 we can still accelerate the matching process, it has a negative impact on

the quality of the obtained matchings, affecting the final accuracy obtained.

Table 4.1: Epsilon analysis results. Time data are expressed in milliseconds while
accuracy is specified in terms of cell hit (including adjacent cells) percentage.

4.2.4 Multisensor integration

Once the right parameters for an optimal image search have been selected, in this sec-

tion we focus on how we took advantage of the multisensor integration to improve the

performance of the location estimation process without affecting the final accuracy. As

mentioned, the main drawback of using images is the elevated computational cost of

their analysis, especially in huge scenarios where the number of images is vast, which

might imply serious scalability problems. As mentioned in Chapter 3, in [119] Lemelson

et al. proposed the Fingerprint Clustering algorithm, which made use of the training

WiFi RSSIs to find clusters where signals have similar behavior. We demonstrated that

is was possible to obtain a 93% of cluster-hit by applying the appropriate fingerprint-

ing technique. For our specific scenario, we obtained the clusters indicated in Figure

4.2(b). The idea behind the integration of RSSIs and images was that from this clusters

distribution it was possible to define several overlapping zones joining adjacent clusters,

which allows us to reduce the space search during the matching process, thus improving

its performance.

Figure 4.7 shows a comparison of the performance and accuracy results obtained when

integrating the division by zones with respect to the use of a unique global tree. In this

case we built five different trees, four of them containing the descriptors of those images

belonging to each zone, and one additional global tree containing all of them. From

the obtained results we can conclude that when using smaller trees we even improve
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(a) (b)

Figure 4.7: Comparison in terms of (a) accuracy and (b) performance between using
clustering-based tress or a unique global tree at matching process.

the system accuracy (around a 5% of cell hit), but what is more important, we also get

better performance results, with more than 30% reduction in the search time.

Taking into account that our experimental scenario is comparatively small, we expect

that in larger maps this difference between using a global tree or using clustering-based

trees will lead to a still higher performance improvement, thus demonstrating the im-

portance of this multisensor proposal to favor system scalability.

In addition, we introduce a method that analyses the suitability of the data acquired.

First, information obtained from access points is analyzed in order to determine whether

we are in a location supported by our system. Moreover, it is checked whether the image

is useful, that is, it is focused and rich enough to allow the extraction of useful SIFT

features. In order to avoid unnecessary transmissions, we used the Sobel operator [68],

an efficient linear filter operation which responds to sharp gray level changes (edges) in

images. When a picture is taken we compute its gradient to know how blurry the image

is. If a good image is obtained (gradient value is up to a predefined threshold G), it will

be transmitted to be used for localization purposes.

Sensor fusion process

Now we describe the global process carried out in order to fuse the information obtained

from the WiFi and camera sensors that allowed us to obtain the results shown in Figure

4.7. Initially, RSSIs are processed to get a probability distribution vector indicating the
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likelihood of being located at each cell of the scenario. For that purpose we make use of

the fingerprinting-based technique described in Section 3.4 of Chapter 3. Then, SIFT

features are computed from the obtained image. Next, using the ANN kd-tree match-

ing algorithm a pseudo-probability distribution is obtained according to the number of

matches obtained. The matching process continues as follows: We select the subtree

linked to the cluster containing the cell with higher probability after the RSSI analysis.

Later, we compare the descriptors extracted from the input image with those stored in

the selected subtree to look for correspondences. If the matching result does not ex-

ceed the threshold T (mentioned in Section 4.2.3), we repeat the same process, but this

time selecting another subtree linked to another cluster containing that cell, if available.

Finally, if we do not exceed T we select the global tree to perform a final search.

To accomplish this fusion process we made use of the Baye’s Rule in a similar way to

that used in Section 3.4. Following this approach we obtain a probability distribution

indicating the likelihood of being located at each cell of the scenario. Due to the low

number of APs deployed in our testbed, we obviated the term that considers the fre-

quency of appearance for APs that was present in the original equation . We considered

π as the probability distribution vector over each cell in the previous timestamp, being

C = {c1, .., cm} the set of cells that make up the finite space state. Given the amount of

n RSSI measurements in the current observation Oj , and Pr(λβ |aβ , ci) the probability of

taking a measurement from the access point aβ at reference cell ci with a signal strength

λβ , there is a first estimation π′ based only on RSSI:

π′
i =

πiPr(Oj |ci)∑m
α=1(παPr(Oj |cα))

where Pr(Oj |ci) =
n∏

β=1

Pr(λβ |aβ , ci) (4.1)

Considering π′
h as the highest value in π′, we can constrain the analysis of the image in

Oj to the subtree that represents the zone where ch is included.

We define Pr(f |cc) as the probability of seeing an image f at cell cc contained in the

selected zone. All the images related to that zone are analyzed to determine the image

with a higher number of matchings. Taking D as the number of SIFT features detected

in image f , if there is any cell cc where
matchesf,cc

D
> T (T was defined in Section

4.2.3), then Pr(f |cc) = K being K a predefined constant value (in our case 0.95). We

assign this high probability value since we believe there is strong evidence (but not total
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certainty) to be located at cell cc. The remaining probability is spread among the other

cells of the entire scenario.

Otherwise, in case of existing other subtrees representing a zone which was also asso-

ciated with ch, the same process is repeated using each one of them respectively. If

the threshold T is not exceeded we make use of the global tree. Even so, in case of no

success, Pr(f |cc) is defined as follows:

Pr(f |cc) =
matchesf,cc∑l

k=1(matchesf,ck)
(4.2)

Where l represents the total number of images contained in the global tree. Those cells

where no matchings are found are assigned a negligible probability value (to avoid zero

probability distribution). Finally we recalculate the final probability distribution π′′ by

fusing the already estimated π′ with the corresponding Pr(f |c) probability calculated

for each individual cell at the scenario, normalizing the obtained probability vector to

ensure a true probability distribution.

π′′
i =

π′
iPr(f |ci)∑m

β=1(π
′
βPr(f |cβ))

∀i = 1, ..,m (4.3)

Finally, the cell assigned to the best probability is considered as the estimated position,

though the currently obtained probability distribution vector will be used as an input

for future estimations. It is worth mentioning that during our experiments more than

83% of estimations were successfully resolved using the subtrees, without requiring the

analysis of the global tree.

4.2.5 Accelerometer integration for still/motion state detection

We suggest the integration of a third additional sensor, the accelerometer, in order to

increase the robustness of the location estimations based on RSSIs. In addition, this

sensor will help us to minimize the amount of information transmitted by the client,

preserving the smartphone battery life, which is another keystone within localization

systems, and which has been already addressed in works like Sourav [33].
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We made use of the built-in 3-axis accelerometer readings to detect changes in motion

status. Taking into account the fact that smartphone’s accelerometers are usually very

noisy, we decided to identify only two different states: still and motion. These states

can be viewed as an approximation of the user motion status. We implemented a simple

classifier based on the estimation of a threshold able to differentiate between these two

states. In order to train the classifier, we got several sets of samples from the acceleration

measurements (in m/s2) of the accelerometer (sampled at 50Hz) using different patterns

of movement. To obtain each sample we follow a sliding window approach, considering

the average and standard deviation values of the last 10 acceleration readings. The

threshold can be defined as the measurement variance that maximized the separation

between classes. Figure 4.8 clearly shows the results achieved in the differentiation

between classes.

Figure 4.8: Motion classification results (red for still, green for motion)

Thought it is not strictly necessary, it is possible to introduce the information obtained

by the accelerometer in the fusion process described in Section 4.2.4. As we indicated

in Section 3.4 of Chapter 3, we had the possibility of using a HMM as a system model

that takes into account the user’s motion behavior. Integrating the distinction between

still and motion stages, we can define two different transition matrices. One of them

might represent a more static behavior whereas the other one might favor the transition

between cells. We will evaluate the implications of using the accelerometer within the

location estimation process.

As far as the client is concerned, we can detect those cases in which it would be unnec-

essary to request continuous estimations about its location. The information obtained

by the accelerometer might be used to determine whether the device moves or remains

still. When still, once the right position is determined there is no need to obtain a

new location estimation. Therefore, regarding the localization server, the integration

of this sensor improves its scalability, as it supports a higher number of users due to
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the fewer number of queries to be answered. Additionally, from the perspective of the

smartphone, the use of the accelerometer implies direct energy saving, since it avoids

unnecessary operations and transmissions.

4.2.6 Evaluation

In order to validate the accuracy and performance of this initial multisensor proposal,

this section describes the results obtained after performing several experiments. To

accomplish them, we made use of different mobile devices running an augmented reality

prototype able to display location-aware notes linked to each cell.

During the tests we obtained information from all the available sensors (images, RSSI

and accelerometer). We divided the tests into two different categories: still tests where

we remained still at the same place, and motion tests where we moved along the available

dependencies. The still tests took place at several cells, in corridors, offices and labo-

ratories. During the motion tests, we covered several paths mainly along the corridors.

Locations were estimated with three different combinations of sensors: using RSSI only,

using RSSI and accelerometer measures, and using all the sensors, in order to check the

accuracy of each combination. Table 4.2 shows the results obtained, reflecting the cell

hit percentage and in parenthesis the cell hit percentage including adjacent cells as good

estimations.

As we can observe, the use of the accelerometer results in an important improvement over

the accuracy obtained, especially in the case of the still test where the exclusively RSSI-

based estimations are more precise. It allows us to integrate a HMM able to adapt the

estimation algorithm according to the motion pattern. In still cases, HMM increases the

probability of remaining at same place, whereas in motion cases it favors the movement

avoiding the possibility of obtaining inconsistent consecutive estimations. However, the

inclusion of images in the positioning algorithm notably boosts the system accuracy,

achieving cells hits of more than 97% and 94% (including adjacent) for stationary and

movement situations, respectively.

Regarding the system performance, Table 4.3 shows the average time required by the

tasks performed by the server in order to reply to a localization request. It includes the

time to carry out the SIFT extraction that is computed using the GPU installed on the
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Table 4.2: Cell hit obtained during our experiments. We show in parenthesis the cell
hit percentage including those cases in which the estimation corresponds with a cell

adjacent to the correct one.

server. It also includes the time needed for the matching process using a unique global

tree or using clustering-based trees. We can confirm the importance of the multisensor

integration, which saves around 75% of matching time on average. The time required

for carrying out the entire process is around 249 ms, making use of our multisensor

proposal.

Table 4.3: Performance analysis of the different processes carried out by the localiza-
tion server (Time in milliseconds).

Table 4.4 shows the average time distribution of the different tasks performed during the

whole cycle from the point of view of the clients activity: Column 1 indicates the time

required to collect the RSSIs; Column 2 shows the time required for image capturing;

Column 3 represents the delay of executing the Sobel operator; and Column 4 shows the

time required for data transmission (RSSI, motion estimation and image). We omit the

time required to read accelerometer measures, to estimate motion status and to process

the captured RSSIs, because of their insignificance. It is important to mention that we

applied a compressing ratio to shrink the image file size and reduce the transmission

time. This compression did not affect the SIFT features extraction and thus it did not

affect the final accuracy.

Though the time required to complete an entire cycle includes the time required to scan

every sensor, to process their information and to send it to the server, we can always

take advantage of the event-based sensor scanning at Android OS. This means that the

data can be acquired and treated in parallel. For example, in the case of the Samsung

Galaxy SCL the total time would be 1550 ms, that is, the time capturing the RSSIs

(images and accelerometer measures are acquired and treated in parallel) plus the time

required for transmission.
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Table 4.4: Comparison, using several devices, of the required time for data acquisition
(time for accelerometer acquisition is negligible), processing time of the Sobel operator
(time for RSSI processing and motion estimation is insignificant) and transmissions.

Time is expressed in milliseconds.

As we show, there are important differences among the different devices in relation to

the WiFi scanning, depending on the OS version in combination with the hardware

components they are equipped with. Manufacturers are highly influenced by current

development trends focused on battery consumption saving for mobile devices, and in

some cases it constitutes an important drawback for our interests. In this sense, current

OS versions of these devices do not support active scans. Consequently we are forced

to perform passive scans, which can take a lot of time with some devices to scan each

available channel or to perform several scans on the same channel before making the

new measures available for their use.

This behavior produces an important delay that might be significantly reduced using

future smartphones and OS versions. However, taking advantage of the possibility of

capturing measurements from different sensors in a parallel way, we suggest not to wait

for a new RSSI scanning to request for a new location estimation. That is, as soon as a

new image is available, using the last RSSIs collected, a new location can be estimated.

The error introduced by using this cached information is not important since these RSSIs

are only used to enclose the tentative zone for image matching. Considering the specific

case of the Samsung SCL, the total time required to complete an entire cycle is around

1799 ms (client + server processing time) for the first estimation, though this time can

be reduced to 436 millisecond in the following estimations. This delay would include

the time required to capture the image, the time to calculate the Sobel operator, the

time to transmit the sensors data and the server processing time (accelerometer can be

captured and processed in parallel, and we can also cache RSSIs information as stated

above). In the particular case of the Samsung Galaxy SII smartphone, the differences

are even more noticeable, since we can reduce the response time from 6720 to just 423

milliseconds on average, minimizing the important issue of the delay introduced by the

RSSI acquisition.
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4.2.7 Summary of the place recognition based proposal

Until now we have described a first approximation to the integration of images for

localization purposes. Despite the use of other additional sensors, images have been

used as the keystone for this approach, which allowed us to perform an initial analysis

of the power of visual information for place recognition based solutions.

The required average time for the whole localization process is 500 milliseconds on

average for all tested devices, with cell hit rates up to 94% when users are in motion. In

view of the experimental results, we conclude that we are able to provide a good solution

for those services where a good accuracy is required and the response time is not crucial

for their correct functioning. We consider that the extra time required to deal with

images is acceptable for applications requiring a better accuracy than the one obtained

using only RSSIs. During the experiments accomplished to evaluate the techniques

proposed, some parameters and threshold values have been evaluated empirically due

to its dependency on the scenario. Therefore, sometimes we preferred not to indicate

specific values.

However, we detected some drawbacks that make this proposal problematic from the

point of its scalability. In particular, the training phase implies an enormous effort in

terms of the operators work and time. On the one hand, a large amount of RSSIs has to

be collected to generate useful fingerprinting maps. On the other hand, the collection

of images is also tedious, as several images must be captured at each training point.

Moreover, both, RSSIs and images need to be manually geo-tagged with the correct cell

where they were obtained. This is a major handicap when modeling scenarios larger

than the one we used for our experiments. Though we are able to obtain a good cell

hit rate, this precision is dependent on the granularity level used to define the discrete

scenario: the more granularity, the better is the accuracy obtained, but clearly at the

cost of a greater training effort.

Considering all these issues, in the following section we are presenting an evolution of

this proposal in which we try to minimize the observed inconveniences. We will continue

using images as the main piece of our localization process, but we evolve our system in-

troducing more sophisticated computer vision techniques. The discrete partition of the

environment is left out, and will give way to a new training process making use of tech-

niques that allow the reconstruction of 3D models of the environment. In addition to
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the reduction of time required to train the system, this change means an important evo-

lution of the localization process, providing more accurate location estimations, around

a few centimeters of error, and with the added value of the estimation of the rotation of

the device.

4.3 Image analysis based on 3D models

Though the accuracy obtained using the previously described multisensor approach is

good enough for some application scenarios, our main goal is the development of a LBS

suitable for precise augmented reality services, which require not only very fine-grained

position estimations (a few cm of maximum error), but also an equally precise estimation

of the absolute orientation of the device.

Taking advantage of the remarkable advances in the field of applied projective geometry

in the last decade, nowadays it is possible to obtain an accurate 3D model of an arbitrary

scene taking only a sufficiently large number of images from different viewpoints. This

can be done even in a priori difficult conditions such as completely uncalibrated cases,

in which neither the real position nor the internal parameters of the cameras are known

in advance. Making use of these 3D models of the scenes, in this section we propose an

evolution of the previous solution, which is able to obtain the precise estimation of the

full 6 degrees of freedom (dof ) –3 for (X,Y, Z) position and 3 additional for the (α, β, γ)

Euler angles for the rotation matrix– of the device with respect to some conveniently

chosen world reference coordinate system.

Our proposal is based on the use of Structure from Motion (SfM ) techniques to run off-

line 3D maps reconstructions of the environment using the SIFT features extracted from

the training images. Several resection techniques were evaluated to estimate the full 6

dof, depending on whether we know some intrinsic camera parameters, like the focal

length. As in the previous case, this new approach uses sensor data, like RSSIs and the

built-in accelerometer, but also integrates the measurements from the digital compass.

This multisensor integration is proposed in order to limit the amount of information to

be examined, to simplify the training process and to reduce the computational load of

the smartphones.
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Figure 4.9: System overview. It includes all the steps to be taken during training
and on-line phases.

For a better comprehension of the rest of the section, Figure 4.9 provides a general

overview of the different operations that take place during both the training phase and

the on-line phase. During the training phase we noticed some differences with respect

to the previous proposal. Now, images, RSSIs and also orientations are captured along

the entire scenario. RSSI analysis (Step 1 in Figure 4.9) is performed in the same way

as previously commented, in order to build the fingerprinting map and to estimate the

clusters. The first important difference takes place at Step 2, where using SIFT features

extracted from the images and visual structure from motion techniques we generate

the 3D maps of the scene ready to be used for localization. We divide the 3D model

according to the geographical areas defined using the clusters distribution obtained from

the RSSI analysis, taking also into account the rough orientation of the device (Step 3).

Then, during the on-line phase, multiple sensors are used to determine an initial coarse

estimation that indicates a cluster of physical points where the device seems to be,

as well as the rough orientation (Step 4). This information will we the key to select

the tentative zone for the image analysis. Making use of the image captured by the

smartphone, we perform a filtering process based on a gradient model to discard blurry
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and uninformative images (Step 5), as described in Section 4.2.4. If the image is valid,

we extract its SIFT features (Step 6). Afterwards we perform a matching process, but

in this case it is carried out against the features contained in our partitioned 3D model

to determine correspondences between image 2D pixels and 3D points (Step 7). Finally

we perform a complete camera resection process to estimate the current 3D position of

the device (Step 8).

4.3.1 Experimental environment

Once summarized the proposal presented, we describe the experimental environment of

our tests. It is a 220 m2 open space located on the ground floor of the Computer Faculty

of the University of Murcia, shown in Figure 4.10. To carry out the experiments, we

selected a different scenario from the one previously modeled, motivated by the several

difficulties that we found in order to test this new proposal. Firstly, the repeatable nature

of our previous scenario (specially at corridors) made unfeasible the reconstruction of a

reliable 3D model of the entire scene. Moreover, because of the intrinsic characteristics

of SIFT, the lack of texture (also mainly at corridors) prevented us from obtaining a

minimum number of features needed for the correct functioning of the SfM techniques.

Figure 4.10: Experimental environment. Dots represent the centroid of the different
cells defined at the discrete space. Colored dots indicate the RSSI-based clusters each
cell belongs to. Colored rectangles identify the 3D sub-models defined considering

RSSI-based clusters and orientations.

To carry out our experiments we deployed a client-assisted architecture much in the

way as the one described in Section 4.2.1. From the client perspective, we used several

smartphones and tablets to carry out the training tasks and to test our proposal. More

specifically, this new set of experiments were carried out making use of a Samsung

Galaxy Tab Plus 7.0 with Android OS 3.2 and an ASUS EEEPad Transformer TF-101

tablet with Android OS 4.0.3.
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In this case, our server was hosted in an Intel R© CoreTM i7-2600K CPU 3.40GHz, using

a nVidia GeForce GTX580 with 512 cores, supporting again both GLSL and CUDA. For

image processing purposes we made use of the SIFTGPU library [9]. This server was

responsible for estimating the location of the different devices. Additionally, we also used

the CUDA ENN software developed by V. Garcia [65] to perform the matching process

and our own implementation of the resection algorithms making use of the QVision

library, available in SourceForge. VisualSfM software [11] was used to run the 3D model

reconstruction of the testbed scenario.

During the training we recorded a video, and we captured compass measurements and

RSSIs observations using a Samsung Galaxy Tab Plus 7.0 with Android OS 3.2, with

camera focal f = 615 pixels. It is worth mentioning that within this environment we

built the fingerprinting map using the RSSIs collected from all the available APs, instead

of using a controlled subset of them. One of the main reasons for not performing precise

estimations just using RSSIs, was that it was not necessary to have an exhaustive control

on the set of used APs. This was not the case in Section 4.2, where we decided to reuse

the existing fingerprinting map created for experiments in Chapter 3 to save deployment

time.

We used our own application to perform a fast training process. First, we defined a

coarse-grained discrete layout to label the sensor measurements geographically. Then,

we scanned the RSSIs of the different access points already deployed in the scenario

while we were video recording the environment and registering the rough orientation

estimated by the rotation sensor of the device. The operator just had to label the current

cell where he was moving around. This way, we obtained a lightweight fingerprinting

map of RSSIs and a set of images (frames extracted from the recording) geo-tagged

with the corresponding cell and orientation. Then, a clustering process was performed

using the techniques described in Chapter 3 in order to group these cells into clusters

according to the characterization of the RSSIs. Zones were then obtained using the

defined clusters and considering to the orientation. Images extracted from the video

recording were used to build the 3D model of the scene using the technique introduced

in the following section.

Finally, during the on-line phase the system was tested using an ASUS EEEPad Trans-

former TF-101 tablet with Android 4.0.3, whose camera was precalibrated, with an
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estimated focal length of f = 630 pixels for our working image size (640 × 480). We

developed an augmented reality (AR) application able to collect data from different sen-

sors (WiFi, compass, accelerometer and camera) and to send them to the server, which

is in charge of estimating the current position of the device.

4.3.2 Building 3D models of the scene

The myriad of techniques involved in the complex process of 3D models reconstruction,

generically known in the computer vision literature as Structure from Motion (SfM),

goes from feature extraction and matching to estimation of the geometric relationships

between the multiple views of the scene, passing through multiple intermediate matrix

algebra procedures and both linear and non-linear optimization techniques. Each of these

computing stages have generated an enormous amount of research in the last decade, so

their thorough descriptions are not within the scope of this dissertation. The remarkable

book [77] –the de-facto bible in the field– is a good reference for those interested in the

underlying details of this research field.

Here we will briefly summarize the overall process followed by a typical SfM system, just

in order to get an idea of the general functioning and power of such techniques. Figure

4.11 shows a detailed diagram of the different steps which are performed. We use here,

as the illustrating example, the 3D reconstruction of our environment.

During the training phase, a video is recorded capturing all the details of our environ-

ment. The video is then processed in order to extract images at a particular frame rate,

which will be used as input for the SfM process (Step 0 in Figure 4.11). The use of video

recording not only saves a lot of time and effort during training, but also guarantees

better 3D reconstructions, since overlapping images and a sequential order facilitate the

posterior matching and reconstruction stages. Taking as input only that set of images,

and by extracting (Step 1) and matching (Step 2) the SIFT features among them, the

aforementioned SfM techniques are able to finely estimate the 3D position of visually

relevant points in the scene, as well as the position and orientation of the cameras from

where the pictures were taken. In order to do that, the procedure starts from individual

stereo pairs (Step 3), which are augmented later with new cameras by an incremental

resectioning/triangulation procedure (Step 5). This incremental process is guided by

the global set of pairwise matchings matrix found among all the images (Step 4). The
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Figure 4.11: Illustration of the SfM technique. Input images are preprocessed by ex-
tracting and matching SIFT features among them, in order to get relevant stereo pairs
from which the 3D reconstruction can be bootstrapped. These partial reconstructions
are then augmented with new cameras by an incremental resectioning/triangulation
procedure. The final step, known as bundle adjustment [175], is a global nonlinear
optimization which minimizes the reprojection error of all the 3D points to their corre-
sponding 2D image projections. All figures obtained using Changchang Wu’s VisualSfM

software [11] on our test environment.

final step in every SfM process, known as bundle adjustment, is a global nonlinear opti-

mization stage which minimizes the reprojection error of all the reconstructed 3D points

to the 2D image position of the original SIFT features in the images, thus producing an

accurate 3D reconstruction which includes both the 3D points and the full 6 dof position

of the cameras (Step 6).

Though not shown in the figure, each resulting 3D point is attached to the set of corre-

sponding 128-dimensional descriptors as extracted from the corresponding images where

that point appeared in the field of view, something that will be the key for our posterior

localization process. Moreover, though not strictly needed in our system, the set of

points can be augmented with texture patches to get a more realistic 3D reconstruction

(Step 7). As it can be seen, the obtained reconstructions provide a fairly accurate met-

ric reconstruction of the environment, up to an arbitrary global euclidean transform,

which is conveniently defined choosing an adequate world reference coordinate system

(red-green-blue axis in the figure).
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4.3.3 Image matching against 3D models

Once we have obtained the 3D representation of the scenario, we need a mechanism

to look for coincidences between the features extracted from the 2D images captured

during the on-line phase and those features that made up each one of the 3D points

of the model. In order to perform that matching process efficiently, we considered

different search structures that might be suitable to represent the 3D model. In our

case, we typically manage sets of several thousands of 3D points which are obtained

from hundreds of thousands of features extracted from the training images.

An alternative is to consider greedy algorithms, as proposed in Section 4.2.3. Though

useful for dealing with large databases of features (up to millions of them), the mod-

erately large size of a typical individual zone in our case led us to test a brute force

alternative. We took advantage of the processing capacities of the GPU available in the

server, and we decided to test an alternative based on an exact nearest neighbor (ENN)

implementation of the brute force search algorithm running on this GPU. To take ad-

vantage of the enormous power of these relatively inexpensive computing platforms, we

slightly modified the algorithm proposed by V. Garcia in [65] to adapt its functionality to

our zone-based space search. Our complete 3D model is made up of ∼ 250K descriptors

in a real 128-dimensional space, and considering our multisensor integration, we are able

to define smaller zones which divide our scenario, what allows us to establish certain

restrictions about their size. The use of this algorithm resulted in an increased matching

performance of up to 70% in terms of response time with respect to the original ANN

implementation. In Section 4.3.5 we will show additional quantitative and qualitative

information about the matching process.

4.3.4 Camera resection

Now we provide detailed information about the camera resection techniques that have

been evaluated in order to obtain the precise position of the device. Camera resection

(sometimes generically referred to as camera calibration) is the process by which we can

determine the P3×4 projection matrix from a given set of matching 3D scene points and

the corresponding 2D pixels in an image. This matrix defines the algebraic relationship

PXi = xi for every Xi ↔ xi correspondence when both the pixels xi and the 3D points
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Xi are given in homogeneous coordinates [77]. P can be factorized as P = K3×3R3×3[I| −

C]3×4, in a way that the internally encoded relationship with the rotation R and 3D

position C = (cx, cy, cz)
> of the camera in the reference 3D coordinate system is made

explicit. This factorization depends also on K, the so-called camera calibration matrix

defined as K = diag(f, f, 1), where f is the camera focal in pixels. We provide different

solutions in order to solve the problem in uncalibrated cases, when f is unknown and

must be automatically estimated, but also in precalibrated cases, in which f is known in

advance. Finally xi = K−1xp
i is the way to obtain the working coordinates xi from the

original, image centered pixel coordinates xp
i .

As already mentioned, the main goal basically consists on the estimation of R and C from

potential matchesXi ↔ xi. However, the SIFT matching process is always contaminated

with a variable proportion ρ of outliers, i.e. wrong correspondences [127]. To filter them

out, the robust RANSAC algorithm [61] selects random minimal subsets of the original

correspondences set, from which it computes tentative locations of the device. In this

section we present three different approaches: the direct linear transformation (DLT)

algorithm [77] for the uncalibrated cases (i.e., unknown K) and the Fiore linear pose

estimation algorithm exterior orientation [60] and the perspective 3 points (P3P) [61]

algorithm for the precalibrated case.

DLT and Fiore’s algorithms have the advantage of being based on simple linear algebra

procedures, but unfortunately need minimal subsets of 6 and 5 matchings, respectively.

Since the RANSAC algorithm works iteratively by finding solutions from tentative ran-

dom subsets of these minimal sizes until it eventually finds a subset free of outliers,

the probability of finding a good subset diminishes exponentially with the size of such

subsets. Thus, as a refinement of the Fiore’s algorithm, we propose a third resection pro-

cedure, the P3P algorithm, which is based on an algebraic minimal solution which only

needs 3 correspondences. As in the case of Fiore’s, the P3P algorithm is only applicable

in precalibrated cases. Though this algorithm gets slightly more complicated, as it is

not linear anymore, the advantages are far greater because the theoretical probability of

finding a good minimal solution earlier gets boosted, as we will confirm experimentally

in Section 4.3.5.

The overall resection process is detailed in Algorithm 1. It starts by running a robust

implementation of the RANSAC process using the DLT algorithm, which allows us to
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obtain the camera matrix P that minimizes the reprojection error for the maximum

number of inlier correspondences. In this context, inliers are matching pairs of 3D↔2D

points which can be fitted to the model up to a given error tolerance. Then, and if

the camera has been precalibrated, we discard P, using only the obtained inlier set to

get the desired camera pose (R, C) and applying the Fiore’s algorithm. Otherwise, we

still can perform a camera autocalibration, using the previously estimated P to solve

the factorization problem by carrying out the simple and well known matrix algebra

operation of QR decomposition [67]. These alternatives give us the possibility to treat

both the cases of knowing the camera internal parameters in advance (feasible for most

common devices), as well as the completely uncalibrated case, which is solved at the price

of a slightly lesser precision. A final pose is obtained by refining the former solution using

some standard non-linear optimization procedures [141].

Algorithm 1 Resection algorithm
Input: 2D ↔ 3D correspondences, optional calibration matrix Kfixed

1: P, inliers← DLT (correspondences) . RANSAC
2: if camera intrinsic known then . Precalibrated case
3: K, R, C ← Fiore(Kfixed, inliers)
4: else . Autocalibration
5: K, R, C ← QRDecomposition(P )
6: end if
7: Ropt, Copt ← NonLinearOptimization(K, R, C)

Output: Ropt and Copt (camera pose in world coordinates)

Despite the lower number of correspondences required by the RANSAC procedure encap-

sulating Fiore’s algorithm (5 correspondences against the 6 of using DLT), we decided to

perform the RANSAC process using DLT with the main aim of implementing an generic

solution able to support both non-precalibrated and precalibrated situations. Since the

computational overload difference is not excessive, it does not affect the performance.

In the case of P3P , the process was addressed in a different way. As fewer inliers

are required (only 3), the RANSAC process is not as exhaustive. This technique was

introduced as an alternative to Fiore’s, and means a leap forward in terms of accuracy

and performance for the precalibrated case. Considering the important performance

differences between the RANSAC processes in DLT and P3P, we finally provided and

tested a separate solution for this case.
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4.3.4.1 Camera auto-calibration case

Direct Linear Transformation (DLT) is the solution proposed in those cases in which

camera calibration parameters are a-priori unknown. Here the P matrix that we must

first estimate is an homogeneous entity with 12 elements, so that it has in general 11

dof. Each 3D↔2D correspondence (x, y, z) ↔ (p, q) sets up the homogeneous restric-

tion P(x, y, z, 1)> = λ(p, q, 1)>, which is equivalent to (p, q, 1) × P(x, y, z, 1) = (0, 0, 0).

Namely,

 0> −X>
i qiX

>
i

X>
i 0> −piX>

i




P 1

P 2

P 3

 = 0 (4.4)

where Xi = (xi, yi, zi, 1)
> and xi = (pi, qi, 1)

> ∀i are the homogeneous coordinates of

the corresponding pair of points, and P k = (p4k−3, p4k−2, p4k−1, p4k)
> for k = 1, 2, 3, are

the three rows of P. Taking into account that we must solve for 11 unknown (dof of P),

and since each 2D ↔ 3D correspondence gives rise to two independent equations over

the elements of P , it is necessary to use of a minimum of 6 of these correspondences

to solve the complete system. From the solution for the 12 unknown p1 · · · p12 we can

easily reconstruct a canonical version of the homogeneous matrix P:

P =


p1
p12

p2
p12

p3
p12

p4
p12

p5
p12

p6
p12

p7
p12

p8
p12

p9
p12

p10
p12

p11
p12

1

 (4.5)

The former procedure can easily be adapted to the overdetermined case (more than

6 correspondences). Since points are measured inexactly due to noise, some of these

correspondences may not be fully compatible with any projective transformation, and

therefore the best possible P has to be determined, which is found by minimizing the

reprojection error in the minimum square cost sense.

As already mentioned, the SIFT matching process frequently ”contaminates” the set

of real correspondences with some subset of outliers (wrong correspondences), which

would seriously distort the obtained solution if not adequately filtered. To solve this

101



Chapter 4. Positioning based on computer vision techniques

problem, a robust estimation procedure is needed, and in this work we use the well

known RANSAC algorithm [61]. This algorithm works by finding the best transforma-

tion matrix that minimizes the reprojection error taking into account only inlier (i.e.

correct) correspondences. To filter the outliers (incorrect correspondences), RANSAC it-

eratively selects a random subset of six elements from the original set of correspondences,

from which it computes a tentative P. Since the number of available correspondences

is notably higher than this required minimum of six, at each RANSAC iteration we

perform an incremental process that iteratively adds the correspondences identified as

inliers and recalculates P until no more inliers are detected. One correspondence is

identified as an inlier if its reprojection error does not exceed a specified threshold. This

iterative procedure, which tries several tentative P matrices before succeeding, finishes

when it either obtains a sufficient percentage of inliers over the total number of input

correspondences, or when the number of iterations exceeds a given threshold. In Section

4.3.5 we will show the influence of all these parameters over both the accuracy and the

performance of the results.

The K, R and C values can be easily obtained from the QR decomposition of the first

three columns of P. Therefore, at least theoretically, this generic procedure could be

applied without a previous knowledge of the calibration matrix of the camera. However,

the main problem with this approach is that the result values that we obtain (mainly

K and C) can be severely coupled, that is, they are not mutually independent from

each other. Particularly, in some ill-conditioned cases such as scenes with a dominant

plane (a not so uncommon case in typical indoor scenarios, where large walls can cover

most of the image), the autocalibration process can fail to give an accurate solution.

As Section 4.3.5 shows, the QR decomposition can still be a good alternative when the

camera intrinsic parameters are completely unknown, except under the aforementioned

ill-posed conditions. For a simpler explanation, hereinafter we will refer to the entire

process which includes DLT + QR decomposition as the DLT algorithm. In the following

sections we show how this a priori knowledge of calibration largely improves the quality

of the results.

102



4.3 Image analysis based on 3D models

4.3.4.2 Camera pre-calibrated case

In many cases, the on-board camera specifications (mainly focal length and aspect ratio)

of typical smartphones and tablets are known, so the calibration matrix Kfixed can be

determined. Here we present two different alternatives to perform the camera resection

in precalibrated situations.

Fiore’s algorithm

In 2001 Paul D. Fiore [60] proposed a linear method to obtain only the exterior ori-

entation of the camera, which using its intrinsic parameters results in a more precise

estimation of R and C. Moreover, it performs remarkably well even in the planar case,

poorly conditioned for the DLT algorithm, as commented in the previous subsection.

Fiore’s algorithm requires as input a set of 2D ↔ 3D correspondences (at least 5) previ-

ously calculated by running the RANSAC process. The algorithm works in two stages.

First it estimates the unknown depths ζi for each homogeneous 2D point xi, which gives

an intermediate set of (inhomogeneous) 3D points ζiKfixed
−1xi, and then what is left is

an absolute 3D orientation problem, whose solution yields the desired values of R and

C.

More specifically, given a number of input 2D↔3D point correspondences, xi ↔ Xi,

and the intrinsic camera matrix K = Kfixed, we are required to find a rotation R, a

vector C (attitude and position of the camera) and a subsidiary depths vector ζ =

(ζ1, · · · , ζi, · · · , ζn)> (where n is the number of correspondences) such that:

ζixi = KR[I| − C]Xi ⇔ K−1ζixi = R[I| − C]Xi ∀i (4.6)

In order to solve the unknown values of ζi, we first compose the matrix M, whose columns

are formed with the homogeneous coordinates of the 3D points,

M4×n = [X1 · · ·Xn] (4.7)

and another matrix N, arranging in this case the homogeneous coordinates xi = (pi, qi, 1)
>

of the 2D points in the following way:
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N3n×n =


x1 0 . . . 0

0 x2 . . .
...

...
. . . 0

0 0 . . . xn

 (4.8)

Then, taking the singular value decomposition (SVD) [67] of M, we obtain the factoriza-

tion M = U4×4D4×nV
T
n×n, where U and V are orthogonal and D is diagonal. Being r the

rank of M, we denote by V2 the submatrix of size n× (n− r) which results from taking

only the last n − r columns of V. This submatrix spans the null space of M, so that

MV2 = 0.

Given the former definitions, it can be shown [60] that the depths vector ζ can be

recovered linearly (up to a scale factor), just by solving the following null-space problem:

((V2
> ⊗ K−1)N)ζ = 0 (4.9)

Where the ⊗ symbol stands for the Kronecker product [88] of matrices. Once the depths

have been obtained, our initial problem (Equation 4.6) is now reduced to find the correct

alignment of two sets of 3D points, a case of the well known absolute 3D orientation

problem.

This last stage of the exterior orientation algorithm proceeds then as follows. Let Wi

be the 3D depth recovered points, Wi = (ζi · (xi/f), ζi · (yi/f), ζi)> (where we have used

the Kfixed = diag(f, f, 1) assumption), and Yi the likewise inhomogeneous original 3D

points, Yi = (xi, yi, zi)
>. Then, given these two sets of 3-D points Wi and Yi, we are

required to find the rotation matrix R, the vector C and the scalar s, such that:

Wi = s(RYi + C) ∀i = 1...n (4.10)

Now, centering the point clouds on their respective means, i.e., W i = Wi − 1
n

∑n
j=1Wj

and Y i = Yi − 1
n

∑n
j=1 Yj , the scale s is very easy to obtain as s = ||W i||

||Y i||
, for every i.

In practice, s can be averaged for the set of points ∀i = 1 . . . n, and then used to scale

according to the values of Y i.
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4.3 Image analysis based on 3D models

With the sets of points adequately scaled and centered, we are left with the problem of

estimating the unknown rotation between W i and sY i. This is known as the orthogonal

Procrustes problem [70]. Being W3×n and Y3×n the matrices formed by stacking the points

W
i
and sY

i
respectively, the solution is found using again the SVD decomposition. The

sought rotation is given by:

R = V′


1 0 0

0 1 0

0 0 Det(U′V′>)

 U′
>

(4.11)

where U′3×3D
′
3×3V

′
3×3

> stands now for the SVD of the matrix YW>, and the determinant

of U′V′> is always 1 or −1.

Finally, once we have calculated the rotation matrix R, we can obtain the translation

vector C from (4.10) simply this way:

C =
1

s
(
1

n

n∑
i=1

W i)− R(
1

n

n∑
i=1

Y i) (4.12)

As we will demonstrate in Section 4.3.5, this precalibrated exterior orientation procedure

ensures both robustness and accuracy in the estimated camera pose, even in environ-

ments where we have to deal with essentially planar scenes.

Perspective 3-Points (P3P) algorithm

In this section we propose an alternative technique to estimate the camera 6 dof in pre-

calibrated cases. In this case the resection procedure is based on an algebraic minimal

solution which only needs 3 correspondences to estimate the 3D camera center and ro-

tation. This reduced number of correspondences (with respect to the 6 previously used)

will lead to a noticeable boost in the resection process. Moreover, as it will be demon-

strated, accuracy is also improved using this solution. The so-called P3P algorithm is

described in-depth in [61], nevertheless we summarize its operation as adapted to our

system in Algorithm 2.
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Algorithm 2 : P3P algorithm

Input: {(xa, ya), (xb, yb), (xc, yc)} ↔ {(Xa, Ya, Za), (Xb, Yb, Zb), (Zc, Yc, Zc)}

Rij ← ‖(Xi −Xj , Yi − Yj , Zi − Zj)‖2, ∀i, j ∈ {a, b, c}, i 6= j
cos(θij)← ((xi, yi, 1) · (xj , yj , 1))/(‖(xi, yi, 1)‖2 ‖(xj , yj , 1)‖2), ∀i, j ∈ {a, b, c}, i 6= j

K1 ← R2
bc/R

2
ac;

K2 ← R2
bc/R

2
ab;

K3 ← (K1K2 +K1 −K2);
K4 ← (K1K2 −K1 +K2);
K5 ← (K1K2 −K1 −K2);

G0 ← K2
3 − 4K2

1K2 cos(θac)
2;

G1 ← 4K3K2(1−K1) cos(θab) + 4K1(K4 cos(θac) cos(θbc) + 2K1K2 cos(θab) cos(θac)
2);

G2 ← (2K2(1−K1) cos(θab))
2 + 2K3K5 + 4K1((K1 −K2) cos(θbc)

2+
(1−K2)K1 cos(θac)

2 − 2K2(1 +K1) cos(θab) cos(θac) cos(θbc));
G3 ← 4K5K2(1−K1) cos(θab) + 4K1 cos(θbc)(K4 cos(θac) + 2K2 cos(θab) cos(θbc));
G4 ← K2

5 − 4K1K2 cos(θbc)
2;

for all x such that
∑4

k=0 Gkx
k = 0 do . Solve 4th degree polynomial, up to 4 solutions.

m∗ ← 1−K1;
p∗ ← 2(K1 cos(θac)− x cos(θbc));
q ← x2 −K1;

m′∗ ← 1;
p′∗ ← −2x cos(θbc);
q′ ← x2(1−K2) + 2xK2 cos(θab)−K2;

da ← Rab/
√

(x2 − 2x cos(θab) + 1);
db ← dax;

if m′∗q 6= m∗q′ then
dc ← da(p

′∗q − p∗q′)/(m∗q′ −m′∗q);
else

dc ← da

(
cos(θac)±

√
cos(θac)2 + (R2

ac − d2a)/d
2
a

)
;

end if
Obtain R and C from depths da, db, dc solving the exterior orientation problem.

end for
Output: Up to 4 solutions for absolute orientation {Rl, Cl}, l = 1 . . . 4.

Once again, the algorithm first finds the depths (da, db, dc) of the Xi=a,b,c 3D points, i.e.,

their euclidean distance to camera center C. But this time the linear procedure used by

Fiore’s algorithm is not possible, and the reduced number of matchings forces us to solve

a 4th degree polynomial. Thus, in fact this method can produce up to 4 valid distinct

solutions (dla, d
l
b, d

l
c), l = 1 . . . 4. Once depths have been obtained, the estimation of the

position C and rotation R of the device reduces to find the correct alignment of two

triplets of 3D points, i.e. (Xi, Yi, Zi)↔ di
(xi,yi,1)

‖(xi,yi,1)‖2
for i = a, b, c. This is equivalent to

solve the exterior orientation problem, which is done in exactly the same way described

in the previous section for Fiores’s algorithm.
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4.3 Image analysis based on 3D models

Tentative solutions produced by successive executions of the P3P algorithm are then

tested against the whole set of matches, measuring the reprojection errors ξi of PXi

with respect to the corresponding xi. A given match Xi ↔ xi is considered an inlier

if such ξi is below a given threshold ε. Once the number of inliers rises the expected

proportion 1−ρ, the RANSAC iteration stops, as we find a valid solution confirmed by a

sufficient number of matchings. If, on the contrary, the number of P3P attempts exceeds

a given maximum without having found a valid solution, the resection is considered

unsuccessful, as it can’t return a reliable device position.

4.3.4.3 Nonlinear optimization

As indicated in Algorithm 1, a nonlinear optimization is tipically carried out as the last

step of the resection process. This last optimization stage can be used to refine the

solutions obtained by any of the different techniques presented. This is very convenient

in our case for two main reasons: on the one hand, the linearity of the DLT and Fiore’s

algorithms implies that they try to minimize an algebraic instead of a geometric error

[77], which can bias the obtained solutions for the (K, R, C) to suboptimal results, even if

we are using a fairly large number of inliers; on the other hand, in the P3P case, which

is in principle limited to get the solution for three matchings, a final nonlinear polishing

of the solution is also needed in order to minimize the geometric reprojection error in

the complete final set of obtained inliers.

Several alternatives are also available for this task. One simple approach is to use a

generic unconstrained search optimization algorithm, which only needs a way to eval-

uate the cost in each point close to the solution, without needing further analytical

knowledge of the cost function. This was our first alternative when testing DLT and

Fiore’s algorithms, and results shown in Section 4.3.5 were obtained making use of a

nonlinear optimization technique of this kind provided by the GNU Scientific Library.

Anyway, our analytical knowledge of the reprojection cost error function also allows us

to use a more specific technique, namely the Gauss-Newton algorithm [141], which was

easily adapted to be used in our case. This refined optimization technique was tested

together with the P3P algorithm, following the evolution of our developments, and was

finally found to obtain the best results.
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Though the reader is referred to [141] for further details on the Gauss-Newton technique,

its algorithmic version for our specific resection problem is included in Algorithm 3 for

completeness. We also describe here briefly its overall operation. Once the set of inliers

is identified, the final pose is obtained by refining the P3P solution using all the available

valid correspondences, starting from the initial values of R and C. Our nonlinear Gauss-

Newton optimization algorithm implementation iteratively minimizes the sum of all

alignment errors between the unit vectors (xi,yi,1)
‖(xi,yi,1)‖2

and the corresponding Xi−C
‖Xi−C‖2

for

all valid correspondences i. This minimization is based on solving a linear equation

whose coefficient matrix depends on the derivatives of the individual components of this

cost with respect to the six parameters (α, β, γ) of R and (cx, cy, cz) of C. The process

ends when a situation of convergence is reached or a maximum number of iterations

(maxiters variable in Algorithm 3) is exceeded. This procedure can be optionally made

incremental by adding new correspondences identified as inliers according to the current

{R̃, C̃} until no more inliers are found.

4.3.5 Evaluation

Once we have introduced each one of the different techniques involved in our solution, we

present some experimental results in order to validate the proposal. Firstly we provide

additional implementation details about the 3D map reconstruction. Afterwards we

present the evaluation results obtained after testing the different resection techniques

which have been described throughout this chapter.

Building 3D maps

Our 3D model was built using the VisualSFM software [11], a visual structure from

motion application that makes use of a set of input images to run 3D reconstructions.

VisualSFM relies on the SIFTGPU library [9] to extract the SIFT features and to per-

form the pairwise image matching process, which must be supervised by an operator

in order to avoid erroneous correspondences among features obtained from similar ob-

jects which appear in different parts of the scenario and thus are not actually the same.

The bundle adjustment is implemented using a GPU version that exploits the hardware

parallelism. The fact of requiring the supervision of an operator to build feasible 3D
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4.3 Image analysis based on 3D models

Algorithm 3 : Nonlinear Gauss-Newton refinement of R and C

Input: R, C and inlier set {Xi = (Xi, Yi, Zi, 1)↔ xi = (xi, yi, 1)}ni=1 estimated by P3P.
C̃ = (c̃x, c̃y, c̃z)← C = (cx, cy, cz);
R← R̃;
x̂i = (x̂i, ŷi, 1)← R>xi; ∀i = 1..n;

while not convergence of {R̃, C̃} and Niters < maxiters do
δXi ← Xi − c̃x;
δYi ← Yi − c̃y;
δZi ← Zi − c̃z; ∀i = 1..n
li ←

√
δX2

i + δY 2
i + δZ2

i ;

l′i ←
√
x̂2
i + ŷ2i + 1; ∀i = 1..n

Ji ←


δYi

li
δZi

li
0 −(δYi)

2−(δZi)
2

l3i

(δXi)(δYi)
l3i

(δXi)(δZi)
l3i

−δXi

li
0 δZi

li

(δXi)(δYi)
l3i

−(δXi)
2−(δZi)

2

l3i

(δYi)(δZi)
l3i

0 −δXi

li
−δYi

li

(δXi)(δZi)
l3i

(δYi)(δZi)
l3i

−(δXi)
2−(δYi)

2

l3i

 ∀i = 1..n

ri ← (δXi/li − x̂i/l
′
i, δYi/li − ŷi/l

′
i, δZi/li − 1/l′i)

>;

Stack Ji matrices and ri vectors ∀i to form matrix J3n×6 and vector r3n×1.

(∆α,∆β,∆γ,∆cx,∆cy,∆cz)← (J>J)−1J> · r;

R̃← R̃

 cos(∆α) sin(∆α) 0
− sin(∆α) cos(∆α) 0

0 0 1

 cos(∆β) 0 sin(∆β)
0 1 0

− sin(∆β) 0 cos(∆β)

 1 0 0
0 cos(∆γ) sin(∆γ)
0 − sin(∆γ) cos(∆γ)


C̃ ← C̃ + (∆cx,∆cy,∆cz);
x̂i = (x̂i, ŷi, 1)← ~R>xi,∀i = 1..n;

end while
Output: Final polished solution {R̃, C̃}

reconstructions is an important issue that will be addressed in Chapter 5, where we will

propose a solution to fully automate this process.

In addition to the 3D model, VisualSFM also generates an output file containing the

technical information about the model. This information includes the camera parame-

ters, such as focal length (which can be automatically estimated or manually established

previous to the reconstruction), quaternion rotation, camera center and radial distor-

tion, estimated for each one of the images (considered as individual cameras) included

in the reconstruction. Moreover, it also contains information about each 3D point of the

model, identified by its coordinates (x, y, z) and the set of SIFT descriptors defining the

point. Using the information extracted from the 3D model and according to the zones

dividing our map, we built the image search structures that contain the descriptors of

the 3D points belonging to the model.
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As we mentioned, to minimize the training time, we recorded a 7’24” (30 frames per

second) long video, capturing every detail of our environment. For that purpose, we

used of our own designed application that allowed the collection of WiFi and compass

measurements during the video recording. Since there are not many objects in the

center of the hall, the video was recorded paying attention to the four main walls, with

the camera situated at shoulder height. During our tests we noticed that a better

reconstruction is obtained when the scene is recorded with the camera oriented towards

the walls, including a second round using a 45 degrees angle of view.

Once the video was recorded, and after several tests varying the frame extraction rate,

we selected one image every 24 frames, thus obtaining 555 different images (640×480).

Around 5% of these images were discarded because of their poor quality. More than 250K

feature descriptors were extracted and used to build a 3D model made up by around 34K

3D points. The quality and the quantity of images obtained were good enough to build

the 3D model which was used to perform the following tests. Additionally we propose

two different variations with the main aim of building more relaxing models in terms

of number of descriptors. The first approach tries to reduce the number of descriptors

by performing a filtering process during which the descriptors, that were used to define

the same 3D point and whose cameras are closer than a specific threshold (100 cm), are

removed from the final 3D model. We based this approach on the assumption that the

area visualized by these cameras is clearly overlapped and the corresponding descriptors

introduce redundancy to the model. As we will demonstrate, using this camera filtering

the number of descriptors is reduced to 80K, which leads to a noticeable reduction of

the matching time.

Then the multisensor integration mentioned in Section 4.3.1, that takes into account the

information about the RSSIs behavior and the orientation information obtained from

the compass, was used to define several overlapped subzones of the scenario. As it

was previously commented, we divided our scenario into four different zones (see Figure

4.10), each one of them made up of 25K of descriptors approximately. During the online

phase we can use the information provided by WiFi and Compass sensors to select the

zone where the device is supposed to be, and to constrain the image analysis to that

tentative zone.
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4.3 Image analysis based on 3D models

Figure 4.12 shows a comparison of the average time required to perform the match-

ing process using the three different alternatives described to build the image search

structures. Using the original set of 250K descriptors the matching process took around

550 ms on average. Applying the described filtering, which reduces the number of used

descriptors to 80K, we can save around the 67% of this matching execution time. Fi-

nally, taking also advantage of the multisensor approach to define 4 different sub-models,

we can reduce the time required to carry out the matching process down to 70 ms on

average.

Figure 4.12: Performance provided by the different alternatives to build the images
search structures.

It is worth mentioning that accuracy was not affected by using these optimizations.

The main argument that supports this statement is that filtering descriptors are ben-

eficial when performing a camera resection, since we reduce the possibility of selecting

”duplicated” correspondences that imply redundancy to the resection process. Further-

more, the utilization of the zone division approach did not affect the detection of the

most useful correspondences since it only constrained the search of the most appropri-

ate submodel according to the previous coarse estimation. Hereinafter, the rest of the

experiments described were performed using the most efficient matching version.

Experimental results

In this section we present the experimental results of our proposal. A set of 20 images

(640×480 pixels) is our validation data which have been obtained while walking along our

scenario using the rear camera of an ASUS EEEPad Transformer TF-101 tablet. Since

the camera was previously calibrated, we knew its intrinsic parameters (focal length

and aspect ratio). We tested the three camera resection techniques described in Section
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4.3.4, executing each combination of parameters 20 times per image. Hence, the shown

values are the averaged results of a total of 400 executions.

On the one hand, in the case of DLT and Fiore’s algorithms, we evaluated the following

parameters:

1. # Correspondences: This refers to the number of 2D↔3D pairs used as input for

the resection process. Images that can be obtained in the experimental scenario

ensured a number of correspondences large enough to test the selected values of

this parameter.

2. Minimum Inliers: It is the minimum required number of correspondences that

must be considered as inliers to stop the RANSAC process and consider a solution

as valid.

3. Maximum RANSAC Iterations: It is the maximum number of repetitions that the

RANSAC process is executed to obtain the transformation matrix that minimizes

the reprojection error.

4. Reprojection Error : Represents the upper threshold (in pixels) to consider a

2D↔3D correspondence as inlier.

On the other hand, to perform the evaluation of the P3P resection technique, we ex-

haustively tested a different set of configuration parameters due to its different nature:

1. Misalignment error : the threshold ε that decides when a 2D↔3D correspondence

is considered a tentative inlier. It constrains the maximum alignment error ξ of

each individual correspondence with respect to the camera center.

2. Minimum Inliers: This refers again to the minimum number of required inliers

over the total amount of correspondences used to validate a RANSAC triplet.

3. Residual value: the mean residual
∑

i ξi/N value obtained after resection (includ-

ing the non-linear optimization) that indicates the error in alignment for the final

number N of inlier correspondences. This is related (though not equivalent) to

the reprojection error, and can thus be considered also as a valid metric of the

efficiency of the obtained solution.
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4.3 Image analysis based on 3D models

In both cases, the ranges of values for testing each parameter have been selected after

carrying out additional experiments guided by the information obtained from vision-

based literature and the study of the efficiency of the correspondences we have been

working with. Table 4.5 to Table 4.8 show the different parameter combinations that

were evaluated.
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Performance: First of all we will discuss the factors that influence the resection time.

Considering DLT and Fiore’s, the most demanding step in terms of time is the RANSAC

process execution, which is directly influenced by the number of iterations which are

carried out to find the best set of inliers. As we show in Figure 4.13, the higher the

number of iterations, the longer it takes to execute the RANSAC process. Considering

the negligible time required to execute the QR-Decomposition (DLT) or the Fiore’s

algorithms, which is 1 and 3 milliseconds respectively, we conclude that most of the

time needed to perform the camera resection is used at RANSAC. Therefore it gets

crucial to minimize the number of iterations to boost the full process.

Figure 4.13: Comparison of times required to carry out the RANSAC process accord-
ing to the number of iterations performed.

In an attempt to reduce the time required for RANSAC, we evaluated the use of the

so-called early-detection (ED) version of the RANSAC process for the case of the DLT

algorithm. It was based on the idea that once the threshold of minimum inliers has

been exceeded, it might not be necessary to continue the RANSAC process, since the

already obtained camera matrix P might be sufficient to estimate the camera pose

accurately. Introducing this modification, we clearly reduced the processing time for

the full camera resection process, as shown in Figure 4.14. In this case, the parameter

Maximum RANSAC Iterations did not have any influence over the final result since

most of the times the threshold of the minimum number of inliers was exceeded before

completing all iterations.

However, as it can be observed from the comparison of ED test results (see Table 4.5)

with Non-ED results (see Table 4.6), in general terms the utilization of this ED version
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4.3 Image analysis based on 3D models

Figure 4.14: Time required to carry out the full resection process, comparing the
utilization of the ED and Non-ED versions of RANSAC using DLT.

of the RANSAC had an major negative influence on the final accuracy obtained. Despite

its good performance (saving up to 60% of resection processing time), we finally decided

to discard this option because it clearly deteriorates the obtained accuracy.

We also evaluated the performance of the P3P approach in a posteriori phase. Since it

was deployed as an alternative to Fiore’s for the camera calibrated case, we compared

these two techniques. As Figure 4.15 shows, the use of P3P implies an vast improvement

on the time required to perform the full camera resection, taking now less than 10 ms.

The main reason is the reduced time required to run the RANSAC process because of

the lower number of correspondences needed (only 3). In this case, we use the parameter

Maximum RANSAC Iterations = 100.

Figure 4.15: Time required to carry out the full resection process using Fiore’s and
P3P algorithms.
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Figure 4.16 shows the time required to complete an entire cycle using P3P. It details

the transmission time of sensor data from the smartphone, the required time at the

server to perform the SIFT extraction, to run the matching process, and to apply the

resection technique. Since the time required to perform the RSSI analysis is around 1.5

milliseconds, it has been omitted in Figure 4.16 because of its unnoticeable influence.

As it can be observed, the time needed to complete the whole cycle from sensor data

transmission to 3D estimation is around 250 milliseconds on average.

Figure 4.16: Time required by the different tasks involved into the entire cycle, from
the sensor data transmission to the position estimation.

Accuracy: The evaluation of the accuracy provided by this type of LBS is not trivial

to measure because of the existing problems to define a reliable ground-truth. In our

case, accuracy results were obtained using as ground-truth the positions of the cam-

eras assigned by VisualSfM using the built 3D model. We are aware that it is not a

precise estimation, but considering that the 3D model was carefully adjusted to the

real world coordinates, it can be considered as a good metric of the efficiency of the

obtained solution during the on-line phase. Camera rotations where not quantitatively

assessed, however, both accuracy of the camera center and rotation obtained were quan-

titatively evaluated during a posterior phase making use of an Augmented Reality (AR)

application.

As we can extract from the results shown in Table 4.6, DLT can be considered an

acceptable option only in those cases in which it is necessary to perform a camera

autocalibration. It allows us to obtain an accuracy around 66 cm of estimation error,

which could be sufficient depending on the final application requirements.
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4.3 Image analysis based on 3D models

Regarding Fiore’s, there are several sets of parameters providing, on average, an estima-

tion error under 15 cm. In this case, the choice of the most appropriate configuration

depends on the associated processing time which is influenced by the number of iterations

executed, as it was previously described. Therefore, using the set of parameters that pro-

vides the best trade-off between accuracy, performance and reliability (red background

cell in Table 4.7), we are able to provide an accuracy down to 15 cm of estimation error

for the 100% of tested cases, spending around 145 milliseconds to run the full resection

process.

Despite the fact that this option implies a slight loss of accuracy in relation to the most

precise one (white background cell in Table 4.7), it means a reduction of the execu-

tion time of approximately 37% regarding to those cases where the value of Maximum

RANSAC Iterations parameter was equal to 200, and around 53% better than perform-

ing 300 iterations. Moreover it implies a higher reliability, since in 100% of executions

the technique was able to provide an accurate position estimation. It is worth noting

that while this selected set of parameters works properly for our environment, it could

differ from one scenario to another.

However, as it can be observed in Table 4.8, where we show the results obtained using

the P3P algorithm, we were able to provide an error estimation down to 12 cm on

average and to maintain the same reliability (100% of successful cases), making use

of the parameter set that corresponds to the red background cell. Furthermore it is

important to remind the reader the notable improvement in terms of execution time

that the utilization of this technique implies for camera precalibrated situations. Once

again, it is important to mention that the choice of the most appropriate parameter

configuration would depend on the specific characteristics of each environment.

Figure 4.17 shows a summary of the data presented in Tables 4.5 to 4.8, comparing the

accuracy obtained by each one the resection techniques that were evaluated.

Augmented Reality: Finally, in order to test this approach from a qualitative per-

spective, we developed a prototype app for Android devices based on OpenGL ES 2.0

which is able to display augmented reality based on the precise estimations of the full 6

degrees of freedom: (X,Y, Z) position and (α, β, γ) Euler angles for the rotation matrix.

We display a wire-frame model on top of the real world to visually check the accuracy
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Chapter 4. Positioning based on computer vision techniques

Figure 4.17: Comparison of the accuracy obtained making use of the different resec-
tion techniques evaluated.

of our estimations. We added virtual banners to the doors in order to display informa-

tion of interest. Figure 4.18 shows a snapshot of the prototype which demonstrates the

accuracy obtained.

Figure 4.18: Snapshot of the Android AR app. It shows a wire-frame model (including
virtual banners) on top of the real world, which demonstrates the accuracy of our

system.

4.4 Summary

As emphasized during the chapter, the integration of vision-based approaches was crucial

to accomplish a robust and accurate location service. In our initial proposal, we intro-

duced a simple place recognition solution based on image matching. This first approach

to the images analysis allowed us to demonstrate their suitability to improve the system

accuracy. Real-time experiments provided good results for still and motion scenarios in
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terms of accuracy and performance, achieving a cell hit rate (including adjacent cells)

around 94% in motion situations. Though dependent on the layout of the environment,

we are aware that this proposal is not precise enough to support localization-based

services requiring a high accuracy. However, it seems a practical solution for those envi-

ronments in which, due to their physical characteristics, there is no possibility to deploy

more sophisticated systems and the use of images would be sporadic.

Regarding our second proposal, presented in Section 4.3, we notably improved both

the scalability and the precision of the training phase, not only eliminating the need

to discretize the environment at a given granularity, but also improving the quality

of the location estimations. As demonstrated, several advantages are obtained using

a reduced number of training images from a video recording, a key fact that makes

the training phase definitely much easier to be completed. The introduction of SfM

techniques means an important improvement on the system accuracy, since it facilitates

the reconstruction of precise 3D models of the environment, allowing the utilization of

camera resection techniques to estimate the full 6 dof that indicate the camera pose and

its rotation. Precise locations were obtained with an average error down to 12 cm with

the additional bonus of estimating the rotation with high precision.

Moreover, both performing a simple image matching or by incorporating SfM techniques,

we demonstrated that using the multisensor integration (WiFi, Compass and Accelerom-

eter) we remarkably augmented the system scalability and performance. In both cases

the time required to complete an entire cycle was notably reduced introducing this ap-

proach, taking around 525 ms and 250 ms respectively, making this second proposal

able to support those applications that require high accuracy and rapid response, such

as augmented reality applications. According to the obtained results, we find our refined

approach a valuable contribution for this kind of location-based services, since we have

obtained a good trade-off between a fine-grained accuracy and an acceptable response

time using data from multiple sensors.

It is also worth mentioning the main drawbacks of our approach. As we introduced, SIFT

features used alone can fail to disambiguate while building the 3D models, requiring the

manual intervention of an operator to ensure the reconstruction of feasible models. This

can clearly complicate the deployment of our solution in some environments. Nonethe-

less, the multisensor approach has demonstrated that it provides mechanisms to work
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in difficult scenarios such as those presenting similar areas from a visual perspective

(floors, rooms). This is an important issue that will be addressed in the next chapter.

Finally, it is important to mention our concern regarding to the privacy issues. In

this kind of systems privacy is one of the main issues, specially when working with

images. Nowadays, transmission of images is a requirement due to the limitations of

current tested smartphones to perform the extraction and the matching of useful image

features. However, some manufacturers are launching new smartphones with built-in

GPUs, like NVIDIA TEGRA 5, that will be able to perform that processing locally.

This is especially interesting not only to reduce the workload on the localization server,

but also from the point of view of the privacy, since images would not have to be

transmitted. Some on-going works are currently focused on solving this issue.
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Chapter 5

Improving system training using

multisensor information

5.1 Introduction

Continuing with the integration of multiple sensors, in this chapter we present sev-

eral key improvements focused on providing methods that facilitate the training phase,

building more accurate 3D reconstructions and thus obtaining a better accuracy during

the localization stage. As mentioned in the previous chapter we identified some issues

regarding the reliability of the process defined to build the 3D maps. These issues were

related to the appearance of repetitive visual structures and objects throughout the

modeled scenario, which produced erroneous models and required the manual interven-

tion of an operator to minimize these flaws. Moreover, in these conditions our proposal

suffered from serious scalability problems when modeling environments larger than our

experimental scenario.

With the main aim of solving this important handicap, we propose a solution to perform

a guided training phase with the following aims:

• To estimate the position where the operator collects the sensors measurements

during the training.

• To define a method to constrain the image matching list used by SfM depending

on the camera estimated positions.
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• To obtain an accurate 3D representation of the environment as a result without

requiring manual intervention during the SfM process.

To accomplish this work, we firstly introduce the use of inertial measurement units

(IMU) to generate accurate 3D models in a mostly automatic and unsupervised way.

We define a specific procedure where an operator carrying a tablet or smartphone walks

around the indoor environment taking time indexed pictures that will be used to build

the 3D model, among other sensor information. Once the walk is finished, we process the

inertial sensor measurements to infer rough locations of the places from where each image

was collected. This method only requires an approximate vectorial map of the scenario

as an input. Then we carry out a post-processing stage where images are automatically

geo-tagged using the inferred pathway. This approximate spatial information will be

paramount to rule out comparisons between images taken from very different angles or

distant positions, thus minimizing the reconstruction problems due to the existence of

visually similar structures.

Afterwards, in order to validate the usefulness of the automatically generated 3D model,

we also analyze the accuracy of our location estimations during the on-line phase using

the camera resection procedures that were described in the previous chapter. Though the

improvement of the system accuracy is not a key goal now, to perform this assessment we

do several experiments using a representative dataset of images previously geo-tagged.

Finally, making use of an AR application prototype we validate the quality of the location

estimations (camera center and rotation) and demonstrate the suitability of our system

to support applications that require high accuracy and rapid response time.

The rest of the chapter is organized as follows. Section 5.2 summarizes the proposal

and gives an overview that facilitates the comprehension of the rest of the chapter. Sec-

tion 5.3 depicts some details of the scenarios where experimental tests were conducted.

Afterwards, in Section 5.4 we mention the particulars of our utilization of inertial and

orientation sensors to infer operator movements. Then Section 5.5 defines the method

on how to carry out a camera filtering that supports the generation of 3D models in an

unsupervised way. Finally Section 5.6 presents some experimental results and Section

5.7 summarizes the major achievements accomplished.
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5.2 Proposal overview

5.2 Proposal overview

Here we summarize the suggested refinement. This new solution also takes advantage of

the multisensor approach to simplify the training process, making it more robust from

the point of view of the reliability provided to perform the 3D reconstructions. As in

the previous proposal, the multisensor integration speeds-up the localization phase by

limiting the amount of information to be examined during image analysis.

Figure 5.1: Overview of current proposal. It includes all steps to be taken during
training and on-line phases.
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An overview of the current system is shown in Figure 5.1. During an initial training

phase, images, WiFi RSSIs and measurements from IMUs are captured along the entire

scenario. On the one hand, we use the data from the inertial sensors (Step 1 in Figure

5.1) in order to perform a coarse-grained estimation of the locations where the images

were taken from. That estimation is based on a particle filtering procedure (Step 2)

that makes use of both the data from the inertial sensors and a rough vectorial map of

the environment. The result is used to calculate a list of pairwise camera candidates

(Step 3) used to guide the image matching process during the reconstruction, avoiding

comparisons between images which were taken using different angles or from distant

positions. This constrained matching process will allow the automatic generation of very

precise 3D models (Step 4), mostly eliminating the need of human supervision during

the reconstruction process. Finally, using the fingerprinting and clustering techniques

described in previous chapters (Step 5 in Figure 5.1) we divide again the scenario into

different zones according to the characterization of the 802.11 signals. As a consequence,

we obtain clusters of physical points where signals show a similar behavior, which will

be used to partition the generated 3D model into different submodels (Step 6).

The online phase has not changed with respect to our previous proposal. Firstly, we

determine a coarse-grained geographical zone where the device is located using the ob-

served RSSI (Step 7). Then during the final steps (Steps 8 - 11), the images are analyzed

to determine their usefulness, to extract the set of feature descriptors and to obtain the

2D-3D correspondences used as input for the camera resection procedure. The 3D po-

sition obtained is refreshed according to the measurements of the gyroscope in order to

provide a comfortable refreshment rate and to improve the user experience.

5.3 Experimental environment

This section describes the characteristics of the real environments where the experiments

described in this chapter were conducted. We evaluated our proposal in two different

scenarios. The first one corresponds to the ground floor of the Faculty of Computer

Science (Scenario 1), see Figure 5.2(a), where the experiments described in previous

chapter were also carried out. The second testbed is the main floor of Faculty of Vet-

erinary Science (Scenario 2), see Figure 5.2(b). These scenarios cover an area of 220

m2 and 445 m2 respectively. In order to compare current results to those obtained in
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previous chapter, the experiments described throughout this chapter were conducted in

Scenario 1. The Scenario 2 was modeled in a posterior phase with the main aim of

validating our proposal.

(a)

(b)

Figure 5.2: (a) Scenario 1: Ground floor of the Faculty of Computer Science ; (b)
Scenario 2: Main floor of the Faculty of Veterinary Science.

To deploy this system we maintain the client-assisted architecture described in the pre-

vious chapter. The server used for these experiments corresponds to the same described

in Section 4.3.1. During the training phase we used a custom sensor capture application

running on a Samsung Galaxy Tab 7.0 (see snapshot in Figure 5.3). This application is

an evolution of the training app mentioned in the previous chapter. It was developed

to acquire all the relevant sensors data (WiFi, camera, accelerometer, gravity, gyro and

compass), which are transmitted to the core server for its analysis off-line. The camera

of this device was calibrated and its focal (f = 615 pixels) for images of size (640×480)

was estimated. The operator performed several walks throughout the scenario, following

a previously defined path according to a predefined motion behavior. During these walks

accelerometer, gyro and compass were measured at a frequency of 50Hz approximately.
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Additionally, virtual sensors like gravity and linear acceleration sensors were also moni-

tored. Analyzing these readings we were able to detect whether the device was in motion

or remained still, which also helped us in determining the best time instants to capture

individual images. RSSIs are obtained performing passive scans of the wireless network.

It is important to mention the necessity of using a training device supplied with quality

inertial sensors providing good measurements to obtain the desired results.

During the posterior on-line phase we made use of an Augmented Reality (AR) ap-

plication (see Figure 5.15) able to collect data from different sensors (WiFi, compass,

accelerometer and camera), to request the current position, and to display the augmented

reality according to the estimated position.

Figure 5.3: Main screen of our training application. The left side of the screen shows
information from sensors measurements in real time as the operator moves throughout
the scenario. On the right side it is shown the image visualized by the camera as well

as an updated evolution of the particle filtering within the map.

5.4 Motion estimation and particle filtering

In this section we describe the fundamentals of our basic motion model that supports

the training phase. We first present the method that has been developed in order to

detect motion situations as well as the inference of movement orientation. Afterwards,

we describe the utilization of the particle filtering approach in order to fit the estimated

movements to the real layout of the environment where we are moving around.
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5.4.1 Motion and orientation estimation

It is a well known fact that the accelerometer usually integrated in mobile devices is

relatively noisy. The great magnitude value of the always present gravity (9.8m/s2) with

respect to interesting accelerations induced by user movements is indeed a problematic

issue. In fact, the problem of trying to use a direct double integration of the acceleration

readings in time, in order to obtain the velocity vector (first integration) and then

the movement vector (second integration), is that this double integration enormously

amplifies this noise as a cubic function of time. This renders the result virtually useless

in less than typically two or three seconds, at best, depending on a number of factors.

The problem of drifting issues when integrating the accelerometer measures for long

periods of time has been addressed satisfactorily by navigating in open loop for only less

than a second at a time, taking advantage of the fact that, when a person walks, the feet

periodically experiment a stationary stance phase of approximately 0.5 seconds in every

step [62]. An intelligent integration scheme, that applies zero-velocity updates (ZUPT)

when detecting this stance phase, together with a carefully designed Extended Kalman

Filter [172], is able to accurately estimate the position of a pedestrian for relatively long

walks. Nevertheless, it works with higher quality inertial sensors than those commonly

found in typical smartphones and tablets, and requires the sensor to be mounted in the

shoe of the operator, in order to take advantage of the ZUPT trick. These drawbacks

clearly limit the applicability of this technique in our case, where the operator must hold

the tablet in their hands to take pictures of the environment.

Other existing approaches involve detecting periodic patterns in the acceleration magni-

tude signal, corresponding to user steps, thus using the device as a pedometer. In these

cases, incorporating information from the compass, the approximate direction of the

user can be determined and, using a particle filter and a known map of the environment,

we can adequately correct the generated trajectories [147]. Again, a basic requirement

in here is that users have to put their phones in the pocket or somewhere else where the

periodic movement pattern is clearly noticeable. Once more, this is not applicable in

our case, as the operator has to take pictures with the device.

In this work we somehow combine these two approaches in order to adapt them to our

needs. What we propose is to limit the kind of movements that the operator has to

perform while taking pictures of the environment, in a way that it:

129



Chapter 5. Improving system training using multisensor information

• Makes it easy to predict movements.

• Ensures that pictures are taken in the best imaging conditions.

• Simplifies the operator’s job, who has to take hundreds of pictures from different

positions on the environment during his walk.
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Figure 5.4: Acceleration magnitude analysis.

In this regard, we implemented an algorithm which expects a movement pattern in which

the operator stands still, takes a picture of the environment, moves to a nearby position

(typically one meter away or so), and then stands still again to take a new picture, always

holding the tablet or smartphone. Under these conditions, we will describe a simple pro-

cedure that will allow us to roughly estimate the approximate movement performed by

the operator between every two consecutive pictures. This relative movements, though

certainly noisy, and suffering a considerable drift when integrated in the long term, will

be the basis for a posterior particle filter, that will correct these measurements adapting

them to the scenario map, much in the style of the approach presented in [147].
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Our basic movement model is summarized in Figure 5.4. As it can be observed, we

analyze the magnitude |−→a | of the acceleration vector −→a = (ax, ay, az) in time, sampled

at 50Hz by the device, and then we consider two main states of the operator, Still and

Walking. The logic for changing from one to the other is quite simple: as long as the

accelerometer signal exceeds the gravity |−→g | = 9.8 m/s2 by a predefined small threshold

(see instant t0 in Figure 5.4), we immediately consider that the operator is in the walking

state.

Nevertheless, during the walking state there may be short periods of time where |−→a |

falls below that threshold, without its necessarily meaning that the operator has stopped.

Thus, the application only gets back to the still state as long as |−→a | keeps under the

threshold value for a period of at least one second (from t2 to t3 in Figure 5.4). At that

precise instant, the application automatically takes a picture. This automatic process

helps in taking clear and sharp images, as the operator does not have to interact with

the application interface, thus ensuring that the tablet/smartphone is fairly still when

the picture is taken.

Now we have to estimate the relative movement performed by the operator during the

walking period. As already said, double integration of the linear acceleration vector

−→a − −→g is only reliable during very short periods of time. For that reason, we opted

for integrating it only until the magnitude −→a falls under the threshold for the first

time (from t0 to t1 in Figure 5.4) to avoid serious drifting issues. Of course, refusing

to integrate the whole interval corresponding to a full walking state period makes the

magnitude of the estimated displacement vector absolutely useless. On the contrary, the

direction of movement is acceptably estimated. Thus, as output in this stage we only

obtain a (unit norm) direction vector (∆x,∆y,∆z), leaving the stride length estimation

to the subsequent particle filter:

−−−→
∆xdev = (∆x,∆y,∆z) =

∫∫ t1
t0
(−→a −−→g )dt

|
∫∫ t1

t0
(−→a −−→g )dt|

(5.1)

where t0 and t1 determine the integration interval of time, as stated above, and shown

in Figure 5.4.

This vector has to be corrected, since it still refers to device coordinates, using an

absolute rotation with respect to the real world coordinates. For this purpose, many
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mobile devices do in fact integrate compass, gravity and gyroscope readings to get a

virtual sensor that provides a filtered output rotation Rdev→wrl. This sensor integration

prevents typical drifting of the gyroscope estimation alone in the long term, by taking

advantage of the always available external references of the gravity vector and magnetic

north. In our system we use this type of virtual sensor, which in our particular training

device behaves quite well in practice. Thus, our final estimation of the relative direction

vector in world coordinates will be:

−−−→
∆xwrl = Rdev→wrl ·

−−−→
∆xdev (5.2)

Considering the Scenario 1, Figure 5.5(a) represents the raw direction estimations of the

movements performed by the operator while covering the path shown in Figure 5.5(b) .

As mentioned, the stride length estimation as well as the adjustment to real map of the

scenario are delegated to the particle filter.

(a) (b)

Figure 5.5: (a) Raw estimation corresponding to a closing loop walk, as obtained by
the motion model. (b) Real path that corresponds with the raw estimation.

5.4.2 Particle filter

Once we have defined our methodology for detecting steps or, more precisely, unitary

movements between picture taking positions, we have to define how to combine that

information with the knowledge of the map in order to correctly track the operator

movements. The alternative we selected was the implementation of a particle filter

based on the proposal made by Thrun et al. in [172]. In order to filter out long term

drift errors in the raw input trajectory, it uses spatial restrictions of the a priori known

indoor cartography, as well as other restrictions of the path that the operator must

cover.
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A particle filter is a nonparametric implementation of the Bayes filter and is frequently

used to estimate the state of a dynamic system. This technique was initially proposed

by N. Gordon et al. [69] in 1993. The idea behind the particle filter is to represent

a posterior distribution via a set of state samples (or particles), where each particle

represents one potential state the system might be in. The implementation of the particle

filter approach is specially recommended for those scenarios where there is no a priori

knowledge about the initial state, but also when multi-modality situations can appear

due to the specific characteristics of the problem to be solved. The ability to model multi-

modal distributions by the set of samples is an important advantage of this technique.

The algorithm can be roughly divided in four different stages:

1. The first step corresponds with the initialization phase, where a finite set of M

particles is generated. In case of lack of previous knowledge about the starting

situation, each one of these particles is assigned a random state. This initialization

must ensure a homogeneous particles distribution throughout the map.

2. During a second step, the different particles belonging to the current set are pro-

cessed using the current raw input measures in order to evolve them to a hypo-

thetical new state.

3. Then, at the third step the so-called importance factor (or weight) of each particle

is computed. This weight determines the usefulness of each particle and it is used

during the following resampling process that produces the next set of particles.

4. Finally, a resampling step takes place. The idea of the resampling is to remove

the trajectories that have small weights or do not fit with the restrictions of the

map. The main aim is to focus the next generation on trajectories that are still

plausible. After the resampling, the new set of particles is used as input for step

2. Steps 2 to 4 are iteratively repeated until no more inputs are available.

Figure 5.6 illustrates the overall functioning of our particle filtering algorithm, as working

in Scenario 1. Observe that our vectorial map modeling our 220m2 faculty hall includes

a virtual rectangle in the center which, though inexistent in practice, models a zone

avoided by the operator on their walks, and helps to get a much faster convergence of

the particle filter to a mostly monomodal state while keeping the sample size low.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.6: Particle filtering evolution process corresponding to a walk that cover the
path indicated in Figure 5.5(b) throughout Scenario 1. (a) Initial particle distribution;
(b - h) Intermediate situations; (i) Final particle set; (j) Corrected path estimation

after performing a backward belief propagation.

The particle filtering process can be summarized as follows:

During an initial phase, particles are generated using the map to create a uniform

distribution, representing a complete uncertainty on the initial position (Figure 5.6(a)).

The set of particles of a posterior distribution in a given time instant t is denoted as

Pt = {p1t , p2t , ..., pMt }, where each pmt (with 1 ≤ m ≤M ) is a particular instantiation of

the state, that is, a hypothesis as to what the true world state may be at time t. M

represents the number of particles. It is often a large number but it may vary depending

on the characteristics of the environment and the specific problem we are trying to solve.

Moreover, it must ensure a complete and uniform distribution of particles throughout the

entire scenario. In general the more samples that are used, the better the approximation,

but the involved computational load also increases accordingly.

Once this set of initial particles P0 is defined, it must evolve according to the sensor read-

ings (Figures 5.6(b) to 5.6(h)). In our case, this corresponds to the unitary displacement

vector estimated as described in the previous section. Each particle has associated the
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following information: pi = (xi, yi, si, oi), with (xi, yi) being the associated 2D position,

si the stride length and oi the orientation angle.

In order to accommodate slight variations in the movement of the operator, we allow si

values in an interval of [100, 150] cm for the particles, and add a random error uniformly

distributed in the range of 10% of the stride length in each filter iteration. Additionally,

the orientation oi may vary using a Gaussian noise function of 0 and 5 degrees mean and

standard deviation, respectively, in relation to the angle obtained by the motion model

(see Equation 5.2). Hence, the exact evolution of a particle is defined this way:

xki = xk−1
i + (si + vsi)cos(oi + voi)

yki = yk−1
i + (si + vsi)sin(oi + voi)

(5.3)

where vsi and voi are the random variables for fluctuation in stride length and orienta-

tion, respectively.

Each particle is also assigned a weight factor wm
t representing its goodness. The weights

are always non-zero values that add up to one. This value is obtained from an univariate

Gaussian distribution with respect to the distance between the assigned location and

the nearest wall. That is, the weight of each particle decreases in a monotonic way as its

location approximates to any of the walls, as we are assuming that the operator tends

to walk keeping a certain distance from them.

After each update, a validation step is conducted in order to verify if some particles

followed a trajectory that is not conforming with the map. Because of the randomness of

the process, some particles might experience a motion that does not fit with the geometry

of the scenario, i.e. crossing a wall. The corresponding particles are accordingly removed

from the current set. Each eliminated particle must then be replaced by a new one which

is generated using a resampling process from the remaining particles. This resampling

process is based on the Low Variance Sampler Algorithm [172], and reduces the risk of

loosing diversity of the set of particles. The selection involves a sequential stochastic

process that gives priority to those particles with a higher weight (w). Each new particle

is initialized with the information of the existing selected particle (parent).
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The different stages of the particle filtering are iteratively repeated as many times as

steps have been detected by the motion model. Figures 5.6(c) and 5.6(d) clearly reflect

the multimodality that typically appears in indoor environments. As it can be observed,

this does not suppose a problem to the particle filter which in any case manages to

converge to a monomodal case.

Finally, in order to obtain the corrected path followed by the operator, and since each

particle stores information about its corresponding parent in the previous iteration, once

the final stage has been reached (Figure 5.6(i)), we can perform a backward propagation

of each live particle at this stage (Figure 5.6(j)) to obtain the covered path. In this

way we can trace the path back to the corresponding starting state, and average the

corresponding paths among the M surviving particles.

5.5 Pairwise matching filtering

As we have emphasized during this chapter, one of the most frequent problems we had

to deal with while performing the SfM process was the existence of repetitive visual

structures in different parts of the scenario. The corresponding visually correct, though

positionally incorrect matches, could certainly complicate the construction of the 3D

model, a fact that is common practice for typical indoor environments. Because having

an error-free reconstructed 3D model is essential for the accuracy of the posterior on-

line resection process, in this section we describe how to make use of the previously

estimated position and orientation of the training images in order to guide the 3D model

reconstruction.

As shown in the previous section, an approximate inference of the location where each

picture was taken can be determined through the analysis of the inertial and orientation

sensors, given that the operator has followed a pretty predictable pattern of movement.

Therefore, since images were time labeled in a synchronized way with the rest of sensor

measurements, images can be adequately geo-tagged using the pathway inferred by the

particle filter algorithm in consequence. This information can be used to guide the SfM

process, thus avoiding the drawbacks like repetitive structures.

More precisely, the method that we have used to build the 3D model in a more unsuper-

vised but still reliable way is based on the generation of a pairwise candidate matching
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list, that indicates which pairs of images must be compared to look for coincidences be-

tween them. In that sense, two images will be matched only if the areas of the scenario

that they cover are fairly well overlapped and they have been taken from similar angles

of attack, up to a given threshold.

To illustrate this point, Figure 5.7 (left) shows a pair of cameras whose covered areas

significantly overlap. This pair of cameras will be selected to be added to the candidate

matching list because both are covering an area where useful and meaningful correspon-

dences can be found. On the contrary, Figure 5.7 (center), shows two cameras that are

covering mostly separated areas, thus they will not be included within the matching list.

Figure 5.7 (right) shows another useless case in which, despite having a certain area

of overlap, the large difference of angles between the optical axis of the cameras (180◦

in the example) makes it impossible to find good visual matching of the corresponding

SIFT features. In fact, a difference between the optical axis of more than 50◦, approx-

imately, is acknowledged to clearly degrade the repeatability of features in the original

paper describing SIFT [127]. Thus, we will compensate the obtained overlapping area

by multiplying it by the following penalty function:

f(α1, α2) = e−(
min(|α1−α2|,360−|α1−α2|)

50
)10 (5.4)

where α1 and α2 are the angles with respect to the horizontal of each camera respectively.

f(α1, α2) basically takes a value of 1.0 for angle differences well below 50◦, 0.0 for

differences clearly greater than that threshold, and smoothly falls from 1.0 to 0.0 for

angle differences around the exact threshold (see Figure 5.8).
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Figure 5.7: Overlapping fields of view for different configurations of camera pairs.
(left) Pair of cameras whose covered areas significantly overlap. (center) Useless pair of
cameras that are covering mostly separated areas. (right) Cameras are not visualizing

the same scene.
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Figure 5.8: Graphic representation of the function defined by equation 5.4.

Figure 5.9: Approximate area covered by a camera considering the camera center C
provided by the particle filtering, the rotation vector that indicated the orientation and
the FoV of the camera. The parameter d establishes the maximum distance considered.

Figure 5.9 illustrates the process to obtain the area covered by an image according to its

position and orientation. On the one hand, from the results obtained after executing the

particle filter over the sensor data we were able to estimate the approximate 2D location

in the scenario (Xi, Yi) at which each image was taken during the training. On the other

hand, we also obtained the rotation matrix R that gave us the approximate orientation

of the smartphone at that moment using the virtual sensor of the capturing device which

adequately combines the gyroscope, compass and gravity sensors. Now, and since the

typical camera pose when capturing the images keeps the imaging plane approximately

vertical, the unit norm vector (x′, y′) = (v2, v3)/|(v2, v3)|, with v = R> · (0, 0,−1)>,

gives us the approximate orientation of the optical axis projected on the floor.

Let C = (Xi, Yi) be the coordinates of the scenario point where the image was captured

(that is, the position of the camera center projected on the floor plane), and d the

maximum distance threshold beyond which we discard the obtained SIFT image features.

Possible values for d in typical indoor environments will be of a few meters. We have

empirically tested different values, obtaining d = 9m gets the pairwise matching list that

better performs during the SfM process. Moreover, considering FoV as the horizontal

field of view of our camera:
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FoV = 2 ∗ arctan 2(camerawidth/2, f) (5.5)

We can estimate the points A and B that define the area covered by a given image as:

A = (X,Y ) + d(
(
x′, y′

)
+ tan(FoV/2)

(
y′,−x′

)
)

B = (X,Y ) + d(
(
x′, y′

)
− tan(FoV/2)

(
y′,−x′

)
)

(5.6)

Using the triangles generated for every camera position, we can compute their corre-

sponding pairwise overlapping areas and compensate them adequately using equation

5.4, as discussed above. The result is a list of matching candidate image pairs that will

be used as input for the SfM process. A visual representation of a subset of the cameras

used in our experiments is shown in Figure 5.10.

Figure 5.10: Overlapping areas example of the images obtained during path illus-
trated in Figure 5.5(b). (Note that the camera set has been reduced and d = 5 in the

example for a better image visibility.)

5.6 Experimental evaluation

In this section we evaluate the proposal made in this chapter from the perspective of the

reliability of the reconstruction process and its implication over the localization process.

There are two different aspects that we have evaluated during our validation:

• We analyze the exactitude of the 3D reconstructions when using the proposed

constrained matching process. In relation to this aspect, we check the usefulness of

the motion model and particle filtering that determine the position of the cameras

in order to guide these reconstructions.
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• We also compute the mean estimation error that is obtained using the 3D model

when we perform a resection procedure using different input images for testing.

These results are compared to those obtained in the previous chapter in order to

validate the utility of our automatically obtained 3D model when it is used for

localization purposes.

5.6.1 3D model generation

In relation to the generation of the 3D model, Figure 5.11 demonstrates the advantages

of using the inertial sensors to guide this task. Figures 5.11(a) and 5.11(c) show two final

results of the SfM process (Scenario 1 and Scenario 2 respectively) when the matching is

not guided (images were not geo-tagged) and the process is not supervised by an opera-

tor. As we can appreciate, false positive matches caused by visually repetitive structures

produce models that do not fit well with the corresponding scenarios. In previous ver-

sions of our system, these erroneous matchings –extremely frequent in indoor scenarios–

had to be removed interactively by an operator in order to get correct reconstructions,

in a cumbersome and tedious manual and incremental process.

In contrast, Figures 5.11(b) and 5.11(d), show the correct and precise reconstructions

obtained when images were coarsely geo-tagged using the proposal presented in this

chapter. Now we avoid the issue of repetitive structures, since distant cameras were

early discarded in the pairwise matching list used as input for the SfM process. Apart

from the important problem that we solve, the current models were built based on a

smaller but also much more reliable set of matches. This implies a significant advantage

from the point of view of the matching performance. To illustrate this, Figures 5.12(a)

and 5.12(b) show two different matching matrices for the 510 images taken from our

first scenario. The former is a more dense matrix which corresponds to the situation

when a total of 129K pairs of images were initially considered, giving VisualSfM the

possibility of the pairwise selection. The later, which used the coarse location obtained

by our particle filter, greatly reduces the candidate image pairs, resulting in a much

more sparse matrix containing only 30K initial pairs.

This situation not only involves a great reduction in the computing time of the 3D

model, but, what is more important, it also remarkably improves the reliability of the

3D model. In our case, the number of feature descriptors that made up the 3D model
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(a)

(b)

(c)

(d)

Figure 5.11: (a) Final result of the Scenario 1 reconstruction when the matching
process is not guided; (b) Final result of the Scenario 1 reconstruction when using our
guided matching proposal; (c) Final result of the Scenario 2 reconstruction when the
matching process is not guided; (d) Final result of the Scenario 2 reconstruction when

using our guided matching proposal.
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(a) (b)

Figure 5.12: (a) Matching matrix obtained after no guided reconstruction of the Sce-
nario 1; (b) Matching matrix obtained using the guided matching for the reconstruction

of the Scenario 1.

in the guided reconstruction is up to 150K instances. In comparison with the 250K

feature descriptors used to built the model in Section 4.3.2 of Chapter 4, it might seem

that we are losing visual wealth, however as we will demonstrate this is not the case.

Despite the much lower number of features, they represent the real scenario in a more

reliable way, since we avoid those cases where false positive matchings could be included

in the final model. Moreover, as we prove, localization accuracy is not affected by this

circumstance.

Making use of the multisensor approach, we divided the Scenario 1 in four overlapping

zones, in the same way as it was described in previous chapter. In consequence, the

obtained 3D model was partitioned into four sub-models, each one of them containing

around 43k feature descriptors on average. Since we do not expect to carry out a

performance evaluation, in order to not introduce more complexity to our analysis, in

these experiments we obviated the camera filtering introduced in Section 4.3.5 where

nearby cameras were removed to build more relaxing models in terms of number of

descriptors. Therefore, considering the four sub-models created, the time required to

carry out the matching process was 90 ms on average, a time slightly higher than the one

obtained in previous chapter. In consequence, as detailed in Figure 5.13, the total time

to perform a entire cycle (from sensor data transmission to 3D estimation) is around 260

milliseconds on average. Similar results were consistently obtained when performing a

large number of different reconstructions, which is also relevant since the SfM process

involves a considerable randomness in the incremental reconstructions.

Finally, we evaluated a posteriori the accuracy of the initial coarse estimations performed
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Figure 5.13: Time required to complete an entire cycle. It includes the data transmis-
sion time, and the time to perform the SIFT features extraction, the matching process

(using the multisensor proposal) and the resection process.

by the motion estimator and the particle filtering. Using as ground truth the positions of

the cameras assigned by the final refined estimation performed by VisualSfM, it results

in a mean error around 2 meters for the whole set of input pictures. As we corroborate

with the obtained results, this accuracy is more than enough to correctly guide the

matchings carried out during the SfM process.

5.6.2 Localization accuracy evaluation

Once we have demonstrated the usefulness of our multisensor approach to build more ac-

curate and reliable 3D models, we present now some experimental results which demon-

strate that we have not only generated accurate 3D representations, but that these are

also still fully operational to accomplish the camera resection process that estimates the

camera pose and its rotation. Though it was not our initial goal, we prove that local-

ization accuracy has also slightly improved using the automatically built 3D models.

We tested the DLT and P3P resection techniques proposed in Chapter 4 to compare

these new results with those obtained previously. DLT is used as candidate for uncali-

brated situations whereas P3P is the selected option for precalibrated cases because of

its better performance with respect to the Fiores’ algorithm. These experiments were

accomplished under the same conditions as described in early Section 4.3.5 in terms

of the dataset and mobile device involved. The input parameters evaluated for each

resection technique correspond with exactly the same that were used in Section 4.3.5.
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Table 5.1: Results of the resection process using DLT and different configuration
parameters. Estimation Error (cm) - Resection camera successful cases (%). White
shading cell represent the most accurate option. Red background cell indicates the
configuration that gets the best trade-off between accuracy, performance and reliability.

Table 5.2: Results of the resection process using P3P algorithm and different config-
uration parameters. Estimation Error (cm) - Resection camera successful cases (%).
White shading cell represent the most accurate option. Red background cell indicates
the configuration that gets the best trade-off between accuracy, performance and reli-

ability.

Table 5.1 and Table 5.2 show the results obtained using DLT and P3P algorithms re-

spectively. Like in the previous chapter, we carried out an exhaustive set of experiments

in order to assess the performance (accuracy and feasibility) of different sets of configu-

ration parameters for these algorithms. We executed each algorithm 20 times per image

and per configuration. That is, the shown values are the averaged results of a total of

400 executions. It is worth mentioning that these tables only show part of the whole set

of tested configurations. Performance evaluation was previously analyzed in Chapter 4.

The configuration parameters (red background cells) which offered the best trade-off

between accuracy, performance and reliability, have minimally varied from those selected

in the previous chapter. These variations are understandable due to the differences

between the 3D models used in both experiments. In the case of DLT algorithm, since

we were using more precise 3D reconstructions, fewer iterations of RANSAC were needed

to obtain a good accuracy, what implied a noticeable time reduction of the resection

process. For that same reason, in the case of P3P, we could be more restrictive with

respect to the misalignment error required to select the inliers during the RANSAC

process, what has a direct impact over the final accuracy obtained.
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Figure 5.14: Accuracy obtained using DLT and P3P resection techniques comparing
the utilization of unsupervised and supervised built 3D models.

Regardless of the influence of the random RANSAC process, it is possible to confirm

the improvement in terms of accuracy compared to the results shown in Section 4.3.5.

Figure 5.14 shows a comparative analysis between the currently obtained results and

those obtained in the previous chapter. In those cases where the camera autocalibration

was performed, the estimation error has been reduced down to 50 cm, keeping the same

reliability close to 100% of executions. Moreover, in calibrated cases, the accuracy

obtained reaches the 4,1 cm of estimation error while the reliability of our proposal still

maintains over 100% of tested cases, which ensures a good system performance.

We want to emphasize that these results confirm the importance of this contribution in

order to build accurate 3D models in an unsupervised way. We have not only proven

the accuracy of the obtained reconstructions but also have demonstrated their useful-

ness to provide a precise estimation of the devices position. Apart from the accuracy

obtained when estimating the camera center, another important factor is the accuracy

of the estimation of the camera rotation. Therefore, though we did not evaluate the es-

timated camera rotations in a quantitative way, we performed an exhaustive qualitative

assessment. For that purpose, we carried out a set of tests making use of the real-time

augmented reality prototype described in following section.

5.6.3 Real-time augmented reality prototype

As stated in the previous experimental section, the response time of our resection service

by the server is typically limited to less than 260 ms. This refreshment rate is still

insufficient to fully cope with video input rates of mobile devices (25 frames per second
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in typical cameras). Though we can think of many mobile applications that do not

need freshly updated 3D position and orientation of the device at video input frame

rate, many other applications would certainly benefit from a location service providing

continuous, always on, real time localization. For example, an application providing

information on where your friends are inside a particular building could be just based

on a 2D map showing mobile icons referring to your friends, but it would be very useful if

it were also able to display continuously updated augmented reality information on top

of the video input, captured by the camera device as the user keeps on moving. Users

could even switch from one interface to another, depending on the kind of information

they are interested at that moment.

Moreover, the robustness and overall behavior of the application could certainly suffer

if the location system tries to update the location information by making continuous

queries to the server, due to both the communication overhead and the eventually un-

avoidable resectioning failures. To avoid such degradation of the user experience, while

allowing also a smooth and real time image refreshment rate, we make use of some ad-

ditional sensors provided by the device, such as the accelerometer and the gyroscope,

which allow us to detect different types of motion and reduce the needed communication

with the server. This is another clear advantage of the multisensor integration.

In order to test this hybrid approach, we developed a prototype application for Android

devices based on OpenGL ES 2.0 which is able to display augmented reality based on

precise estimations of the full 6 degrees of freedom: (X,Y, Z) position and (α, β, γ) Euler

angles for the rotation matrix. We display a wire-frame model on top of the real world

to visually check the accuracy of our estimations. Figure 5.15 shows some snapshots of

the prototype working in different environments.

Every time a new rotation of the device is read from the sensors (typically at 50 Hz rate

in most Android devices), the original rotation matrix estimated by the last successfully

resectioned image is modified accordingly, and the augmented reality is updated. The

camera center C is not modified at all. Only when a translation movement is detected

by the accelerometer the device is forced to request a fully new estimation of position

and rotation from the server. The continuous update of the current device rotation is

performed using the gyroscope sensor according to the following formula:

146



5.6 Experimental evaluation

(a) (b)

(c) (d)

Figure 5.15: AR results: a-b) Scenario 1. c-d) Scenario 2.

Rnew(tcur) = Rcomp ·Rgyr(tcur)
> ·Rgyr(t0) ·Rcomp ·Rcam(t0) (5.7)

Here, Rcam(t0) stands for the last rotation estimation provided by the server using

strictly visual information, and is therefore only refreshed when the user clearly moves

to a new location, as stated above. Rnew(t), on the contrary, is updated at the systems

sensor reading rate, using the most current gyroscope information. This provides con-

tinuous, smooth visual feedback to the user. The update is based on the fact that the

matrix product Rgyr(tcur)
> · Rgyr(t0), with Rgyr(t) the absolute rotation read by the

gyroscope of the device at time t, gives at every moment the relative motion between

the moment the picture corresponding to the last camera resection was taken (t = t0)

and the current instant of time (t = tcur), assuming that the movement performed by

the user is a pure rotation (i.e., there is no physical translation of the camera center).

Finally, the matrix Rcomp = diag(1,−1,−1) is a simple diagonal matrix that acts just

to compensate the different handedness of the camera and world systems. This matrix
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is useful when using tablets devices, since they are expected to be used in landscape

orientation.

Given this freshly updated rotation, the final projection matrix which is used at every

moment to perform the projection of virtual structures for augmented reality is P =

KRnew(tcur)[I| − C(t0)], with the value of the camera position C(t0) as estimated in the

last query to the resection service in the server, and the rotation matrix R substituted by

Rnew(tcur), computed as stated in equation (5.7). Note that this is a very fast operation

that only changes in the most current Rgyr(tcur) reading, and can thus be performed at

a very high refreshment rate even in low-end mobile devices. As we tested during the

experiments, again, the multisensor integration allowed to improve the user experience,

providing a comfortable visual refreshment rate.

5.7 Summary

Throughout this chapter we have presented a novel method to robustly build visual 3D

models in a mostly unsupervised way. This robustness is accomplished by integrating

the data acquired by the inertial sensors of the training device, usually a smartphone or

tablet. Making use of motion estimation techniques and integrating a particle filter we

generated a set of geo-tagged images used to constrain the matching process involved in

the SfM procedure. Our main contributions were:

• We designed an effective technique to avoid one of the key problems in large SfM

reconstructions, the repeatability of objects in scenes.

• We introduced the use of a constrained pairwise matching list that increases the

robustness of the SfM process. This filtering process represents an important

contribution to favor the system scalability. The obtained 3D reconstruction result

in a more lightweight model, which reduces the computational load of the matching

process during the on-line phase.

• We have validated the benefit of our proposal demonstrating the usefulness of the

obtained reconstructions to provide accurate 3D location estimations.

According to the results obtained, we can confirm that we have achieved a good trade-

off between the robustness of the 3D reconstruction and the accuracy (around 4 cm of
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averaged error), the reliability (100% of successful estimations) and the response time

reached (around 260 milliseconds) during the on-line phase. We developed an augmented

reality application for Android devices based on the described localization service, which

relies also on the information provided by the gyroscope in order to adapt the overlaid

information to the device’s rotations in real time. The integration of the gyroscope

within this application allowed us to minimize the delay during the localization step,

thus improving the user experience.

Finally, we are aware that our solution may suffer from scalability problems when dealing

with large environments, like malls, airports, etc. There are severals key points that

should be addressed in this concern, as for example, the path to be covered by the

operators during the training phase, in order to establish certain spatial restrictions that

support the particle filter process. The motion pattern defined for the training phase

might increase the time notably when we try to model such large scenarios. A future

multidevice integration, using more sophisticated pedometers, might allow to define a

usual walking pattern to accomplish the training tasks. To conclude, we consider our

proposal a valuable initial step that solves some of the previously described issues and

opens new ways to continue the evolution of this kind of solutions.
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System architecture

This chapter describes the architecture which encompasses the overall localization sys-

tem that has been proposed throughout this dissertation. We give a detailed description

of the different modules which are part of this architecture. Furthermore, we introduce

the communication interfaces that facilitate the flow of information.

As we commented in the introduction of this thesis, one of our main aims was to design a

distributed, rather than monolithic, architecture supporting the design and development

of a location service able to combine different type of sensors. We will demonstrate

that our proposal can be used independently of the type of sensors managed, their

specific characteristics and the processing resources required. Among its strengths we

can stand out its adaptability to different configurations. This capacity is achieved by

the specification of well-designed entities or modules that can be placed at different

nodes which can be treated as logical entities instead of as physical equipment.

This architecture is structured in different layers, in the way other works like the location

stack [83] or Loc8 [165] do, separating the inherent functionality that must be integrated

within this type of solutions. Our initial proposal is based on a client-assisted model that

suggests a division of responsibilities between the mobile devices and dedicated servers

(system core) according to the imposed requirements and the available computational

resources. Though the reading of previous chapters is detailed enough to understand the

system structure and to identify the different tasks performed by either the client-side or

the server-side, now we provide additional information which helps the reader to obtain
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a clearer perspective of the workload distribution and the workflow among the defined

components.

Our proposal is technology independent in several ways:

• It offers a high level interface that supports the development of different external

location-based services independently of the technology selected to carry out their

implementation. A high level API has been implemented following the represen-

tational state transfer (REST) [150] architectural style over HTTP connections,

providing the necessary functionality to interact with our core system, e.g. to

obtain positioning information.

• Its design minimizes the coupling among the different technologies available for

localization. Different localization algorithms can be developed independently of

the types of sensors considered. All of them can be integrated within the same

system, using the most appropriate one at each situation, depending on different

factors, such as the type of sensors available or the accuracy required.

For these reasons, the design of this architecture tries to fulfill the following statements:

• Extensibility: The defined schema is open for the future integration of additional

technologies and localization algorithms, in order to cover the necessities and op-

portunities that could appear from the integration of additional sensors in future

generations of mobile devices. In the same way, new localization algorithms can

be added to make use of new context information or to improve accuracy.

• Adaptability: The system must be able to provide the most appropriate services

according to the characteristics of each particular environment. This includes the

use of the available sensors and the possibility of supporting different location-

based query types (like positioning, navigation or range), providing different ac-

curacy levels according to the requirements imposed.

• Modularity: Our architecture must be modular enough to facilitate the distribu-

tion of the functionality implemented among the different devices that take part

in the system, according to their computational resources, connectivity, etc.
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• Scalability: Every location-aware system should be able to offer a good quality

of service in terms of accuracy and response time, independently of the scenario

of deployment, its dimensions and the number of users that make use of the ser-

vice simultaneously. Though we do not provide specific solutions to address the

scalability issue, the decoupled and modular nature of this architecture favors the

design of scalable solutions in a most appropriate way than a centralized approach.

Taking into account these premises, in this chapter we provide a detailed description

of the architecture proposed. Although we have fully implemented our architecture

in order to perform the experiments presented in previous chapters, we will avoid the

specification of implementation details; rather, our main goal will be to provide a clear

description of the system organization, leaving the responsibilities of the implementation

decisions to developers.

Our architecture is agnostic from the point of view of the security. This is an impor-

tant issue which can be addressed from different perspectives, for example, setting up

some security measures to get access to sensitive data for reading or modification, or

establishing encryption mechanisms that ensure the privacy of the users. Considering

that the architecture we propose is mainly focused on the localization perspective, the

security aspect has not been addressed within this work. Nevertheless, we are aware of

the importance of addressing this shortcoming in the future.

6.1 Architecture overview

The presented architecture is based on previous works already introduced in Chapter 2.

Influenced by the design of those previous approaches, as we show in Figure 6.1, we have

designed a layered stack in which we can clearly distinguish three main components, the

context model, the space model and the location engine stack itself. We are going to

describe each one of the layers and how we have divided their functionality in different

views.
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6.1.1 Entities definition

The architecture shown in Figure 6.1 consists of several entities or layers representing

the different abstraction levels. These entities are:

Figure 6.1: System architecture overview.

• Context model: This entity defines each one of the data elements that take

part of the location process. On the one hand, it contains information about

the components involved in the localization process. For example, information

of the different APs that make up the WiFi network (like their MAC addresses,

or their position, if known), or data about the devices that will be the object of

positioning (device’s identification, calibration information of their sensors). On

the other hand, it is the responsible for the management of the sensor information

collected during the training and the on-line phases. Therefore, it handles the

information regarding the models, e.g. WiFi and images fingerprint maps and 3D

models. All this information is available to be accessed by the rest of components

of the architecture by means of an API that has been defined to that effect.

• Space model: The information related to the description of the physical distri-

bution of the environment (zones, rooms or cells), their relations of adjacency and

hierarchy, and the support of different maps, is handled by the space model. That
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information will be accessible by means of the correspondening API provided by

this layer.

• Application: This is the highest abstraction layer of the system architecture, and

it represents the applications that make use of the services provided by our system.

Furthermore it also includes those other applications that have been developed in

order to participate in management and deployment tasks. This layer will be

able to access to the functionality provided by the management layer when it is

required. Throughout this chapter we will refer to the application layer to identify

these two different types of applications, the external applications that make use

of the location services (e.g. augmented reality applications), and the management

ones that are used to carry out the system deployment (e.g. training applications).

• Management: This layer has been designed to support the management and

deployment tasks. It includes methods to accomplish the process of sensor scan,

and a location API which is used during the training phase when the models are

still not available. External applications are able to use some of these services,

for example to carry out the sensor scan, exempting of this responsibility to the

application layer. This layer is able to access the context model and space model

data using the APIs they provide.

• Query Manager: This entity processes the queries performed by external ap-

plications and returns the appropriate response according to the information pro-

vided by the location service. Our current system supports three different types of

queries: localization, navigation and range queries. External applications will be

able to request these type of services, as we describe in Section 6.6. This layer in-

teracts with other elements of the architecture in order to solve the different types

of queries supported. For example, it can communicate with the space model to

solve simple navigation queries or it can access to the information stored in the

context model repository to reply to range queries. Different instances of the query

manager layer can be defined in order to handle different types of queries.

• Adaptation: This is the highest layer of the location service. It is in charge of

analyzing the requirements indicated by the query manager in order to invoke the

most appropriate instance of the fusion layer. Depending on several factors (the

accuracy required, the scenario of application or the sensors availability, etc.) it
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balances the received requests among the fusion layers available. The definition of

this entity is a key point to offer an adaptable service and to favor the extensibility

of the system. Once the request has been solved by the fusion layer, it will be

adapted to the requirements expected by the application. That is, sometimes the

system is able to obtain a position with a better accuracy than the one requested

by the services. In these cases, the response must be adapted to the required

accuracy level. Finally, this entity is in charge of managing cached information.

Therefore, if the position of a device at a specific moment is required and it was

previously estimated, the adaptation layer will return the cached result, instead of

computing the position again.

• Fusion: This module uses the sensor data in order to produce a time-stamped rep-

resentation of the geographical positions of the mobile devices. Depending on the

required accuracy level and the type of measurements, this entity makes the most

convenient utilization of the available algorithms. It is possible to include sev-

eral fusion instances within the same location service, each one of them managing

different localization algorithms for one or more space models.

• Sensor manager: The measurements obtained from each sensor are filtered and

processed by this entity in order to adjust RSSIs values depending on the cali-

bration parameters of a specific device, to discard blurry or uniform images that

are not useful for further processing, to extract image features, or to filter noisy

values from the accelerometer, among other functions. The functionality related

to the sensor manager can be placed on dedicated servers or can be directly per-

formed by the mobile devices, depending on their computational resources and the

requirements to accomplish the specific task. Once the measurements have been

processed, the resulting information populates the context model, making them

available to be accessed by the fusion layer in a posterior localization stage. At

this point we want to remember that our architecture is able to carry out the

sensor data acquisition process and localization estimation process as independent

tasks. That is, sensor measurements can be collected without the need of being

required for an immediate localization, and vice versa, locations estimations can

be performed using previously collected measurements.

• Sensor: It is the lowest abstraction level of the architecture. The sensor layer

represents the hardware and drivers for capturing the new measurements from the
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sensors available at the mobile devices. The functionality offered by this layer

depends on the APIs provided by the corresponding OS.

6.1.2 Division of functionality in views

The functionality implemented by each one of the different layers already introduced

has been structured in three different perspectives or views. This division has been

accomplished with the main aim of providing a better organization of the functionality

and responsibilities of each layer that takes part in the architecture. We refer to a view

as a way of grouping those tasks which have a strong interrelation among them. The

defined views are:

• Sensor view: It includes all the functionality related to the collection of con-

textual information using the sensors available in the smartphones. It defines the

tasks performed during the training phase in order to obtain a collection of mea-

surements that will be used to build the system model. In addition, this view

includes the definition of the process that takes place during the on-line phase,

where the obtained information is used to estimate the position of the device.

• Management view: It defines those tasks regarding the generation of the sen-

sor models and the system maintenance. Using the sensor data obtained during

the training phase, this view involves those processes in charge of creating the

fingerprinting maps based on WiFi signals or images, generating the WiFi-based

probability distribution models, the 3D models based on images features or the

estimation of the path covered by the operator during the training using the iner-

tial measurements, among others. Furthermore, additional tasks as the calibration

of sensors are specified as management processes as well. Finally, though not in-

cluded in the current version of our system, those tasks related to the organic

generation of fingerprinting maps (using crowdsensing techniques in the way they

are presented in [97, 142]) would also be included within this view.

• Location view: This view encompasses the functionality required to solve the

different queries made by the applications. It includes the different algorithms and

techniques which have been described in previous chapters regarding the utilization

of WiFi RSSIs and images to estimate the position of the devices. The algorithms
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in charge of solving the navigation and range queries, are also included as part of

this view.

There are some situations in which the different views are interconnected since the

functionality included in any of them is required to complete an action which is defined

in other view. That could be the case of the process to generate the sensor models,

which even being a task included in the management view, requires the functionality

defined in the sensor view in order to carry out the sensor data acquisition.

6.2 Context model

Once we have a clear perspective of the structure of the proposed architecture, in this

section we describe the main characteristics of the entity defined as the context model.

As we have clearly stated throughout this thesis, location services are based on the

extraction and analysis of environmental information. Consequently the context model

defines the appropriate structure to handle this information and provides the mechanisms

that ensures its availability. As the rest of entities of our architecture, the context

model has evolved during the development of this thesis. In this case we have taken into

consideration some interesting aspects proposed in works like those made by Stevenson

et al. [165], Martinez et al. [128] and Beckkelien and Deriaz [32], but addressing our

design to provide a global solution.

The context model is in charge of managing the measurements collected by the different

sensors that remain under the control of the sensor manager, both during the training

and the on-line phases. We defined the concept of observation as the element that

integrates the sensor information collected by one device in a specific instant of time.

According to our current specification, each observation may include the data obtained

from the following sensors:

• WiFi : this measurement consists of a list of the RSSIs observed from every avail-

able AP. For convenience, this information is normalized to the value of percentage

of reception, converting the RSSI in dBm to 0-100 values. These values are cal-

ibrated to make them compatible with those used to build the fingerprint maps.

We save both the raw and the processed data into the repository.
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• Image: contains a binary object that represents the image captured by the device’s

camera. Images are captured in jpg format with a 640×480 resolution. We apply

a compress ratio to minimize the transmission overload, but without affecting the

system accuracy. Once the image is received at server side, image features are

extracted and stored in the repository. However, in case of using a mobile device

able to extract the features from the images, these features could be transmitted

instead as a list of vectors of numerical values. The vector size would depend on

the type of descriptor used.

• Accelerometer : includes a list of measurements of the acceleration force that is

applied to a device on all three physical axes (X,Y, Z). Due to the usual high

refresh rate of this sensor (50Hz), an observation may contain raw data but also

aggregated statistical information from several measurements, e.g. mean or stan-

dard deviation values. In our case we also process these measurements to get a

coarse estimation that indicates whether the device is still or in motion.

• Digital Compass: this sensor indicates the orientation of the device, represented

as the deviation angle between the X axis of the device and the magnetic north,

which is the value we save into the repository.

• Rotation Vector : this is a virtual sensor present in most of the mobile devices. It

combines the information from the accelerometer, the gyroscope and the magne-

tometer, building a 3 × 3 matrix which represents the angle of rotation over the

three axis (X,Y, Z). This matrix is saved in the repository as a list of numerical

values.

It is worth mentioning that it is possible to extend the observation element including

other sensor information, like GPS measurements, sounds from the microphone, etc., in

case it would be necessary to support other types of services or to improve the accuracy

of the solution presented. The way in which we store the data is just a suggestion, it

can be adapted to the specific requirements of the system to design.

Apart from managing sensor information, the context model is also the responsible of

handling all the information regarding the infrastructure elements. It includes informa-

tion of the mobile devices registered in the system, such as its identification data (e.g.

the MAC address of their WLAN interface) and the device model, which is useful to
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associate each device with specific sensor behavior. For example, the information about

the WiFi transmission range that enables the calibration of this sensor with respect to

a reference one, or the focal length of the camera which allows the use of more accurate

techniques to obtain the 3D location of the device, can be associated to the device model.

The information about the different models that support the localization process is also

included as part of the context model. Within this category we differentiate the following

data sets:

• WiFi fingerprint maps used by deterministic methodologies, probabilistic models,

or models based on the relative order of the signals strength.

• The information related to the cluster-based division. This information supports

the definition of the different zones in which we can divide the environment ac-

cording to the signals characterization.

• Information regarding the calibration process of the WiFi sensor. According to the

technique that we use, this information refers to the reference points that should

be visited by users to calibrate this sensor in case that no similar devices were

previously calibrated.

• Transition models that support the inference of people movement throughout the

scenario. This mainly refers to the transition matrices required to integrate the

HMM within our system model.

• Fingerprint maps of images. They are made up by the set of descriptors associated

to the features extracted from collected images. This information was used for the

implementation of place recognition based models.

• Image-based 3D models that represent the environment. In this case, they support

the implementation of the solution that uses camera resection techniques to obtain

a precise estimation of the 3D position and orientation of the devices.

Finally it is worth mentioning that all the information managed by the context model is

accessible by the rest of layers by means of a RESTful HTTP API whenever they are not

implemented in the same physical device. Otherwise they can invoke the functionality

provided by the API of each layer as local services. We will provide more information

about the communication with the context model in following sections.
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6.3 Space model

As it was discussed in Chapter 2, there are some previous works which addressed the

design of the spatial model providing a set of primitives that allow the description of

regions of space and the relationships among them, like those presented by Ye et al.

[190] and Becker et al. [30], among others. As a mixture of the characteristics offered

by these previous works, our space model (SM) provides the necessary mechanisms to

manage the concepts of hierarchy, adjacency, containment, disjointness, overlapping and

connectedness among the different spaces that made up the scenario of interest. Here

we only define part of the design of the SM, as the full design of a spatial model is

complex enough to be treated in a specific thesis. Our main intention is to facilitate the

understanding of this work.

Within our design, we define the concept of SM as the higher abstraction level that

represents the global scenario where the location service is deployed. It may represent

just a building (i.e. a university faculty), or a building complex (i.e. a university campus

made up by different buildings). We also define the concept of space model element

(SME) which refers to each region of space that is part of the SM. The definition of

these entities makes this approach extensible and scalable, since they allow us to work

at different abstraction levels, providing the ability to model any type of scenario where

our solution is deployed.

From the point of view of their hierarchy, Figure 6.2 represents the different types of

SME defined, each one of them representing different granularity levels that provide

the necessary tools to represent a scenario, independently of its shape and physical

distribution. The different levels defined in this hierarchy are:

• Point or cell : Corresponds to the centroid of a specific cell defined on the scenario.

Each point will be determined by a 3D coordinate (x, y, z) that establishes its

position. It is defined from a geometric point of view, and represents the lowest

level within the defined hierarchy. This is the higher level of accuracy that can be

obtained by fingerprint-based localization techniques.

• Room: Consists of a group of points that represents a closed area, room, office

or lab, but also open areas, corridors, stairs or landings, among others. These
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Figure 6.2: Hierarchical and adjacency diagram of the space model. Weaved points
represent the entry points that define the adjacency between rooms.

elements have been defined from a semantic point of view (e.g. the library) but

we also support the definition of the polygons that represent their geometry.

• Zone: Refers to a larger area that is made up by several rooms. Additionally, a

zone can be formed in turn by other zones, for example, each floor of a building can

be considered as a different zone, which at the same time is composed by different

smaller zones that group several rooms.

Though not defined as part of the space model, our location service is able to provide

accuracy finest than point level. These estimations represent a 3D position including

the orientation of the device within the coordinate system defined by each space model.

Then considering the geographical situation, we are able to associate them with higher

abstractions level positions (point, room or zone).

The adjacency among SME was modeled at different abstraction levels. As we can see

in Figure 6.2, the concept of adjacency was defined at point level. In that sense point

P1 and point P2 are considered adjacent since P2 is directly reachable from P1. The

proposed design supports unidirectional and bidirectional adjacencies, which allows the

representation of one way transitions. To manage the adjacency at room and zone levels,

it was necessary to define the concept of entry point (EP), already introduced by Hu

et al. in [89]. One EP is defined as a point element whose coordinates are close to the

entry or exit of a room or zone. In that sense, two rooms R1 and R2 will be considered

as adjacent whether one of them contains, at least, an EP which is adjacent to an EP

defined in the other. That is the case of points P5 and P6, which establish a relation
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of adjacency between R1 and R2. At the same time, since R1 belongs to Z1 and R2

belongs to Z2 we can consider both zones as adjacent too.

Once the adjacency between spatial elements has been defined, the space model is able

to support navigation queries in order to determine the path that connects two different

regions of the scene. Additionally, and supported by the defined hierarchy, these navi-

gation queries can be solved at different levels of abstraction, when room or zone level

is required. It is important to mention that the current design does not support the

connection between different space models, since it has not been integrated within any

outdoor geographical information system (GIS).

6.4 Sensor view

As we introduced previously we have distributed all the functionality within three differ-

ent views. In this section we introduce the first of them, the sensor view, which specifies

the interactions among the architecture components involved in the sensor data collec-

tion and the transmission of the data collected to the repository managed by the context

model.

The main components involved in these processes are the sensor and sensor manager

layers. The functionality provided by the sensor layer is accessible by means of the API

provided by the OS installed at the device. Meanwhile, the processing tasks performed by

the sensor manager have the main goal of controlling the data acquisition and analyzing

the raw data obtained in order to:

• Control the available sensors and obtain information from them according to the

accuracy required by the final application. For example, in case of supporting

AR applications, WiFi RSSIs, images and gyroscope readings are required to be

measured. On the contrary, an application just requiring proximity only needs to

scan the WiFi networks.

• Process the obtained measurements to infer coarse-grained estimations, e.g. to

calculate coarse-grained motion estimations from accelerometer information.

• Carry out an admission control procedure to avoid sending those raw data that for

any reason are not useful for localization purposes, e.g. blurry or uniform images.
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• Minimize the amount of data transmitted to reduce the communication overhead.

For example, performing the extraction of image features and transmitting them

instead of image itself, in case of being able to perform this process in the mobile

device. In the case of inertial sensors, coarse estimations or statistical calculations

(motion detection in the case of the accelerometer) can be sent instead of raw data.

The functionality included within this sensor view regarding the data acquisition is used

during the training and the on-line phases, supporting those tasks involved in the rest

of views. The sensor manager is in charge of transmitting the collected measurements

to the repository managed by the context model making use of the API that it provides.

We have defined different transmission policies to indicate the sensor manager the most

appropriate frequency to send the available measurements. These policies are:

1. As soon as a new observation (made up by new measurements from all sensors) is

obtained.

2. When a new measurement from one specific sensor is obtained.

3. At a specific rate, using the most recent measurements from each sensor.

The choice of one of these policies will depend on the scanning process implemented

by the OS and the localization requirements. For example, in case of running an AR

application, it would be necessary to send a new observation as soon as a new image is

collected (2nd policy). Cached information of other slower sensors can be also used, e.g.

the last obtained WiFi RSSIs.

Figure 6.3 shows the sequence diagram that represents the different steps which take

place during the process of sensor scanning in the on-line phase. In this example WiFi

RSSIs, images and inertial measurements are obtained and stored into the repository

managed by the context model. The process starts when an application, which is in-

stalled at the mobile devices, initiates the data collection using the API provided by the

management layer (step 1 in Figure 6.3). Then, the management layer communicates

with the sensor manager (step 2), which starts the data acquisition using the required

sensors (steps 3 and 5). Each of the sensors is initiated in a different thread. Next an

iterative process (steps 6 to 9 ) starts. When a new measurement is obtained from one
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of the observed sensors, this fact is notified to the sensor manager which processes the

data received (e.g. to discard blurry images). When the sensor manager is able to build

a new observation, it is saved into the repository (step 9). This process is influenced

by the transmission policy selected. In this example, the sensor data are transmitted

when at least one new measurement of each sensor is obtained. Finally, the data ac-

quisition ends when the application considers that no more positioning information is

needed (step 10). Then the management layer orders the sensor manager to stop the

scan (step 11), which in turn sends the notification to the sensors (steps 12 to 14). The

functionality associated with the sensor manager is balanced between the smartphone

and the server. For example, due to the difficulties to extract the features from images

at the mobile device, we implemented this method in the server side. Nevertheless, if

possible, it can be done by the mobile device itself.

Figure 6.3: Example of sensor data acquisition during the on-line phase.

Although we focused on the on-line phase to illustrate the flow of information that takes

place at this sensor view, we want to emphasize that a similar process is performed

during the training stage. The main difference relies on the fact that the obtained

measurements must be geographically labeled to allow the creation of the fingerprint

maps.
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6.5 Management view

In this section we introduce themanagement view, which specifies the interactions among

the entities involved in system administration and maintenance tasks. The main goal

behind the definition of this view is to clearly separate the logical specification and

implementation of those tasks carried out by the operators as part of the system deploy-

ment and maintenance from those purely focused on the sensor scanning and location

estimation.

In this view, both the context model and the space model play an important role, since

they are the main sources of information that allow us to carry out the processes here-

inafter described. The application layer is another key point, this time representing those

applications that have been developed in order to accomplish the management tasks. In

this case, the application layer makes use of the API provided by the management layer

to access to the location service and sensor manager functionality as well as to the data

provided by the context model and the space model.

The functionality included within this view has been classified in two different categories:

• Training methods: It refers to the functionality of collecting contextual informa-

tion throughout the scenario using the available sensors (WiFi, images, accelerom-

eter, etc.).

• Models generation processes: This category includes those tasks which have

been defined with the main aim of supporting the generation of the models used

by the different proposals described in this thesis. Among other functionality, it

includes the process to build the distribution models based on RSSIs, and the 2D

and 3D search structures of images.

In order to show an example of the functionality included in this view, we are going to

partially describe the process that takes place during the training phase. During this

stage, the operators accomplish different tasks previous to the system deployment, for

example, to obtain fingerprint maps. The logic of these tasks has been included in this

view due to the importance of performing the most appropriate design according to the

characteristics of each specific environment and the localization requirements imposed.
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For example, imagine two different systems in which we are going to make use of WiFi

and images to estimate the user position, each one of them requiring coarse and fine-

grained accuracy to provide scene recognition and AR services respectively. In these

cases, the training processes are carried out following different strategies, nevertheless,

the functionality used for sensor scanning is always similar.

During the training phase an operator collects contextual information throughout the

scenario of deployment making use of the functionality described in the sensor view. In

this case, the observations collected are geo-tagged in order to build the fingerprint maps.

This process can be performed manually by the operator relying on the information

provided by the space model, or can be performed in an automatic way, making use of

solutions like the one we presented in Chapter 5, where we used inertial sensors to infer

the path covered by the operator and to perform an automatic labeling of the obtained

observations.

Figure 6.4 shows the sequence diagram that represents an example of the flow of in-

formation and the communications among the entities which are involved to complete

the training process explained in Chapter 5. The process starts when the application

requires the management layer to start the training (step 1 in Figure 6.4). Then the

management layer starts the sensor scan in the way it was described in previous section

and starts the particle filter (step 2). During the sensor data collection, as soon as a

new step is detected, the particles evolve according to the estimated location (step 3).

Once the operator has completed the walk, the application layer notifies (step 4) the

management layer to stop the sensor scan (step 5). Next, the management layer initiates

the backward belief propagation process of the still alive particles (step 6) to infer the

path covered by the operator. Using the information provided by the particle filter, the

location service is able to trace the path back to the corresponding starting state (step

7), allowing us to geo-tag each observation with the position where it was collected (step

8). Finally, the set of geo-tagged observations is stored into the repository (step 9).

6.6 Location view

The location view defines the functionality to answer the location queries made by ex-

ternal applications. The query manager is the main entity of this view since it is in
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Figure 6.4: Sequence diagram representing the process that takes place during train-
ing phase.

charge of analyzing the requirements indicated by the queries, forwarding them to the

most appropriate location service. Once the request has been solved, the query manager

composes the response message from the information provided by the adaptation layer,

and if required, using the functionality provided by the context model and the space

model. The HTTP RESTful API defined by the query manager allows the external

applications to make use of the services provided.

Our current implementation supports the following three types of queries:

Localization queries: Which estimate the device position within a building complex

using the information collected by its sensors. As in the rest of queries, we provide

different granularity levels, depending on the accuracy required by the applications and

the sensor information available. These queries are the basis of our proposal, since

apart of providing position information they also support the resolution of the other

types of queries. Localization queries are mainly performed by external location-based

applications. Moreover, management applications also make use of this resource, as for

example to estimate the position of the operator during the training phase to geo-tag

the measurements.

Navigation queries: These queries solve those situations in which we require the path
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that should be covered to reach a specific destination, e.g. “the path to reach the

library”. The response to these queries is formed by a sorted set of locations which the

device’s owner should follow to reach the desired destination. Physical distance between

adjacent points defined by the space model, or restrictions related with the navigation

flow (e.g. one way doors), are considered in order to provide a useful navigation service.

Taking into consideration these factors, we are able to provide two different types of

navigations queries, allowing the estimation of the shortest or least-cost path to get to

the destination.

Range queries: This type of queries can be considered as a complement to the localiza-

tion queries, since their main goal is to identify all the entities observed within a specified

area considering certain temporal, spatial or circumstantial criteria. To identify all the

entities which match the established criteria, e.g., “which of these devices are closer than

50 meters from me?”, these queries are addressed considering the information provided

by the space model and the positioning information of the involved devices, in this case,

the requester device and those that might be associated with their friends.

Figure 6.5 shows a sequence diagram that represents the flow of information among

layers that take place to solve a query to obtain the last available position of a mobile

device. Navigation and range queries are processed in a similar way, thus we omit the

inclusion of additional diagrams.

Figure 6.5: Localization query processing example.
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The process starts when an external application makes a query to obtain the location

of a specific device using the RESTful HTTP API provided by the query manager (step

1). Afterwards, it transforms the HTTP query into a simple call to one of the methods

provided by the adaptation layer’s API (step 2). Then, the adaptation layer analyses

the requirements imposed by the query and checks whether this query was previously

solved and cached estimations can be returned. In this example we consider that no

historical information is available. Therefore, the adaptation layer obtains the most

recent observations associated to the requester device from the context model repository

(step 3), and the information of the space model in which the observations have been

obtained (step 4), in case it was not previously loaded. Next, the request is redirected

to the most appropriate instance of the fusion layer (step 5), which is in charge of

estimating the location of the device (step 6). The result is stored in the repository

handled by the context model, making it available for future queries (step 7). After

processing the result to adjust it to the required accuracy (step 8), it is propagated to

the query manager (step 9), which builds the HTTP response that is returned to the

application layer of the requester device.

The following example represents a real case which solves a location query to obtain the

last available position of the device identified by the MAC address 12:34:56:78:90:ab,

requiring the finest accuracy. According to our design, in this example we assume that

the sensor data are already available at the context model. Next, we indicate the HTTP

request made, and the HTTP response together with the result formatted in JSON

format:

HTTP Request: GET /query/location?deviceid=12:34:56:78:90:ab&accuracy=precise

HTTP Response: 200 OK

Content : JSON Schema

{"deviceId":"12:34:56:78:90:ab",

"locations":["spModelId": 1,

"coords": ["x": 829, "y":-581, "z":164],

"rotation":[0.640393,0.175627,-0.747698,

-0.767712,0.117584,-0.629915,

-0.0227132,0.977409,0.210131],

"timestamp": "2014-09-16 12:33:45",

"accuracy": "precise"]

}
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• deviceID : identifier of the device which has been located.

• locations: array containing all the locations which have been obtained, each one them is

formed by:

– spModelId : identifies the space model in which the device is located.

– coords: the position of the device, expressed in centimeters from the origin of coor-

dinates.

– rotation: 3 × 3 matrix which represents the angle of rotation over the tree axis

(X,Y, Z).

– timestamp: the moment in which the location was estimated.

– accuracy : the level of accuracy obtained for this request.

6.7 Summary

Throughout this chapter we have discussed the architecture that supports the development of

the localization system which has been proposed in the thesis, reaching the goals of extensibility,

adaptability, modularity and scalability established at the beginning of this chapter. Though

some ideas were indicated in previous chapters, now we have carried out a more detailed de-

scription of the distribution of the functionality included. The final design of this architecture is

the result of the evolution of our initial proposal. During the last four years, as we observed the

new requirements imposed by the integration of additional sensors, we were aware of the need

of defining a structural design in favor of the multimodality.

From an abstract point of view, we have introduced the logical entities which were defined to

handle the different processes that take place during the life cycle of a location service, that

is, from its design (including training and deployment) to its working stage (on-line phase).

The proposed architecture allows a clear decoupled implementation of each one of the defined

modules, and thus favoring the most appropriate distribution of the functionality according to

the system requirements and resources available.

As we indicated at the beginning of this document, the main goal we set when we addressed

the design of our architecture was to provide a solution integrating the information obtained

from several sensors. This multisensor integration had to enable the appropriate mechanisms

to improve the accuracy obtained by existing approaches, being able to adapt to the specific

characteristics of each scenario of deployment, the characteristics of the mobile devices used and

the localization requirements imposed. Though it has not been integrated in further systems, a

priori we consider that the defined architecture allows to address the issues observed. The ability
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to adapt to different situations has been demonstrated throughout previous chapters with the

different proposals that were made and the experimental tests that were carried out.

Despite being based on existing proposals, our solution provides a different perspective of the way

in which the functionality required by a location service is organized. We have proposed a well

structured and modular design, enabling the distribution of responsibilities and the workload

between the smartphone and the core server. The fact of organizing this functionality in three

different views facilitates the integration of new functionality and the inclusion of additional

sensors, what goes in favor of the extensibility of the system and opens new opportunities to

provide better solutions.

172



Chapter 7

Conclusions and future work

7.1 Conclusions

In this final chapter we present the main conclusions derived from this work. Throughout this

dissertation, but specifically in Chapter 2, we did an intensive revision of a wide range of tech-

niques which were proposed to solve different problems regarding the location of mobile devices

in indoor environments. We analyzed the pros and cons of each, identifying the possibilities of

integration to develop a better solution. This enabled us to present different proposals which

define a multisensor location service taking advantage of the information collected by different

sensors integrated in common smartphones.

One of our initial goals was to define a solution able to provide location information at different

levels of accuracy. In Chapter 3, we proposed the utilization of several existing techniques that

made use of WiFi signals to provide location information. Combining them in an appropriate

way, we were able to provide coarse-grained positions (room-size accuracies) of the smartphone

with a relatively good reliability in our estimations. However we realized that to obtain more

accurate estimations and to improve the reliability, we had to rely on the integration of additional

sensors.

Therefore, we introduced the use of images within our positioning algorithm, described in Chap-

ter 4. This process was accomplished in two different steps:

• Initially we made use of the images to carry out a process of scene recognition. This

technique was based on the utilization of fingerprint maps of images, which ensured a

better reliability of the estimations obtained in comparison with the cases in which only

RSSIs were used. However it still did not facilitate the estimation of very precise 3D

locations.
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• During the next step we introduced the use of 3D maps of the environment to support

the application of geometric techniques in computer vision. This allowed us to estimate

the exact 3D position and orientation of the smartphone.

The use of WiFi and images allowed the possibility of providing different levels of accuracy,

each having its own advantages and disadvantages. When using WiFi, the main issue was its

deficiency to obtain high accurate estimations. In the case of using images, though improving

the system accuracy, the main drawback was the time required to perform the image analysis,

which did not enable us to obtain position information in real time (according to the camera

preview frame rate at smartphones). In order to minimize the processing time of images, we

proposed an initial multisensor integration which accomplished the localization process in two

different phases:

• In the first phase we analyzed the RSSIs. The low latency of calculating the location

analyzing these radio signals, allowed us to obtain an initial coarse-estimation in just a

few milliseconds. Sometimes, the accuracy obtained can be considered good enough in

those situations in which there is no information available from images, or simply when

the application does not require a better accuracy.

• In a second step, we constrained the search space to accomplish the image matching

process. In this case, the image analysis was focused on a limited area of the scenario based

on the position estimation obtained using the RSSIs, thus reducing the time required to

complete this task.

According to the different tests that we carried out, our proposal ensured a good trade-off between

the accuracy obtained (less than 5 cm of estimation error) and the response time (around 250

ms). However, we are aware that the response time achieved is still far from the goal set at

the beginning of our work, namely to support real time applications. We tried to minimize this

shortcoming by integrating the gyroscope, which was used to correct the position of the device

when it performed smooth movements, until a new estimation was obtained.

Another important contribution was the multisensor solution which addressed a more efficient

and mostly unsupervised way to accomplish the training phase of fingerprint based systems, de-

scribed in Chapter 5. The analysis of inertial sensors measurements obtained while performing

the training enabled the possibility of tracing the route followed by the operators. The inferred

path allowed the automatic geo-tagging of the measurements obtained by other sensors (WiFi

and camera), and facilitated the unsupervised creation of fingerprint maps of radio signals and

images. As we demonstrated, this process resulted in more reliable reconstructions of the 3D

maps of the scenes.
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The use of geographically labeled images avoided common mistakes in 3D maps creation which

affect the process of reconstruction, for example those caused by finding coincidences between

similar objects present at the scene but physically distant. As we discussed, the main challenge

of this proposal was to make use of the inertial sensors integrated in smartphones. In our case we

had to deal with the specific restrictions regarding the device pose and the movements patterns

in order to ensure the collection of clear pictures.

We consider our proposal an initial step in the resolution of this complex work. Though we

have obtained good results, we are aware of the different restrictions we had to make in order

to accomplish this task. For example, the motion pattern that operators have to follow in order

to detect their strides and movement orientation, is a clear drawback that must be addressed in

the future. Moreover, we are also conscious that our test bed environments clearly favored the

application of this solution. In the future, it would be necessary to evaluate its performance in

environments with more complicated designs.

Finally, another worthy contribution has been the proposal of a distributed architecture presented

in Chapter 6, which facilitates the integration of the different components that take part in

the localization process. We find our proposal very interesting for defining a localization system,

especially regarding the distribution of functionality between the different elements that take

part in it. Though we reckon that our proposal covers a vast number of possible configurations,

including the management of different sensor measurements and contextual information, it still

might require additional modifications to adapt to specific needs. In any case, we consider it

a good starting point for developers in order to help them to obtain a clear perspective of the

organizational requirements implied in the design of a location service.

7.1.1 Scientific publications

In this section we summarize the scientific publications which have been produced during our

research. They have been published or are under revision on several international journals

and international conferences. We also include the publications made as collaboration with the

Department of Computer Science of the University of Aarhus (Denmark).

International Journals

1. A.J. Ruiz-Ruiz, O. Canovas, and P.E. Lopez-de-Teruel. A multisensor architecture pro-

viding location-based services for smartphones. In Journal of Mobile Networks and Appli-

cations, 18(3):310-325, 2012.
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2. A.J. Ruiz-Ruiz, O. Canovas, and P.E. Lopez-de-Teruel. A vision-enhanced multisensor

LBS suitable for augmented reality applications. In Journal of Location Based Services,

7(3):145-164, 2013.

3. T.S. Prentow, A.J. Ruiz-Ruiz, H. Blunck, A. Stisen and M.B. Kjærgaard. Spatio-temporal

Facility Utilization Analysis from Exhaustive WiFi Monitoring. In Journal of Pervasive

and Mobile Computing, 2014 (Submitted).

Conference proceedings

1. A.J. Ruiz-Ruiz, O. Canovas. Integrating probabilistic techniques for indoor localization of

heterogeneous clients. En Jornadas de Ingenieŕıa Telemática (JITEL), (Santander, Spain

, 2011).

2. A.J. Ruiz-Ruiz, O. Canovas, R.A. Rubio, and P.E. Lopez-de-Teruel. Using SIFT and WiFi

signals to provide location-based services for smartphones. In Proceedings of the Interna-

tional Conference on Mobile and Ubiquitous Systems (MOBIQUITOUS), (Copenhaguen,

Denmark, 2011), pp. 37-48.

3. A.J. Ruiz-Ruiz, P.E. Lopez-de-Teruel and O. Canovas. A multisensor LBS using SIFT-

based 3D models. In Proceedings of the International Conference on Indoor Positioning

and Indoor Navigation (IPIN), (Sydney, Australia, 2012), pp. 1-10.

4. A.J. Ruiz-Ruiz, O. Canovas, and P.E. Lopez-de-Teruel. Practical image-enhanced LBS for

AR applications. In Proceedings of the International Conference on Mobile and Ubiquitous

Systems (MOBIQUITOUS), (Tokyo, Japan, 2013), pp. 460-473.

5. A.J. Ruiz-Ruiz, H. Blunck, T.S. Prentow, A. Stisen and M.B. Kjærgaard. Analysis meth-

ods for extracting knowledge from large-scale WiFi monitoring to inform building facility

planning. In Proceedings of the International Conference on Pervasive Computing and

Communications (PerCom), (Budapest, Hungary, 2014), pp. 130-138.

7.2 Future work

After the work carried out during our research, we identify different points that should be

addressed in the future. Some of them are related to the improvement of our proposal, in

order to solve the different shortcomings observed. Additionally, other lines of work have been

discovered throughout the development of this thesis, and we consider them equally interesting

from the perspective of its integration within our current solution.

Regarding the work already addressed in this thesis, we find the following areas in need of

improvement:
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• Firstly, our main goal for future research is to reduce the time required to carry out a

location estimation combining WiFi and images. As we indicated, our current solution is

not able to support those applications requiring high updating rates. Meanwhile, we try to

solve this drawback correcting the device position according to the information provided

by the gyroscope, but we are aware of the limitations of this solution.

• A still pending goal is the integration of inertial sensors in the on-line phase. Currently,

this integration is limited to the detection of static and motion stages, what optimizes

the transmissions between the smartphone and the core server. However, our idea is to

support the localization process during short periods of time in which the smartphone

would not constantly request the core server to calculate its position.

• It could also be interesting to integrate the image features extraction and matching pro-

cesses into the smartphone. The recent development of these devices, which have increased

the computational capabilities, makes them feasible to carry out these tasks. This may

need alternative techniques for the extraction and matching of features, less intensive than

the ones used in our current solution. Several members of our research group are already

working on the integration of lightweight features that could provide similar results to the

technique currently used.

• Another interesting research line to work on is to compress the generated 3D models,

obtaining more reduced representation of the environments, and therefore minimizing the

computational demands to perform the matching process. The main goal would be to

supply the smartphones with the 3D models that represent their current environment,

making them able to carry out this work locally.

• Finally, it could be developed some alternative to the method to perform the automatic

geo-tag of measurements during the training phase. Our current method is quite restrictive

regarding the motion pattern to be followed by the operator, justified by the poor quality

of inertial sensor integrated in the smartphones and the requirements regarding the device

pose to collect clear images. However we found the possibility to evolve this solution

very interesting, enabling the collection of images using video recording and providing an

alternative to estimate the relative position of the operator during the training period.

Another set of future research lines consists on the analysis and integration of additional func-

tionality that may help to build a more complete location service:

• We have proposed a feasible way to perform an almost automatic and unsupervised train-

ing, but maintenance of the system models is still an important challenge. From that point

of view, it would be interesting to design an optimal solution that supports the continu-

ous updating of current models, both WiFi and image based 3D. This solution should be
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based on already existing approaches which use crowdsensing techniques, but taking into

account the additional constraints related to the management of images.

• Another important weakness in our proposal is the lack in the integration of security

and privacy techniques. For that reason, one of our main future goals is to provide the

appropriate methods to ensure the security of the data managed by our system. On

the one hand, we have to minimize the data transmission between the mobile phone and

the core server, thus reducing the risk of being monitored. The data transmitted and

stored in the repository should be well encrypted. On the other hand, to maintain the

privacy of the users, it would be necessary to integrate some mechanisms that enable their

anonymity. Although several proposals are available, like the one made by Huertas et al.

[91], we should perform an in-depth analysis in order to assess their usefulness within our

architecture, introducing the corresponding modifications to provide an optimal solution.

As we can observe, there is clearly much work to be done. The wide range of applicability of this

type of systems and the continuous evolution of smartphones forces the constant development of

new alternatives integrating new characteristics and adapting its functionality to the emerging

necessities. Some very exciting developments are underway in this field of research, which will

no doubt experiment amazing advances in the near future.
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