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Abstract

The ever increasing demand for wireless data services tias gistarring role to dense small cell (SC)
deployments for mobile networks, as increasing frequereyse by reducing cell size has historically
been the most effective and simple way to increase capa8itgh densification entails challenges at
the Transport Network Layer (TNL), which carries packet®tighout the network, since hard-wired

deployments of small cells prove to be cost-unfeasible afteiible in some scenarios.

The goal of this thesis is, precisely, to provide cost-dfflecand dynamic solutions for the TNL that
drastically improve the performance of dense and semingldrSC deployments. One approach to de-
crease costs and augment the dynamicity at the TNL is théamnezf a wireless mesh backhaul amongst
SCs to carry control and data plane traffic towards/from e eietwork. Unfortunately, these low-
cost SC deployments preclude the use of current TNL routimgaaches such as Multiprotocol Label
Switching Traffic Profile (MPLS-TP), which was originally signed for hard-wired SC deployments.
In particular, one of the main problems is that these scheanesinable to provide an even network
resource consumption, which in wireless environments ead to a substantial degradation of key net-
work performance metrics for Mobile Network Operators. Hugiivalent of distributing load across
resources in SC deployments is making better use of awailadths, and so exploiting the capacity

offered by the wireless mesh backhaul formed amongst SCs.

To tackle such uneven consumption of network resources thiesis presents the design, implementa-
tion, and extensive evaluation of a self-organized badgune routing protocol explicitly designed for
the wireless mesh backhaul formed amongst the wireless 6hSCs. Whilst backpressure routing in
theory promises throughput optimality, its implementatimmplexity introduces several concerns, such
as scalability, large end-to-end latencies, and cen#tiddiz of all the network state. To address these is-
sues, we present a throughput suboptimal yet scalablentialized, low-overhead, and low-complexity
backpressure routing scheme. More specifically, the dmritans in this thesis can be summarized as

follows:



e We formulate the routing problem for the wireless mesh baukfirom a stochastic network
optimization perspective, and solve the network optimdraproblem using the Lyapunov-drift-
plus-penalty method. The Lyapunov drift refers to the difece of queue backlogs in the network
between different time instants, whereas the penalty sefethe routing cost incurred by some
network utility parameter to optimize. In our case, thisgmaeter is based on minimizing the

length of the path taken by packets to reach their intendstinggion.

e Rather than building routing tables, we leverage geolonatiformation as a key component to
complement the minimization of the Lyapunov drift in a decalized way. In fact, we observed
that the combination of both components helps to mitigatkjessure limitations (e.g., scala-

bility, centralization, and large end-to-end latencies).

e The drift-plus-penalty method uses a tunable optimizatiarameter that weight the relative im-
portance of queue drift and routing cost. We find evidenck théact, this optimization parameter
impacts the overall network performance. In light of thisetvation, we propose a self-organized
controller based on locally available information and ie thurrent packet being routed to tune
such an optimization parameter under dynamic traffic demantius, the goal of this heuristi-
cally built controller is to maintain the best trade-off Wween the Lyapunov drift and the penalty

function to take into account the dynamic nature of semmpdal SC deployments.

e We propose low complexity heuristics to address probleras dpbpear under different wireless
mesh backhaul scenarios and conditions. The resultingnttatized scheme attains an even
network resource consumption under a wide variety of SCayepents and conditions. Among

others, we highlight the following:

- The proposed decentralized routing scheme efficientlyages any-to-any dynamic traffic
patterns. Instead of maintaining one data queue per traffic dind routing tables, our scheme
routes traffic between any pair of nodes in the network by mizgaa single queue per each node
and 1-hop geolocation information. We, thus, propose talleatihhe management of traffic with

low complexity.

- We demonstrate that the routing scheme adapts to wirebaddhaul topology dynamics.
In particular, we consider regular and sparse deploymeittshemogeneous and heterogeneous
wireless link rates. Note that the correct operation of treqeol under sparse deployments is
of primal importance not only for showing resiliency undede failures, but for considering an

energy efficient SC deployment, in which SCs are switch oncdihat the management level.



- In an anycast network environment, the proposed solutifersoinherent properties to
perform gateway load balancing in the wireless mesh bad¢kHauact, the proposed solution
maximizes opportunistically the use of the deployed gayswahe distinguishing feature of the
combination of backpressure routing and anycast is sdig&yabith the number of gateways, and

an even use of gateways, despite being unaware of theiidacat

In terms of performance comparison, our backpressurengstheme performs better than SoA
routing approaches. We conducted extensive and accuratgasions to compare the solutions

proposed in this thesis against various SoA TNL routing eagines.

Last but not least, we implemented and evaluated the bassyme routing strategy in a proof-of-
concept. The prototype is based on an indoor wireless mesthaal formed amongst 12 SCs
endowed with 3G and WiFi interfaces. Thus, we experimentadlidated the contributions of
the work conducted in this thesis under real-world condgio In particular, we evaluated our

proposed scheme under static and dynamic wireless meshadaonditions.






Resumen

El aumento de la demanda de datos en servicios inalamir&cotorgado un rol de gran importancia al
despliegue masivo de celdas pequefias para redes mohillesque decrementar el tamafio de las celdas
para reusar las frecuencias ha sido histéricamente lammamas simple y efectiva de incrementar la
capacidad disponible. Este aumento de la densidad cordiextas retos a nivel de red de transporte,
encargada de transportar los paquetes por la red, ya queedasp cableados de celdas pequefias tienen

graves problemas para proporcionar un servicio flexible lyaje coste.

El objetivo de esta tesis es, precisamente, aportar sokegidinamicas y efectivas a nivel de coste para
mejorar el rendimiento de despliegues masivos y de bajoogiladplanificacion de celdas pequefas.
Una aproximacion para reducir costes y aumentar la dirednés mediante la creacion de una red
mallada inalambrica entre las celdas pequefas, lasscpaen transportar trafico tanto del plano de
datos como el de control originado/destinado a/en la rettipal. Desgraciadamente, estos despliegues
excluyen los algoritmos actuales de enrutamiento a nivétatesporte, como por ejemplo MPLS-TP
disefiado originalmente para despliegues cableadosnsapdces de gestionar eficientemente los re-
cursos inalambricos de red a nivel de transporte debidonatlraleza dinamica y semi-planeada de
estos despliegues. Consecuentemente, esto conlleva agnaaakcion substancial de las métricas clave
en la evaluacion del rendimiento de la red debido al mal esloslrecursos de red. Una de las causas
principales de esta degradacion es el consumo consumivelado de los recursos de red. En este caso,
el equivalente a distribuir entre los recursos implica haceuso eficiente de los caminos disponibles,
y por lo tanto explotar la capacidad ofrecida por la red ndallaalambrica formada entre las celdas

pequefias.

Para un consumo de recursos de red equilibrado y, por tamédomaxima explotacion de la red esta
tesis presenta un algoritmo de auto-organizacion basatbaekpressure, explicitamente disefiado para
el entorno de red mallada inalambrica formado por cada enosienlaces radio de transporte en las
celdas pequeias. Pese a que backpressure en teoriagronestudal 6ptimo de red, su complejidad

introduce varios problemas, tales como la escalabiliddanaeejo de toda la informacion de red en una



entidad central. Ademas, los protocolos de enrutamieasadios en backpressure pueden introducir un
incremento del retardo innecesario debido al uso de cardimagsa gran longitud de saltos. Para abordar
estos problemas, presentamos un algoritmo de enrutan@scatable y descentralizado también basado
en backpressure, pero en este caso asistido por informadiéional usada para mitigar las limitaciones
de esta aproximacion. Entre otras técnicas, esta tesigaidra que principalmente la geolocalizacion
combinada con un esquema basado en backpressure puede hagifimitaciones de este en términos
de complejidad a la hora de implementarlo, asi como el axxaxremento de retardos sin perder las
propiedades presentadas a nivel de obtencion de caudzd dslas especificamente, las contribuciones

que presenta esta tesis son las siguientes:

e La formulacion del problema de enrutamiento desde un pdetaista de optimizacion de redes
estocasticas, y la solucion del problema de optimizaagando el método de la desviacion-mas-
castigo de Lyapunov. La desviacion de Lyapunov se refiedif@lencial de colas de paquetes
entre las celdas pequefias, mientras que el castigo se r@figra funcién de coste incurrida por
una parametro Gtil de red a minimizar. En nuestro case,msimetro esta basado en la distancia

en numero de saltos sufrida por los paquetes para llegar estina correspondiente.

e Enlugar de construir tablas de encaminamiento, hacemadeusformacion geografica como un
elemento clave para complementar la minimizacion de leidei®n de Lyapunov (minimizacion
los diferenciales de longitud de cola) de una manera destieatia. De hecho, la combinacion
de ambos componentes ayuda a mitigar las limitaciones d@izssure (i.e.como escalabilidad,

descentralizacion y grandes latencias).

e El método de la desviacibn-mas-castigo usa un paranceméigurable de optimizacion. Hal-
lamos evidencias que, de hecho, este parametro de optifrizafecta el rendimiento de la red.
A la luz de esta observacion, se propone un controlador epasametro distribuido y auto-
organizado basado puramente en informacion local y delgiaca encaminar bajo demandas de
trafico dinamicas. El objetivo de este controlador, candd de forma heuristica es el calculo
del compromiso mas adecuado entre la desviacion de Lyapuelacastigo teniendo en cuenta la

naturaleza dinamica de estos despliegues semi-plandadmejuefas celdas.

e Se extiende la solucion propuesta con diferentes hmadsiie baja complejidad para atacar difer-
entes escenarios de red. Ademas de el uso de informacgeottecalizacion, se usan capacidades
anycast, e informacion contenida en el paquete a encapanampermitir la adaptacion a una am-
plia gama de despliegues de celdas pequefias. La soluesientralizada resultante realiza un

uso equilibrado de los recursos de red bajo una amplia gardagpliegues dinamicos de celdas



pequefas. Entre otros, se resaltan los siguientes:

- El esquema resultante gestiona eficientemente patronesnaignicacion dinamicas entre
cualquier par de nodos de la red. En lugar de mantener ung@apkada flujo, nuestro esquema
encamina trafico entre cualquier par de nodes manteniemalsala cola por node e informacion

geographica local. Nuestra solucion es ,por tanto, de loajgplejidad.

- Se demuestra que la solucion propuesta se adapta a laigi@thde un entorno de red
inalambrico. En particular, consideramos despliegugsilages y redes dispersas compuestas
por enlaces inalambricos de igual o diferentes velociglaéies importante remarcar que un fun-
cionamiento apropiado del protocolo en entornos dispateaed es de gran importancia no solo
para mostrar tolerancia a fallos en los nodos, sino paradamas entornos de celdas pequefias

eficientes a nivel de energia.

- Con el uso de capacidades anycast en la red de transpartestiamos que el enrutamiento
backpressure ofrece propiedades para conseguir balaacaoghs en despliegues con miltiples
puertas de enlace a nivel de transporte hacia la red ceralhecho, la solucion propuesta
maximiza de manera oportunista el uso de las diferentegaigetenlace sin conocer su ubicacion
concreta. La caracteristica distintivas que posibiliggtas propiedades son la combinacion de
backpressure y capacidades anycast. Esto, a su vez,akbdicalabilidad y una alta explotacion

de estas puertas de enlace a nivel de transporte, a pesacdeauer su ubicacion.

A nivel comparativo, los esquemas concebidos en esta tegisan drasticamente el rendimiento
de las redes malladas inalambricas de retorno debido ad@amzacion del uso de de sus recursos
con respecto a otras aproximaciones de enrutamiento fasyier el estado del arte. En particular,
se han realizado simulaciones extensivas y precisas pamaacar las soluciones propuestas con
los esquemas de enrutamiento provistos por el estado delja@et confirman las contribuciones

anteriormente expuestas.

Por ultimo, pero no menos importante, hemos realizado l&eimgntacion y evaluacion empirica
del protocolo de enrutamiento backpressure en un protdéged mallada inalambrica de retorno
para celdas pequefas. El prototipo en cuestion const2 deldas pequefias desplegadas en un

entorno interior. Esto valida a nivel experimental las dbotiones anteriormente expuestas.
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Chapter 1

Introduction

This chapter introduces in sectibnll.1 the context of thesithand summarizes its motivations. This
section also gives a general introduction of what is theareseproblem tackled, as well as the main
applications that a solution to this problem has for induatnd academia. Sectign 1.2 provides a brief
description of the structure and the content of this the#iad in section_1.3, we provide the main

contributions coming out from this dissertation.

1.1 Motivation

The focus of this thesis lays in the context of dense and bagiacity small cell (SC) backhaul deploy-
ments. In order to cope with ever-increasing wireless datgices, capacity-oriented mobile network
deployments are needed. Capacity-oriented mobile nesaodndate for dense SC deployments, since
reducing cell radii has traditionally been an effective wwayncrease capacity, given the limited spec-
trum availability. Not only the ever-increasing data dedwbut also due to the non uniform mobile
data traffic distribution, Mobile Network Operators (MNQ}aally need to increase their capacity den-

sity (i.e., Mbps per kif). It is important to note that these increasing capacitysifgrrequirements
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require not only dense SC deployments with access caphaityhe corresponding backhaul capacity
to transport traffic from/to the core network. Since it isikelly that fiber reaches every SC (e.g., those

deployed in lampposts), a wireless mesh network acting elehiaal is expected to become popular.

At a high-level, the research problem that this thesis ad@di®isthow can an operator make the most
out of the wireless mesh backhaul resources deployed@ldition to this efficient use of resources, the
solution provided must be practical enough to ease theotdlbf small cells. Furthermore, MNOs aim

at increasing the scalability and dynamicity of these net&onvhile decreasing planning, configuration,

and maintenance costs for the optimization of these deoysn

This thesis answers this question by designing and evalyatself-organized backpressure routing pro-
tocol for the Transport Network Layer (TNL) that achievesalability, adaptability, implementability,
and improvement of key performance metrics against SoAnguwpproaches. The resulting protocol
makes the most out of the wireless resources precisely beadwo reasons. First, our self-organized
backpressure routing scheme dynamically increases aimisitine wireless network resource consump-
tion according to traffic demands. Second, this functigp@iachieved by using a decentralized method
that solely requires HELLO based communication betweeghteiring SCs. Thus, practically all wire-
less backhaul resources are used to transport traffic gedeog the Mobile Network Layer (MNL).
Another remarkable aspect of this thesis is its researchadetogy. This thesis builds a practical solu-
tion on a proof-of-concept mesh backhaul prototype stgudiint from a theoretical perspective based on

stochastic network optimization and extensive simulation

The research question motivated and introduced abovesasea big impact for the research com-
munity. A routing protocol that makes the most out of the rekwesources, no matter the wireless
backhaul dynamicity, remains so far unexplored. On therdthad, wireless vendors and operators rep-
resent the most common entities that can benefit from thargsaimed in this dissertation. Indeed, the
outcomes of the work conducted in this dissertation havea#d the interest of AVIAT Networks[1],

a leading vendor of wireless backhaul equipment. Having #it, it is also worth mentioning that the

applications go beyond economical gains, including alsiesgains.

1.2 Outline of the dissertation

We organized the work conducted in this dissertation inevext chapters. Seven of these chapters
entail the main research work, which is in turn structurdd three main parts. The first part encloses

chapter§12,13,14, arid 5, focused on providing backgroundeggneviewing related research work, and
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stating the specific research problem tackled in this thé&ast Il includes the approach taken to solve
the research problem in chapiér 7, and its refinement andati@in through simulation throughout a
wide variety of conditions in chaptéf 8. Finally, Part llcindes the proof-of-concept implementation

in chaptef D, and its evaluation in chagiel 10. A more detabgplanation of all the chapters follows.

Chaptei 2 provides some basic background on the main canaemind the mobile backhaul, defining

the context in which we developed the work presented in t@sis.

Chaptef B details current transport schemes used for thédenatzkhaul that could better suit a wireless

mesh backhaul.

Chapter ¥ details the related research work on wirelessngofitom a data network perspective. We
provide a classification of related work, and identify theimlauilding blocks composing a routing

protocol.

Chaptef b describes the research problem, and uses the resgnped in chapter$ 3 dnd 4 to demonstrate
that the stated research problem is not solved yet. Bestdeslidity and main applications of interest

are discussed.

Chapter 6 provides the main changes required in the cur@RtP3architecture for building a mesh

backhaul amongst small cells.

Chaptei ¥ presents our solution to the question stated iptefifi. We formulate the routing problem,

and propose a solution to that problem using the Lyapundt+ltis-penalty method.

Chapter 8 is devoted to the adaptation of the resulting@ghinized backpressure routing policy to
the dynamics present in wireless mesh backhauls undeblatiaffic demands. We characterize the
performance of the routing protocol in wireless mesh baglsdhander a wide variety of conditions. This

evaluation is carried out through simulations, providingpenparison with SoA routing approaches.

Chaptef D provides the framework required to implement #wkpressure routing policy in a real mesh
backhaul testbed. An introduction to the main building kkof the implementation is provided first,
so as to discuss in the following sections the modificati@ugired to roll out the building blocks in a

real testbed.

Chapter_ID provides a description of the wireless mesh lzatkiestbed, and also the experimental

results obtained with the backpressure routing policy.

Chaptef Il summarizes the work carried out in this thesiggsits main conclusions, and presents some

of the future lines of work.
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1.3 Contributions

In what follows, we provide a birds-eye view of the key cdmttions obtained from this thesis, which
are ordered from most to least important. Note that a moreiggalescription of the contributions of

this thesis can be found in chapiet 11.

1. The research problem stated in chapter 5 is solved usinactiqal and self-organized TNL rout-
ing approach, resulting in a distributed algorithm that esathe most out of the network resources.
Chaptef ¥ formulates the theoretical roots in which we laghsTNL routing approach. These re-
sults have partially been published fin [2]. And a survey anrtilated work in the tacked research

problem has been published In [3].

2. One of the main agents enabling the practicality of ourtrasitsm are the low complexity heuris-
tics proposed in chaptéf 8. We demonstrated with an accsiratgdator (see publication [4] for
a demonstration of its accuracy) in chapter 8 that the riegultNL routing policy improves SoA
routing policies in scenarios with varying traffic demandsl @atterns[[5], a variable number of

gatewaysl[[B], and dynamic wireless backhaul deployméengy.[7

3. As demonstrated in chapféer 8, the solution maintainse@mphtability, scalability, decentraliza-

tion, and self-organization over all the aforementionecklgss mesh backhaul scenarios.

4. We solved the 3GPP architectural implications posed éxtimcept of a wireless mesh backhaul
amongst small cells in chapfér 6. The novel concept of né¢wbsmall cells was presented [ [9]
and [10], whereas the contributions derived from the 3GRRitctural implications of a network

of small cell were published in[11] and [12].

5. We implemented the resulting routing policy in a 12-node=le#ss mesh backhaul testbed facing
the constraints of the practical backhaul. A descriptiothefimplementation and problems faced
can be found in chaptéd 9. Such contributions in terms of @mgntation were also published

in [13].

6. We demonstrated by conducting real experiments in ag@dtb4+-16] the performance of the
resulting routing policy. Experimental results and consay discussion detailed in in chapter 10

confirm the properties showed by our proposed mechanisraghrsimulation in chaptérd 8.
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Chapter 2

Mobile Backhaul Review

The transport infrastructure between a Radio Access N&t{#®kN) and a Core Network (CN) is called
the mobile backhaul. In turn, the transport infrastructisreubdivided in two main entities: the access
domain and the aggregation domain. This chapter emphasieenobile architectural entities that are

crucial to understand the work conducted at the transpget lia this dissertation.

Sectiori 2.1l introduces the Evolved Packet System (EPSiyectiire. This section introduces the mobile
architectural entities, which are defined by the 3GPP, edlatith the mobile backhaul. Section 2.2
provides a brief overview of the mobile network architeetand the main requirements of the mobile
backhaul. Section 2.3 lays its focus on the access domaiemptiasizes the advantages of a wireless

mesh backhaul as access domain for emerging dense deplsyaiemall cells (SCs).

2.1 The Evolved Packet System

The Evolved Packet System (EPS) includes the Evolved P#&iet (EPC) and Evolved Universal
Terrestrial Radio Access Networks (E-UTRAN). An E-UTRANdaclude two types of base stations,

named as eNodeB (eNB) or macro cell and Home evolved Node BlBj{er small cells (SC). For
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Figure 2.1: Mobile Backhaul Architecture

the sake of simplicity, we will use the term base station stidctly to refer to eNB/macrocell and
HeNB/SCs. The SC entity entails functionalities of both Mebile Network Layer (MNL) and the
Transport Network Layer (TNL). A HeNB refers to the Mobile terk Layer (MNL) component of
the SC.

The EPC may contain many Mobility Management Entities (MM&@rving Gateways (S-GWSs) and
Packet Data Network Gateways (P-GWSs) together with a Horbe@ibber Server (HSS), which, located
atthe core of the EPC, is in charge of the storage and managefradl user subscriber information. The
MME is responsible for all the functions relevant to the ssard the control plane session management.
When an UE (User Equipment) connects to the EPC, the MME fastacts the HSS to obtain the
corresponding authentication data and then represenERfgto perform a mutual authentication with
the UE. Different MMEs can also communicate with each otiemore detailed explanation of each

of these entities follows:

e Packet Data Network Gateway (P-GW): The P-GW is the nodeldigitally connects the User
Equipment (UE) to the external packet data network; a UE neagdmnected to multiple P-GWs
at the same time. Usually, each P-GW will provide the UE witle ® Address. The P-GW
supports the establishment of data bearers between the @r@\Wself and between the UE and
itself. This entity is responsible for providing IP conrieity to the UE (e.g., address allocation),
Differentiated Services Code Point (DSCP) marking of pe;keaffic filtering using traffic flow

templates and rate enforcement.

e Serving Gateway (S-GW): The S-GW handles the user data placgonality and is involved in
the routing and forwarding of data packets from the EPC t&’H@W via the S5 interface. The S-

8
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GW is connected to the eNB via an S1-U interface which pravigker plane tunneling and inter-
eNB handover (in coordination with the MME). The S-GW alsofgens mobility anchoring for
intra-3GPP mobility; unlike with a P-GW, a UE is associatedhly one S-GW at any point in

time.

e Mobility Management Entity (MME): The MME is a control plamede in the EPC that handles
mobility related signaling functionality. Specificallhg MME tracks and maintains the current
location of UEs allowing the MME to easily page a mobile nodiee MME is also responsible
for managing UE identities and controls security both betwée UE and the eNB (Access
Stratum (AS) security) and between UE and MME (Non-Accesat@h (NAS) security). Itis
also responsible for handling mobility related signalimgvireen UE and MME (NAS signaling).

e eNB: This functional entity is part of the E-UTRAN and terrafas the radio interface from the
UE (the Uu interface) on the mobile network side. It includcedio bearer control, radio admission
control and scheduling and radio resource allocation fain bwe uplink and downlink. The eNB
is also responsible for the transfer of paging messagesttis and header compression and
encryption of the user data. eNBs are interconnected by thandérface and connected to the

MME and the S-GW by the S1-MME and the S1-U interface, respsigt

e Home eNB (HeNB): A HeNB is a customer-premises equipmerttdbanects a 3GPP UE over
the E-UTRAN wireless air interface (Uu interface) and to aerator network using a broadband
IP backhaul. Similar to the eNBs, radio resource manageisetiie main functionality of a

HeNB.

e User Equipment (UE): A UE is a device that connects to a cedl BfeNB over the E-UTRAN

wireless air interface (Uu interface).

The EPS Architecture defines a wide variety of interfaceseXpianation of the more relevant interfaces

regarding our work in the field follows:

e S1: The S1 interface is typically further distinguished tsyuser plane part (S1-U) and control
plane part (S1-MME). This interface communicates the MMEM/P-GW and the base stations

(i.e., HeNBs/SCs and eNBs/macrocells).

e S5: This interface connects the S-GW and the P-GW in the daseneroaming 3GPP access. To
this aim, it uses the GPRS Tunneling protocol (GTP) protoatiere GPRS stands for General

Packet Radio Service.
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e X2: The X2 interface logically connects eNBs with eNBs and\iBs with HeNBs. It is a point-
to-point interface that supports seamless mobility, |@amdi interference management as defined

in LTE Rel-10.

e Uu: The Uu interface connects the UE with the E-UTRAN overahie

It is important to note that these interfaces first of all désca communication relationship between
functional entities. The details of the protocols used fis tommunication are described in the stan-

dards for existing interfaces and later on in this documenéktended interfaces.

2.2 The Mobile Backhaul

The mobile backhaul serves as the transport medium for alenBlaidio Access Network (RAN) and
connects the cells to the core network (Evolved Packet Coks)Figure[ 2.1 shows, at a high-level,
a mobile network is composed of three domaling [17], hambd,access, aggregation, and core. The
access domain carries traffic generated by the base stéti@saccess gateway. Given the size that
a dense base station deployment can have, the access demaires of a high number of backhaul
connections between base station sites and the accessagatewfter the access domain, traffic is
aggregated on the aggregation domain, which requires hitgiia rates than those of the access domain.
The aggregation domain, which is composed of high capaeitjcds, connects the access domain with
the core domain. The number of backhaul links in the aggi@yatomain decreases but the capacity
per link increases, compared to the access domain. Thisidmmald be a MPLS network. For the case
of LTE network, the core domain connects controllers amdegnt and with the mobile core network
entities (i.e., Packet Data Network GateWay in EPC). In gan¢his domain is an MPLS network.
The Evolved Packet Core (EPC) can be composed by the (RNGJiim3Serving GateWay/Mobility
Management Entity (S-GW, MME) in LTE. In the core domain, #iteiation is the opposite to the one
exhibited by the access domain. Link and transport capacitie high, whereas the number of links is

rather low.

As showed in FigurE 21, the mobile backhaul entails two domaamely, the access and the aggrega-
tion domain. Following the 3GPP terminology, notice that thobile backhaul is part of the Transport
Network Layer (TNL), which is in charge of carrying the mabillata traffic and the procedures de-
fined by 3GPP, referred to as the Mobile Network Layer (MNL)tA the architecture depicted in
Figure[2.1, our emphasis is in the mobile backhaul. In palaic we focus on dense SC deployments as

access domain of the mobile backhaul.

10
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2.2.1 Requirements of the Mobile Backhaul

There is a long list of requirements for transport networktég as backhaul of cellular networks in gen-
eral, and more specifically, of SCs deployments [18], suckyashronization, resiliency, availability,

Quality of Service (QoS) and security. In particular, riesity and availability, which define the ser-
vice continuation characteristics of a network system, thedoerformance of the backhaul are tightly

coupled with the research problem tackled in this thesis.

2.2.1.1 Resiliency

Resiliency refers to the ability of readily recover fromwetk failures. It can be achieved with redun-
dancy and proper control. Control can be in form of protectio restoration. Protected systems have a
priori calculated secondary paths or routes which can beddiately activated in case of a link failure
in a currently active link. Restoration in turn reacts torikIfailure by finding another route after a

convergence period. Thus, protection is a proactive prregdvhile restoration is a reactive procedure.

2.2.1.2 Availability

Availability, understood as lack of network downtime, askid by means of an Operation, Administra-
tion, and Management (OAM) scheme. For core transport tinisher is typically five nines 99.999%
of availability, which allows merely a 5.26-minute downgérper year. With aggregation transport the
number is usually four nines (99.99% availability) reswgtiin 52.56-minute downtime per year. In
capacity-oriented spots where SCs are deployed in macerage areas, availability requirements can
be relaxed from the typical to 99-99.9% (87.6 hours — 8.76hpar year). In case there is some fault,
an Automatic Protection Switching (APS) mechanism can igevast recovery time. Availability in
general is impacted by equipment failure, power outages,aetd in wireless systems further reduced

by weather conditions, temporary blocks, such as buseseasl, {pole sway, and vibration.

2.2.1.3 QoS

Mobile clients should have the same experience whethessitgeover SCs or over macrocells. Thus,
it is crucial for the backhaul to support and provide a basimlfy of Service scheme for the RAN.
The backhaul provides Quality of Service for aggregatditréibws, requiring a handful of assignable

traffic classes. The performance of a transport backhaukref@n to following aspects: throughput,

11
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latency, jitter, packet delivery ratio, connection setapet, connection availability, connection drop rate,
connection interruption times etc. The performance prdidy the mobile backhaul is an important

part in delivering the end-to-end service experience fobitealients.

2.2.1.4 Other Requirements

A list of some relevant requirements for the SC backhauldhabut of the scope of this thesis follows:

e Synchronization: In order for base stations to work progpard with acceptable Quality of Ser-
vice, proper synchronization is needed. Frequency synctation is crucial in the radio interface

to ensure stability of the transmitted radio frequencyiearr

e Security: As with any communication technology, securitain important aspect of mobile net-
work and backhaul design. In the context of mobile netwasksyrity is implemented by dividing
the network into security domains. A security domain is avoek portion controlled by a single
operator generally with a similar security levels througththe domain. Between different secu-
rity domains there can be transit security domains, foriagrtraffic between security domains.
With outdoor SC backhauls, it is generally recognized thet th the easy-to-tamper locations the

SC backhaul is considered to be more exposed to attacks thero istations.

2.3 Mobile Backhaul Design Choices

There is no clear consensus on how to implement the trangptwiork layer of the SC backhaul. New
backhaul transport technologies, and topologies are éntetg ease the cost of deploying the backhaul
and offer high capacity [19]. This section motivates the obwireless mesh as backhaul for dense
SC deployments. First, the section discusses over the hactdansport technology choices (i.e., fiber
vs wireless connectivity) pointing out their advantages eounterparts. Second, it describes the more
appropriate backhaul topologies that suit the requiresnerplained in previous section. And third, it

motivates the use of a mesh topology as a topology choicéaéo8C backhaul.
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2.3. Mobile Backhaul Design Choices

2.3.1 Mobile Backhaul Transport Technologies

2.3.1.1 Wired

Fiber is technologically the best backhaul solution fotutat networks since it can meet the required
capacity, and most mobile operators have a strategic camenitto transition to fiber to backhaul traffic
from cellular networks. If a fiber infrastructure is alreadigployed, it will be used for backhauling.

This is because, in addition to offering the required capathey offer a high level reliability since

with wired backhaul solutions there are no interference loDS/LOS issues. The introduction of dense
deployments of SCs, however, make the transition to fibemaptex task. In the high-density areas
where SCs will be deployed, fiber may be available but vergeasjve to bring to the nearby lampposts

and other non-telecom assets where SCs will mostly be degloy

2.3.1.2 Wireless

Wireless solutions can be either LOS (Line-of-Sight), NLO®n-line-of-Sight). LOS connections
suggest the availability of a direct connection withouttabkes between two wireless nodes, whereas
NLOS admits a certain degree of path obstructions. In anruem&ironment, NLOS links generally
can offer better adaptability to dynamic conditions buthat éxpenses of offering less capacity. NLOS
links are feasible only with carrier frequencies under 6 Gt to the decrease of signal penetration
capabilities. An interesting property of such links is ttiety can adapt to dynamic environments such
as those posed by an outdoor SC deployment. With LOS linlkstbst common LOS frequencies
are in the 6 to 38 GHz band (microwaves) and 60-80 GHz bandirfreiier waves). They offer high

capacity links as long as the link is not obstructed with s&ind of obstacle.

Another consideration in wireless systems is the spectioemding. The frequency bands available
between 6 GHz and around 60 GHz are largely license exempzanaffer low cost backhaul solutions,
however, interference may become a problem. Access WLAMBsUse 2.4, 5 and 60 GHz bands
that might cause interference to backhaul systems on the bamds. Nevertheless, IEEE 802.11 is a
promising candidate as backhaul technology due to its cheaifability. The transition of IEEE 802.11
towards higher frequency bands is evident through suaaegeinerations of 802.11 standards (2.4GHz,
5GHz, and 60GHz). In general, a licensed frequency bandsoffenore manageable and interference-
free solution for the backhaul as well as more guaranteedaiigp Still, this advantage comes with the

higher cost posed by a licensed frequency band.

As a final comment we can state that depending on the contelxth@nnecessities, the solution may
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2.3. Mobile Backhaul Design Choices

be composed by a heterogeneous wireless backhaul deplowitkehOS as well as NLOS links using

licensed and non licensed spectrum than can complemenb#aahtowards an appropriate solution.

2.3.2 Mobile Backhaul Topologies

One way to enhance resiliency is to choose a redundant fpoldiven the cost of deploying multi-
ple dedicated fiber links connecting the sites, the size a&&Haul can attain prevents direct wireless
connection between the SCs and the gateways of the accesénddrhis results in a need of enabling
multihop communications between SCs in order to commumieath the gateways of the access do-
main. Current backhaul topologies deployed satisfyincthguoperties are namely, trees, rings, and

mesh topologies.

The connection of SCs via trees or rings may be an appropuiags it is sufficient that only one of the
SCsis connected to the gateway and further connectivityaotr the gateway comes provided among the
connection between the SCs. However, this is not usuallgdke. There might be cases where specific
SCs cannot be directly connected to the gateway via a sinigidess link because of physical obstruc-
tions, but can be reached via another SC. Under these citanoes, a redundant topology is necessary
to provide alternative paths to reach the gateway. Treesir@able to offer redundancy, whereas ring
topologies can provide a basic level of redundancy withoytaadditional link. However, when there are
link failures capacity in ring topologies is not preservedramesh topologies. Thus, mesh topologies
show a higher level of availability compared to ring topaésg given that mesh topologies offer several

levels of redundancy.

Another aspect of importance when choosing a wireless lzatkbpology for SC deployments is the
level of traffic demand fluctuations. With large and unexpédraffic demand fluctuations, the only
solution in tree and ring topologies is to add higher cagdaiks. In turn, as the increase of traffic
demands can happen anywhere in the network, all the linkeimétwork would potentially require the
addition of higher capacity links. On the other hand, medwtdtions allow traffic to be load balanced

over the topology to mitigate congestion, or using altévegbaths while suffering from link failures.

2.3.3 A Wireless Mesh Backhaul for Dense Deployments of Sni&lells

From the wide variety of technologies showed in sectionI?.B.is clear that an approach to reduce
costs is to equip SCs with an additional wireless interfasteiad of laying fiber to every SC. Regarding

the potential wireless backhaul topology used (see2.3.pdtential topology choices), note that this
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Figure 2.2: A Wireless Mesh Bachaul for SCs

wireless interface can be used to create a wireless meshdndakmongst SCs. A wireless mesh back-
haul topology offers several advantages. In particulash sutopology can potentially satisfy the aimed
requirements by NGMN, which are described in sedfion 2.2.irklass mesh backhaul offers inherent
availability and resiliency features. Not only this, bualiso offers remarkable traffic management capa-
bilities due to its inherent multipath diversity, as notad19]. With a proper transport policy rolled out
on top of this topology, several paths can be exploited astangy pair of endpoints. Thus, the resulting
all-wireless SC deployment yields improvements in termsast, coverage, ease of deployment, and
capacity. They further represent a good choice under dynéindoor or outdoor) environments, since

NLOS wireless links admit a certain dynamicity due to theimmmental conditions.

Figure[2.2 illustrates the type of network scenario thatltsgrom the selection of a wireless mesh net-
work amongst SCs as access domain for massive deployme8tSnfWe also represent the different
backhaul traffic patterns that can occur in such a networkaste Scenario 1 entailing the communi-
cation pattern entailing a UE and a Correspondent Node (@Nigh is a host external to the Mobile

Network. Scenario 2 and 3 refer to the communication entitivo UEs attached to SCs belonging to
the wireless mesh backhaul. The difference between thessdenarios follows. Whereas scenario 2
explicitly indicates the intervention of the EPC to direetftic between both UEs (i.e., through the use
of the S1 interface), in scenario 3 we consider that both Wkklcestablish communication without the

intervention of the EPC through an interface that supparté sommunication pattern.
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Chapter 3

Transport Schemes for the Mobile

Backhaul

Routing data traffic throughout a mobile network involves twain building blocks, namely routing in
the Mobile Network Layer (MNL), and in the Transport Netwdr&yer (TNL). The former is out of
the scope of this dissertation. Among other 3GPP procedtiredvINL is in charge of determining the
endpoints of the GTP tunnels that carry the data for eacleb@aall the relevant nodes. This may be
understood as a high-level routing, which we will denote &P @outing. Sectiof 311 provides a brief

description of routing in the MNL.

As for the later, the focus of this thesis, the routing problesfers to the required strategies needed
to carry packets throughout the mobile backhaul GTP endgpowhich are determined by the MNL.
Sectior 3.2 identifies the main TNL schemes that could bsttitthe wireless mesh backhaul topology
proposed in the previous chapter. Besides, in se€tidn 3ravide a discussion of the main limita-
tions faced by the transport schemes usually deployed byil&bletwork Operators (MNO) that could

exploit a wireless mesh network.
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3.1. Routing in the Mobile Network Layer

3.1 Routing in the Mobile Network Layer

The Mobile Network Layer (MNL) encompasses the Core Netw@iK) and the Radio Access Network
(RAN), hence including the macro and small cell (SC) suliesys Among a wide variety of 3GPP
procedures, one of the roles of the MNL is to determine thgeimtis of the GTP tunnels that carry the
data for each bearer in all the relevant nodes. This may berstmbd as a high-level routing, which we

will denote as GTP routing.

In order to carry traffic to/from the core network to/from tH&, one relevant task is the establishment
of S1 and S5 bearers. During bearer establishment, tundpbaris (i.e., HeNB and S-GW) have been
determined using standard 3GPP procedures. For the Sfagdethese procedures involve the S-GW
and the HeNBs. For the S5 interface the S-GW and the P-GW.ndisguthat GTP is used in the S5
interface, two GTP tunnels with their corresponding endygoare set up, namely one from the HeNB to
the S-GW, and one from the S-GW to the P-GW. After applyingtaffic flow template to the incoming
packet, the GTP tunnel to the S-GW is determined. Once ttie¥&-GW performs GTP routing in order
to send the incoming packet through the appropriate ougg@GinP tunnel. The other end of the tunnel
is a HeNB. The S-GW functionality performs GTP routing, sattthhe packet reaches the HeNB.

3.2 Routing in the Transport Network Layer

As for the underlying transport network layer (TNL), as farthe mobile backhaul is concerned, it
comes into play in the path between the S-GW and the HeNBs.3G#P EPS architecture defines
a MNL that is designed to be more or less independent of afgpeeickhaul technology, apart from

imposing certain requirements on its functionality andqrenance. It is also the case of the small cell
backhaul. The architecture of the underlying transporedayas thus long considered out of scope of

3GPP.

The TNL is in charge of routing the packets between the emdpaietermined by the MNL. The TNL
determines the actual path that data packets have to folomeach the destination endpoint. These
paths traverse transport network nodes, such as routensitohas. Although the procedures handled at
the TNL by these nodes are not specified by 3GPP, they are kepaents for an efficient operation

of the mobile network. We refer to these procedures as loet®uting.

Previous chapter stressed the advantages of a wirelessnawgbrk as mobile backhaul. One of the

characteristics of mesh topologies is the availability oftiple paths to any destination. In what follows,
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3.2. Routing in the Transport Network Layer

we provide a summary of the main features of commonly depldiL schemes that could suit a

wireless mesh backhaul given their characteristics. Nwattethese schemes are not restricted to routing.

3.2.1 Transport Schemes that exploit multiple paths

The previous section motivated on the one hand the potaritthle wireless backhaul technology over
the wired backhaul in terms of cost; on the other hand, thefiaeanesh as preferred topology due to its
redundancy and potential adaption to traffic dynamicityisTection describes the currently available

transport protocols that can be considered for wirelessrhaskhaul scenarios.

3.2.1.1 Multiprotocol Label Switching Transport Profile

The ITU-T and IETF are currently working on a Transport Peofor MPLS (MPLS-TP)[[20]. That
is, the necessary and sufficient subset of MPLS functideslithat make it become a carrier-grade
packet transport network plus some additional functidiealirequired for the transport access backhaul.
Upgrading MPLS seemed the natural choice for the transitiolegacy backhauls based on TDM to
packet based backhauls given its efficient and connectiemted way of handling packet services. In
this direction, additional functionalities were added t®M5-TP schemes, mainly revolving around
Operation Administration, and Maintenance (OAM), and suaility (i.e., the capacity of the network

to recover from failures):

e MPLS-TP OAM procedures: MPLS-TP provides mechanisms tpatijn-band OAM functions,
such as continuity check, connectivity verification, lossasurement, delay measurement, remote
defect indication and alarm indication signal. Like legé@nsport networks, these mechanisms

allows for fault localization, performance monitoringnrete indications and alarm suppression.

e MPLS-TP protection switching and restoration: An operaygpically provisions the primary and
backup Label Switch Paths (LSPs) of an MPLS-TP connectiatically. The role of OAM proto-
cols is to monitor the status of primary and backup LSPs atettithe presence of faults. Usually,
OAM protocols run at both ends of the MPLS-TP connection. tJjass of connectivity or fault
detection, both ends of the MPLS-TP connection switchovehé backup LSP (independently
or coordinated by a per-hop-behavior scheduling classhpaddectional traffic is exchanged on
the backup LSP as soon as the switchover is complete. Ta dltigi the OAM messages need
to be transmitted at a high rate (e.g., 3.3ms) to ensureadailatection within 10-15 ms and path

switchover within 50 ms. Regarding the level of resourcestisl to path recovery, MPLS-TP
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3.2. Routing in the Transport Network Layer

defines several levels of protection. Dedicated proteatiserves a whole transport path for the
recovery. This is referred to as 1:1 protection. Sharedeptimn maintains a backup path for

several entities. This is referred to as 1:N protection.

3.2.1.2 ERPS

Ethernet Ring Protection Switching (ERPS) defined in ITU-@cBnmendation G.8032 [21], provides
a means of achieving carrier network requirements for rarg6llection of rings) network topologies.
ERPS can be an alternative to Spanning Tree Protocol (STE® #is main focus lies on techniques
for loop avoidance for rings. Although it is specifically gg we find appropriate to include it in this

classification given that somewhat similar of flavour may pprapriate for a wireless mesh network.

3.2.1.3 Shortest Path Bridging

Shortest Path Bridging (SPB) is specified as an amendmeriiB& B802.1Q[[22] standard. Among
other characteristics [23], one of the main propertiesciatitig the convenience of SPB in a wireless
mesh backhaul is the use of multiple equal cost paths. Thefuskortest paths allows for inherent
simplification and improvement in the utilization of a mestwork, because all paths may be used, and
none need to be blocked for loop prevention. It is possiblgeteven greater utilization of resources by
allowing the simultaneous use of multiple equal cost sisbgaths. SPB allows for 16 relatively diverse
tunable shortest paths between any pair of nodes. This isv&thby manipulation of tie breaking
between multiple equal cost shortest paths. A more intilidoad balancing based on link utilization

has been proposed in [24].

3.2.1.4 Transparent Interconnect of Lots of Links

TRILL(TRansparent Interconnect of Lots of Links) is a L2 ting protocol similar to SPB that operates
within one IEEE 802.1-compliant Ethernet. RFC 6325 [25]c#jies the base TRILL protocol. TRILL
is a link-state based routing protocol in the sense that eade floods the network with the state of
its links. It uses IS-IS (Intermediate System to Intermedi@ystem) routing to distribute link state
information and calculate shortest paths through the mtwbRILL's main focus is (highly) meshed

topologies, due to its multipath capabilities, allowinguariimited number of equal cost paths.
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3.2. Routing in the Transport Network Layer

3.2.1.5 Complementary Approaches

Equal Cost Multi Path: Both SPB and TRILL can use Equal Costtipath Routing (ECMP), a tech-
nique described in RFC 2991 [26], which combined with the theosnmon routing protocols such as
OSPF[[27] or 1S-IS[[2B] allows the splitting of a traffic flow several different paths. Each of these
paths has the same cost from the routing protocol point @f\teus, there is no higher or lower priority
path when splitting the traffic between different routedl. p&iths are indifferently used as they cost the
same. As a result of this splitting, the traffic flow is not affed by any additional delay, as there is no
latency associated. Typically, a hash of IP header infaomahodulo the number of next-hops is used
to select the next hop among the possible alternatives. uBecthe traffic flow is spread through the
network, the available bandwidth per link is higher. A fastdigh level degree of protection against
link failures is assured by the already existing altermatraths. On the other side, it becomes more

complex for the operator to keep control of the traffic andphgsical route a given packet is following.

3.2.1.6 Link Aggregation

Link aggregation is a technology that allows bonding migtiparallel links into a single virtual link.
It assists Spanning Tree Protocol (STP) with parallel libkgg replaced by a single link, since STP

detects no loops and all the physical links can be fully zgit.

e Link Aggregation Control Protocol (LACP): Link AggregaticControl Protocol is a protocol that
provides redundancy at the link layer. LACP is the protonaharge of creating Link Aggregation
Groups (LAGs). LACP provides a method to bundle several ighl/interfaces from a network
entity into one logical interface with the consequent cépaacrease. The group of bundled

physical interfaces forms a LAG.

e Multi-Chassis/Multi-System Link Aggregation Group (M-IG: This link aggregation introduces
the concept of bundling links of two different physical ciagather than bundling interfaces from

the same physical chassis.
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Distributed

)

rk

Protocol Layer or Standardization Mesh Applicability Comments
Link-level
MPLS-TP 2.5 Distributed | IETFand ITU-T working jointly to-| Resiliency Connection oriented. Path reestablishment
wards single standard required after link failure. Various option|
may be used in control plane (e.g., no ca
trol plane, LDP, RSVP-TE).

ERPS 2 Distributed | ITU-T Recommendation N/A Control signaling flooding network to
block failed link.

TRILL 2 Distributed | IETF Resiliency Link state, i.e., each node floods netwa
with state of its links Need for path reestab-
lishment in case of failures.

SPB 2 Distributed | IEEE 802.1aq Resiliency and capacity increaselink state, i.e., each node floods netwqg

through ECMP with state of its links. Need for path
reestablishment in case of failures.

LAG/LACP | 2 Link-level IEEE 802.1ax Link level redundancy and link Not a routing or forwarding protocol, but

level capacity increase a link aggregation protocol, i.e., it aggre
gates the capacity of multiple links. LACP
is the control protocol used to create LAGS.

M-LAG 2 Link-level Vendor Specific Link level redundancy and link 802.1ax only provides link redundand

level capacity increase

M-LAG is the extension to also provid
node redundancy through the aggregat|
of ports in multiple chassis. It needs &
additional protocol inside the cluster (

switches to create the single logical LAG.

Table 3.1: Transport Schemes exploiting multiple paths.
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3.3. Limitations of Current Transport Schemes

3.3 Limitations of Current Transport Schemes

The TNL routing schemes discussed above (MPLS-TP, SPB, BiidL) represent the closest choices
currently available when rolling out a wireless mesh backh@he preferred choice seems the use of a
single MPLS domain comprising the aggregation and accdsgries [17]. Although the trend could
be to move Multi Protocol Label Switching Traffic Profile (MBLTP) towards the edge to make it reach
the access domain, we identify several problems that makeSVIFP unsuitable for a dense deployment

of SCs using a wireless mesh backhaul as transport network.

These TNL schemes were not designed for a dynamic and hetexogs environment as we move
towards the edge of the network due to the lower reliabilitthe equipment, the increasing density of
wireless links, and the increase of traffic demands. Thiepasseries of challenges that mainly derive
from the two main design assumptions of state-of-the-ait $&hemes: a high level of reliability and a

low level of dynamicity.

Current TNL schemes on top of a highly dynamic and unreaiabfeless mesh backhaul can dramat-
ically increase the frequency of recovery procedures.t,Rinese TNL schemes follow a connection-
oriented approach, which was also a distinguishing featfi@rcuit switched networks. In this case,
dynamicity is handled by means of recovery schemes, whighine sending a substantial amount of
OAM and control plane traffic for maintenance and restoratibpaths, which consume scarce wireless
resources, hence reducing the capacity left for the datepla turn, this means that the path must be
reestablished by Automated Protection Switching (APS¢g@dares before resuming regular operation,
and so, recovery times are in the order of path reestablishtimes. Second, state-of-the-art schemes
also assume that the underlying network is mostly reliatitee they were initially conceived for wired
mostly static core network environments, and hence, systm designed to handle failures as rare
exceptions. This may be true for wired networks with certeal redundant equipment, but it is less
true for cheap equipment deployed in lampposts with wiselesckhaul feeds. Procedures to handle
such exceptions include continuity check and verificatmrgutomated protection switching. Although
such schemes are continuously being improved to make theamimore lightweight and provide the
required recovery times (e.g., MPLS-TP bidirectional farding detection), they still consume a slice

of the available network resources.

As a consequence, the challenge is to design schemes thaegiep beyond in handling the dynam-
icity and unreliability introduced by wireless mesh baaklsa In the same way, 3GPP is working on
Self-Organized Networks (SON) at the mobile network layae tb the increasing dynamicity, hetero-

geneity, and complexity of networks. A wireless mesh baoklbating as transport network requires
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3.3. Limitations of Current Transport Schemes

an equivalent effort for handling such dynamicity. Firke reaction times required go in the direction
of putting more intelligence at the nodes, hence enablitly fistributed forwarding decisions taken
locally with the least possible coordination with other asdf the network. Second, in massive de-
ployments, and given their lower reliability, a piece of gument should not be treated as singular any
more, but as part of a global pool of resources that can falfitrtain forwarding functionality. In these
deployments, what matters is node density, since plansidifficult. Therefore, if one node cannot do
the job, the other in the pool with equivalent charactersstill. Finally, schemes should be put in place
to allow packet-level reaction times (as opposed to patbHenes). In this sense, the goal is to design

a new control plane able to fulfill the above challenges.

3.3.1 The Necessity of L3 Routing

Given the aforementioned context, it is clear that a L3 baakbolution eases the management of all the
dynamicity and low reliability levels posed by a semi-pladrwireless mesh network acting as mobile
backhaul. Despite a L2 backhaul solution can save somegsimgecosts given the reduced complexity
of the backhaul network, a L3 solution can offer a higher degyf flexibility to adapt to new traffic
demands, scalability, and reliability. Given the lack of TRL schemes that could fully suit a wireless
mesh backhaul of the sort described above, we believe thablidhg solutions specifically designed
for wireless mesh networks, which come from the wirelesa datworking literature, can be a source

of inspiration to design a L3 routing solution for the wirgdanesh mobile backhaul.
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Chapter 4

Related Work on Routing for the Wireless

Mesh Backhaul

Chapter B described routing techniques used for Mobile Nty This chapter explores alternative
routing schemes that go beyond the cellular context, wighgibal of finding novel routing techniques
that can be applied to wireless mesh backhauls deploymentsdense network of small cells (SCs).
Here, the reader can find an overview of routing schemes thdd suit the wireless mesh backhaul
scenario introduced in chapter 2. Thus, it is needed to staled if these routing protocols with its
associated novel techniques can suit the requirements ab#erbackhaul (see chapier 2 for a list of
mobile network operator requirements) to act as transgaitvark layer in a context of dense deploy-

ments of small cells (SCs), or at least inspire the designrofiang protocol for such an environment.

As will be shown throughout the following sections, the badyelated work of routing applicable to
wireless mesh backhauls is very broad. In particular, 8effil focuses on protocols that exploit the
characteristics of wireless mesh networks (WMN), such d&\Wased WMNSs, which usually have data
networking foundations . This family of routing protocolashbeen widely accepted as the philosophy

to follow when designing a routing protocol for wireless imésckhauls.
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4.1. Routing protocols designed for the Wireless Mesh Baclul

In section$ 4.2 arld 4.3, respectively, we lay our focus omigitag an overview of two particular routing
techniques that were designed for wireless networks (WMMNkad-hoc wireless networks). These
techniques include two orthogonal and desirable progeftiethe target routing protocol. In particular,
Section 4.P focuses on stateless routing strategies, adheection 413 lays its focus on backpressure
routing protocols, which theoretically promise throughpptimality [29]. The contributions of this

chapter have been partially published[in [3].

4.1 Routing protocols designed for the Wireless Mesh Backhg

In general, the goal of an Mobile Network Operator (MNO) gbegond achieving connectivity be-
tween any pair of nodes (i.e., obtaining a 100% of packeveésliratio). This is also the case of a
wireless mesh network acting as backhaul. The focus shita Eonnectivity to more demanding net-
work performance metrics, such as throughput and latenbg rduting protocol plays a key role on
attaining such a goal. In general, the backhaul requireatisfg network performance metrics starting
from high throughput and going towards low latency, lowejitiow energy consumption, fairness, and
even providing service guarantees while assuring scajabilhus, the reader should note that wireless
routing protocols not tackling at least one of such netwosktrios are out of the scope of the routing

protocols described in this section.

There is a vast research work in the literature applicableuting for wireless mesh backhauls. From
all this research work, we have identified those routingagias exploiting any mesh backhaul property,
and presenting a practical implementation suitable to teast explored by a wireless mesh backhaul
provider. For instance, some characteristics of wirelessh@as with respect to other wireless networks
is the lack of mobility of infrastructure nodes or the reatian of a non-power constrained environment
that can maximize the lifetime of the network. A routing jtl for wireless mesh backhauls that

tackles network performance metrics such as throughputaedcy is challenging, and often the re-

search community can not go farther than conducting a thiealstudy. In this taxonomy, we focus on

practical routing strategies that rely on either some nmattiial basis or heuristics. Therefore, for any
of the schemes under consideration in this section the n@sstudy must have associated a practical

distributed implementation.

Subsectiof 4,111 provides the taxonomy of these implerbntauting protocols specifically designed
for wireless mesh networks. In addition, the routing protsgresented in this section merely include
those protocols that have been fully implemented in a disteid way in a real testbed or in a network

simulator. Subsectidn 4.1.2 decomposes the routing aathie into building blocks. Subsection 4]1.3
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4.1. Routing protocols designed for the Wireless Mesh Bacldul

summarizes and qualitatively compares the most relevamtirfes of each the of routing protocols de-
scribed in subsection 4.1.1. Subsecfion 4.1.4 identifiem apsearch issues for each of the identified
routing building blocks in subsection 4.1..2.

4.1.1 Taxonomy

The taxonomy is presented in Figlire]4.1 and developed thoighis section. Specifically, we intro-
duce two main routing categories and several related stdga@aes. In particular, we include a set of
routing protocols based on how the used routing strategpphe specific characteristics of the mesh
backhaul. The set of mesh backhaul characteristics is, gmibrers, the availability of multiples radios
and channels, the shared medium nature that often comes aitimwireless radios, and the type of
antenna used in each of the radios. These characteristisiiee the design of the routing strategies

included in this taxonomy.

As a result of the analysis of the literature, we have classifouting protocols that exploit WMN-
specific characteristics and are oriented to maximize tirput gains into two main approaches. The
first one relies on the joint use of multiple radios and midtichannels. This approach may be further
subdivided based on the type of antennas employed, namettidinal or omnidirectional. Routing pro-
tocols using omnidirectional antennas have been furtlessdled as coupled or decoupled, depending
on how tight is the relationship and dependencies betwagingpand channel assignment. The second
one is based on exploiting the broadcast nature of the wsaleedium. In this approach, the subset
of proposals referred to as opportunistic routing have &ssified into two subgroups that differ in
the relationship between the routing protocol, and thectiele of the wireless link rate. In single-rate
approaches, the routing protocol does not select the litg vehilst it does in multi-rate approaches.
Furthermore, there is another subset of proposals thaeafsloits the additional CPU and storage ca-
pabilities a node provides by using one of the two identifietimork coding strategies: intra-flow or

inter-flow network coding. In what follows we will review tredorementioned strategies.

4.1.1.1 Exploiting Multiple Interfaces and Channels: Multi-Radio Multi-Channel Routing

The coordinated use of multiple radios and multiple champel node may improve throughput in mesh
backhauls. With an intelligent channel assignment scheagkns can also work at the same frequency
band, but tuned to orthogonal channels. The 802.11a, 80/2,1dnd 802.16 standards provide multiple
frequency channels, which may provide an efficient use oftlaglable spectrum when appropriately

configured to orthogonal channels. As a result, throughpepected to substantially increase, which is
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Figure 4.1: Taxonomy of Routing Protocols that exploit Wiss Mesh Backhaul properties.

mainly due to the feasibility of transmissions occurringarallel in multi-radio nodes and minimization
of interference. This is not feasible in a single radio notleerefore, routing protocols should ideally
work in cooperation with a channel assignment scheme. Otieahain goals of a channel assignment
strategy is the minimization of interference. On the ottard) the routing protocol determines the paths
followed by data packets, and hence the traffic load digicbu In turn, the traffic load distribution
determines the interference. Thus, a channel assignmategst that cooperates with a routing protocol

may provide substantial throughput gains.

A static and non-power constrained wireless mesh backHBars@an ideal architecture for multi-radio
multi-channel routing. First, the non-power constrainegsimbackhaul allows adding multiple radio
technologies per node. Second, when appropriately coefigiar orthogonal channels, the addition of
radio technologies working even in the same frequency b&nd longer an issue. And third, endowing
with multiple wireless radios a node is economically felsilue to the availability of cheap off-the-

shelf commodity hardware.

After a careful review of the literature, one may observe rceptual difference between multi-radio

multi-channel routing schemes that use omnidirectiontdraras and those using directional antennas.
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1 Multi-Channel Routing with Omnidirectional Antennas
This is the most common approach in the literature. Firshidirectional antennas are cheaper.
Second, due to their radiation pattern, in dense topologfiey may potentially offer increased
successful reception probabilities, due to the number tddi@l receivers in transmission range.
However, for the same reason, dealing with omnidirecti@maénnas can also lead to increased
contention issues without proper medium access coordimatn turn, we have subdivided this
group of routing proposals into those coupled and thoseugsed with the channel assignment
scheme. By routing coupled with channel assignment, we tefproposals in which there is a
tight relationship between routing and channel assignmienvther words, the routing protocol
could determine the channel assignment strategy. On tlee lo#imd, with decoupled schemes the
routing solution assumes that an independent multi-cHaagséggnment strategy a priori precom-

puted is used.

e Decoupled Channel Assignment and Routing (Class A): Indase, the routing protocol is
agnostic to the channel assignment strategy. In order wupuwhroughput improvements,
one simple channel assignment strategy independent obthieg protocol is to configure
each radio in a node to different non-interfering channetgs assumption is made in Multi-
Radio Link Quality Source Routing (MR-LQSR) [30] and MuRiadio Ad-hoc On-Demand
Distance Vector (MR-AODV)[[31]. Multiple radios are used itcrease the number of
candidate paths, hence offering more paths with poteptiadire throughput. They are based
on giving higher preference to the more channel diverse. gaiiing higher preference to
the more channel diverse path may result in a decrease obtitertion level between data
packets belonging to the same flow traversing a certain gdtireover, in [32] and[[31],

addressing the interference from other flows also becomeaaem.

e Coupled Channel Assignment and Routing (Class B): Here efe to those routing pro-
tocols that determine the dynamics of the channel assignstettegy. In[[33], Raniwala et
al. present a routing protocol tightly coupled with a dynarcihannel assignment scheme.
At a routing level, nodes build a tree-based topology. Teresrooted at each gateway of
the mesh backhaul. All the nodes periodically compute aimgunetric aimed at joining
the less congested tree. The routing metrics evaluatedhareop count to the gateway, the
gateway link capacity, and the gateway path capacity. As\aamuence, nodes may period-
ically switch between multiple trees, hence providing |@atncing among the gateways.
On the other hand, and concerning the channel assignmateggstr each node periodically

exchanges its channel load within its interference ranghan@el usage is estimated by
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using the number of interfering nodes and the aggregatéfit ttead contributed by each
node. Then, a node selects the less loaded channel not ttyir@ssigned to a node in a
higher hierarchy level in a routing tree. It is assumed theftit load grows as a node is
higher in the tree hierarchy. Therefore, when assigningeéls, a high level node has pri-
ority over low level nodes. As the routing protocol dictaties traffic load distribution and
traffic load dynamically changes the channel assignmeatesly, the dynamic load-aware
channel assignment scheme turns out to be driven by thengopitotocol. Furthermore, the
tree hierarchy imposed by the routing protocol constrdieschannel assignment scheme by
determining the channel assignment priorities of nodes.

Reference [34] presents a Topology and Interference awaaari@l assignment architecture
(TIC), which describes a hybrid channel assignment tectmidhe scheme works in coop-
eration with a routing protocol based on the Weighted CutiveldExpected Transmission
Time (WCETT) [30] metric, and the Dijkstra algorithm for nmimum path cost computation.
It is assumed that each node has one radio tuned to the sameetirathe same physical
layer technology. Furthermore, all these radios have augnénd static channel assigned.
The rest of the wireless radios are dynamically assignedis$mn a channel to each radio,
each node builds a conflict graph in order to assign orthdgtvamnels. A conflict graph is
used to represent interference between wireless linksni@assignment and route qual-
ity evaluation is done in parallel by combining the use ofkBlifa with the conflict graph.
For a source node, each non-interfering channel not préseht conflict graph is used
to compute the minimum cost next-hop using WCETT. From algbssible channels and
neighbor nodes, those which minimize the routing cost acseh. Once the next-hop and
channel are determined, the Dijkstra search advances gnéohbe intended destination
and computes the minimum cost and channel, and so on. Ther&ichis particular case,
the channel assignment strategy is determined by the gpptistocol.

Additionally, when a node changes the channel of one of d#osa data traffic transmit-
ted through this channel switches to the common radio mtetf Therefore, the common
channel network is used as default network for routing flowsl @hannel assignment in
other channels ends. In this sense, the channel assignoterhs also influences routing
operation.

ROMA [35] is a joint distributed channel assignment andirguscheme. The gateway is the
network entity in charge of performing channel assignmeasth on feedback gathered from
the network. The goal of such scheme is to mitigate intré&-paid inter-path interference.

Based on a modified version of Expected Transmission CoGh{f3=TX), ROMA includes
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a routing metric that takes into account link delivery ratibannel fluctuations and external

interference.

2 Multi-Channel Routing with Directional Antennas (Class C)

Directional antennas may significantly simplify the rogtiprotocol. A wireless link composed
of two directional antennas is similar in concept to a wirigdk.l In a wired link, there is no
interference and it may potentially offer long transmissianges. A wireless link composed of
directional antennas, especially when there are not maajable channels, may offer spatial
separation to handle contention. Therefore, interferdsateveen antennas may be minimized,
or totally suppressed. Moreover, directional antennasr dffcreased transmission range, hence
potentially decreasing the number of hops to reach therdd&th nodes. In turn, this decreases
the number of medium access contentions. However, the pridad deployment of directional
antennas poses several challenges. On the one hand, doédiyrateerable directional antennas
are expensive. On the other hand, if they are not steerdi#edlitection to which the antenna
points must be changed manually, which may also be costlyt tldsl problem is smaller in
mesh backhauls, as they have a static mesh backhaul backBdrmedes and their associated
antennas are fixed; hence cheap directional antennas maycdted by pointing to a known
predefined neighbor. Routing and channel assignment wihgchlirectional antennas has been
addressed in Directional Optimized Link State Routing (CBR) [37]. The mesh backhaul is
composed of a tree rooted at the gateway. A radio with an dneciibnal antenna, configured to
the same channel in every node in the network, is used toctaibatrol information. The control
information is used to decide which node could be the paretitd tree of the node. Information
gathered from the omnidirectional antenna is used to seieamnore suitable directional parent.
Thus, the directional antennas are used only for data packetmission. They also evaluate
different channel assignment strategies, decoupled fl@rauting protocol, which is similar
to the approaches in_[30-32]. Referencel [38] studies thdnpaskhaul routing problem when
directional and omnidirectional antennas coexist. EséntDynamic Source Routing (DSR)
computation is used with a modified version of the Expectamh3mission Count (ETX) [39]
metric. When a node does not have a route to the intendedhdtisti, it floods the network by
sending control packets that carry the accumulated ETXevalthe ETX computation method
is modified so that it not only discover neighbors in the orireittional range, but also in the
directional range. Basically, different values of transsion power covering omnidirectional and

directional ranges are tested.
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4.1.1.2 Exploiting the Broadcast Medium: Opportunistic Rauting

Opportunistic routing is based on the following principlehen a node wants to transmit a data packet,
instead of transmitting it in unicast mode (i.e., to a singéxt-hop), it directly broadcasts the data
packet. The broadcast transmission (common in 802.11esgsdkbchnology) permits the senders to not
necessarily know which node is the next-hop. Afterwardsrtuting protocol decides on-the-fly which
of the potential receivers of the broadcast packet may fahilze data packet, and thus become the
next-hop. The potential receivers of the packets need t& imax coordinated way in order to minimize
forwarding of duplicated packets. In turn, the forwardiriglata packets is also done in broadcast mode.
The coordination process entails the need for specific dppigtic routing metrics and mechanisms to
decide the best receivers. Therefore, in opportunistitimguthe next-hop is known after data packet
transmission, which is contrary to classical unicast rautpproaches. In classical unicast routing
approaches, the next-hop is known before the data packetwsifded. Wireless mesh backhauls are a
suitable candidate for incorporating the opportunistiatimy philosophy. This is because with a dense
and static point-to-multipoint wireless mesh backhaug, tiamber of potential receivers of a broadcast

packet increases. Thus, opportunistic routing may prokatiestness in the transmission.

Specifically, we will focus on opportunistic routing protds that effectively increase throughput mea-
sured at the destination node. The static wireless meshhbhatbffers inherent path diversity. Path
diversity is provided due to the existence of a rich mesh ltgpothat also offers point-to-multipoint
links with WiFi technology. Thus, opportunistic routinggtocols can exploit the point-to-multipoint
transmissions a wireless mesh backhaul provides in ordaatdmize throughput gains. Opportunistic
routing tackles a known problem in wireless mesh backhaalisiely short-term path quality variations.
An issue in wireless mesh backhauls is to guarantee higlighput paths due to the high variability
of the link quality. In general, classical routing protagake not able to update link costs (and thus not
able to update path costs) at the fine time scale wireless/éiritions occur. They usually recompute
wireless link costs at the scale of various seconds. Faariest the unicast ETX metric is recomputed

every 10 seconds in [39]. Path recalculation is done at am evarser time scale.

In opportunistic routing, each packet may potentiallydalla different path. Each data packet takes a
single path but none of the successive packets are forcaaldavfthis path. There are some possible
candidate paths but none of them is chosen a priori. In faetpath is chosen on-the-fly depending on
the current, usually point-to-multipoint, link status. riermore, as transmission is done in a broad-
cast manner, the transmission rate is significantly imptovEhis is because in 802.11, for each data

packet transmitted, there is the exponential backoff dedl@ghanism. For unicast transmissions, this
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may lead to excessive delays when handling retransmissidaseover, even when the transmission is
successfully received, the data packet needs to be ackigede not allowing the potential sender to
transmit a new data packet until the ACK control packet i®€rmam. On the other hand, in broadcast
mode, there are neither per-link layer 2 retransmissiomsacknowledgment procedures. Thus, nodes
may potentially transmit at higher rates, being only liditey the physical carrier sensing. As a con-
sequence, throughput may be increased. We classify opjstiturouting protocols into two different
categories: single-rate and multi-rate. In single-ratgpopfunistic routing, it is assumed that the nodes
are not able to manage the data rate at which packets areniteets These protocols assume that the
wireless link rate is fixed in every node. On the other han@nimpportunistic multi-rate environment,
the routing protocol selects both the forwarding next-hog the data rate for each radio in the node.
Thus, these schemes introduce another dimension of choigédition to the next-hop node. In turn,
it is important to note that the selection of rate is highlyretated with the reliability of the packet

forwarding mechanism.

1 Single-Rate Opportunistic Routing (Class D)
The main issue in these protocols is how to decide which mheighforward data packets. The
main challenge that arises is the cooperation between tieafel next-hop set in order to select
the best forwarding node, where best often means the nodlendsamizes throughput gains.
Extremely Opportunistic Routing (ExXOR) [40] computes attepotential forwarder the shortest
path to the intended destination. The shortest path is agiinby summing up the link costs
associated to the path calculated using the Dijkstra dhguari The link costs are computed using
the ETX [39] metric. Thus, each node has all the ETX valuessth the destination, and it
selects the path that has the minimum sum of ETX values. Fodewation purposes, a forwarder
priority list is sent in each data packet to schedule theroofi€orwarding attempts by the next-
hop set. As a result, a node only forwards a data packet ifigitien priority nodes failed to do

SO.

To avoid the number of duplicated packets, SOAR (Simple @ppdstic Adaptive Routing) [41]
restricts the selection of the candidate to the neighboiis iaiver ETX.

In Resilient Opportunistic Mesh Routing (ROMER) [42], theykidea is that each packet carries
a credit which is initially set by the source and is reducethagacket traverses the network. As
in EXOR, each node also computes a path cost for forwardiraglep from itself to the intended

destination. In ROMER, a data packet may be duplicated wirareitsing the wireless mesh
backhaul. This may happen because potential next-hops onasarid data packets, if the credit

of the packet is high enough. The credit associated to eaehpdaket is decremented at each
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forwarding step according to the node credit cost, whichidalg means that more credits are
consumed as the packet moves away from the shortest path destination; hence data packets

are not forwarded through these paths.

Multi-Rate Opportunistic Routing (Class E)

Leveraging rate control to select the optimal rate in oppustic routing may lead to throughput
gains. Specifically, some broadcast links may be undezeti|i hence losing throughput. A po-
tential improvement driven by the routing protocol corsistincreasing the data rate to increase
throughput, and hence the optimal utilization. (Note thég is independent from MAC layer
auto-rate algorithms based on unicast MAC layer procedum@scompatible with opportunistic
routing, such as counting the number of retries per packeetermine the optimal rate.) On the
other hand, as higher transmission rates entail shortér radges, link loss rate may potentially
be increased. Therefore, the network could eventually ieatdisconnected. A solution for these
links is to decrease the link rate of the node, thus, incngatie number of potential next-hops

(i.e., increasing connectivity).

Nevertheless, achieving the optimal transmission rategesveral challenges. To date, there are
some recent proposals addressing multi-rate. First, feyelitt rates mean different transmission
ranges, there is a trade-off between the rate selected amaithber of hops. Choosing a high rate
may decrease reliability, thus requiring more L3 data pagke)transmissions using L2 broadcast
transmissions. A low bit rate may guarantee reliabilityt ibwan also result in an unnecessary
decrease of throughput. Therefore, depending on the leitselected, the set of potential next-

hops of a node is variable.

Zeng et al.[[43] propose Multi-rate Geographic OpportuniBtouting (MGOR), a heuristic for
opportunistic multi-rate routing, which takes into accbilne constraints imposed by transmission
conflicts. They argue that the problem is NP-hard, and soistmsr are used to find a solution.
Specifically, two different heuristics are proposed. OrthésExpected Advancement Rate (EAR),
which addresses what next-hop is closer to the destinatidistance by using location informa-
tion. The other heuristic is the Expected Medium Time (EMWich is based on a generalization

of ETT [30].

On the other hand, Shortest Multi-rate Anypath Forward@iIAF) [44,45] computes the op-
portunistic multi-rate path by modifying a generalizedsien of the Dijkstra algorithm. The
main contribution of this work is to reduce the number of hbigr combinations to test for find-
ing the optimal next-hop neighbor set at a given rate. Spadlifi the optimization reduces the

number of combinations to test to the number of neighborg nan all the possible combinations
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for each tested rate, which is an exponential number of coatioins. This is the key to achieve
a polynomial algorithm, hence reducing computational dewxity. However, one of the issues
from [44/45] is that the protocol relies on accurate infotioraabout packet reception is known
to every node. Recent work from [46] relaxes this assumptidnile still providing opportunistic

routing and rate selection.

4.1.1.3 Exploiting the Broadcast medium and CPU/storage gabilities: Opportunistic Network
Coding Routing

In the reviewed routing schemes, network coding is an adi-opportunistic routing. Butitis classified
as a different group in the taxonomy, due to the qualitativeceptual change that exploiting the CPU
and storage of wireless wireless mesh backhauls may eBtaéntially, in opportunistic network coding
routing, wireless mesh backhauls mix the content of datkgiac Then, at each hop, they transmit in a
broadcast manner the resulting coded packet over the fmmtiltipoint wireless medium. Therefore,
every coded data packet received at an intended destir@tidains information about different original
packets. Different received data packets contain infaonatf some original packets, thus providing,
in general, useful incremental information to the receiatditionally, network coding may employ, if

needed, original non-previously coded packets receivéteadestination.

Luckily, network coding poses specific requirements thay tma easily fulfilled by small cell nodes
forming a WMN. First, wireless mesh backhauls need to kesarkable state information to store data
packets. Second, for some network coding scenarios, eaeless mesh backhaul is recommended to
be highly static in order to facilitate the buffering of datackets to be combined. Finally, wireless mesh
backhauls require considerable CPU operations for mixamkgts. As a consequence, wireless mesh
backhauls should not be power-constrained. We have groogeebrk coding routing into two main

groups: intra-flow network coding and inter-flow network g

1 Intra-flow Network Coding (Class F)
Intra-flow network coding is based on mixing packets belnggop the same data flow. This is,
in fact, a specific case of single-rate opportunistic rautivwhen a source wants to send data
packets to a destination, the source node breaks up the tlileb@tiches of packets and keeps
transmitting packets in broadcast mode from the same batiihthe batch is acknowledged by
the destination. However, in intra-flow network coding, rthés no coordination between the
receivers of data packets. Prior to forwarding data packetsforwarders store them in a buffer.

When enough data packets are stored, the forwarder comgtdeslom linear combination of the
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packets. The mixed packets are headed to the same destinatie randomness in the mixing
procedure assures with high probability that differentesdill not forward exactly the same
packets. Thus, the number of packets received by the déstina increased. It is likely that
nodes participating in the forwarding procedure send diffecombinations of packets. In MAC-
independent Opportunistic Routing & Encoding (MORE)![4&8ery node sends probe packets
to capture the link costs associated to its neighbors. Uipdrchlculation, the cost of each link
is flooded to the whole network so that the Dijkstra algoritbam calculate the shortest paths.
The cost associated to each link is calculated by means &TXe[39] metric. The nodes check
whether they are closer to the destination than the tratesnait not by using Dijkstra combined
with ETX. If this is the case, they store the received codezkeis in a buffer. When a forwarder
has sufficient data packets, it makes a random linear cotitiinaf received data packets, thus
generating new coded data packets, and it eventually fdevdre coded packets. This process
continues at each hop until enough data packets are redapbe destination so that it is able to
decode the original information. In order to decode theipabdata packets, a common constraint
for the receiver is that the number of innovative coded datzkets received must be greater or
equal to the number of original data packets. Furthermorsupport reliability, the destination
node sends and ACK (using unicast best path routing based ¥ t& the source when it has
received enough coded data packets. Gkantsidis et al. nprighdtipath Code Casting (MCC)
in [48], which also employs intra-flow network coding. Ingtécheme, link costs are collected
and propagated by an overlay routing discovery module @algual Ring Routing (VRR)([[49].

Moreover, a credit-based distributed algorithm is useddte control.

Inter-flow Network Coding (Class G)

In inter-flow network coding, the coding operation is don@rmslata packets belonging to dif-
ferent data flows. Coding Opportunistically (COPE)I[40] &sbd on mixing packets generated
by different flows, when a node detects an advantage for dbisgoperation. An advantage is
usually detected when the number of coded packets tramshiitta single transmission may be
maximized, and the destination has enough information todie the packet. To detect an ad-
vantage, a node has to gather some information of the flovseptén the network. In COPE,
Dijkstra and ETX[[39] are used for computing minimum costhgatDistributed Coding-Aware
Routing (DCAR) [50] goes beyond COPE and suggests combithiegoute discovery process
with the detection of coding opportunities in order to maizinthe inter-flow network coding
opportunities. On-demand source computation combindutwi ETT metric are used for calcu-
lating minimum cost paths. The basic idea of this schemedsstmver intersecting paths, instead

of choosing disjoint paths for certain flows in the networke$e flows are such that making them
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coinciding in a node to code their packets is beneficial ftieaéng network throughput gains.

Thus, end-to-end throughput of different flows is maximized

4.1.2 Building Blocks

The functionality required by a routing protocol may betsplio three building blocks, namely neighbor
discovery, control message propagation, and route detation. These building blocks are common
to the broad set of network protocols studied in the preveretion. Essentially, every building block
addresses one specific function, which is a part of the rgugiotocol. First, nodes have to gather link
cost information about its neighbors (i.e., neighbor discg). Second, information about link costs
must be distributed throughout the network to the appropmades, implying a certain propagation of
route control messages over the mesh backhaul. This isdwabgl the control message propagation
building block. Finally, once the necessary routing infation is collected by all parties, the routing
paths to the destination nodes are determined (i.e., rat@rdination). Notice also that the charac-
teristics of mesh backhauls highly influence the strategyptatl by each building block to carry out
its function. Throughout this section, the different ugiag strategies, and their inter-dependency
with the exploited characteristics are studied for eachtified building block. In brief, in neighbor
discovery, the radiation pattern of the antennas; in contiessage propagation, the stable non-power
constrained backbone; and in route determination, thediating approach employed and the possibility

of employing multi-rate features.

4.1.2.1 Neighbor Discovery

The neighbor discovery building block groups the functidpaelated to the process of determining
which nodes can be reached by means of direct communicatonvithout having to cross any other
intermediate node). Periodic or non-periodic broadcaskgta are usually used to discover the nodes
reachable by direct communication. This could be sufficiemhaintain a neighbor table in each node
if wireless links were as stable as wired links. However, ireless links, the neighboring relationship
is mainly determined by the quality of the link. As it is hightariable and unstable, the wireless link
quality is not limited to the same two classical states asiidwnetworks. In classical wired networks,
it is usually assumed that a link works well or does not worlalat Moreover, wireless link quality
may vary depending on the direction of the link, which resuft wireless link asymmetry. In prac-
tice, this means that the neighbor discovery building blisck charge not only of discovering nodes

in the physical proximity, but also of estimating the linkadjty and stability towards each node within
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transmission range. Depending on this latter estimatiorgighboring relationship will be established
or not. Wireless mesh backhauls offer an environment thalbles accurate wireless link estimation.
A basic approach would consist of sending a control packdtthaen wait for an answer. However,
the non-power constrained nature of mesh backhauls allmgEmenting more elaborate and complex
procedures to increase the wireless link cost estimatioaracy. On the other hand, in mesh backhauls,
the radiation pattern of the antennas equipping nodes meeansiderable changes in the issues tack-
led to measure link quality. Therefore, link quality measaent procedures and their associated link
quality metrics, taking into account the antenna radigpiattern, become key issues of the neighbor dis-
covery building block. Link quality metrics are explainetthe first subsection. The second subsection

summarizes the different procedures to carry out deperatirthe antenna radiation pattern.

Proposal Antenna Primary Measurement Link Quality
Metric Technique Estimates
ETX [39] Ommni/Dir PDR Probe Packet Loss Rate
ETT [30] Ommni/Dir PDR Packet Pair Bandwidth
METX [36] Ommni/Dir BER,PDR Probe Packet Loss Rate
EAR [51] Ommni/Dir PDR Probe Packet Bandwidth
Passive
Cooperative
Power-ETX[38] Ommni/Dir PDR Active Loss Rate
MIC [B2] Ommni PDR Packet Pair Bandwidth
Interference
IAWARE [31] Ommni SNR/SINR | Packet Pair Bandwidth
PDR Interference
ETP [52] Ommni PDR Probe Packet Bandwidth
Interference

Table 4.1: Link Quality Estimators.

4.1.2.1.1 Link Quality Metrics. The cost associated to each link, which will be later usedtoue
late the routes in the route determination building bloekuires the computation of link quality metrics
in the neighbor discovery building block. Note that link meg are conceptually different from routing
metrics. Link quality metrics quantify the cost associdted wireless link, and they are handled by the
neighbor discovery process. On the other hand, routingiecsedre handled by the route determination

building block, as they measure the quality of paths, andmearely of single links. Thus, routing met-
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rics are built by using link metrics as input to quantify thastof an end-to-end route path. As shown
in Table[4.1, for each of the proposals found in the litegtinvo main factors condition the design of
wireless link metrics: the primary metric employed and theasurement technique utilized to calculate
the parameters to estimate. Besides, the procedure maylepending on the radiation pattern of the
antenna. Finally, the link cost to be used by the route detextion building block (referred to as metric

in Table[4.1) is also presented.

1 Primary metric:
A primary metric is an indicator used to quantify the qualifya wireless link. There are four

primary metrics([53] used in the literature,namely:

e Packet delivery ratio (PDR): The more common parametereath@s the literature (e.qg,
[30-+32[34], 36,39, 51]) quantifies wireless link relialyiliit a packet level. The PDR is the
ratio of packets correctly received/captured to the tatahber of packets sent by the sender.
The PDR is usually calculated in both directions of a wirelésk in order to deal with link

asymmetry, which is common in wireless links.

e Bit error rate (BER): This is the ratio of bits with errors twettotal number of bits that have
been received during a given time period. The BER primaryimdefines the reliability at

a bit level.

¢ Signal-to-interference plus noise ratio (SINR): The ektenwvhich the power of the received
signal exceeds the sum of noise plus interference at theveec8INR quantifies the quality

of the received signal.

e Received signal strength indication (RSSI): This is thanaigtrength observed at the re-

ceivers’ antenna during packet reception. RSSI definestihkty) of the signal received.

2 Measurement technique
The most common measurement technique used to measure galikery ratio is based on the

probe packet concept.

e Probe packet: It consists of periodically broadcasting ricasting a packet of fixed size.
The packet contains the number of probe packets receivetiebgdnder. Therefore, the
receiver of the probe packet can calculate the delivery m@dtithe link in the receiver-to-

sender direction.

e Packet pair: Packet Pairs are a special case of probe patk&3$T [30] , Metric of Inter-

ference and Channel-Switching (MIC) [32], and Interfe#evare Metric IAWARE) [31]
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metrics, a node sends two unicast probe packets of diffsizat The receiver node mea-
sures the difference between the instants in which eachepé&keceived, and it forwards
this information to the sender. Then, it is used to estimtateat/ailable bandwidth of a link.
Furthermore, based on the strategy employed to generdbingrpackets, the approaches
followed may be categorized as active and passive.

Active: A node explicitly sends control packets to discoitemeighbors. This is the
default procedure in most proposals explored, either sgnatiobe packets or packet pairs.

Passive: In Efficient and Accurate link-quality monitoR (BEA51], discovery can be
made with the use of data packets. The real data traffic gexkena the network is also
used as probing packets without incurring extra overheadpatticular, passive strategies
can also be cooperative. In_[51], a node overhears data gatrtkasmitted by each of its

neighbors to estimate the link quality from its neighborgdslf.

3 Link Quality Estimates
The final goal of the measurement procedure is to quantiffitkecost by means of one or more
link quality estimates, which are obtained by appropriataimbining one or more wireless link

primary metrics. The metrics found in the literature rexéeWiollow:

e Loss Rate: Most of the proposals try to measure the loss wdiieh is the percentage of
packet/bit losses in the link. The loss rate is usually messby means of probe packets,
which are used to calculate the PDR primary metric. The whlgtained for the PDR
primary metric are used to compute the packet loss rate. ratarice, these values may
be averaged by means of an exponentially weighted movingageg EWMA). In [38], a
modification of the ETX metric (Power-ETX) is proposed to ldeéth a mesh backhaul
composed by nodes equipped with omnidirectional and dinegk antennas. It is based on
alternating the transmission of broadcast probe packetscadifferent transmission power
levels. Each of these transmission powers covers the oranitinal and directional range.
As aresult, a node may discover neighbors that are beyorahthélirectional range, which
are neighbors in the directional range. On the other handjfied ETX (mETX) [36] takes
into account the average and standard deviation of the BiERapy metric of the captured
packets to calculate the loss rate. The standard deviatiynpotentially be useful in order

to quantify wireless link variability.

e Bandwidth: There are proposals ([30+32/36,51], and [5#Jju$ed on measuring the avail-
able bandwidth of the wireless link. Available bandwidtlissially captured through the use

of packet pairs.
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¢ Interference: Interference caused by neighbors of a nottarismission range may also be
a parameter to estimate. Specifically, the interferencesared is inter-flow interference.
This is interference generated to each other by/to pacletmding to different flows. Es-
sentially, to measure the inter-flow interference_(| [32L][3and [52]), monitoring methods
are employed to capture the number of interfering nodesdt ed@reless link. In general,
this estimate is associated to the use of omnidirection@nmas. Measurement techniques
introduced by omnidirectional antennas are based on ggtisinmedium and exchanging
the captured information. For instance, inl[32], a rouglnesion is made to count the
number of interfering neighbors of a node. On the other hi8k],uses the measured SNR

and SINR primary metrics to capture inter-flow interferemagations.

4.1.2.1.2 Dependency of Neighbor Discovery on the radiatigpattern of the antennas. The pro-
cedures followed to perform neighbor discovery vary dependn the radiation pattern of the antennas
equipping nodes. According to their radiation patternganas can be classified into directional and

omnidirectional.

e Omnidirectional Antennas: An omnidirectional antenna hasniform radiation pattern in all
directions. The discovery of neighbors with omnidirecibantennas becomes straightforward
with the use of broadcast probe packéts| [39]. On the othed,haterference requires special
attention, as studied in_[30=32,52]. For instance, in ldghsity mesh backhauls, where nodes
are equipped with omnidirectional antennas, contentiauishbe carefully handled due to the

potentially high number of neighboring nodes.

e Directional Antennas: Neighbor discovery with directibaatennas is more challenging, since
it introduces additional issues with respect to neighbscaliery with omnidirectional antennas.
With directional antennas, nodes must appropriately matiag direction and beam width of the
antennas in order to maintain their neighbors. On the othadhnon-steerable antennas must
be manually installed. When direction and beam width of thier@nas are correctly managed,
the deafness problem may be minimized. Deafness occurs avtransmitter is unable to com-
municate with its intended receiver, because the antenrnheofeceiver is not pointing to the

transmitter.

To discover the neighbors of a node, some approaches hangtmmsed:

e Probabilistic discovery: Ir [54], probe packets are sert random direction and beam width, to

calculate the direction and beam width of the antenna.
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e Omnidirectional neighbor discovery: As stated inl[37], édimectional antennas could be used to
handle control messages for directional antennas. Spatifiomnidirectional antennas are used
to discover the neighbors of directional antennas and atgitieir associated wireless link costs.
Link quality metrics with directional antennas may be siifigdl with respect to the link quality
metrics for omnidirectional antennas. Directional antenincrease spatial separation for con-
tending transmissions compared to contention in omnitimeal antennas. Therefore, estimates
that quantify interference may not be necessary, as pexs@mtTabld 4.11. An appropriate chan-
nel assignment scheme offering frequency separation mayfieient to deal with contention in
scenarios with directional antennas. In principle, prafgosuch as [39] may be directly used with
directional antennas. However, due to their different aldayer properties link metrics should

be slightly modified, as observed hy [38].

Proposal Scenario Components Stategy
Clustering [39] | Any-to-any Dissemination | Efficient flooding
Fisheye[[30] Any-to-any Dissemination | Efficient flooding
LOLS [36] Any-to-any Dissemination | Efficient flooding
OLSR [B]] Any-to-any Dissemination | Efficient-flooding
Gossip[38] Any-to-any Dissemination | Efficient-flooding
ORRP [32] Any-to-any Dissemination | All-to-some
Discovery
VRR [31] Any-to-any Dissemination | All-to-some
Discovery
Hyacinth [52] Any-to-gw Dissemination | Tree
Discovery
MaLB [52] Any-to-gw Dissemination | Tree

Table 4.2: Approaches to send routing control messages.

4.1.2.2 Control Message Propagation

The control message propagation building block is respbmdor sending all the necessary routing
control messages to the appropriate nodes. The cost idchyréhe transmission of control messages
is not as critical as in power-constrained ad-hoc netwoks.a consequence, an appropriate control
message propagation building block for mesh backhaulsldladon at maximizing overall throughput

by propagating accurate routing information of wirelesk lineasurements, even at the expense of being
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more costly. On the other hand, a secondary goal is to dectbasoverall overhead incurred by the
building block. In this sense, as mesh backhauls offer destatkbone, no additional control messages
due to the movement of nodes must be sent. In mesh backhlaelfiterature distinguishes between
two different traffic pattern scenarios: 1) traffic only esolged between nodes and gateways, and 2)
traffic exchanged between any pair of nodes. Throughoutségsion, we refer to the former as any-

to-gateway and the latter as any-to-any.

Authors of [33 37, 52] handle the any-to-gateway scendRieferences [49, 55-60] handle the any-to-
any scenario. Furthermore, in mesh backhauls, both traffinegios have in common the use of some
strategy to perform the propagation of route control messadpepending on the particular protocol,
control message propagation could be carried out by onedtt) lof two components: route dissem-
ination and route discovery. Their common goal is to proviue necessary route control information
to the route determination building block. And the potdnti@existence of route discovery with route
dissemination is facilitated by the stability of the meskhkiamul backbone. This is explained in the first
subsection. On the other hand, depending on the combinagitveen route dissemination and discov-
ery, different techniques are presented in the literatoirefficiently propagate control messages. They

are discussed in the second subsection.

1. Route Dissemination & Route Discovery. The goal of route dissemination and route discov-
ery approaches is the same, i.e., obtaining the necessamgdanformation from the network to
compute the routes, but the way in which they obtain suchrinétion is different. Route dis-
semination refers to the process of propagating informadioout link state previously obtained
by the neighbor discovery building block. And this informoat is periodically disseminated to
the network in a proactive way, i.e., without any node askorgt. There are some key design
decisions to make, such as the accuracy of the informatialisseminate. For instance, in [55]
the accuracy of the information disseminated is decreasékeadistance in hops from the node

disseminating the information to the recipient node insesa

In addition, there is another method for obtaining routinfpimation from nodes in a mesh

backhaul, which is the route discovery process. It is tiigdeéy a source node for obtaining the
necessary routing information on demand. Therefore, ibisedn a reactive way, that is, when
the source node has data packets to send to a certain destinat brief, this process usually

works by sending control messages that asks for route irftoom to the nodes they traverse.
Once these control messages obtain the requested routimghation, they are sent back to the
requesting node. In mesh backhauls, the route disseminatid route discovery components

may need to work in cooperation. In other words, both comptmmay complement each other.
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For instance, in large mesh backhauls, route discovery ragyrbute dissemination to complete
the propagation of required route control information, tais inot practical in this case that all
nodes keep state about the rest of the nodes in the networbrefbhe, the existence of route
discovery may be highly dependent on the procedure follofeedoute dissemination and the
other way around. The stability of the mesh backhaul fatés the coexistence of both route
dissemination and discovery components. For instancemayeemploy a set of well known (i.e.,
by all nodes) static nodes to which all routing informatigrdisseminated. As this set of nodes
is not mobile, it facilitates any node requester to locatedas them. Nevertheless, in some cases,
route dissemination may be sufficient to obtain the necgssates. For instance, in small mesh
backhauls, a flooding-based dissemination scheme may epajge. In this case, each node
in the network has enough information to route packets todmsyination without incurring into
excessive overhead due to the small size of the mesh baclkhatthermore, depending on certain
mesh backhaul requirements (e.g., delay), the route disggrocess may be sufficient to obtain

the desired routes.

. Techniques for Propagating Control MessagesRoute dissemination and route discovery re-
quire a massive transmission of control messages throighewetwork. Therefore, it is fun-
damental that this is done as efficiently as possible. Inghissection, we present a brief review
of representative methods for propagating routing comre$sages. Every routing protocol may
have an associated technique for propagating useful danéssages over the network. Table 4.2
presents a summary of this section. We have categorizedbtomtssage propagation schemes as
tree-based, efficient flooding, and all-to-some propagatoreover, the components (dissem-
ination and/or discovery) used to gather routing informmatior each studied proposal are also
presented. Finally, the traffic pattern scenario assumezhbly proposal is also shown. A discus-
sion of each of the propagation schemes follows.

Tree-based Several approaches in the literature are based on treéotpes ( [33] and[[52]).
Such a tree structure is used in any-to-gateway scenarissenially, the root of the tree is a
gateway in the mesh backhaul. Thus, as many trees as gatavealysilt. These trees are usually
builtin an incremental way, i.e., they are expanded as njpiethe network. If there are multiple
trees, a recently joined node must decide which tree to jdie. construction and maintenance of
a tree topology determines specific control message prtipagarategies. In MAC-Aware Load
Balancing (MaLB)[[52], each node disseminates the accumedii@uting information to its parent
node. Specifically, each node propagates to its parent timelative routing information of all
the nodes for which it is root of the subtree that includesadles from leaf nodes up to itself. On

the other hand, in_[33], the gateway disseminates its rgutiformation to the rest of the nodes
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in the tree following the tree-like structure. Moreoveeerh is a route discovery component that
requests to the gateway, which is the root of the tree, if a nege is allowed to join the tree.

Then, the gateway sends an answer to the new node.

In both above approaches, the control message propagatiofilienced by the tree topology.
Specifically, the propagation of control messages in treed@roposals is such that leaf nodes

do not forward control messages.

Efficient flooding:Flooding is a well-known technique to propagate messagah the nodes in
the network. A node disseminates (i.e., route disseminationponent) a message to all its neigh-
bors and these neighbors, in turn, transmit to all of its Imedgs, and so on, until all the nodes
receive the message. However, this may incur in unnecedsaticated transmission of packets.
To avoid reception of duplicated packets,|[57] proposesstothe multipoint relay scheme. This
strategy is based on acquiring 2-hop neighbor informatioarder to select the minimum num-
ber of 1-hop neighbors that guarantee successful recegtiath 2-hop neighbors. On the other
hand, the scheme presented(in|[61], follows a gossip-bagmwach, in which each receiver de-
cides with a certain probability if the control message isviarded or not. Essentially, a source
node sends a control messages with probability one. A nodeafds a control message with
probability p and discards the control message with prdibaldi-p. If a node receives a previ-
ously received control packet again, it is discarded. Altffonot specifically studied for mesh
backhauls, clustering [60] could potentially be anotheatetyy employed to reduce the overhead
caused by route control messages. Clustering is based titiopitrg the network into groups of
nodes called clusters. The forwarding of control messagyéisnited to cluster heads and cluster
gateways. A cluster head is chosen so that all nodes in tiséeclteceive control messages. A
certain node is elected as cluster gateway to forward rauté@ messages to other clusters. In
this scheme, additional route control messages to eleatltister head as well as the gateways
must be sent to build the clusters. A specific case in effidleating approaches is partial flood-
ing approaches. I [55], the flooding process only coverstaioearea of the network close to the
source node. Besides, the flooding may be done at differequéncies depending on the range
covered. In fact, there are some strategies focused onirgdie frequency of flooded messages.
One approach proposed [n [55] is to define different freqigsnof transmissions depending on
the distance in number of hops from the node disseminatiagrntormation. Thus, the more
distance, the less frequently routing information is dissated. Additionally, the disseminated
information may vary depending on the dissemination peribd Localized On-demand Link
State (LOLS)I[56], for short periods, each node sends raan&ral information which quantifies

average values of link costs. This route information is $erthe entire network. On the other
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hand, for longer periods, nodes disseminate route comnifoimation which quantifies current

link cost to nodes in the neighborhood.

All-to-some In an all-to-some approach, all nodes maintain routingieto some nodes. The
routing information stored in each node differs. The goabikeep routes to a sufficient number
of nodes in the mesh backhaul so that it is guaranteed thahsmded destination is reachable.
These proposals pose several advantages. For instaneeisthe flooding process involved. And
opposed to flooding-based approaches, route state infiomebred at each node is substantially
reduced. To obtain the routing information, some propdsased on sending the requests in some
strategically predetermined directions have been coadgiV49/58]). A representative example
of all-to-some schemes is VRR [49]. In fact, VRR exploresittea of porting overlay routing
concepts, usually used at the application layer, to sittir@above the MAC layer. An overlay is
basically a routing structure that relies on an underlyiegmork routing protocol. Specifically,
VRR employs a ring-like structure for the overlay. Every aadaintains paths only for its virtual
neighbors, which are some predecessors and successoesringtstructure. Virtual neighbors
may be far apart from each other in the physical network, éeaquiring mesh paths to reach
each other. Thus, a virtual hop may be composed of multipfsipal hops. VRR exploits this
dichotomy to assure that following the virtual paths is sigfit to reach any intended node. To
build these virtual paths, a request (route discovery)ristedfind the nodes that are virtually clos-
est to the requester in the ring structure. Furthermorerdfeest includes routing information
about the requester (route dissemination) in order to @paatting information at the requested
nodes. In Orthogonal Rendezvous Routing Protocol (ORRS]) fbrequest (route discovery) is
sent in orthogonal directions until it finds a node with thateoinformation requested. Further-
more, each node periodically disseminates ( route dissdiair) its routing information in two
orthogonal directions. Thus, the number of control message¢he network is decreased com-
pared to a flooding approach by sending control messages$ytovamorthogonal directions. This

strategy is based on the idea that two pairs of orthogones linmtersect in a plane.

4.1.2.3 Route Determination

Based on the routing information (e.g., link cost inforroa)i gathered by means of the control message

propagation building block, the route determination kbuaidblock is in charge of determining the most

appropriate routing paths from a certain node to any othde rfany-to-any scenarios), or from/to the

gateway (any-to-gateway scenarios). Thus, the expectedroe of the route determination building

block is the computation of routing tables that specify teatrhop for incoming data packets. Fur-
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thermore, to compute routing tables in mesh backhaulsniéégssary to take into account the different
methods incoming data packets may be forwarded. As a rélseltpute determination building block
depends on two main components, namely forwarding appraaghioute computation. The particular
properties of a mesh backhaul allow a node to forward dat&gisaising different approaches (i.e.,
unicast and broadcast), which are explained in the firstesatios. The different forwarding approaches
have several implications in the route computation desfgpecifically, the forwarding approach has
several implications on the algorithms employed to complerouting tables. These algorithms de-
termine the path that has the minimum route cost metric tortteeded destination. Additionally, the
routing metric design depends on the utilized forwardingrapch. (A routing metric is used to quantify

the cost of the paths to the intended destination.)

1. Forwarding Approach

In mesh backhauls, there are two methods for forwarding taffic through the network to the
next-hop. On the one side, there exists the option of detestially unicasting the data packet
from one node to one of its neighbors, which is selected bkitapup the precomputed routing
table. On the other side, one may broadcast from one nodé nodeés in transmission range.
Therefore, in a broadcast forwarding approach, variougsioday potentially be the simultane-
ous receivers of a data packet. The unicast approach hahélegireless link in the same way
forwarding in wired networks does, i.e., as if it was a paoypoint wired link. A directional or

omnidirectional antenna may potentially be used in nodéswing the unicast approach. How-
ever, for environments where direction of data packets @aknand unique, it may be more
efficient to associate a directional antenna with the unifsvarding approach. On the other
hand, the broadcast approach, changes the classical tafitieg. In a shared wireless medium,
transmission matches a point-to-multipoint distribufiosther than a point-to-point one. Thus,
omnidirectional antennas are specially suited to explaihskind of links, where it may be useful

to send data packet in all possible directions and/or redddy multiple next-hops.

2. Route Computation
A static and non-power-constrained node can perform cestlje computations, which is not
feasible for nodes belonging to power-constrained wislestworks. Therefore, a node may,
in general, use shortest-path algorithms to calculate thst mppropriate routing paths without
taking into account battery or CPU-load issues. The algarst to compute the minimum path
cost to the intended destination in the schemes revieweteaategorized as Dijkstra, Bellman-

Ford, and local-based.

Dijkstra: In link state routing approaches, the link costs of the emigtwork are disseminated
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by using an adequate strategy to propagate control mestagies intended receiver. In this
approach, the algorithm to compute the shortest path cotymised in mesh backhauls is based

on modifications of the well-known Dijkstra algorithm.

Bellman-Ford: In Bellman-Ford-based routing protocols, routes are cdetpin a more dis-

tributed manner. In this case, a node receives informationtathe network after being processed
by its neighbors. The distance-vector approach is usedeTdre various flavors of the Bellman-
Ford algorithm. For instance, one of these flavors is usedidesnand source routing to update

the path cost carried in the control packet at each hop [50].

Local-based The calculation is done in a greedy manner, which seleetbést next-hop closer
in distance to the destination by only using local informat{ [42/49,62]). It is calculated on a

hop-by-hop basis during data transmission.
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Figure 4.2: Taxonomy of Routing Metrics.

Depending on the size of the network, the Dijkstra and BetlfRard algorithms require costly
CPU operations and considerable storage capabilitiesthéranore, the cost associated to the
algorithms may change with the forwarding approach. Spediyi in a broadcast multi-rate for-
warding approach, as there are various potential next-egghbor and rate choices, the number
of operations to calculate the minimum path cost may iner¢44]. On the other hand, as only

local information is handled to compute the next-hop, ldmded route computation tends to
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consume less CPU.

The minimum path cost algorithm comes together with a rgukiretric. As mentioned in sec-
tion[4.1.1, the path cost is quantified by means of a routingioyes opposed to the link cost,
which is quantified by a link quality metric. The computatioha routing metric takes as input
parameter a set of link costs calculated during the neigtitsmovery process. A subset of these
link costs will form part of the resulting minimum cost paffhe cost represented by the routing
metric in use may be calculated by means of three differetihods. First, it may only use local
information to compute the cost. Second, it may be the sunmefateights of the cost of all
links in the path. (Recall that each link cost was previousliculated by the neighbor discovery
building block.) Finally, additional information may beg@ired to compute a more elaborated
function. There are two different philosophies to compuie itouting metric depending on the
strategy followed in the forwarding approach component.illsstrated in Figuré 412, they are

categorized as unicast and broadcast routing metrics.

Routing Metric Interference
WCETT [30] Intra-flow
IAWARE [31] Intra/Inter-flow
MIC [32] Intra-flow
MaLB [52] Intra/inter-flow

Table 4.3: MAC-aware Unicast Routing Metrics.

(a) Unicast Routing metrics:
Although any kind of antenna may potentially be used withtgrols employing unicast
routing metrics, these metrics are probably more suitedlif@ctional antennas. One may
group routing metrics into those not aware and those awatheobperation of the MAC
protocol (see Figure_4.2). Focusing on 802.11 networks,esoomsiderations follow for
each of the groups.
Non 802.11-aware unicast routing metricslin this case, the link metric does not directly
take into account either link contention or channel usageterference. Shortest path algo-
rithms using as metric the sum of the weights of link metrikg ETX [39] and ETT [30]
are some representative proposals.
802.11-aware unicast routing metrics. Other metrics to calculate the optimal route are
aware of the operation of the MAC layer. These routing metaiso take into account the

variation of wireless link quality in the route determirmatibuilding block.
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Basically, the factors that are relevant to determine ttaditgpof a path, and are captured by
802.11-aware routing metrics are the following ones:

Intra-flow interference: The interference due to packets belonging to the same flow. A
common method to measure the intra-flow interference istimate how channel diverse
are the links composing a path. As showed in Table 4.3 , fildminterference is captured
in references ([30=32,52].

Inter-flow interference: This type of interference is usually calculated during liplality
estimation by the neighbor discovery building block. Referes([311] and [52], as showed
in Table[4.3, capture inter-flow interference. Literaturerouting metrics often presents
weighted average functions of different measured compsr{gB0--32]), such as intra-flow
or inter-flow interference. The link cost metric is modifiegl tnodeling some interference
level, which may be measured in different ways. A commonui@ain such approaches is
that the calculated routing metric reflects the cost of thé fram one single node to the
intended destination. On the other hand] [52] evaluatesthewverall network performance
would be degraded if a new node joins one of the differenstr&wentually, the node joins
the tree that minimizes the global delay associated tormétisg a bit for all the nodes in
the forest, which is a union of trees rooted at the gatewayits associated gateway. As a
result, load balancing is explicitly provided. Therefdiee routing metric takes into account

what would happen to the overall network quality when a neth gachosen.

Routing Metric | Rate MAC coordination Based on

EAX [56] single yes ETX

RPC [63 single no ETX

EAR [62] multiple yes Location Information
EMT [43] multiple no ETT

EATT [44] multiple no ETT

Table 4.4: Broadcast Routing Metrics.

(b) Broadcast Routing metrics:
This operation requires at least one static broadcasteggahterface per node. Addition-
ally, nodes are static and may be equipped with an omnidhreedtantenna. Consequently,
broadcast traffic distribution perfectly fits mesh backbauh fact, broadcast routing met-
rics are usually associated to opportunistic routing o Though unicast routing metrics
have been used with broadcast forwarding [40], these rguttiatrics are not totally appro-

priate for these environments because they do not take auouat all the potential path
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opportunities([68]. First, there is the issue of finding tiptimal set of neighbors that guar-
antees maximum advancement to the intended destinatidohwhnot present in unicast
forwarding. This is similar in concept to the neighbor digery building block. However,
in this case, the discovery of the neighbors is dependerfi@maurrent intended destination.
Second, another singular issue is that of prioritizing hbars amongst those in the selected
neighbor set. The optimal candidate neighbor set is thenuofaneighbors in transmis-
sion range for a node that maximizes progress to the dastinahdditionally, there exists
a trade-off between the number of neighbors available (twimmae reception probability),
and the number of neighbors that truly add some progressxadiop. Thus, broadcast rout-
ing metrics are based on finding the optimal candidate neigbét that adds more progress
towards the destination. As shown in Tablel 4.4, one mayifjabe neighbor set selection
and prioritization into two groups: single-rate and mudtie.

Single-rate neighbor set selection and prioritization. Expected Anypath Transmissions
(EAX) [64] and Remaining Path Cost (RPC) [63] metrics try &est and prioritize the
number of forwarding candidates from all those belonginthéoneighbor set of a node. As
showed in Tablé_4]4, these proposals are based on genagalie well-known ETX[[39]
metric to account for the expected number of anypath trasgoris. The expected number
of anypath transmissions is the estimated number of breadansmissions so that the
intended destination could eventually receive a data patk{63], all the possible neighbor
node combinations at each potential next-hop in the pathrdsthe intended destination are
collected. After that, the optimal candidate forwarderakested by using a generalization
of the Bellman-Ford algorithm.

Multi-rate neighbor set selection and prioritization. As showed in Tablé 414, location
information has also been used to decide which nodes of temiia neighbor set will for-
ward the data packet [62]. And this selection is done by caimbilocation information
with an appropriate tuning of the underlying transmissiate rhence exploiting the under-
lying multi-rate transmission capabilities to provide afigtic for maximizing advancement
to the destination at each hop. In Expected Anypath TrarssomsTime (EATT) [44], wire-
less link quality is measured by checking the possible ratddgevable. Furthermore, an
algorithm to compute optimal routes based on Dijkstra igppsed. As for the metric, the
ETT [39] (see Table 4]4) metric is generalized to accountfemultiple rates in an anypath
environment.

On the other hand, ir_[43], a generalization of the ETT magiproposed as broadcast

routing metric. The proposed candidate selection andipzation may be computed us-
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ing a distributed Bellman-Ford algorithm. Finally, in atiiolh to guaranteeing that an op-
timal neighbor set selection choice is made, the forwardimgroach used must minimize
the number of duplicated packets as well as packet contensing some prioritization
scheme. There are some common generic techniques to sivisghe. Some of them
are based on introducing a scheduler algorithm aware of theless medium, while oth-
ers exploit network coding, hence not needing additionardioation at all. As a result,
the coordination strategy may be classified into two gro802.11-aware coordination and

non-802.11-aware coordination (see Tablé 4.4).

802.11-aware coordination. References|[40, 62, 64] naedénding data packets in
broadcast mode requires a scheduler to avoid duplicatadniasions by the potential for-
warders. Thus, a coordination strategy to avoid (or mingnthis situation must be in place.
In general, such a strategy is based on using timers assd¢@mthe MAC layer([62]. And
it works as follows. Every data packet carries the node foiimg priorities calculated in
the sending node. And these priorities are calculated bjoiixg the available location
information to determine the distance to the destinatiourtHermore, the MAC broadcast
layer is modified to transmit an ACK packet when a data packetéeived. Then, a node
candidate forwarder with jth priority order may wait for tlime needed for transmitting
j — 1 ACK packets before deciding to send if it does not overheadpmavious ACK.
Furthermore, in[40, 64], control messages are exchangeebba the forwarding nodes to
schedule in order their forwarding attempts. Thereforepderforwards a data packet only
if higher priority nodes failed to do so.

Non 802.11-aware coordination. With network coding, easteiver mixes received
packets before forwarding them. Random network codingrasseach receiver will not
forward the same packets. Packets belonging to the sem$ €nd748]) or different ([[65]
and [50]) flows may be combined. The main advantage is thakplicé coordination be-
tween nodes is needed because the probability that two nm#ethe same linear combina-
tion is quite low. Therefore, random network coding ex@apatial diversity and increases

throughput due to the absence of such an explicit coordinatheme.

4.1.3 Qualitative Comparison

This section summarizes and qualitatively compares the retevant features of each the routing pro-

tocols considered in sectidn 4.11.1. We highlight and sunmeaahe most relevant design decisions
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each routing protocol made for each of its building blockse($ablé_ 4)5). Each representative routing
proposal is tagged with a letter (A, B, C, D, E, F, G) identifyithe classes defined in section 4.1.1.

Furthermore, for each building block, we identify the margbrtant aspects out of those discussed in
sectiof4.1P.
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Class Proposal Neighbor Message Route Determination
Discovery Propagation

Forwarding| Route Computation MAC
A MR-LQSR [30] | ETT Flooding Unicast Dijkstra Yes
A MR-AODV [30] | IAWARE Flooding Unicast Dijkstra Yes
B Hyacinth [30] | Hellos Tree Unicast Local No
B TIC [34] ETT Flooding Unicast Dijkstra Yes
C DOLSR [37] | ETT Flooding Unicast Dijkstra Yes
C DSR [38] ETT Flooding Unicast Dijkstra Yes
D ExOR [40] ETX Flooding Broadcast Dijkstra Yes
D ROMER [42] | ETX No Broadcast Local No
E MORE [47] ETX Flooding Broadcast Dijkstra No
E MCC [48] ETT All-to-some Broadcast Local No
F SMAF [44] ETT Flooding Broadcast Dijkstra No
F MGOR [62] Hellos No Broadcast Local Yes
G COPE[65] ETX Flooding Broadcast Dijkstra No
G DCAR [50] ETX Flooding Broadcast Bellman Yes

Table 4.5: Comparison of the main Building Blocks for the tmepresentative Routing protocols.
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As for neighbor discovery, we focus on the link quality mets the more relevant aspect. As shown
in Table[4.5, the ETX[39] metric seems to be the most comma@nogeh used in the literature. Some
other relevant proposals choose the ETT metri¢ [30], or ewento estimate the link quality at all and
merely use HELLOs received to discover the neighbors. Aeratblevant link metric is IAWARE [31],
which is also used by MR- AODV [30].

As for control message propagation, Tdblg 4.5 presentsrtipagation technique implemented by each
routing proposal. Flooding is the most common approacloviad by the generic routing approaches
explored. But other relevant alternatives exist. For ms¢a an all-to-some approach is implemented in
MCC [48], a tree-based approach in Hyancinth [33], and aniefft-flooding approach in DOLSR [37].

Another interesting observation is that in ROMERI[42] and ®K5[43], the control message propaga-

tion building block is not needed due to the specific openaticharacteristics of these protocols.

As for route determination, we take into account three maaitures. The first one is the interaction
with the MAC layer when computing the routing metric (rightst column in Tablé 415). Furthermore,
in case such interaction is present it is based on two opesdtprinciples: 1) the MAC coordination
(see the route determination building block), implememig&xOR [40], MGOR|[[62], and DCAR [50],
and 2) whether the routing metric takes into account the M&y@d, implemented by MR-LQSR [30],
MR-AODV [31], and TIC [34]. The second feature examined foute determination is the algorithm
used for minimum cost path computation, namely Dijkstra|rBan-Ford, and local-based. As shown
in Table[4.b, the most common strategy followed by routingt@rols shown is the Dijkstra algorithm.
This algorithm is used by MR-LQSR [30], MR-AODV [31], MORET# ExOR [40], SMAF [44],
COPE [65], and TIC[[34]. The Bellman-Ford algorithm is impiented by DSR [38] and DCAR [50].
And, the computation of the routes merely using local infation is implemented by ROMER [42] and

MGOR [62].

The third feature compared is the forwarding approach chémetransmitting data packets, namely
unicast or broadcast. The unicast forwarding approached by MR-LQSR [[30], MR-AODV [[31],
Hyacinth [33], TIC [34], DOLSRI[3F], and DSR_[38]. On the otheand, broadcast forwarding is
implemented by MORE[47], ROMER [42], ExOR [40], SMAF [44], BOR [62], COPE[[65], and
DCAR [50].

4.1.4 Open Research Issues

Here, we identify one of the main problems associated wittistl routing protocols in section 4.1..1. In

particular, section identifies one of the main researctes#at challenges their direct use on high-scale
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and unreliable wireless mesh backhauls generated by netfemall cells. Moreover, sectign 4.1.4.2
lists specific open research issues that could be of interaetuidy for wireless mesh network other than

the wireless mesh backhauls introduced by an all-wireledshagh-scale network of small cells.

4.1.4.1 The Main Research Issue for Wireless Mesh Backhauls

In summary in section 4.1.1 we described a family of routingtqcols that exploit diverse wireless
mesh features. In general, all these protocols end up itigetraffic through a relatively small number
of usually pre-computed routing paths. In turn, the cominaof these paths entails the use of a
distributed shortest path algorithm that requires the aanmion of a slice of the wireless resources.
The consumption of resources increases with the size ofdtveonk. This poses significant problems in
an unreliable and constrained wireless capacity enviroiniehis is the main reason to study generic
wireless routing techniques that minimize the consumpionireless resources to compute the routes.

These techniques are summarized in sectioh 4.2.

But what is needed in the dense and unreliable wireless me®viwvironment posed by a wireless mesh
backhaul is to make the most out of the network resources. dkenthe most out of the network
resources, the routing protocol must distribute the loagdsscnetwork resources. Thus, rather than
sending traffic across a small number of pre-computed rgutaths, the principle of distributing load
favors higher wireless mesh backhaul utilization and adagb the network conditions, even if some
of the paths are not the shortest ones. This is the main reastady generic backpressure techniques
in sectio 4.B.

4.1.4.2 Research Issues Specific from Studied Routing Pratols

A list of open research issues that may need further work dieroto use the protocols described in
sectio 4. 111 into the scenario posed by a wireless mesthaatfollows. In particular, we provide a

summary of identified open research issues for each buildimgk forming part of these protocols.

4.1.4.2.1 Neighbor Discovery A list of the identified open research issues related to tlighber

discovery building block follows:

Link quality. Vlavianos et al.[[583] suggest that every single primary foein its own may not be a
good estimate of link quality. A proof of this fact in an indamstbed may be found in [53]. These

studies showed that although BER may be a good predictonlofjliality, it requires a high number of
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computations to make the appropriate measurements. Orhteet@and, RSSI cannot capture interfer-
ence and SINR is quite complex to be measured. A starting paoity be a deep review of the effects
captured by each of the different primary metrics by stughyappropriate combinations of the primary

metrics in order to find an accurate link quality metric.

Active measurement strategiesRegarding active measurements, the schemes followed bytrée

erature are quite similar. Active measurement techniquebased on periodically sending broadcast or
unicast probe packets that also use additional networkiress. An effort should be made to study other
measurement strategies. For instance, in general, thefsthe probe packet and the inter-generation
time of probe packets are fixed. A future research directiay oonsist of evaluating whether changes

in the active measurement strategy may lead to more acdimatguality metrics.

Self-interference. Active probe packets have the disadvantage of affectingvitedess link quality they
are measuring. Current wireless link metrics do not take émicount the interference generated by the
active measurements. A detailed study of the impact offerteince caused by active measurements may

be of interest.

Wireless link quality prediction. A parameter not sufficiently evaluated in current work onelass
link quality assessment is how to predict the variabilityaokireless link. Keeping historical measure-

ments or storing traffic patterns to predict the future st link may provide a starting point.

Link quality estimation with directional antennas. The spatial separation offered by directional an-
tennas is able to decrease the complexity of the calculatfoa link metric. However, directional
antennas have their own physical layer properties. A stibjdarther study may be the definition of es-
timators specific to directional antennas rather than utsinge originally designed for omnidirectional

antennas.

4.1.4.3 Control Message Propagation

A list of the identified open research issues related to tiierobmessage propagation building block

follows:

Propagated information. Given the instability of wireless links, a challenge thdses is what exact
information is going to be spread to other nodes in the meskhaal. For instance, one possible option
is to associate a predicted lifetime to the propagated @seelink cost. This may be calculated by the

neighbor discovery building block.
Intelligent dissemination. Future work should also target the minimization of the nogitoverhead.
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For instance, one may consider an intelligent strategyahbt disseminates routing control messages
when relevant changes occur. A question that arises heredsis/considered as a relevant change in a
mesh backhaul. There is a proposal for generic networks rfioe only mesh backhauls) suggesting this

possibility in [59].

Route dissemination vs. route discovery.There is no generic agreement in the procedure followed
to propagate route control messages. Although route disgaway exist, it is not clear its relative
importance with respect to route dissemination. The roigsethination component may yield lower
delays but considerable overhead costs. On the other Hamdpaite discovery component may lead
to higher delays but lower overhead costs. Probably, thietddf between delay and overhead may
depend on the mesh network requirements. As a result, theriarne between route dissemination
and discovery may ideally vary over time. Therefore, theomhtiction of mechanisms devoted to gather
dynamic conditions of the network so that the relation betwthese components is optimal may be a

subject of further study.

Paths with enough available bandwidth.In general, the studied routing protocols globally assumaé t

there is a path with enough available bandwidth to the datstin. However, when there is not enough
bandwidth available to later send the data packets, patiowiisy should be avoided. In wireless mesh
networks, it is usually assumed that there is a path betwegmpair of nodes. But even though there
is a path, it is not guaranteed that there is sufficient aviglaandwidth to deliver a certain service or
maintain a communication. A mechanism that can detect disyeecongestion by changing the default

set of paths may be of interest.

Overlays. A promising approach for efficient control message propagas the use of overlays for
propagating routes. However, there is a primary challendade. In fact, porting P2P overlay routing
systems to the network layer is not trivial, as there are sdiffierences to take into account. First,
pushing Distributed Hash Tables (DHTSs) on top of the linlelaakes connectivity between any couple
of nodes become an issue. And second, the mapping of logiths @f P2P structures into physical
paths does not take into account the underlying physicalégy, which leads to path inefficiencies. In
general, this is not a problem in wired networks, due to thigiher link rates. However, this is no longer
true in mesh backhauls where bandwidth is a scarce resdDoresequently, the study of strategies able
to generate logical paths that are similar to physical patg be of potential interest. For instance, this
may potentially be done by setting up some rules to apply veheade joins a mesh backhaul, so that
its assigned location maintains the logical structure aitlcompromising the path stretch of the mesh

backhaul.
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4.1.4.4 Route Determination

A list of the identified research topics related to the rowggedmination building block that may need

further work follows:

Path Interference estimation. A known problem faced by unicast routing metrics is how torgifa
the two types of interference in the form of a routing metFior instance, MIC[[32], IAWARE[3[1] and
MaLB [52] capture intra-flow and inter-flow interference,tl@ach proposal requires different meth-
ods for interference estimation. Therefore, there is nsensus in the research community on how
to measure interference in a mesh backhaul. Specifically,sbmewhat unclear whether information
from lower layers (i.e., Physical and MAC) may be necessarghtain accurate interference estima-
tions. Therefore, a research direction may consist of ma@sinterference merely using the network
level without resorting to lower layers. Furthermore, aaleation of its achieved accuracy to see the

necessity of using cross-layer interactions may be reduire

Integration of the routing metric with the rest of components. The routing metric designed may
not work properly with any routing computation algorithmherdesign of the routing metric is tightly
coupled with the design of the rest of the components of drmguirotocol. For instance, it is shown
in [32] that the WCETTI([3D] metric combined with the Dijkstadgorithm does not provide isotonic,
where isotonic means that a routing metric should ensutethieaveighted order of two paths is pre-
served if they are appended or prefixed by a common third petths, WCETT cannot be calculated
locally for each node and then simply perform a summatiorbtain the cost of the whole path. In other
words, WCETT requires a single calculation with the presesfcall the node components involved in
the path quality calculated by WCETT, namely the ETT of eawk &nd the channel assigned to each
link. Otherwise, the calculated routing path may be norirogit or even may generate routing loops.

Therefore, the design of accurate isotonic routing metriay be of interest.

Route recalculation timers. There is no consensus on appropriate values of the expiratieer that

triggers the recalculation of the quality of a route. Thera trade-off between the optimal route choice
and the stability of the routé [34]. Frequent route path gearmay lead to packets not received in order
at the receiver. Thus, routing pathologies may occur aelagale. Some metrics may be needed to
decide whether it is an advantage to recompute the routitiyg gaa per-packet basis or keeping the

same routing decisions.

Shortest Path Computation on a distributed routing protocd. The overall overhead required for a
minimum path calculation using algorithms such as Dijkstr&ellman Ford is not scalable as network

size increases. In fact, with Dijkstra all nodes must be avadirthe link costs of the whole network.
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And this is not feasible in a large-scale mesh backhaul, agsaming that nodes may embed powerful

processors. Approaches to minimize or restrict such requents to certain areas should be investigated.

Broadcast transmission limitations. The broadcast forwarding approach introduces one majoe iss
namely the absence of a reliability mechanism similar to nasent in unicast forwarding. This may
imply shifting reliability mechanisms to the routing leyék., guaranteeing reliability hop-by-hop, by

areas, or in an end-to-end basis.

4.2 Stateless Routing

Stateless routing refers to routing schemes able to talafding decisions without computing a routing
table. Thus, to take forwarding decisions they merely relynformation about their 1-hop neighbor-
hood. These strategies are characterized by its largebditgland low consumption of wireless re-
sources due to signaling traffic. In particular, this secdammarizes two generic stateless routing tech-
niques for wireless mesh networks: geographic routing bseation 4.2]1 and potential field-routing
in[4.2.1. We focus on reviewing stateless routing stragegiece we found them of primal importance

in order to maximize the use of wireless resources.

4.2.1 Geographic Routing

Geographic routing [66] approaches tackle scalability dwetaging geographic positions of nodes to
take routing decisions. Precisely, rather than establisbr maintaining complete routes from sources
to destinations, the state stored at each node comes de¢glny the size of the 1-hop neighborhood.
Consequently, there is also a substantial decrease wihd®tp the number control messages transmit-
ted to maintain the routing state. Nodes merely exchang&atanessages with its 1-hop neighbors,
regardless of the number of flows injected in the network/@nthe size of the network. However,
position-based routing schemes require of a protocol abladp address to location. While highly
scalable from the routing level point of view, geographiatiiag protocols assume location-to-address
mapping techniques and require either node-localizatmripenent, such as GPS receivers, or node-
localization techniques (i.e., a virtual coordinate systéo specify node positioning. Among the wide
variety of geographic routing technigues, we highlightftiitowing: GGR (Greedy Geographic Rout-
ing): GGR assumes that every forwarding node has a neighbor ¢totfee destination, unless the for-
warding node itself is the destination (in that case the giiskpulled from the network). To route to any

destination, each node only relies on its position and thiadth its local vicinity, and the coordinates of
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the destination node carried on the packet. Thus, nodesdakieg decisions based on local informa-
tion, being the next hop the node that minimizes the geoggatistance to the destination. In case there
is no neighbor closer to the destination than the currenengreedy geographic routing would fail to
deliver the packet. A node in this situation is referred téoaal minimum or concave node. Therefore,

GGR requires of additional routing strategies to overcdneenietwork void.

Broadly, literature proposes a high variety of differematdgies to overcome local minima. A survey
on void handling techniques can be found lon [67]. The maiblpro is that they end up breaking the
initial properties of position-based routing (i.e., stility) to end up into solutions based on flooding
the network when there is a local minima. There are also malpdased on heuristics, hence not guar-
anteeing packet delivery. Finally, solutions making uhiséia assumptions. For instance, the network
can be modeled as an unit disk graphs or unit ball graphs (UB&GD networks. A brief description
of GPSRI[68], a widely used strategy including greedy and faciting, follows:

GPSR (Greedy Perimeter Stateless Routing)GPSR [68] belongs to the category of position-based
routing and proposes two modes of operation to forward pgaclkgeedy and recovery (or perimeter)
mode. In greedy mode, each node forwards a packet to an imteawiighbor which is geographically
closer to the destination node. Greedy mode is the defaulenob operation until a packet reaches a
local minima. A packet reaches a local minima where its distato the destination is closer than its
neighbors’ distance to the destination. GPSR recovers &dmeal minima using recovery mode based
on the right-hand rule. The rule states that when a nofiest enters into the recovery mode, its next
forwarding hopb is the node that is sequentially counterclockwise to thaugiredge formed by the
current node: and destinatiorD. Afterwards, the next hop is sequentially countercloclensthe edge
formed byb and its previous node. However, if the edge formed by the current nédand the next
hop crosses the virtual edde, D) and results in a point that is closer than the previous iattirsg
point a, recovery mode will perform a face change in that the nexthigchosen sequentially counter-
clockwise to the edgé, c), where the closer intersecting point was found. Note thidusfgraph is not
planar, that is, there are cross-edges in the graph, rolatops may occur. To deal with routing loops
the Relative Neighborhood Graph and Gabriel Graph are plguaghs that can be generated as long as
the edges satisfy the unit disk graph assumpfion [68]. Tlekgiaesumes forwarding in greedy mode
when it reaches a node whose distance to the destinationserdhan the node at the local minima to

the destination.

Solutions to handle local minima lead to an increased pa#icst (i.e., the ratio between the path
length and the shortest available path), and so, and inereofiéatency. Moreover, graph planarization

algorithms require unrealistic assumptions with regawdbé network. Graph planarization also implies
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the removal of some links in the network, which could be umalble in a real mesh backhaul. On the
other hand, note that solutions treated above consides\nidhe network dealing with worst-case
conditions, and not realistic conditions in the context aftatic mesh backhaul. In favor of these
techniques, we could state that voids static mesh backhigitioe present but their extension should
not be huge, as in the environment posed by an mobile ad-h@ore The explanation for this is

simple: networks studied are static, dense, and we assurBelikPcoordinate assignment schemes
are hard to fail. Thus, wireless dynamics and node failunesilsl be, in principle, the main reason of

finding local minima or network voids.

4.2.2 Potential- or Field-based Routing

These schemes all share the following idea: the construci@ scalar field throughout the network,
which assigns a valuB(n) (or potential) to every node. The destinations have assigned the minimum
values. Packets are always forwarded along the steepabegiran order to reach the destination. All
nodes require to keep track of the potentials of their neighiwdes. Specifically, a packet is routed
at each hop so that the nodg forwards data packets to that of its neighbggs ; with the minimum
potential, assuming this minimum is smaller than the pdaeaf n,. The concept of field-based routing
provides a very versatile way of making routing decisionfie Toots of these algorithms come from
physics using adaptations of Newtons’ Method of steepestignt search algorithms. In other words,
packets follow a discretized version of the path that a pesitharge follows as it moves in an electro-
static field. Usually, the field component contains inforimratof distance to the destination as well as

congestion information (i.e., queue backlog).

PB-Routing

Basu et al.[[69] present the Policy Based Traffic Aware (PBiidAlting algorithm that uses steepest
gradient search methods to assign potentials to nodesrthatfanction of both cost to the destination
and queue congestion. Their routing protocol iterativelgpverges on these potentials, which are then
routed on. The authors prove that the queue sizes will retmaimded, and that looping cannot occur
under the PBTA routing algorithm. The underlying traffic @sptions on which the proofs rely are
rather strict, and require rapid node potential updateb wispect to queue updates. Additionally, the
queue sizes required for stability are still quite largethasnotion of congestion is path based, not single

hop.

HEAT

The HEAT [70] routing algorithm was designed for large multp wireless mesh networks. HEAT
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uses anycast packets instead of unicast packets to make bstt of the underlying wireless network,
which uses anycast by design. HEAT relies on a temperatucktfieoute data packets towards the
Internet gateways. Every node is assigned a temperatwe,\said packets are routed along increasing
temperature values until they reach any of the Internetrgats, which are modeled as heat sources. The
protocol that establishes such temperature fields doesqgoire flooding of control messages over the
network. Rather, every node in the network determinesitgperature considering only the temperature

of its direct neighbors, which renders this protocol paitdy scalable with the network size.

ALPHA

ALPHA [71.[72] is partially aligned with HEAT. In this casedlscalar value is determined by the dis-
tance to the Gateway and a degree of congestion. ALPHA usesangy with physics to derive a
distributed scheme. However, it requires manually settipgome of the key parameters (e.g., sensitiv-
ity to congestion) and 10 to 15 iterations affecting all rodethe network to converge, hence making
it less adaptable to realistic and varying traffic demandidi#tonally, the scheme is conceived to only

handle upstream traffic.

4.2.3 Open Research Issues

In a wireless backhaul, since nodes are static, there aegaddactors that can originate a local mini-
mum: an unplanned deployment of nodes, a variable wirellelssd node failure, and a wrong coordi-
nate assignment. In general, the strategy followed by @gtige routing protocols is to use GGR and
then switch to some alternative routing recovery methogl. (éace routing) once packets find a local

minimum.

One major drawback of geographic routing protocols is therfeead incurred from switching to the
routing recovery method and then eventually back to GGResmost hybrid protocols will typically
return to greedy forwarding once the local minimum has beeavered. For instance, face routing, one
common routing recovery strategy to overcome dead endsiresqof graph planarization techniques
needed to guarantee the avoidance of routing loops. In toese techniques may imply the removal
of wireless links in the network. The removal of active wetgd links of a wireless network is a total
waste of air resources for a wireless mesh backhaul. Fudreph planarization techniques imply the

activation of some resource consuming operations due tgeheration of control overhead.

On the other hand, geographic routing protocols do not ¢éackhgestion. Hence, geographic routing
paths experience low performance under congestion, soutag paths are only calculated based on

geographic distance. Given the lack of congestion awasetles amount of traffic flowing through a
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link can be very variable. While some links can get congesititer links could remain totally unusued.
Therefore, geographic routing shall be accompanied by stynamic load balancing strategy to deal
with congestion. In practice, geographic routing appreackhould only be used under light traffic
conditions, since geographic routing on its own is unawéo®ngestion incurred when there are severe

traffic demands.

We believe void avoidance is not the only problem positiasda routing has to face but congestion.
Hole avoidance algorithms opened an extensive researaliratee context of Wireless Sensor Networks
(WSNs). However in the context of the mesh backhaul, oneldhexpect a dense deployment and a
careful planning of nodes with GPS-like positioning systeffhough network voids are prone to occur
they should not be big voids but small voids. This is not theecaf unplanned network deployments
such as the usual deployment of WSNs. Therefore, the holidawe techniques should be simpler
than those entailing the planarization of a graph, whichdsraplex and non practical technique from
the point of view of a mobile network operator. In conclusiaiespite introducing some interesting
features, geographic routing does not seem to be a complatiag strategy for the wireless backhaul.
However, it provides one remarkable feature: awarenessoafmity to the intended destination. This

is a huge help to direct packets packets to the intendedndéisti in a static wireless backhaul. This
feature also comes at a low price (i.e., GPS at each node) etowit is prone to significantly reduce

the performance of network performance metrics, whereagedechniques will be also required to

circumvent small holes.

Regarding potential- of field-based routing, one main dattarsstic of these type of proposals is that the
path followed by a packet is not defined by a routing tabletels of this, packets follow the path with
the steepest gradient towards the destination. In ordeptk properly, this routing strategy must guar-
antee that packets do not reach a local minimum on its wayetdestination. Since packets belonging to
the same flow do not have to follow a pre-computed and enfgraéd the level of robustness increases.
The problem with this type of proposals is that they are fedusn the many-to-one traffic pattern,
rather than the intended any-to-any traffic pattern in oenado of interest. The major advantages of
field-based routing are the robustness and simplicity. Bsyohe a field comprises multiple routes to a
destination. Thus, if the link to the neighbor with the highfield intensity breaks, an alternative can

easily be determined.
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4.3 Backpressure Routing

Backpressure algorithms_[29] are recently receiving muténdon due to their provable throughput
performance guarantees, robustness to stochastic netaoditions and, most importantly, their ability
to achieve the desired performance without requiring aatissical knowledge of the underlying ran-
domness in the network. In the following section we will gsmecial focus to the work leading up to
and extending the backpressure algorithm described by §9it forms the foundation of our work.
Section[4.3.2 focus on practical adaptations and derivataf the work initiated by [29]. However,
to date there has been no systems implementation of the dyeatkpressure routing component of
these algorithms to route any-to-any traffic patterns. Aratd has been no practical implementation

considering the wireless mesh backhaul posed by an alleggséNetwork of Small Cells.

4.3.1 Theoretical Backpressure

Here we describe the initial work on backpressure by [29]ctvHemonstrates the throughput optimality
of the backpressure algorithm. Then, we introduce addititimeoretical work derived from the initial
backpressure proposal that has an impact in the solutiaooped in this thesis. Specifically, our

interest lies on approaches based on the Lyapunov Drift-pinalty techniques.

4.3.1.1 The roots of backpressure

The intellectual roots of dynamic backpressure routinghiaiti-hop wireless networks lies in the sem-
inal work by Tassiulas and Ephremidés|[29]. They considaratllti-channel downlink with ON/OFF

channels, and proved that using the product of queue diffiefeand link rates as weights for a central-
ized maximum-weight-matching algorithm allows any traffiorkload capable of being served to be

scheduled stably.

4.3.1.2 Lyapunov Drift plus-penalty

In [[73], Neely et al. build upon the max-weight work of Tasatuand Ephremides to support a general
power control problem for multi-beam one-hop satellit&kéin In addition to this, Neely et al. make
several novel contributions that lay the foundation for ynfarture publications by providing joint power
allocation and throughput optimality in multi-hop netwsnwhile supporting links having generalized

inter-link interference and time varying channel capacity
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This generalizes the results of Tassiulas and EphremidelyMet al. define a concept of network
capacity, different from the information-theoretic coptef capacity. They then bridge the existing
gap between network capacity, throughput optimality, aetivork optimization. Their work applies

to multi-hop wireless networks with general ergodic aframad channel state processes, and need not
know the parameters of these processes. The authors assatagpawer curve is known for each link,
possibly influenced by other transmission power decisieng.,(an SINR model). They describe the
Dynamic Routing and Power Control (DRPC) algorithm and @&er allocation and routing/scheduling
control decisions, which they prove are throughput optimhile obeying per-node power budgets.
Finally, Neely et al. provide analytic bounds on the asyriptime average delay experienced by

packets traversing a network under the DRPC algorithm.

The power control work is subsequently extended by Neely7#4].[ Here, through the introduction
of a tuning parameter V, Neely is theoretically able to mamthroughput optimality while coming
arbitrarily close to the optimal (minimum) time average gowonsumption per node. Increasing V
results in the time average power consumption of niaglgproaching to the optimal objective parameter
(in this case time average power consumptiotiike O(V), while the queue size bound grows like O(V)
and therefore the queuing delay bound grows like O(V). Thid another work by Neely et al. [75]
are the first applications of Lyapunov drift for the joint pose of utility optimization and throughput
optimality. The authors call this energy efficient, thropghoptimal algorithm the Energy-Efficient
Control Algorithm (EECA). Also in[[74], Neely introducesdhconcept of virtual queues within the
Lyapunov drift minimization framework. Leveraging thisvwab concept, he is able to support time
average penalty or utility constraints. Specifically,[id][Neely notes that one might relax the power
minimization objective and instead specify per-node timgrage power consumption constraints, then
maximize network capacity subject to these time averagstrints. These additional virtual queues are
serviced at the constrained energy rate, while arrivalequal to the per-timeslot power expenditures of
the node. In order to maintain stability in these virtual ggs which are introduced into the Lyapunov

network in [74], the virtual queues must also be stronglplsta

4.3.2 Practical Backpressure

This section categorizes practical backpressure in two maiups: practical backpressure approaches
derived from the Lyapunov drift-plus-penalty algorithragd a group practical backpressure approaches

that derived from the initial work from Tassiulas.
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4.3.2.1 Practical Backpressure Routing from a Lyapunov difit-plus-penalty perspective

The main contribution of [76] is the implementation and pnihary evaluation of a backpressure rout-
ing algorithm using a Lyapunov optimization approach! [7Koeller et al. used Neely's Lyapunov

drift-plus-penalty theoretical framework to implemerg ackpressure Collection Protocol (BCP)/[76],
which is a practical backpressure routing approach for M&eSensor Networks (WSNSs) dealing with
many-to-one low-volume traffic scenarios. A many-to-omdfic scenario simplifies the management of
gueues at each node. In fact, since there is only a singlendgsh there are no further readjustments
with respect to the original backpressure algorithm. Theimmal backpressure algorithm requires one

gueue per source-destination pair, and in this scenarie th@nly a single destination.

On the other hand, one of most remarkable features of BCReisigh of LIFO data queues. In par-
ticular, they empirically show that by using LIFO queue® #mnd-to-end delay experienced by packets
decreases. However, this improvement has as byproductdhs data packets are trapped at queues in
order to maintain decreasing queue length gradients t@atardsink, and hence, they are never deliv-
ered to the destination. In particular, what is referredstfi@ating queue is implemented in each sensor
node to maintain the queue gradient. Its size is incremdntede unit when there is a queue overflow,
and decremented in one unit when there is a queue underflositidwhlly, a queue underflow triggers
the transmission of a null packet to preserve decreasingegiemgth gradients towards the destination.
And such null packets are forwarded until they reach the, sifiiere they are discarded. Furthermore,

in case of queue overflow, the older packet is discarded.

4.3.2.2 Practical Backpressure derived from seminal work

Laufer et. al.[[78] presented XPRESS, a cross-layer baskpre stack implementation. XPRESS
uses backpressure to take scheduling and routing decisidresresulting centralized implementation
follows what is proposed in theory [29]. Despite showing putential of backpressure scheduling,
it has several problems that limits its implementation t@kmentralized wireless networks. First, it
maintains centralized routing tables, and a queue per d\@wyper every node. In addition, it forces
the wireless network to operate on a Time Division Multiplecass (TDMA) MAC, as it is originally

proposed in theory.

Although work by Tassiulas and Ephremides|[29] promisesufihput optimality, there are two funda-
mental practical problems not tackled in this work: i) thgrhcomplexity of queue structure and ii) the

high end-to-end latencies.
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In the context of wireless networks and based on Tassiulak, weveral modifications have been pro-
posed to the backpressure algorithm focused on decred®rpmplexity of queue structures and de-
creasing the attained latency: the shadow queue_in [79] antigp queues in [80], which empirically

result in lower end-to-end latency.

Other relevant work related to backpressure-based sieatégy wireless mesh networks can be found
in [81-84], in which backpressure is used for purposes dtean routing. Information about queue

lengths is used to regulate MAC schedulinglin/[81] and [8dhgestion control in [81], load balancing

in [82], and scheduling ir [83].

4.3.3 Open Research Issues

Given the relevance of the open research issues with baad(peerouting in this dissertation, we will a

provide an extensive review in chapfér 5, which describegtbblem tackled in this dissertation.
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Chapter 5

The Routing Problem

This chapter describes the research problem that thisstadsiresses in a detailed manner. First, sec-
tion[5.1 provides the generic context, stating the higlellegsearch question to answer in this disser-
tation. From the generic research question, se¢fioh 5ltisoup the specific research question. In
turn, sectioi 5J]1 formulates the main requirements tofgatispositively answer the specific research
guestion. Second, sectibn b.2 demonstrates that the casgaestion is unanswered. For this purpose,
the discussion in previous chapters on the behavior of tieimyx mechanisms and their drawbacks is
taken up again jointly with other considerations that jystiat the research question is unanswered by
previous research. In this sense, this section clearlytpaint the separation between the work pre-
viously conducted by other authors summarized in chapterd4tiae research work carried out in this
dissertation. In sectidn 5.3, we discuss the resultingicapbns of providing a solution to positively
answer the specific research question. Specifically, tioisosedemonstrates that the research question
this dissertation tackles is worthwhile from two differersipects. First, from a technical point of view,
that is, detailing why the answer of this research questippgses a big step forward for the research
community. Second, from an economical point of view, thaeiglaining why is an unsolved problem

of primal importance for the industry.
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5.1 Research Question

Capacity-oriented deployments mandate for dense deplagmnsince reducing cell radii has tradition-
ally been the most effective way to offer increased capaidtysities. Current and future access ca-
pacities require dense SC deployments, as well as the porrding backhaul capacity. Although it is
unlikely that fiber reaches every SC (e.g., those deployéahipposts), the creation of a wireless multi-
hop backhaul amongst small cells to carry control and dataeptraffic is expected to become popular.
We consider that each SC with its associated transport egvica resource of the transport network.
With this in mind, and at a high-level, the research probleat this thesis tackles istow can a Mobile

Network Operator (MNO) make the most out of the transpomvaek resources deployed?

Our hypothesis is that to answer this high-level resear@stipn the transport network layer (TNL)
requires the inclusion of Self-Organizing Network (SONpahkilities. The TNL is in charge of carrying
control and data plane traffic to/from the core network (eeRC) to the SCs. According to the 3rd
Generation Partnership Project (3GFP) [85] and Next Génar&lobile Networks (NGMN)[[86], the
degree of self-organization acquires primal importancemteploying future mobile networks [87].
The standardization status of self-organization regar8@GPP release 12 is comprehensively summa-
rized and discussed in [B8]. However, the term self-orgathimerely refers to Radio Access Technolo-
gies (RATSs) procedures, such as those defined for Long Temlution (LTE), and not precisely to
the intrinsic procedures conducted at the TNL. Operata@danking at ways to minimize OPerational
and CApital EXpenditures (OPEX and CAPEX), by minimizing thuman intervention and optimizing
the operation of the TNL. Our view is that introducing SON &@haifities at the wireless multi-hop TNL
could yield substantial OPEX/CAPEX improvements for the G

The concept of self-organization comprises self-confipmaself-optimization, and self-healing meth-
ods. The self-configuration method is triggered by incideatvents of an intentional nature (e.g., when
a new cell joins the network). Second, the operator needgioiewireless transport network resources
(i.e., SCs) as much as possible in order to attain improvédank performance. This procedure must
be done without any external intervention, rather than éfeaptimization procedures that the wireless
TNL must have implemented. For instance, this will includset of procedures oriented to keep the
wireless transport network stable under sudden trafficgdsnThird, the wireless TNL should include
some self-healing methods triggered by incidental evehésrmn-intentional nature. For instance, an

unexpected node/link failure in the wireless TNL.

For the purpose of this thesis, applying the above reasagméhds a more detailed research question than

the high-level one formulated above. The specific reseanelstopn follows:Can we design and imple-
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ment a self-organized routing protocol capable of meetimglass multi-hop backhaul requirements?
Specifically, the routing protocol must cope with many reguients related to the intrinsic nature of the

wireless multi-hop TNL. The set of routing requirementsdafs:

e Adaptability to the dynamicity of wireless backhaul deptmnts.
e Scalability with network parameters.
e Implementability in a real system.

¢ Improvement of performance against SoA routing approathksy performance metrics.

5.1.1 Adaptability to the dynamicity of wireless backhaul c&eployments

Chaptef 2 justified the importance of wireless multi-hopkbatils. We must clarify the specific wire-
less multi-hop backhauls studied in this thesis. That istrexific topologies and the level of planning
considered when deploying a wireless multi-hop backhdtigm the several type of backhaul deploy-
ments we will focus on unplanned or semi-planned wirelesshnckhauls. Mesh topologies offer
path redundancy and resiliency, hence decreasing thegpea¥ailability requirements between cell
sites and/or backhaul nodes. Redundancy and resiliencyesieable properties present in wireless
multi-hop backhauls. Equipment failures, and wirelesk liariability are some of the common draw-
backs of wireless multi-hop backhauls that a redundantiéggolike mesh topologies, can potentially
mitigate. The semi-planned or unplanned dense deployneésisall cells are prone to be highly vari-
able leading, in some cases, to sparse deployments. On ¢hkaonl, the wireless backhaul may be
subject to traffic dynamics [89]. Therefore, maintaining\acall SCs when traffic conditions are light
is unnecessarily resource consuming. A possibility is twgraoff SCs during light operation conditions
(e.g., during the night), hence ending up with an appropi@rcentage of nodes powered off. Despite
these mechanisms can potentially suppose high energyeefficgains, they also substantially alter the
wireless backhaul topology. On the other hand, these S@ymgints may suffer from node and link

failures due to vandalism ambient conditions, or obstacles

As a consequence, the TNL would require a high degree of abidipt to the dynamics posed by
wireless backhaul deploymeritse key challenge, and precisely the most important of gliirements
listed in[5.1, is to provide a routing protocol for the TNL alib adapt to varying wireless backhaul
topologies. This implies the design of a routing protocohiaig at using all the resources of the wireless
transport network efficientlyTherefore, it is of primal importance to design mechanisirthe TNL

that can leverage redundancy and resiliency to a varietpmdlogical models. The range of path
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redundancy may vary depending on the wireless backhaubyl®gint. For instance, a ring topology
offers two paths, while a mesh offers several paths that ceenfially be used to route traffic. Therefore,
with such wireless backhaul topologies there are many whgaroying traffic from the cell sites to the
core network, and between cell sites. It is for this reasan ¢ell sites require of optimization at the

TNL in order to appropriately manage the different routderefd by redundant topologies.

5.1.2 Scalability with network parameters

The TNL has to provide massive scalability. In the acces&Hmad, dense deployments are expected
to fulfill capacity requirements. The move towards capaoiignted deployments has given a starring
role to small cells, as increasing frequency re-use by dsarg cell radii has historically been the most
effective way to increase capacity at the spectrum leveis tay entail massive deployments of small
cells, with a variable number of heterogeneous interfaeesmall cell. To exploit such a benefit, the
TNL running on top of these interfaces must scale with the sizthe backhaul (i.e., mesh backhaul
topology), the traffic volumes carried in the backhaul, thember of TNL aggregation gateways able to
pull packets from the all-wireless backhaul, the numbentdrfaces per cell, and the heterogeneity of

wireless interfaces located underneath.

5.1.3 Implementability in a real system

Usually, real equipment faces implementation constrahrds make difficult the direct implementation
of routing protocols derived from basic analytical resharcthe real world. Usually, there are assump-
tions (centralization, availability of technology not pemt in the market) that are not currently viable
in the industry. This dissertation focuses on ending up @/fthactical approach to the routing problem
for the TNL. Thus, practical considerations in terms of iepkntation are also a relevant matter in this
dissertation. In fact, one of the main challenges of thisithis to solve a very complex problem (i.e.,
any-to-any self-organized routing for the TNL) with a veimple solution, where simple means practi-
cal in terms of implementation. To do so, the routing proteaauld require to operate in a decentralized
manner, avoiding the excessive use of the wireless chamtigrtsmit routing control messages. In this
way, the minimization of the use of these wireless resoui@mesending control information would free

more resources to be used for data traffic.
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5.1.4 Improvement of performance against SoA routing appraches in key performance

metrics

The TNL is expected to allow running high-throughput apgtiiens. Therefore, addirtggh throughput

to the set of requirements of the intended routing protoeabimes of primal importance. As explained
in chaptef 2, whilst wireless mesh topologies can provideresive connectivity and cost reduction, they
may do so at the cost of losing capacityl[90]. However, undisrdontext, the goal has been shifted from
merely maintaining connectivity to obtaining high-thréwpgit. But throughput is an always-increasing
demand, and so, a main requirement for wireless networkatgrst In light of these phenomena, one
may think on high-throughput oriented wireless routingtpcols in order to propose an appropriate
TNL mechanism that satisfies the ever growing capacity demBiowever, throughput is not the only
requirementatencyis also a network metric of primal importance for mobile netiwoperators. There-
fore, the comparison of our solution with SoA TNL routing apgches in terms of the aforementioned
key performance metrics will determine the success of the fiduting strategy presented in this dis-

sertation.

5.2 Validity of the question

The research problem stated in secfiod 5.1 is a valid and esmived research question. Specifically,
it poses several problems that are currently being anallggate wireless community. Current routing
protocols used in the TNL (summarized in chapier 2) weregtesi for scenarios that are quite differ-
ent from what a redundant wireless mesh backhauls entadtually, current approaches derive from

Internet core routing protocols, despite being deployedviced and wireless backhauls as well.

5.2.1 Review of Current TNL Schemes

As summarized in chaptet 2, there is currently a wide vaefyNL solutions such as: Multi Protocol
Label Switch Transport Profile (MPLS-TH) [20], Equal Costl¥M&ath (ECMP) [26], and Ethernet
Shortest Path Bridging (ESPB) [91]. In addition to the rogtcomponent, some of these protocols are
composed by many functionalities, like the managementeplancharge of monitoring the behavior
of the protocol (e.g., OAM functions to detect and isolatdtiaamong others). Note that the research
problem tackled in this thesis focuses on the routing corapbpresent in these TNL solutions. The

rest of the functionalities that these protocols containart of the scope of this dissertation.
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These protocols are unable to satisfy the requirementseofMieless multi-hop backhaul. This is
mainly because the design of these protocols assumes dyatvth be rolled out with a highly reliable
infrastructure (e.g., wired) underneath. In fact, dedpétieg rolled out as TNL solutions, these solutions
derive from Internet core routing protocols, which alsg/reh highly stable wired links. Thus, their
migration to wired backhaul infrastructures is, to someegtstraightforward. Still, this is not the case
of low-cost wireless multi-hop backhaul infrastructurbattare unstable, less reliable, and have scarce
resources. In what follows, we assess whether current TNting approaches cope with each one of

the requirements identified for a routing protocol for theeléss multi-hop backhaul:

5.2.1.1 Adaptability to the dynamicity of wireless backhalideployments

As mentioned in sectidn 3.1, adaptability is one main resqn@nt that a routing protocol designed for the
TNL of the wireless multi-hop backhaul should satisfy inertb exploit all available wireless resources.
Dynamicity acquires importance to tackle the expectedem®e of unreliability of equipment devices
when featuring low-cost wireless backhaul deploymentghisisense, some routing protocols, such as
ECMP, MPLS-TP, Carrier Ethernet, and ESPB used in currecithzul deployments already include
some multipath extensions. One problem is that the offeegted of flexibility in these multipath
extensions limits the exploitation of all resources thati@l@ss multi-hop backhaul can offer. Besides,
despite these protocols offer path recalculation mechajithey incur costs that 1) increase the latency
due to the path recalculation time and 2) the introductiom significant amount of routing control

overhead due, for instance, to Operation and Maintenanddjj@rocedures.

Precisely, either the routing protocol keeps active onglsipath and merely uses an alternative in case
of path breakage, or other proposals like ESPB maintain afsetultiple-paths active. However, in
general with these protocols, traffic follows one or a few-@stablished and fixed paths, restricting
the level of flexibility allowed in the network to the path grdarity. These routing protocols end up
restricting the set of links, and so, the set of transit ned@sdlable for each data packet. Many alternative
paths that could have been potentially used by any sourcaffi€are unknown. This low level degree of
flexibility may be sufficient in deployments in which the ogtar uses high-capacity wired technologies,
such as fiber, and equipment is also highly reliable. Howetes is not the case of low-cost wireless

multi-hop backhauls.
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5.2.1.2 Key performance metrics in wireless backhaul depjoments

The lack of dynamicity from current TNL routing approachesaduces one important limitation that
causes the degradation of network performance metricsteTib@ design assumption in current TNL
routing protocols that causes such a network performangeadation. In fact, current TNL routing
protocols do have the flawed notion of forcing traffic betwégo communication endpoints to follow
a fixed set of routes. Typically, the use of the fixed set of ®@sbpaths leads to minimize the end-to-
end latency, while the throughput is limited to that of thdtlemeck wireless link in this set. Despite
this could be true under light traffic conditions, the use @vpus fixed shortest-path-based routing
approaches can lead to congestion, while the backhaul may dailable resources in the network
(i.e., spare SCs that can increase the number of routing)pstifficient to efficiently serve the injected
backhaul traffic. One of the most important limitations tbatrent TNL approaches could experience
is suffering from network congestion at a point in which thare sufficient network resources available

to serve the workload.

Congestion leads to an increase of data buffers that coastiguaffects the performance of network
performance metrics, such as throughput and latency. Buffénduces low throughput, high latency,
and packet latency variation. Furthermore, the bufferingblem worsens with the buffer size. For
instance, once a buffer fills, congestion notification mgesdrom TCP could lose their intended goal,
since they are unable to arrive in time to their intendedidasbn. This recognized problem of high
buffers has been recently termed as bufferblpat [92] in #meegc context of the Internet. Buffering
is common over variable and scarce wireless channels ngrfaity traffic volumes. Retransmissions,
and also the intrinsic capacity limitations of wirelesknincrease the importance of exploiting all the

over-the-air resources that a wireless multi-hop backbanloffer.

5.2.1.3 Scalability

These approaches were not designed for the massive depits/eravisioned for small cells. This is
because these TNL solutions have an implicit burden of mgutiontrol overhead required to discover
routing paths with long holding times. The required routauntrol overhead needs to grow with the
size of the network, while maintaining fixed wireless linkpaaities. As a consequence, the capacity
left to carry data traffic decreases with the size of the SCoglerent. In addition to this, the burden
of routing control overhead could also increase when reduttie holding time of discovered paths.
Therefore, despite being continually improved, the fixethfimsed philosophy does not adapt well to

the relatively frequent link failures and sudden link rabamges of wireless links equipping SCs, since
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they take routing decisions based on the previous congtruof a path between two given end points.

Furthermore, these solutions increment their forwardiageswith the number of ongoing traffic com-
munication endpoints, and the number of TNL interfaces gér Bhe number of forwarding entries

should be fixed in order to scale with the size of the network.

5.2.1.4 Implementable and deployable in a real system

Despite these protocols have been implemented in wiredhaatldeployments, the comparison with
previous requirements indicate several difficulties t@ta#tvantage of such an implementation. In sum-
mary, current protocols deployed in the TNL 1) exhibit a latklynamicity that the wireless backhaul
may require, which reflects in key performance metrics dégfian, and 2) require a high amount of
routing control overhead to pre-compute routes prior totish sending packets, which limits their
scalability. Thus, the cost of implementing these stra®giomes at the expenses of facing all the

aforementioned problems.

5.2.2 Review of Wireless Data Networking Routing Protocols

We review the routing literature within the context of theeléss data networking world taking into ac-
count the requirements listed in section] 5.1: scalabiligyyamicity, implementability, and optimization
of key performance metrics. Indeed, we found a family of ficatrouting protocols that really intends
to address capacity issues by exploiting wireless chaistits [3] making the most out of the available
resources. These protocols were practical in terms of im@igation, yet they present scalability, high
overhead, throughput, delay, or packet delay variatiameisss discussed in chaptér 4. In fact, although
the research on the literature gave us hints to solve théedigal of designing a self-organized routing
algorithm for the wireless backhaul, no one of the proposala chapte[ #4 is likely to solve the routing

problem for the wireless mesh backhaul.

According to the specific review of the literature done inftkd4, there is no practical wireless routing
protocol able to maintain a network stable under such sepirements (low latency, low complexity,
scalability). We found, nevertheless, some interestiegscthat we used to design the routing protocol
proposed in this thesis. In particular, there are two ideasd in the literature that were of primal
importance for the design of the routing protocol: backgwes and geographic routing. In what fol-
lows, we contrast both approaches against the routingnegents to satisfy for the wireless multi-hop

backhaul.
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5.2.2.1 Backpressure Routing

The theoretical literature inevitably mentions the claSbatkpressure algorithms [29] when one dis-
cusses high-throughput routing algorithms. In theorykpeessure offers network stability, meaning
that it is able to serve all the traffic within the network caiparegion (i.e., throughput optimality).
However, the seminal backpressure work makes several atismsthat do not hold for practical wire-
less multi-hop backhauls. One of the goals would be to rdélage set of assumptions so that a practical

self-organized routing protocol can be rolled out in the Td¥lthe mobile backhaul.

Within the context of stochastic network optimization, maechniques such as Lyapunov function or
the descent lemma have been used to study the throughpuotadipti problem (se€ [93] for a survey).
Out of the many proposed approaches, the class of algoribuittsupon quadratic Lyapunov func-
tions [77] (called Quadratic Lyapunov function based Altions (QLA)), also known as max-weight

or backpressure, is receiving much attention to attairugiinput optimality.

Actually, there have been some attempts to bridge the gagebetthis theoretical research work and the
practical research field. In particular, within the field dfeless sensor networks, we found some impor-
tant practical ideas. The authors of [76] proposely@amic backpressure routing protocolthat takes
decisions on ger-packet basistrying to optimize a network objective parameter while ntaimng the
network stable. The proposal was far from what a TNL routiolytson needs, since it was designed
to cover many-to-one unidirectional traffic patterns and traffic volumes. On the other hand, a self-
organized routing protocol for the TNL requires to suppay-to-any traffic patterns and high traffic
volumes. These limitations of [Y6] hampers its direct aggilon to wireless multi-hop backhauls. The
routing process at the TNL has been restricted to bidireaticommunications between the cell sites
and the core network because almost all the necessarygetaie was hosted in the core network. How-
ever, as mobile networks are upgraded, the range of comationis patterns tends to be more flexible.
Specifically, the X2 interface specified in 3GPP TS 36.423 f§8léws smarter base stations to interact
with neighboring base stations instead of requiring to camicate via the core network using the S1
interface. Note that the X2 interface is merely a logicagiface. Wireless multi-hop backhauls such as

mesh topologies offer physical interfaces on top of whi@hltgical X2 interfaces can be built.

A practical self-organized routing protocol for the wirgdemulti-hop backhaul represents an important
research effort. Given the potential and novelty of the fizatbackpressure work presented byl [76],
we examined its theoretical roots. In particular, we fouvd televant sources. The first is the work
from Neely in [77], which details the theoretical framewdr&sed on the Lyapunov-drift-plus-penalty.

The second is the seminal theoretical work of backpressuagsiulas[[29]. Tassiulas et al. posited a
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generic backpressure routing strategy able to handleaay traffic patterns while being throughput
optimal. However, these schemes pregeattical implementation constraints that make them unable
to cope with the requirements presented in sedtioh 5.1. Eki@u of a practical backpressure solu-
tion entails solving a certain number of important aspetts® original algorithm that makes feasible
its development for real wireless multi-hop networks. Sieadly, the set of assumptions posited by
Tassiulas et al[ [29] and Neely [[77] that complicates th&&al application to a self-organized routing

protocol for wireless multi-hop backhauls follows:

High Queue complexity. Backpressure algorithms maintain per-flow or per-deStinagueues. The
number of queues per node has to be bounded to scale with thieenwof traffic flows (i.e., source
rates), and the size of the network. Some research effastohze done in this direction in order to limit

the number of queues.

Infinite Queue Sizes The original backpressure algorithm use techniques falyaing queuing sys-
tems that require infinite queue sizes. Infinite queue siresat physically realizable in wireless

multi-hop backhauls.

Flow scheduling Since the original backpressure algorithm maintains aigyeer each flow, there is a
scheduling algorithm between the different queues to doate which flow can serve packets. There are
certain implications derived from restricting the numbggueeues in a node, such as the flow scheduling

algorithm.

Latency: One challenge for backpressure routing algorithms is tairatan appropriate trade-off be-
tween network performance metrics. In this sense, oneifahproblem is how to improve other
network performance metrics that go beyond throughpunwiiy, which is demonstrated by theoret-
ical backpressure, like latency. Note that potential improents of latency could affect to a certain

extent the demonstrated throughput optimality.

High Routing complexity: The original backpressure algorithm requires centrdlinformation and

computation to take routing/scheduling decisions on arainéd way. It relies on a central entity that is
aware of all the networks state details. This framework igalizable in wireless multi-hop backhauls.
First, to gather network state information, SCs would remjaidirect reliable link to this central entity.
Second, the required computational complexity could bé&forgable in a wireless multi-hop backhaul.
Thus, on the one side, routing control messages do not haweupinto high control overhead since

wireless resources are scarce, and distributed routingidies require low computation complexity.
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5.2.2.2 Geographic Routing

An interesting proposal identified was the use of geo-locatising some GPS, or virtual coordinate
system [[66]. Geographic routing enables any-to-any conication in wireless multi-hop networks
without incurring either into high routing control overttear computing routing tables. Therefore,
no state space whatsoever is required by the nodes in theagdtamework, aside from per-neighbor
geographic locations. Though solving the scalability peobfor any-to-any traffic patterns, geographic
routing was far from optimizing target network performamaetrics, such as network throughput and
latency. On the other hand, note that SC deployments cogldyhdecrease its level of planning. One
key challenge of geographic routing techniques is the lagaif network holes, in which a node may
find itself not the destination of a packet, but also discdliat no neighbors are geographically closer
to the destination. Usually, to circumvent network coniviigt holes, these routing protocols resort to
alternative routing methods that incur into high routingtrol overhead, and in an increase of state kept

per node.

5.3 Is it aworthwhile question?

This section answers whether the research question statatiior 5.3]1 is worthwhile from two dif-
ferent points of view. Subsection 5.8.1 provides the imgaat answering this question supposes on the

research community. Subsection 513.2 provides the mairstridl applications.

5.3.1 Technical Impact for the Research Community

At a research level, the answer to the proposed researchiaruessectiori 5.1l has two major technical

impacts for the research community.

5.3.1.1 Impact of making the most out of the network resource

The first one comes from designing a self organized routirgopol satisfying all the requirements
provided in sectiof 5]1: adaptability, scalability, optation of key performance metrics, and imple-
mentability. This is precisely, what enables the most $iggmt value with respect to previous routing
approachesA routing protocol that makes the most out of the networkuesss, represents a big im-
pact for the research community. No matter the wireless ladktopology and its reliability, given a

set of source input rates and a set of hetwork resources, aumhting protocol would make the best out
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of them in order to serve these input ratdshis routing philosophy would change the notion of main-
taining a fixed set of routes to conduct traffic managemerititas been widely adopted so far. More

specifically, there would be a huge impact resulting fromwding protocol that offers what follows:

e High exploitation of available resources offered by thenmek for carrying data traffic. This is
because the routing protocol would minimize the amount ofing control overhead sent to the

network and uses all the resources, if they are needed.
e The set of resources offered by the network are used as thayeaded.
e Even resource consumption in the network of all the wiretessurces.

e High adaptability to the dynamics foreseen for availablevoek resources. Although the wireless
multi-hop backhaul could suffer from node or wireless liaiddres, the routing protocol would

offer a fast convergence time in order to maintain an evewartresource consumption.

In turn, a routing protocol with these characteristics wiodécrease the complexity of related research
topics in the context of wireless multi-hop backhauls. Fatance, a related research topic when con-
sidering wireless multi-hop backhauls is that of networknpling. Network planning is one complex
task wireless researchers are currently facing. A routiotppol that makes the most out of the network
resources with the aforementioned properties would easareh on network planning. In fact, the
success of capacity density deployments relies on selhargd routing protocols in charge of finding
optimized routes among distant nodes through intermediate without the help of fixed or centralized

infrastructures.

5.3.1.2 Impact of the research methodology used

One remarkable aspect is the research methodology proposigid thesis. This thesis aims to build a
practical routing solution starting from a theoretical gective. In particular, the starting point is the
theoretical backpressure framework provided by([29, 7Tie €oncept defined in this work is that of the
network capacity region (i.e., the set source rates thabeasupported by the network). In practice, it
is well known that in an unreliable wireless environmeng tietwork capacity region is usually time-
varying. Therefore, without being too conservative, itngpbssible to guarantee that the source rates
are always within the network capacity region. Most reckabtetical work ensures that the network is
stable for any source rate within the capacity region, wisdherefore assumed to be known. Though

this throughput-optimality criterion is useful, it doestisay anything about other network performance
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metrics, such as latency. Therefore, we have to evaluatehvidithe cost (if any) of a high-throughput
routing towards other network performance metrics sucki@nty. In any case, the previous criterion
of throughput optimality theoretically demonstrated [ii9,[27] is quite far from the current findings

obtained by experimental wireless researchers.

Real deployments of wireless multi-hop networks alreadgtém academia. In general, these deploy-
ments use a routing protocol with low dynamicity on top oficehsed standard technology (i.e., IEEE
802.11) that was not initially intended for mesh commurnaa. Such deployments face surprising
outcomes related to the wireless technology, such as "& doémake sense to handle more than three
hops with unlicensed WiFi technology” [90]. Thus, practicsearchers do not even discuss about the
concept of network capacity region, since they are alreaggmencing significant performance issues
with a small size wireless backhaul. Thus, it is not strdmitard to map findings from theoretical to
experimental work. In fact, there is a huge gap from the tgzal work in [29] claiming that there

is throughput optimality as long as the injected traffic kdthin the network capacity region, and the

three-hop boundary from the experimental wireless rekeasc

In fact, research on routing lacks the necessary trandit@m theoretical to experimental work. This
thesis starts from the theoretical backpressure frameaondkadds the needed assumptions to bring
theoretical research into the experimental level to copgl vaquirements listed in sectign 5.1. Such
routing protocol strives to follow the theoretical frameawdrom [29,77], while identifying the main
practical limitations in a real setup. These practical fations are precisely what causes performance
gaps between theoretical and experimental restilis. clear that bridging this gap or understanding
its main reasons would be of great interest for the reseamhrmunity. The routing protocol proposes
practical solutions to tackle these practical limitatior®® do so, there is a clear need to understand
how the throughput evolves under a dynamic wireless moli-¢nvironment: traffic demands, wireless
link states, network topology, either within or even outstte capacity region. Besides, note that real
deployments do not merely tackle throughput. Latency istevar performance metric as important
as throughput. Furthermore, which are the factors causiisgthroughput gap between theory and

experimental work are other issues to understand.

5.3.2 Economical Impact: Applications for the Industry

The research work in this dissertation has a wide range dfcagipns. First, we detail from an eco-
nomic perspective the benefits the outcomes of this diggert@ntail for wireless vendors and operators.

Precisely, the outcomes from the work carried out in thisetigtion led to a contract agreement with
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AVIAT Networks [1], leading vendor of wireless backhaul gguent. Having said that, it is also worth
mentioning that the applications resulting from this irigegion go beyond economical gains including
also social gains. In particular, we detail applicatiorat ttan also exploit the research done within this

dissertation for the context of Public Protection and OisaRelief (PPDR).

5.3.2.1 Economical Applications

The research question studied in this dissertation is parpooblem operators are currently facing with
emerging 4G/5G networks. In fact, since the rise of 3G/3.B8varks and the rise of diverse bandwidth
hungry mobile applications, operators gained intereseamnologies for handling the ever-increasing
data demands. However, new RAN technologies (i.e., LTE,-B)Enay be insufficient to tackle the
ever increasing demand of bandwidth. With such new RAN,reldyies the bottleneck problem may
be shifted to the backhaul. In fact, the challenge compaséseving high-throughput in a very wide
range of wireless backhaul deployments; from the deployro€a small size cell network up to the
point of rolling out small cells in every street corner, ammdamppost while keeping connected all the
small cells wirelessly, among them and to the core netwoska Aesult, it is clear that these deployments

require a high degree of scalability.

While deploying large numbers of cell sites in a mesh fashiear the consumers helps solving the
capacity problem at the RAN level, the challenge for the \@sg backhaul is not just about increasing
the capacity of over-the-air interfaces. Operators neatkpoy low-cost routing schemes to provide
connectivity with the core network and among cell sites wiifiicient capacity and QoE level exploiting
the path diversity offered by mesh topologies. Precisbly,ibhcreasing mobile data traffic volume and
bandwidth required per user, jointly with the decreasingrage Revenue per User (ARPU), demand
for highly-efficient, simple, easy-to-deploy network-4¢vouting operations for intelligent transport of
data packets. As a consequence, the design of an appranigitey mechanism is crucial to solve the
mobile backhaul challenge, whose OPEX is in general abo%e&ahe total OPEX of an operator. The
use of low-cost equipment and minimization of cost of idatain and planning also brings, in general,

benefits in terms of CAPEX.

Additionally, mobile network operators are facing moreogse-constrained setups; for instance, those
being deployed in developing countries and/or rural ar&espite both the RAN and backhaul tech-
nology will differ compared to their most advanced top-@yacounterparts, a self-organized routing
solution has to be agnostic from these heterogeneity. Asisecence of this, the TNL routing algo-

rithm has to adapt and function properly in a wide range otless backhaul deployments. There is
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a wide range of choices with regards to the backhaul teciggpbnd also RAN technologies. In fact,
currently, operators claim there is not an unique solutmmafl the use cases. The goal is to attain all
these requirements with a TNL able to connect these heteeogs small cells in order to deliver an
appropriate Quality of Experience (QoE) without leadingeimessive CAPEX/OPEX. The main idea
behind a routing solution able to satisfy the aforementiooenditions is to exploit all available back-
haul resources, rather than continuously over-provisiihe wireless link capacity of their networks

without really needing it.

The aforementioned context comes from one project thaigigrfunded the work carried out in this
dissertation. Precisely, the roots of the research effimsented in this thesis are partially funded by
the European projed@roadband Evolved FEMTO NetworkBEFEMTO) [95], an IP project funded
by the ICT-FP7 program. The BeFEMTO project aimed to develegived femtocell or small cell
technologies based on LTE/LTE-A that enable a cost-effigeeavisioning of ubiquitous broadband

services and support novel usage scenarios, like netwdéeketcells (or small cells).

The research outcomes from this thesis (developed witlerctimtext of BeFEMTO) attracted the in-
terest of wireless backhaul vendors. Wireless vendors tepdsition themselves in the market with
innovative products to attract their customers: the opesatThis is the case GAVIAT Networkq1]
interested in incorporating in their equipment a self-aigad network-level algorithm integrated in
their heterogeneous equipment. The self-organized uatigorithm has to adapt to varying and het-
erogeneous topologies. It also has to cover from an access naekhaul for emerging rural scenarios
using low-cost unlicensed technology (i.e., WiFi) to moeask backhauls with more expensive licensed
wireless technology (i.e., LTE, microwave). In additior]fsorganized routing has to cover low scale
deployments in licensed microwave bands, such as thosebbythe ring aggregation backhaul com-
posed by aggregation nodes. One of AVIAT Networks’ main lemgle, as a wireless backhaul vendor,
is to decrease backhaul deployment costs while still mgetipacity demands. Reducing the cost of de-
ployment/management of a small cell becomes crucial tolbahd envisioned small cell deployments.
Otherwise, given the potential size these deployments raeg,AVIAT's position is that there will be
no market for that unless the cost per cell site (CAPEX and X)R&seriously decreased. One of the
ways to reduce the OPEX is to increase the degree of selfvaag@on with intelligent procedures in
cell sites, hence minimizing the human intervention of awogk administrator. The human intervention
burden increases as the number of cell sites increase. Hsel€®rganization is a key objective for

AVIAT Networks to achieve wireless backhaul scalability.
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5.3.2.2 Economic Applications: Public Protection and Disster Relief (PPDR)

Public Protection and Disaster Relief (PPDR) situations aase both in developing and developed
countries. Indeed, different external factors could gisthe smooth operation of the network. In the
case of natural disasters, such as earthquakes or tsurthenigired infrastructure could be physically
damaged thus preventing traditional communications fraking place. The absence of connectivity
difficult the coordination of the rescue teams, which leaddramatic consequences in emergency situ-
ations, during which every minute counts to save human.liesuch cases, a wireless mesh backhaul
can provide a solution to these situations, as they allowrdpé deployment of an operational net-
work without relying on any pre-existing infrastructure.ewrtheless, the success of this technology
relies on the efficiency of the routing protocol satisfyifg aforementioned requirements (in terms of

throughput, latency, adaptability, implementabilitydastalability).
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Chapter 6

An all-wireless mesh backhaul for Small
Cells

The contributions of this chapter have been published i, [[Bl, [12], and submitted to[[10]. In
previous chapters, we stressed the advantages of deplaywigeless mesh network as backhaul to
carry traffic from/to the HeNBs to the S-GW belonging to theecoetwork. This chapter provides the
3GPP architectural implications of creating a wirelesshrigckhaul among small cells. In particular,
sectior 6.1l presents a novel deployment concept refer@siltmge-scale Network of Small Cells (NoS),
studied in the context of the European project BeFEMTO [8E)Ss are conceived as a complementary
solution to existing macro cell deployments in order to ioyar network coverage and capacity, offload
traffic from the EPC, and provide new services to mobile stibsis. Sectiol 612 describes the main
3GPP architectural modifications proposed to provide al@gemesh network as backhaul for the NoS.
Sectior 6.B describes the resulting steps in the life of a patket to/from the S-GW from/to the HeNB,

taking into account the proposed 3GPP architectural clsange
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6.1 Overview of the Network of Small Cells architecture

An all-wireless NoS can be defined as a group of small celtsattegaable to form a partially autonomous
network under the administration of a Local Network OperékdNO), which could even be different
from the MNO. Note that a small cell (SC) is a different entiign a HeNB. The HeNB, specified by the
3GPP, refers to the MNL of the SC. Thus, the SC includes a HaNiB/eand additional entities such as
TNL entities. In a NoS, small cells feature self-organiz{8§N) capabilities, hence collaborating with
each other to optimize the global operation of the cellutimork. Examples of application scenarios
are large-scale outdoor urban deployments, shopping joalisorate environments, convention centers,

or university campuses.

They perform functions like radio resource and mobility mgement cooperatively and mainly by
means of local communication, i.e., minimizing the invohent of the mobile core network (EPC,
in 3GPP terminology). As opposed to the traditional conadpttandalone small cells, where each
small cell acts in an uncoordinated fashion, NoSs aim atopithg global network performance by
allowing cooperation between small cells in a self-orgagiZSON) fashion. In a NoS, some of the
functions implemented by network elements in the EPC are delegated to ‘proxy’ entities in the
LSGW, namely the Proxy Mobility Management Entity (P-MMHE)dathe Proxy Serving Gateway (P-
SGW). This is done to reduce the volume of data and signathaffic reaching the EPC. From the
architectural point of view, one of the main challenges ofaBNk to feature a network architecture that
allows LNO-deployed functional entities to run MNO-conked procedures whilst complying with the

standard interfaces and procedures defined in the 3GPPitatBpecifications.

The NoS architecture has been designed in the frameworle @¢FEMTO System architectuie [96]. At
a high level, it is a superset of the functionalities of thePBERelease 10 Evolved Packet System as far
as the mobile network layer is concerned and a superset df@M TISPAN transport architecture [97]
as far as the transport network layer is concerned. The BaREENVolved Packet System Architecture
encompasses the mobile network layer, which includes themetwork and the radio access network,
as well as the small cell subsystem. On the other hand, th&B&P Transport Network Architecture
describes the communication networks that transport the lstween the elements of the BeFEMTO
EPS Architecture, e.g. the local area network connecting@ dt the fixed broadband backhaul. In this
case, no modifications are required in the operator domaitiesn but those of the customer side (in
which the NoS is deployed) are extended with additionalinguand mobility management functionali-
ties. Figurd 6.1 presents the most important entities oB#€EMTO EPS that are relevant in the NoS

scenario. A detailed presentation of all these buildingllean be found in [98]. As shown, there are
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Figure 6.1: The NoS architecture.

no madifications to the core network of the MNO except for treNIB Management System (HeMS)

and the Packet Data Network Gateway (PDN-GW). The formedsieeahancements for supporting the
new LSGW element, while the latter is enhanced for handlirgS-rat (Remote Access Tunnel) inter-
face, which is conceived for offering Local and Remote IPeascconsistently in terms of session and

mobility management.

The introduction of local Mobility Management Entity (MMEnd Serving Gateway (S-GW) functional
entities in the NoS create the need for additional netwdskiaces located between HeNBs and LSGWs
in both control and user planes. In terms of protocol sigigalHeNBs in the NoS communicate with
P-MMEs via S1-MME interfaces. Similarly, communication thre user plane between HeNBs and
P-SGWs is provided over standard S1-U interfaces. The LS@Wars to the functional entities in the
EPC as a standard eNB. This effectively means that all egiGPP interfaces originated towards/from
a HeNB (S1-U, S1-MME, and X2 [94]) remain intact between tf83W and the network elements in
the EPC. However, two new network interfaces (S-rat, Typg H&ve been introduced, as shown in
Figure[6.1. On one hand, the S-rat interface has been inteadbetween the LSGW and the PDN-GW
to allow the tunneling of IP packets through to/from the PDW @.g., based on GTP, PMIP, IP in IP or
other), whenever data needs to be sent from/to the localonktwhile the UE is currently in the macro
network. On the other hand, the optional Type 1C interfadevden the HeMS and the LSGW is used to
provide configuration, software updates, monitoring, atigtonetwork management functionality for

the LSGW and the small cell network as a whole.
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Figure 6.2: All-wireless Network of Small Cells.

6.2 Functional Entities supporting the Network of Small Cels

This section focuses on the architectural issues that wdegl $olved to be in compliance with the 3GPP
Technical Specifications. The concept of an all-wireles§ Ndong with the routing scheme described
in this chapter, has implications in the 3GPP architectttewever, these implications are local to the

NoS and, therefore, totally transparent to the EPC.

Steering traffic throughout a mobile network involves twoimbuilding blocks, namely traffic and
mobility management. The classification of the two main iruproblems to solve comes naturally
with the division between the Mobile Network Layer (MNL), igh handles 3GPP procedures, and the
Transport Network Layer (TNL), which carries packets tlyloout the network. Figurde 8.2 illustrates
an all-wireless NoS emphasizing the division among the MNd the TNL. With regards to traffic
and mobility management, the MNL is in charge of determinihg endpoints of the GTP tunnels
that carry the data for each bearer in all the relevant nodéss may be understood as a high-level
routing, which we will denote as GTP routing. High-level tiog is out of the scope of this dissertation.
Once the endpoints have been determined, the TNL is in chdrgmuting the packets between those
endpoints. This is a more fine-grained routing, as it death wie actual path that packets follow

to reach the destination endpoint. These paths traversspiwet network nodes, such as routers or
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switches. Although the procedures handled by these noderairspecified by 3GPP, they are key
components for an efficient operation of NoSs. One of thesegoiures to define is the underlying
SON TNL routing, which is the main focus of this dissertatidn particular, the 3GGP architecture
requires the addition of an entity called LSGW, which actgateway at the transport network level.
Furthermore, the introduction of such low-level TNL rogfiprocedures requires modifications in the
transport network building blocks of small cells. The faling sections describe in detail each one of

these implications.

6.2.1 Local Small Cell Gateway

In order to provide EPC functionalities within the NoS andkéep data and signaling traffic within the
local network, a new element is introduced in the networlkiéecture: the Local Small cell Gateway
(see Figuré 6]1 and Figure 6.2). LSGWSs are mandatory netelerkents for the wireless multihop
backhaul considered in this dissertation. From the logicaht of view, the LSGW is located in the
edge of the NoS and acts as a network manager for local mphitiffic routing, access control, authen-
tication, power management, and fault management. Iniaddihe LSGW can also provide Local IP
Access (LIPA) or Selected IP Traffic Offload (SIPTO) servjagkich are particularly relevant in small

cell networks|[[98, 99].

In addition, the LSGW can also provide Local IP Access (LIBABelected IP Traffic Offload (SIPTO)
services, which are particularly relevant in small celwaks [99]. The LSGW allows the NoS to be
managed by the mobile operator as a single, aggregate wittityespect to many of these functions, i.e.,
hiding network internals to the EPC whenever possible wénigosing the features the mobile operator

needs access to.

From the functional point of view, an LSGW encapsulates twaimfunctional entities, namely, the
Proxy Mobility Management Entity (P-MME) and the Proxy SagyGateway (P-SGW). Both entities
operate on behalf of the corresponding EPC entities (i.81E\vdnd S-GW) in order to perform mobility

and data traffic management functions within the NoS, rés@dyge In particular, the P-SGW performs
S1 bearer termination and mapping between the NoS and the &P&ell as user-plane data routing
from/to the NoS and the EPC. In case there is UE mobility betwamall cells, the P-MME manages

the associated control plane signalling for switching tearbr towards the new endpoint.

In a multi-LSGW environment, packets may opportunisticatbiverse an LSGW different from the
one that terminates the S1 bearer originated at the HeNBudh situations, the P-SGW function in

the source LSGW (i.e., the first LSGW reached by the packdtpets the IP packet from the geo-
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graphic packet, no matter what the bearer endpoint is, ameafds it to the destination LSGW (i.e.,
the one terminating the bearer) by means of traditional lRimg protocols running over the existing
wired/wireless backbone amongst LSGWSs. Once the packeehabked the intended LSGW, it is routed
into the corresponding S1 bearer between the LSGW and th&/$a@e EPC.

6.2.2 Modifications to Small Cells

Standard 3GPP interfaces and functionalities supporteHdiyBs have not been altered. However,
some moadifications to the transport network layer of the HegikBocol stack have been made in order
to provide additional functionalities within the NoS. Inrpeular, a Routing Sublayer has been added to
the protocol stack that faces the (all-wireless) NoS. Thiging underlay in the transport network layer
is the key enabler of the SON scheme conceived for trangigodita traffic through the wireless mesh
network. The regular relaying of messages from S1-AP to &Réisource Control (RRC) has not been
modified either. In terms of protocol signaling, the LSGWsa&$ a contention entity, hence preventing
unnecessary control-plane traffic from reaching the EP@ukt also be noted that all routing and LLM

operations have been designed to be consistent with 3GREBdunes.

92



Application

TCP upp

PDCP

RLC

MAC

€6

UE

Figure 6.3: GeoSublayer introduction

GeoSublayer

Lc

PDCP GTP-U
RLC upp
MAC P

GeoSublayer
LLC
1 MAC
PHY

MAC

HeNB

in the User-planequal stack for S1-U interface in a SC below IP layer.

PHY

HeNB

D HeNB protocal stack

D GeoSublayer

[ 80211 protacol stack

—xugy —
: GTP-U
GTP-U GTP-U |
I
I
I
upp upp UDP
I
]
13 P : IP
I
GeoSublayer |
I
Lz - 12
e |
I
I
MAC :
]
L1 ! 11
PHY H
I
o
P-SGW £ 5-6W
LSGW

UE: User Equipment

HeNB: Home eNode B8

P-SGW: Proxy Serving Gateway

LFGW: Local Network of Femtocells Gateway
5-GW: Serving Gateway

TCP: Transmission Cantrol Protocol

UDP: User Datagram Protocal

IP: Internet Protocol

PDCP: Packet Data Convergence Pratocol
RLC: Radio Link Contral

MAC: Medium Access Cantrol

L1: Layer 1

GTP-U: GPRS Tunnelling Protocol User Plane
LLC: Logical Link Control

PHY; Physical Layer

SPD [[ews Jo ylomiaN ay1 Bunioddns sannu3 reuondund "z'9



6.3. Resulting Data Traffic Handling in the Network of Small Cells

6.2.2.1 GeoSublayer

The GeoSublayer, a protocol layer between legacy IP and M&@r$ in the HeNB protocol stack,
has been added to the HeNB protocol stack (see Figufe 6.8¥abes the (all-wireless) NoS. The
GeoSublayer respects the standard interfaces in the HedtBgot stack. Therefore, the HeNBs keep
working in the same way, as standard interfaces are respettds underlay in the transport network
layer is the key enabler of the SON low-level routing scheha will be described in the following

chapters.

In addition, the GeoSublayer is also in charge of providirogdl Location Management procedures.
User location schemes in 3GPP networks rely on mobile sildescidentifiers, such as the Serving
Temporary Mobile Subscriber Identity (S-TMSI). Since tloaiting protocol presented assumes that
a HeNB can obtain the geographic coordinates of the inteddéstination within the local network, a
Local Location Management scheme is needed in order to map@a8GPP mobile subscriber identifier
to the geographic coordinates of the HeNB where the sulestgibE is currently camped on. As LLM
schemes are tightly coupled to 3GPP control-plane proesdsuch as Paging or Tracking Area Update
(TAU), its detailed description is beyond the scope of tliésertation.

As the concept of NoS has not been standardized in 3GPP Tatt8pecifications yet, there is no
3GPP mechanism that allows HeNBs to establish S1 bearexdlgibetween them (i.e., without having
to traverse an S-GW or a P-SGW) [100]. In our scenario, IP gigckre routed over the NoS in a
completely transparent way to existing 3GPP control- areat-pane procedures. In order to solve the
local routing issue, HeNBs in the NoS may implement LIPA natdms that are able to identify IP
packets addressed to local UEs. Once detected, these packdtanded over to the GeoSublayer that

performs the routing procedures that will be described énfttiowing chapters.

6.3 Resulting Data Traffic Handling in the Network of Small Cdls

Figure[6.2 depicts an example of the resulting NoS scendriee MNL is in charge of determining
the endpoints of the GTP tunnels that carry the data for eaaheb in all the relevant nodes. During
bearer establishment, tunnel endpoints have been detmtnising standard 3GPP procedures. For
the S1 interface, these procedures are transparentlydthbgithe LSGW to both the HeNBs and the
core network entities. Assuming that GTP is used in the Shitegface, three GTP tunnels with their
corresponding endpoints are set up, namely one from the HeNti®e LSGW, one from the LSGW to

the S-GW, and one from the S-GW to the P-GW. Therefore, in threntink, when a packet reaches the
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P-GW from the Internet, the standard procedure is follo@8]. [After applying the traffic flow template

to the incoming packet, the GTP tunnel to the S-GW is detezthirOnce there, the S-GW performs
GTP routing in order to send the incoming packet through ph@@priate outgoing GTP tunnel. In a
conventional network, the other end of the tunnel is a (H)eN8wever, in the proposed architecture,

the other end is the P-SGW of the LSGW.

As the LSGW is transparent to the core network for data trdfiee P-SGW behaves as a HeNB. Once the
packet reaches the LSGW, the P-SGW functionality performi® Guting, so that the packet reaches
the HeNB. Furthermore, the LSGW is also transparent to thidB4ei.e., the LSGW appears to the
HeNB as a S-GW. Note that it is important to maximize the anhofitraffic managed by the LSGW.

In the case of local traffic, instead of enforcing bearerslie LSGW, an important enhancement
for the all-wireless NoS is the introduction of direct bearbetween HeNBs. This procedure is based
requires the IP address of the destination HeNB, prior tadlitext exchange of data traffic amongst SCs.
The IP addresses of the HeNBs are known by the LSGW. Thustéatjisired a procedure amongst the
source HeNB and the LSGW to obtain the IP addresses of the HeSilBh a procedure is described in
the work presented in [101]. In this way, data plane traffit k@ directly routed amongst SCs without

having to traverse the LSGW, thus, attaining traffic offloadof local traffic even from the LSGW.

This architectural simplification is of primal importandace it can help to mitigate the generation of

hotspots around the LSGW in the case of intensive local ¢craffenarios.

As for the underlying transport, the transport network tag@mes into play in the path between the
LSGW and the HeNBs. We assume a large-scale, all-wirelesgorie of small cell scenario, where
packets are handled by an underlying routing mechanism toekeribed in the following chapters.
Eventually, the GTP packet will arrive to the HeNB. To camgffic from the P-SGW to the HeNB
endpoint and vice versa through the deployed wireless maskhbul, the underlying TNL requires
from a SON routing scheme. Note that a similar process isvi@t in the uplink. Designing such a

scheme and making it efficient in this context is the main gd#his thesis.
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Chapter 7

From Theory to Practice: Self-Organized

Lyapunov Drift-plus-penalty routing

The contributions presented in this chapter were partlggmted in[[2]. Having seen in previous chapters
that there still are some unanswered questions in the fiefduiing for the wireless mesh backhaul,
this chapter intends to provide a contribution to the afaetioned points that remain unsolved. In
particular, it introduces a new practical routing mechanfer wireless mesh backhauls called self-

organized Lyapunov drift-plus-penalty routing.

In sectior .11, we present the routing problem from a staghastwork optimization[[77] perspective.
In particular,sectiof_711 formulates the network optirti@aproblem using the Lyapunov optimization
framework, taking advantage of the previous work by NeeR].[Algorithms designed in the context
of Lyapunov optimization base their operation on the miaition of the Lyapunov drift. The mini-
mization of the Lyapunov drift refers to the minimizationtb& difference of the queue backlogs in the
network in two consecutive time slots. This approach wahérrexpanded by adding a penalty function
to the drift. In this way, the theoretical algorithm aims etyading both queue stability and optimization

of a given objective function.
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Aiming at a practical implementation, sectionl7.2 propaséscentralized algorithm that satisfies some
of the wireless backhaul requirements mentioned in ch&tseuch as adaptability, scalability, and im-
plementability. In addition to the practical constraintsspd by a distributed wireless mesh backhaul
environment, note that our scheme need to satisfy someresgeints (e.g., even resource consumption,
adaptability, implementability), which are defined in cteafB. This scheme goes beyond previous ap-
proaches [29] by proposing a practical distributed badgaree routing strategy that, assisted by 1-hop
geographic information, only requires one finite queue ahewde to deal with any-to-any commu-
nications. Thus, it is practical in the sense that, unlileptktical centralized algorithms, our scheme
enables a distributed and decentralized implementatitdmlaw queue complexity (i.e., one finite queue

per node) to deal with any-to-any communications.

SectionZ.B provides a detailed study of the resulting jralctouting policy. Specifically, using ns-

3 [102] simulations under different wireless mesh backitanlfiguration setups, this section evaluates
how various network performance metrics (throughput, ydedad fairness) are affected by the value
of the weight of the penalty function given certain traffiard@nds, which is a tunable optimization
parameter. In particular, we observe how the practicaltcaimss posed by a wireless a mesh backhaul
(e.g., scalability, finite queues sizes, and any-to-arfficrpatterns) affect the results claimed by the
theoretical framework. Consequently, we characterizedstrengths and weaknesses of the resulting
self-organized drift-plus-penalty routing policy in oumténded wireless mesh backhaul environment.
Note that ns-3 was selected as the simulator to conduct aluiaions of the routing protocol given its

accuracy, which was demonstrated in our workin [4].

This preliminary study is of primal importance to understaine existing gap between Lyapunov drift-
plus-penalty strategies and the needs of wireless mesthaalsk Indeed, the findings of the study in
section 7B indicate the convenience of varying the optition parameter of the proposed algorithm,

instead of computing the weights using a fixed optimizatiarameter.

Finally, sectiori_ 74 outlines the main points raised in thiapter. Note that this chapter provides the
basics of the routing algorithm that will be evaluated amaktlin next chapter. The contributions in this

chapter have been partially publishedlin [2] and [4].

7.1 The Routing Problem

Here, we define the routing problem as a stochastic netwdikation problem([77]. Subsection 7.1.1

provides the assumed network model to formulate the roytinglem. Subsectidn 7.1.2 formulates the
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routing problem using stochastic network optimizationd anbsection 7.113 approaches the network

optimization problem using the Lyapunov drift and the Lyapwu optimization method described in[77].

7.1.1 Network Model

This subsection specifies the general network model useattoufate the routing problem in a wire-
less mesh backhaul from a stochastic network optimizalf@j perspective. In particular, the model
considers a stochastic network that operates in discra with unit time slots, i.ez € {0,1,2,...},

where each node in the network is seen as a queue. The goadsigm a network controller that takes

routing decisions from the observation of the current neftvetate and the queues.

At every time slot, the network controller performs sometiray action chosen based on the observed
network state. The chosen routing action may incur a costyaly also serve some amount of traffic.
This traffic causes congestion, and thus, leads to backtagsdes in the network. In what follows, we
provide a generic description of the network states. Thendefine the system processes determining

the evolution of node queues backlogs, and so, the evolofioatwork states.

7.1.1.1 Network State

The network state is defined by network variables denotindamn events (e.g., channel state and ar-
rivals). In our case, it is defined as the vector of wirelask ates, and the stochastic process defining
the random number of arrivals. The vector of wireless lintksaould change at every time slot due to

the wireless link conditions, or node failures.

The processes characterize the random events happenihg iretwork. We assume that there are a
total of finite numberM of different random network states, and deffie= {s1, s2, ..., sar} as the

set of possible states. Each particular statandicates the current network state parameters, such as
a vector of channel conditions for each link, and a collectid other relevant information about the

current network arrivals.

Let S(¢) denote the random network state at timéWNe assume tha§(¢) evolves according to some
general probability law, under which there exists a steddte distribution of transition probabilities
between the different states. There is a certain steady@tababilityp; of being in state;. We assume
S(t) is a finite state irreducible and aperiodic Markov chain. Tieéwork controller can therefore
observe a Markov proces(t) at the beginning of every slat But the statistics of th&(¢) process,

including thep; probabilities and transition probabilities, are not neeedy known. As shown ir [103],
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these set of assumptions on the network state are crucial\te the network optimization problem

formulated if_Z. 1.2 with the Lyapunov optimization method.

7.1.1.2 Queuing, Arrivals, and Departures

Each node in the network can be represented by a queue. Terkés then described by a vector of
queue backlogs written in vector formQ,(t) = (Q1(t), ..., Qr(t)) € Z4,t =0,1,2,..., wherer > 1is

the number of nodes in the network. Lietbe the set of all nodes in the network.

Furthermore, we define the vectors determining the arraradsdepartures to/from the set of nodes/queues.
The first one is the set of arrivalgt) = (a1 (t), ..., a,(t)) at time slott, in units of packets. Every;(t)
accounts for both the exogenous (i.e., packets received dther nodes/queues, and the endogenous
arrivals (i.e., packets generated at no@deriving at queu&);(¢)). The second vector determines the set

of serviced packets by every noblg) = (b1(¢), ..., b.(t)), in units of packets at time slot

In every time slott, a network must take a control actiar{t). This action determines the arrival
and departures to/from the set of nodes. Each transmissioonitained within one time slot, and all
transmissions during a given slot start and finish at the samm® Assuming that at instart = 0,

Q;(0) = 0, the queuing dynamics are reflected by the following equatio
Qi(t+1) =maz[Q;(t) — b;i(t),0] + a;(t);1 <i<r (7.1)

Note that bothu(¢) andb(t) are random processes that are function of a random$tateand a control
actionz(t). Every time slot the network controller observes a sttg and chooses an actiar{t) that
will define botha(t) andb(t). Then, according to the queuing dynamics defined in Equdiidk), the

gqueue backlog process is updated for the next time slot.

7.1.2 Routing Problem Formulation

One important concept used throughout this dissertatithratof the network capacity region. The work
from [29] defined the concept of network capacity region. maevork capacity region is the closure

of the set of all input rate matrices (an input rate matrixrefithe set of rates between each possible
pair of nodes in the network) able to be stably supported byn#twork. Therefore, given an injected
input rate matrix\, if Equation[7.2 is satisfied, thekis inside . Furthermore, before presenting the
stochastic network optimization problem, we must first giveefinition of stability in a wireless mesh

backhaul.
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Let ; denote the non-negative queue backlog of nb@e time slott. The set of queue backlogs
Q(t) = (Q1(t),...,Q(1)) in a wireless mesh backhaul are strongly stable if theyfgatie following

expression:

lim sup % tz% E{Qi(T)} <oo,Vi€eR (7.2)
g,

In addition to maintaining the queue backlog vector procggs strongly stable according to the above
criterion, the objective of the network controller is toider all data to their intended destinations, while
minimizing the time to deliver each data packet. Note thatdfassume that in the long term all wireless
links would have on average the same level of reliabilitys ik also closely related to minimize the
number of hops traversed by each data packet, and so, therke®wgsources used per packet. In this
case, by network resources we mean over-the-air wirelaasrrissions per packet between nodes in

the network.

All data generated from any source node that is destined fparticular node: € 1, ..., r is classified
as commodityc data. LetA.(t) represent the exogenous arrivals (i.e., packets receroed bther
nodes/queues) of commoditydata at precisely node In other words,A.(¢) represents the rate, in
units of packets, at which the network delivers packets flivan destinatior at time slott. Asin [77],

we assume thal.(¢) is a stationary process, and B§A.(t)} = A..

We define a non-negative cost function that restricts theosetireless links traversed towards each
destinatiore. In particular the cost function grows by selecting linkattiventually result in an increase
of the number of hops towards Therefore, a low cost is attained by choosing links thatimize the

number of hops to the intended destination

Every destinatiorr € R may pull out data from the network at a different rate, in sioit packets. This
variability will depend on the network routing controllexking decisions according to the state of the
systemS(¢). In addition, the number of hops to deliver commoditgata generated from nodecan
also vary. LetA’Zf(t) (t), be the amount of commodity dataenerated from nodiedelivered with paths
of a number of hop&$(¢). In turn, commodityc data generated from nodemay be delivered using
different paths with a different number of hops. tt) denote the number of hops utilized to deliver
commodityc data generated from noden time slott. There is a minimum number of hops to deliver
from nodei to nodec. This number of hops also dependsimince there may be node or wireless link
failures. Lethmin(t) be the minimum number of hops required to deliver commoddwyta generated
from nodei. The use of wireless link resources increases with the numwibleops. We assume that
hmin&(t) = 0 for all ¢, since in this case commodity dataloes not consume wireless link resources.

Note thath§(t) > hminf(t).
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The routing algorithm serves amounts of commoditgyata generated at noden a number of hops
h¢(t). To some extent similar to [80], the objective is to bringsthumber of hops as close as possible
to the minimum number of hopsming(t) in order to minimize the cost function. The objective is
to minimize the path length for all the traffic loatl. arriving at destinatiore. The network objective

functiony(t) to minimize is, therefore, defined as:

s s

y 233 S A @) — hmang (1)) (7.3)
i=1 =1 h{(t)=hming (t)

When routing data from to ¢, the cost functiory(¢) grows with the transfer of commodity data
generated from nodgethat results in an average number of hops that exceeds theunmnumber of
hopshming(t). Such definition of the cost function ih_(7.3) can be interpdeas follows. First, trying
to minimize the difference between the number of hbfig) utilized to deliver commaodity: data and
the minimum number of hopgming(t) has the goal of minimizing the over-the-air resourceszgi
to route data. Note thaif(t) > hmin(t). Second, the cost functioy(t) is highly related to the end-
to-end delay. The lower the difference with the minimum nemtf hopshming(t) required to deliver
commodity ¢ data, the lower the time devoted for over-the-air transimiss Thus, the component
of delay denoting over-the-air transmission time for théada minimized. Such network objective
parameter also helps to reduce the number of routing loapse &s goal is to approximate as much
as possible the number of hops traversed by data sentiftomto the minimumhming(t). Note that
given the use of a number of hops equivalenkiein(¢) implies the use of the shortest path, and the
shortest path cannot involve any routing loop. Third, thst donction aims at minimizing the number
of hops for the maximum number of data packets, as it wouldyirapower consumption of over-the-
air resources. Therefore, under scenarios for which th&load requires of more wireless resources
than those present in the shortest paths among the regpsativce destination pairs, our cost function
decreases the more workload is served by the shortest pHtios, instead of, for instance, randomly
deviating from the shortest path a half of the data traffic,amst function prefers to minimize the rate
of traffic deviated from the shortest path. principle usedtume set of paths. Instead of this, given two
different traffic flows of different rates our cost functioeatleases when the number of hops traversed
by the more intense (i.e., the traffic flow with a higher rategréases, compared to the number of hops

traversed by the less intense traffic flow.

On the other hand, the queuing delay is another critical @orapt characterizing the end-to-end delay,
which is not taken into account by the cost function. Thisaigtared by the component in charge of the

minimization of the Lyapunov drift. Our interest is to minire the average queuing delay. The strong
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stability constraint can be mapped to an average queuiray denstraint, since according to Little’s

Theorem|[104] the average queue backlog is proportiondleg@verage queuing delay.

Let ¥ be the time average on the long run of the proagg$. We can now formulate the stochastic
network optimization problem in which routing control deions are taken to minimize the time average
of the network objective functiop(¢) while maintaining strong stability in the node queues bgiog

to the wireless mesh backhaul. It is expressed as follows:

Minimize: 5 (7.4a)

t—1
Subject to:lim sup E > B{Qi(r)} < o0 (7.4b)
t—o0 t —0

7.1.3 Drift-plus-penalty as a solution to the Routing Probém

We tackle the optimization problem defined in_((7.4&), (J)4lsing the Lyapunov drift and Lyapunov
optimization [77] method. One of the reasons to choose Lyaploptimization and drift theory is
that the resulting algorithm, built upon a quadratic Lyapufunction, does not require any statistical
knowledge of the complicated underlying stochastic preegdn the network. For instance, they do not
require knowledge of the transition probabilities betwaetwork states associated with future random
events such as variability of link rates or packet arrivdis.particular, the resulting approach takes

routing decisions solely requiring knowledge of the cutmegtwork states(t).

To fulfill constraint [7.4b), we define a quadratic Lyapunandtion L(¢) with update Equatiori (7.1) as

follows:

LQ) £ 3 3@ (75)
j=1

Equation [(Z.b) defines a function that grows whenever at leas data queue in the queue backlog
vector process, which defines the network, grows. Thusyésga scalar measure of the size of the
gueue backlog vector process. The function is non-negative it is equal to zero if and only if all the
elements in the queue backlog vector are zero. Then, we dbinene slot conditional Lyapunov drift

as follows:
A(Q(t) = E{L(Q(t + 1)) — L(Q(1))|Q(1)} (7.6)

whereA(Q(t)) denotes the difference of Quadratic Lyapunov function fedot¢ to slott + 1.

Taking into account the queue dynamics defined inl (7.1), veetlus Lyapunov drift-plus-penalty al-
gorithm as described in Lemma 4.6 [n_[77], which states theeufpounds for the drift-plus-penalty

103



7.1. The Routing Problem

expression. We obtain the following bounds for the Lyapuddaft, whose structure is exploited for

approaching the routing problem:

r

AQ(1) < B+ Y Qi(t)E{a;(t) — b;(1)Q(1)} (7.7)

j=1
where B is a positive constant that satisfies the followirrgafbt:
1 s T _
B 25 QitE{aj(t) + 0} (1)QM)} - > E{b;()a;(1)|Q(1)} (7.8)
j=1 j=1
whereb(t) = min[Q;(t),b;(t)]. We add to both sides the terinE{y(t)|Q(t)}, whereV > 0is a

scalar control parameter. Consequently, we obtain theviiatly bounds:

AQM) +VE{y®)IQ()} < B+ Y Qi()E{a;(t) — b;(1)|Q()} + VE{y(1)Q(®)}  (7.9)

j=1
The minimization of the Lyapunov drift-plus-penalty exgs@on, and so the problem formulated in
Equations ((7.4a).(7.4b)), can be tackled using the egfmesn Equation[(7]9). Rather than directly
minimizing the Left Hand Side (LHS) of the equation, the &gy aims to minimize the provided
bound in the Right Hand Side (RHS) of Equatidbn [7.9). Giveat fhis a positive constant the resulting
strategy seeks to minimi2e)’_, Q;(t)E{a;(t) — b;(1)|Q(t)} + VE{y(t)|Q(t)} every time slot.

7.1.3.1 Algorithm

The implementation of a centralized strategy for solviig44d) [(7.4b)) requires to observe the network
stateS(t) (i.e., the vector of arrivals, and the matrix of link rates évery link in the network) and the
gueue backlog vector process to take appropriate routioigidas every time slot. From the Lyapunov
optimization theorem i [77], the optimization problem.4d),(7.4b)) suggests a network routing con-
troller that, every time slot, minimizes the right hand sad€{7.9). This algorithm can be obtained by
using the framework of opportunistically minimizing an exgation, which is described and proved in
section 1.8 of[[7[7]. Thus, the algorithm would work as followLetz(¢) denote a network routing
control action that has an associated objective given bphfective functiorny(t). And let X g, be the
set of control actions that can be chosen give the netwotk Sta@). In every time slot, given both
the current staté(¢) and queue backlog stafg(t), choose a routing control actiar(t) € X g that

solves the following problem:

Minimize: Zr: Q;(t)a;(x(t), S(t)) — bj(x(t), S(t)) + Vi(z(t), S(t)) (7.10a)
j=1
Subject toiz(t) € Xg (7.10b)
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As a result of the decision taken at every time slot, the gei@we updated according to Equatibn{7.1).
Note that the resulting algorithm chooses routing contotioas based on the instantaneous network
state, and independently of the probabilities of stayinthatdifferent network states. After observing

the current network stat€(t), it takes a decision(¢) that intends to minimize functions af(t).

Regarding performance guarantees, as demonstrated| intfig7$uggested routing strategy from Fig-
ures (Z.10a)(7.10b)) can guarantee a time average ngj¢bat is within O(/V) to the optimal net-
work objective value denoted hy. Therefore, a3’ grows large, the time average objectiyean be
pushed arbitrarily close to the optimgl. However, pushing close to the optimal valyfethe network
objective parametef incurs into a large queuing delay. Specifically, when adhggthe O(/V') close-
to-optimal objective, one can only guarantee that the meclinetwork delay is (). The closeness
to the minimum value denoted hy comes determined by the contidl parameter. Interestingly, the
resulting policy has near-optimal performance, which capioved without the knowledge of optimal

performance.

7.1.3.1.1 Implementation

In practice, the implementation of an optimal algorithmadistseveral challenges. First, the optimal im-
plementation would require a centralized scheduling toudate the set of non-interfering wireless links
at each time slot that can concurrently transmit. In practitis would require a fast communication link
of every small cell with a centralized controller that wilopute this set of non-interfering links, which
would also require computing power. Second, the networ&athje parametey focuses on minimizing
the number of hops traversed by data to reach their intendstihdtion. Given that the solution must
handle any-to-any traffic patterns, a centralized comrallould compute and maintain a routing table
with all the possible paths between any pair of nodes. Nateuhder the dynamic environment posed
by a wireless mesh backhaul, the computation of routes leetv@ay pair of nodes would imply the
continuous exchange of high amounts of routing control fowad and computation towards the central
entity. Thus, at each time slot for each node gair) the central entity requires to compute paths of
minimum lengthhmin(t), and all the path&$(t) > hminf(t). The number of entries between each
node pair will be bounded by the number of nodes directly eoted toi. Third, the central controller
should also have global knowledge of the node queue backiddhe network state (e.g., arrivals and
channel state), which should be measured at the small aadigransferred to this central controller

every time slot.

All the aforementioned issues constraint the optimal imm@etation of the backpressure routing pol-

icy. In light of these observations, section]7.2 seeks taxréhese assumptions and approximate the
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backpressure routing policy on a practical and decenashzay.

7.2 The quest for Practicality

There are many practical issues to take into account whetingadhis backpressure routing policy
to a real wireless mesh backhaul. The requirements of thé im@skhaul (routing any-to-any traffic
patterns, each node with finite queue sizes, adaptabiliyirdess backhaul dynamics) complicates the
introduction of a backpressure routing controller as tlze sif the network grows. Furthermore, the
assumption of a centralized controller, such as in [29]ectihg all the statistics of all the nodes/cells
is in general unfeasible in a wireless mesh backhaul seem@med to optimize the use of wireless

resources.

Subsection 7.2]1 proposes a decentralized approximasiag low-complexity heuristics to tackle each
of these issues. Further, subsection 7.2.2 illustratesobribe key features of the resulting policy.

Finally, subsection 7.2, 3 lists the main characteristfdh@resulting decentralized backpressure routing

policy.

7.2.1 The Practical Solution

In this subsection, we consider a decentralized approiomatf the solution to the problem proposed
in Equations ((Z.10a).(7.10b)). The routing policy is ded using the Lyapunov framework in [74]77],
computing the weights independently in every node in thevoelt. In our solution, we aim at applying
the same philosophy for minimizing Equatidn (7.10a) as i ¢kntralized scheme. But this is done
independently at each node considering the local infoonaailable. In this distributed backpressure
routing policy, every node calculates a weight for everk lfi j) in every time slot. In particular, the

weight denoted byw;; of a link (4, j) is calculated as follows:

wij(t) = (AQi;(t) — Vpi;(t))Ti; (1) (7.11)

Here AQ;;(t) = Qi(t) — Q;(t) is the queue differential witt);(¢) andQ;(t) representing the backlog
of nodes i and j, respectively, ;(t) is the routing penalty function that depends on the costtionc
defined in Equation(713), arili;(¢) is the estimated wireless link rate. Theparameter is a constant
that trades the importance pf;(¢) with respect teAQ;;(¢). Specifically, the selected neighboring node

for transmitting the current packet being routed maximibeslink weightw;;(¢) in (Z.11) between the
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local node: and all its neighbor nodes< J, whereJ represents the set of 1-hop neighbor of the local

nodei. Formally, the selected neighbor nogfeis such that:

J* = arg max w; (7.12)
jeJ
If there is no neighboring nodge J with a weightw;;(t) > 0, the data packet is kept at the local node
1. Furthermore, in this case, the routing control algoritrongiders that it is even better for the network
not to forward a data packet. Therefore, this routing poéitgo involves scheduling decisions in the

sense that, in addition to deciding the next hop, it alsoletgs the arrival rate of data packets to lower

layers.

Note also that while the centralized solution assumes tiatetwork operates in slotted time, the
real network operates in continuous time. This affects #ieutation of the weights that is done on a
per-packet basis rather than calculated on a time slot.basisalculate the weight;;(t), each node
exchanges with its neighbogsn the neighbor sef both the queue backlog and geographic information,

which is shared between neighbor nodes by periodically anging HELLO messages.

A detailed description of each component defining the deakzed solution in[(7.11), and their map-
ping with the centralized solution defined in Equatidns @d)land[(7.10b) follows. The data packets
are stored in queudg;(t) andQ;(t). The number of stored data packets in the queues depends on th
difference between serviced packets and input arrivalact eode. LetAQ);; denote the the difference

of physical queue lengths between nadend nodej. Therefore, AQ;;(t) increasesu;;(t) as the dif-
ference betwee®;(t) andQ;(t) increases. Consequently);;(t) approaches the minimization of the

Lyapunov driftA(t) in (Z.10a) in a decentralized way.

The state of the channel in the distributed solution is deshdiy 75;(¢), which estimates the rate of
link (¢, 7). This parameter can be locally estimated using informéftiom the local network interface.
Therefore, the resulting solution prioritizes high-capalinks over low capacity links for transmission,

as the weight will be higher for those links.

The penalty functiom;;(t) focuses on delivering data to their intended destinatibos decentralization

purposes, this would require that each node would be awaine osiumber of hops to reach each potential
destination. In turn, this would involve the knowledge & tbpology in each node on a distributed way.
Even though this is feasible, it will incur into high amoumtsrouting control overhead exchanged

between all the nodes.

Our approach to implement such sense of proximity to thended destination on a distributed and
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practical way is to assume local geographic informationresent in every node to have a sense of
proximity to the intended destinatiah In addition, geographic information of the intended destibn
dis encoded in data packets. Therefore, instead of floodmgiteless backhaul to compute end-to-end
routes, we leverage geographic information to have a sefngmximity to the destination. Thus, let
pf{ j(t) denote our penalty function computed as the cost to trawbeséink between nodé and node

j to reach destinatiod. The penalty function can be computed on many ways, as weshdlv in
the following chapters. In its basic form, and assuming alegnetwork, we can locally compute the
penalty of transmitting over link, j) to reach destinatiod as follows:

J +1 iclosertodthanj
pi,j(t) = (7.13)

—1 ifurthertodthanj

Therefore, Equatiori(7.13) minimizes the Euclidean distao the destination by giving a sense of rel-
ative proximity between two neighbor nodgs;) and the destinatiod. With an appropriate coordinate
assignment, the minimization of the Euclidean distanceatsm be mapped to the minimization of the
number of hops. Intuitively, this heuristic approach giussan approximation of over-the-air transmis-
sion time reduction, as it avoids data packets to take phattsgad them farther away from their intended
destinations. Geographic information enables the contipataf the distributed penalty functioh (7]13)
in a decentralized way, hence avoiding the computation dfterend routes. Furthermore, as[in (7]10a)
the penalty function is parametrized by a hon-negative andtant control paramet&t > 0 that trades
gueue occupancy for penalty minimization. Subsedtior@pBovides practical details on the role of the

V parameter.
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Figure 7.1: Grid Wireless Mesh Backhaul.
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7.2.2 lllustration

This subsection illustrates the main features of the reguliistributed policy. The main feature of
the resulting routing policy is that it distributes the viies mesh backhaul resource consumption (e.g.,
node data buffers), and this is a very relevant charadterisnexistent in other routing schemes. More
specifically, as network load increases, it is in gener@regting to increase path utilization by evenly
distributing workload for a better aggregate network parfance. However, despite this distribution,
mechanisms are put into place so that packets eventualth tha destination and appropriate perfor-
mance levels are attained. The heat map in Figute 7.2 dliestthe aforementioned concept by showing
how traffic sent by a source node labeled with a 4 in Figure 7thep10x10 wireless backhaul grid is
transmitted towards the destination (i.e., the node labaligh a 94 in Figuré_7]1). Different colors
correspond to a different number of packets handled by eagé im the grid.

As shown in Figuré_7]2, the resulting routing policy distitibs resource consumption over the grid,
as most nodes in the grid contribute to send data packetsetddbtination. As can be observed in
Figured 7.B and 714, thE€ parameter denotes the importance given to the penaltyifumcAs theV

parameter grows the emphasis given to the geographic campirthe distributed backpressure routing
policy increases. This translates into packets originatezburce node of the grid to reach destination

node in a lower number of hops.
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Figure 7.2: Use of the network resources with a low V paramete

7.2.3 Properties of the resulting Solution

The properties of the resulting solution can be summarizddlbws.

e Dynamic The protocol takes routing decisions on a per-packet b8sita are routed over wire-

less backhaul links that help them make progress towardsyipeopriate destination without
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Figure 7.4: Use of network resources with a high V parameter.

restricting the set of links to cross through a pre-computeding table.

Distributed The resulting routing policy is also distributed becaus#oes not require a central-

ized entity for its implementation.

Scalability The resulting protocol merely requires one data queue goer rode in the network,

unlike previous theoretical solutions that required on@a d@eue per traffic flow.

(Quasi)-statelessThe protocol just requires state information of queue lmykand geolocation

of 1-hop neighboring nodes.

Low Control OverheadAs a result, and apart from the common HELLO message exehaing
protocol does not add any messaging control overhead. Nateven the advertisement of queue
lengths by means of HELLO messages can be avoided in loadednks. This can be done by
piggybacking queue lengths in data packets, which could/beneard by all neighboring nodes.

Furthermore, it can be implemented in real wireless meskhaads with low control overhead.

Lower layer Agnostic The resulting distributed routing policy is agnostic fréower layers, no
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7.3. Studying the resulting distributed solution

matter the technology underneath. In any case, the routiticypegulates the flow rate of packets

sent from the routing layer to the access layer.
e Practical: Eases the implementation for wireless mesh backhauls.

e Distribution of resource consumptiois illustrated in previous subsection, the protocol (when
configured with a lowl” parameter) is able to route traffic using all the backhauieathan
utilizing a fixed set of paths computed a priori, hence disiting the resource consumption in the

wireless backhaul.

The next subsection provides a study of the implicationsidpnd by these properties in terms of mobile

backhaul metrics (throughput, delay).

7.3 Studying the resulting distributed solution

This section studies the routing policy determined in presisection against backhaul performance
metrics, such as throughput and latency. By means of ns-@laions under different wireless mesh
backhaul setups, we study the impact of the weight of the Ipefianction on the network perfor-
mance metrics. In particular, we vary the weight of the pgrfainction IV and the input rate matrices
(i.e., source-destination pairs and input rates) to etalthe wireless mesh backhaul response in terms

throughput, delay, and fairness.

7.3.1 Evaluation Methodology

The network setup described next is common among all theriexgets. Figuré€ 711 shows the wireless
mesh backhaul under evaluation. In particular, the wigefeesh backhaul model used is a grid of 100
SCs connected amongst them through a WiFi mesh backhaularticydar, every node has a single
WiFi 802.11a card configured to the same channel at a rate Mbpd. We used WiFi as backhaul
technology because it has been shown a low-cost and flexdtlehallenging technology choice for
the small cell wireless backhaul [105]. Since small celts @ften deployed in clutter, such a wireless
backhaul possibly needs non-line-of-sight (NLOS) tecbgglthat has the ability to use both Point-
to-Point (PTP) and Point-to-Multipoint (PTM) techniquesmong other reasons, the routing scheme

laying on top determines the success of such a wireless hatkbnfiguration.

In terms of packet losses, the goal is to study the behavithreoflistributed routing policy presented in

section_Z.2. To do so, we implement a simple physical layedahso that interference due to hidden
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7.3. Studying the resulting distributed solution

nodes and path propagation loss are avoided. The queurigloie and maximum queue size are preset
to FIFO and 400 packet respectively. Hence, the evaluatiethoaology considers a grid wireless mesh

backhaul with no interference (hence few retransmissj@arg) bounded queue backlogs.

In the following evaluation, we carried out 24 different easn which two different randomly chosen
source nodes in the grid inject a UDP CBR flow towards two diffé random destination nodes. The
UDP payload is configured to 1460 bytes. Each case is repéatiates incrementing the input rate
of each flow (i.e., 500Kbps, 1Mbps, 1.5Mbps, 2Mbps, 2.5Mlgrs] 3Mbps). Furthermore, all the
resulting experiments are evaluated for 12 different V peaters ranging from 1 to 500. As a result,
we performed a total of 1728 ns-3 simulations. The duratiogvery experiment was 300 seconds. The
UDP flows are injected during a window interval of 150 secodeisoted byr. Specifically, ranges
from the second 5 to the second 155 in the ns-3 simulationth&lhetwork metrics described next are

calculated during the interval.

7.3.2 Network Performance Metrics

In order to characterize the proposed routing protocolarpt in previous section, we have studied its
behavior under the following network performance metrics:

Throughput and DelayThese are most likely the main performance metrics a rgudintocol designed
for wireless mesh backhaul must satisfy. The throughpatregt! by the network as well as the end-to-
end delay of packets traversing the network durireye calculated.

Furthermore, we calculate the end-to-end delay attainedbby packets traversing the network during
the injection period. Both metrics are evaluated for déférinput rates and V configuration parame-
ters.Throughout this and the following, we use the termaydahd latency interchangeably.

Fairness We define the wireless mesh backhaul to be fair if, ovénterval, the number of packets
received from each source-destination pair in the wireteesh backhaul is approximately the same,
since both flows have the same characteristics. Hence, wihsaemtwork as fair with regards to the
throughput attained by each flow. We use the Worst Case [ailndex (WFI) in order to compare the

throughput attained by the two flows injected to the netwditke WFI is computed as follows:

20, ()

WFI = (7.14)

gl.augxn{wz}

wherez; is the ratio between the measured throughput and the exptuteughput ofi;, flow. The
WFI is appropriate to detect discrepancies in the networkméa small number of flows is injected to

the network.
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Figure 7.5: Average Network Throughput evolution with figparameter.
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Figure 7.7: Worst Case Fairness Index evolution withithgarameter.

7.3.3 Degradation of network metrics when operating near tb minimization of the Lya-

punov drift

We study the routing algorithm when it is operating with a [Bwparameter. In this case, the algorithm
merely aims at minimization of the Lyapunov drift (i.e., kpoessure algorithm). Therefore, practically
just information about queue backlogs is used to forwardetac As can be reflected in Figufes|7.5] 7.6,
and[Z.Y the wireless mesh backhaul suffers from throughgmifly, and fairness degradation i

roughly ranging from 1 to 25.

The reason for such throughput degradation, low fairnessttee high end-to-end delay in Figutes 7.5] 7.6,
and[Z.T is the low importance given to the penalty functiormmrédver, the fact of maintaining a single
gueue per node breaks one of the primary assumptions ma@9JpyHecall that the seminal work by
Tassiulas et al. considered one queue per flow instead of wewwegper node. Both facts lead packets
to take close to random walks to reach their intended de&imauring interval, yielding into high
delays for delivered packets within Because of this, after, a high percentage of data packets still
remain at data queues of nodes in the wireless mesh backRauinstance, we observe that a quasi
backpressure algorithm (i.6/=1) obtains just @3%, and32% of packet delivery ratio for the 3Mbps,
and 6Mbps case, respectively. Likewise, this randomnesiseittrajectories taken by packets leads to
high variability in the throughput attained by each flow, @fin turn, leads to a high WFI variability
(e.g., forV=1 WFI ranges betweehand0.96).
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Figure 7.8: Routing Cost Function evolution with theparameter.

7.3.4 Network objective withinO(1/V") of optimality

Recall that the routing control policy is designed so thatithparameter emphasizes the network ob-
jective function (see Equatidn 7]11). Roughly, the aim ef distributed penalty function is to reduce
the path length followed by all the packets reaching thespeetive destinations. This can be seen as
an approximation of minimizing over-the-air transmisstome experienced by packets, and so the sub-
sequent reduction of the resources utilized by each pabkietrestingly, Figuré 718 illustrates that the
average routing cost function evolves with{1/V"). This confirms that our decentralized approach of
the routing cost function calculated independently ingverde in the network is a good approximation
of the intended routing cost function. Asincreases, the path followed in average by a packet makes
more progress to the destination than random path selecBmce thel” parameter assigned to each
node in the network makes sufficient emphasis in the penattgtion component, the deviation of data
packets from the shortest path between any pair of nodeg ingtwork decreases, thus, minimizing the
wireless network resources. Further, the rate at whichgiacrive at the destinations (see Fidure 7.5)

increases. As a result, this leads to a minimization of tliimg cost function.

On the other hand, note that Figlire]7.6 experiences a sievitdution withO(1/V), as Figuré 7J8. The
reason for this is that the optimization of the routing cositction is highly related to the minimization

of end-to-end delay, given the reduction of the number hapgeted by the routing cost function.
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7.3.5 Queue backlog increase witlv (V)

In [77], Neely proofs that there is a objective-backlog &adf of [O(1/V), O(V)]. Figures7.D and 7.10
illustrate both the average queue backlog and number ofeogieyps of a node in the grid mesh backhaul

network, respectively. Recall that the maximum queue size# 400 packets.

We highlight three main observations from these figuresdffatt that constraints the increase of the
gueue backlogs with paramet®r in a network with finite queue sizes. The first observatiorhis t
high average queue backlog and queue drops when the afgoisticlose to the the Lyapunov drift
minimization. Yet, this might seem contradictory with thetical bounds provided b§(V'), note that

in this case we neither have established end-to-end rootes queue per destination. Because of this,
all the nodes in the network are potential forwarder candilaf a packet. The second observation is
that, when the penalty function acquires importance (hereasingV’), Neely's growth of the average
queue backlogs (and so average time in queues)@(th) for used nodes is satisfied up to the bound
determined by the network (i.e., 400 packets). After thisrish queue drops occur in the network, and
so the growth withO(V') is not satisfied. Third observation is that the routing poksperiences the
same behavior oncE=400, which is equivalent to the maximum queue backlog albfor any node

in the network. This is because increasing theparameter beyond 400 does not yield into changes
in the packet distribution in the network. Thus, the netwexkeriences no changes in terms of queue

backlogs or queue drops.

7.3.6 The dependence of V with the queue size

Figure[Z5 illustrates that for and 5Mbps, and speciallyGitbps there is a decrease in the measured
network throughput for hight” parameters, to an extent to which the average input ratexncatinot be
served. The reason for this reduction is that adftgarameter increases, the routing policy restricts the
set of candidate nodes used to forward a data packet (atralive example of such reduction can be
found in Figure§ 7], 713, ahd 7.4), given the increasingitgmce of the penalty function with respect
to the Lyapunov drift. Restricting the set of nodes used tevémd packets incurs into higher congestion
of used nodes given the higher number of data packets theytbdwandle. This can cause an increase
of queue backlogs of used nodes, which may lead to queue @vsnithen the maximum size of a data

gueue is exceeded.

This dependence between the queue size anif tharameter can be showed in other network metrics

such as fairness. Figure 7.7 clearly demonstrates thaetiweork fairness depends on thieparameter.
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Figure 7.11: Average Queue Length per second during theureghgvindows interval. Fairness Case.

Precisely, only two of the twenty-four pair of flows under lexadion are able to get a fairness index
over(.85 no matter thé” parameter. The rest of the flow pairs experience betv26&nhand100% of
variability with respect to thé parameter. Conversely, as can be shown in Figuie 7.7, thersome
cases ranging fron = 100 to V' = 150 in which the network experiences a WFI bigger titapu,

no matter the input rate matrix. Furthermore, within thigfeguration, network throughput and delay
experience near-optimal attained values. It is importanidte that thd” parameter choice is lower
than the maximum allowed queue backlog in nodes, henceiatjaan appropriate trade-off between

direction and congestion in used nodes.

On the other hand, Figute T.7 depicts that for some inputmeatizices the network experiences a de-
crease in its WFI for hight” values, given the lower number of resources (i.e., nodegtliting control
policy is allocating. Indeed, Figute T.7 shows that depemadif the source-destination pairs sometimes
high V' values are unnecessary (e.g., see 21 and 22 input rate nnaei) to experience a lack of re-
sources in one of the injected flows, and so unfairness. Btanae, Figure 7.12 illustrates one of this
cases. In this case, the number of nodes used to route the filgwated at(7,2) to (1,2) is reduced

to an extent in which packets cannot be delivered, hencerowiding the network resources required
to serve the traffic flow. Thus, for the sarileparameter, the allocation of resources provided by the

algorithm (i.e., nodes) to route data packets is differemiviben both flows.

7.3.7 The location of the source-destination pairs matters

Figure[Z.Y clearly demonstrates the dependence of the WiRIthe input rate matrix injected to the

network. In particular, the magnitude of queue overflowsethels on the input rate matrix injected to
the mesh backhaul (e.g., up20% of queue drops in the 6Mbps case). We observe the locatidmeof t
source-destination pairs representing the input rateixfas a big impact on the response of the routing

control policy in terms of backhaul performance metricediely, flows might experience degradation
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when the input rate matrix is such that nodes queuing packetse flow are also responsible of queuing
packets from other flows. This degradation is higher whereaddrwarding a high amount of traffic is
close to any of the destinations of the input rate matrix. ikstance, in Figure_7.13) source nodes are
close to the destinations (sources(in5), (9,7) and destinations 19, 9), (1,6)), hence limiting the
reception of packets. For instance, the throughput atidiyea flow is a20% lower with respect to the

other flow, leading to an WFI d§.80 for V' = 50.

In contrast, there are input rate matrices for which foregjentl” parameter, the network experiences a
high degree of fairness. We have observed that this comesgo input rate matrices for which, though
nodes can share traffic of both injected flows, the traffic ieaed towards the equivalent portions of
the network. In Figuré 7.11, the sources are locate@j6), (7,4) and the destinations in positions

(9,3), (9,2) of the grid. The network experiences a WFI00$8 for V' = 50.

7.4 Summary

This chapter provided the theoretical foundations of th&idoform of the decentralized backpressure
routing policy described in Sectién 7.2. In particular, thating problem is tackled with the Lyapunov
drift-plus-penalty approach_[77], which adds a routing gignto the queue backlog differential policy
(i.e., the original backpressure policy). The drift-plsnalty approach also incorporates a parameter
that determines the importance of the routing penalty. Tingble parameter yields a routing cost
within O(1/V') from its minimum value to the detriment of increasing therage queuing delay of the

network byO (V).

In this case, we propose to use as routing cost the routingndis to the intended destination. For the
sake of practicality and scalability, we introduced a nogitpbenalty based on geolocation information.
Thus, the distributed backpressure algorithm backpressxploits both 1-hop geographic and queue
backlog information. The resulting distributed routinglipg which is easy-to-implement and scal-
able, allows small cells to operate with a single data queualf destinations, and to take forwarding

decisions by only exchanging control information with thegighbors.

We have evaluated at a high level how various network peiioga metrics (throughput, delay, and
fairness) are affected by the value of the weight of the perfahction and finite data queues at small
cells, which constrains the results claimed by the thezakframework. The findings presented in this
chapter may help fill the existing gap between Lyapunov-ghifs-penalty function and practical routing

based on backpressure for the mesh backhaul.
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7.4. Summary

Note that in the following chapters, we will provide modifiiceas of the proposed routing policy through
the use of low complexity heuristics, not studied in thisptks to adapt to the dynamics of wireless
mesh backhauls. In particular, we are interested on comreertases predicted for an small cell wire-
less backhaul. Among others, we identified as importantas@enthose considering the increase of the
number of gateways, the increase of the wireless backhagliaipility, and different topologies namely,

regular and sparse deployments.
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Chapter 8

Self-Organized Backpressure Routing for

the Wireless Mesh Backhaul

The contributions showed in this chapter have been parpalblished in[[15],[[6],and [7], and submitted

to [8]. This chapter focuses on Lyapunov drift-plus-penattethod, described in previous chapter, for
comparison purposes with SoA TNL routing approaches. Eurthis chapter describes low complexity
heuristics that extend the basic method described in cHdplghese heuristics are of primal importance
to satisfy the practical requirements posed by a wireleshrhackhaul. We analyze the Lyapunov drift-

plus-penalty method in a wide range of mesh SC deployments.

Sectior 8.1l focuses on a dense SC mesh deployment with mamettraffic patterns (i.e., traffic pat-
terns are limited to the communication between SCs and desiingL GW). However, there are some
important issues that are not tackled in this analysis, éiticage key requirements. First, and this is
the most important one, the analysis in secfion 8.1 considenany-to-one traffic scenario, however,

any-to-any traffic patterns must also be tackled.

Section 8.2 evolves towards more complex dense mesh bdcktenarios (e.g., any-to-any dynamic

traffic patterns). This section contributes with a SON dthan to calculate théd” parameter on a per-
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packet basis. Indeed, results shown in previous chaptadlrsuggested the importance of a variable-V
algorithm to tackle any-to-any variable traffic patternshia wireless mesh backhaul. In an all-wireless
Network of Small Cells (NoS), it is expected that the inpueraatrix could be variable in time_[39].
The SON variable-V controller tunes its values in functidrttee injected traffic rates. The resulting
variable-V controller running in every SC finds the best ¢radff between the drift and the penalty on
decentralized and self-configured way. As a result, evianaesults confirm that the resulting routing
algorithm makes the most out of the resources availablesib#itkhaul and reduces the level of manual

configuration in the NoS.

Sectiori 8.8 tackles SC deployments with multiple gatewBygsise capacity-oriented deployments must
be flexible enough to evolve with traffic demands and must naeehanisms to relieve hotspots. With
one single gateway pulling packets from the network, theeqtl increase of traffic demands can
lead to congestion in the NoS. Instead of laying fiber fromhesmall cell to the core, a way to relive
congestion is to increase the number of TNL gateways. Indhée there is the need, for every given
number of SCs, to augment a small cell with a high-capadaity b the core. Therefore, these singulars
SCs act as a TNL aggregation gateways towards the core rhetideploying additional TNL gateways
increases the global backhaul transport capacity in twoswagmely by introducing additional exit
points with high-capacity links towards the core networll by reducing the average number of wireless
hops traversed by traffic. However, for a full exploitatiohtioeese additional resources, balancing of
traffic between TNL gateways must be possible. Therefaetbhitecture should allow incrementally
deploying and gracefully integrating such new network texgtiwithout introducing much additional
management and/or operational burden. Evaluation resoiftSrms that scalability can be provided at
a low cost, showing a better aggregated throughput andchatmsmpared to SoA TNL schemes. Note

that we use both the terms delay and latency interchangeably

Finally, sectio_ 8.4 tackles sparse SC deployments. Unatgdr semi-planned and dense SC deploy-
ments, the necessity to provide energy efficiency solujmingly with the unreliable nature of massively-
deployed low-cost SC equipment introduces a high degregradrdicity, hence requiring a TNL solu-

tion that adapts to network topology changes.

These dense deployments of SCs are prone to be highly vateduding, in some cases, to sparse SC
deployments. On one hand, the wireless backhaul may becsubjéraffic dynamics. Maintaining
active all SCs when traffic conditions are light is unnecelyseesource consuming. A possibility is
to power off SCs during light operation conditions (e.g.rig the night), hence ending up with an
appropriate percentage of nodes powered off. Despite theshanisms can potentially suppose high

energy efficiency gains, they also substantially alter tivelass backhaul topology. On the other hand,
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Figure 8.1: Grid Mesh backhaul.

these SC deployments may suffer from node and link failures td vandalism ambient conditions,
or obstacles. Therefore, the challenge is to evaluate whéfte the proposed Lyapunov drift-plus-
penalty method can provide adaptability to varying wirsleackhaul topologies. To this end, section 8.4
evaluates distributed backpressure routing for spargiptayments. Evaluation results reveal that the
proposed solution adapts to dynamic wireless mesh backmgironments, and significantly improves
SOA routing solutions, merely based on geolocation infaimma hence providing another perspective

to deal with backhaul deployments that include dead ends.

8.1 SON Fixed-V Backpressure Routing with a Single Gateway

This section studies the routing protocol in a 6x6 grid backlwith a single TNL GW, which represents
a fully-connected dense SC mesh network. To this end, we amthe performance of the proposed
method, implementing the Lyapunov drift-plus-penalty dtion against a SoA tree-based routing pro-
tocol using ns-3[102] simulator. Each node is equipped wiith 802.11a wireless card configured at a
fixed rate of 54Mbps. All the nodes are assigned to the santanehaTransmission and Carrier Sense
Ranges are set to the same value and the wireless channehatogsfer from path loss propagation
errors. For instance, node 7 in Figlrel8.1 only has directnaomication with nodes 1, 6, 8, and 13, and
hidden nodes for node 7 are nodes 0, 2, 9, 12, 14, and 19. TheenwhMAC retries is set to 3. The
data queue is set to a fixed length of 400 packets in all the Bi@ésSC with TNL GW functionalities is
node 35 (i.e., the node in the top right border of the grid ctepi in Figuré 8J1).

We consider a many-to-one communication pattern. In pdaticit consists of unidirectional CBR UDP
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Figure 8.2: Nature of a tree-based SoA routing protocol.

flows sent from the SCs (i.e., node IDs between 0 and 34 in €igdr) heading for the single TNL GW
of the network. The size of the UDP payload is of 1440 bytes.

Prior to start such a comparison, we provide in subseCtibd & high-level discussion of the advantages
and drawbacks of classical routing proposals. The goal givi® some insights on the usual wireless
mesh pathologies (i.e., queue overflows and collisions) ¢hase starvation, and so degradation of
network performance metrics. Subsecfion 8.1.2 preseatsdtformance comparison of our distributed

backpressure routing proposal against SoA tree-baseddgotot

8.1.1 Sources of Degradation

The above network scenario is used in this section to exfhaidetails of wireless pathologies that lead
to node starvation. In a mesh backhaul, node starvatiorusechby (unfair) distributed contention and
hidden nodes. Starvation in small cell backhauls commoppears when multiple flows are present
in the network. This generates contention and interferembéh, in turn, lead to collisions and queue
overflows. A properly designed routing protocol should ainminimize contention and hidden nodes,
whilst providing traffic load balancing to avoid congestidfigure[8.1 and Figure 8.2 illustrate typical

network problems that arise when these issues are not tat@adcount. Figure 8.2(a) shows the path
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followed by six UDP flows of 2Mbps originated by nodes 0, 1, 243and 5 towards the TNL GW
(i.e., node 35) using a tree SoA routing protocol, wheregsife[8.2(b) and Figure 8.2(c) illustrate the

number of collisions and queue overflows, respectively.

8.1.1.1 Pathology 1: Node Starvation due to Contention

One cause for starvation is the inability of a node to trahéimiqueued packets, hence causing queue
overflows in its transmission queues. Routing decisions hastear influence on the contention patterns
of the network. For instance, in Figure 8.2(a), one part efrietwork has the responsibility to route
most of the traffic injected to the wireless network (i.e.imhathe rightmost ones). As Figufe 8.2(c)
illustrates, the problem in this case is that the flows in sdde2, 3, 4, and 5 are routed towards the TNL
GW through a sub-path of the path chosen by node 0. Thus, athilancing in the path from node 0 to
the TNL GW, the number of data packets to forward, and so,ettiain, substantially increases. As a

result, the queue length of the nodes involved in routingvgrontil exceeding the limit of the maximum

queue length of node 5 as Figlire 8.2(c) depicts.

8.1.1.2 Pathology 2: Node starvation due to Hidden Node

Figure[8.2(H) depicts the number of collisions experienbgdach node sending data packets in the
network setup of Figure 8.1. As the figure shows, collisioasdme more frequent as the number of
data packets sent by the nodes grows. For instance, nodere isfahe nodes experiencing more
collisions given that it has two hidden nodes (i.e., nodes@® H7), and two contending nodes (i.e.,
nodes 4 and 11) sending a high number of packets. Feweriandlisccur in node 23 compared to node
5 given the lower number of hidden nodes sending data packetsidden node 35 is the TNL GW,
which is not transmitting but consuming data packets. Caunesetly, not only the number of hidden and
contending nodes influences the number of collisions, ad tle amount of hidden and contending

traffic present in the network.

8.1.2 Evaluation

This section presents the comparison of backpressure arg-hdased protocol. Since in this chapter
we are not focusing on the control overhead required folimgue.g., building trees), but on data-plane
performance comparisons, any protocol that eventuallgéuaitree would be of use in terms of compar-

ison. Therefore, it is more a comparison of both routinggsuphies rather than of specific protocols.
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As tree-based protocol, we ported to ns-3 the protocol ACEIM:L0O6], which stands for Ad hoc On-
Demand Distance Vector-Spanning Tree. The first subsed@seribes the evaluation methodology

used to compare both protocols, whilst the second subsetigousses the results obtained.

8.1.2.1 Methodology

Both protocols under evaluation (backpressure and AODYf8dquire the exchange of HELLO mes-
sages. The configured HELLO period is 100ms, which trarsiate a control overhead of 8.8Kbps per
node. With regards to the configuration parameters of AODWBte that we use hop count as routing
metric for the evaluation of the protocol and not ETX or ET3imthe original implementation [106],
because 1) there are not path loss propagation errors ireth@rk scenario under evaluation, and 2) as
showed in[[10]7], ETX suffers from the hidden node effect. #iddally, control packets generated by
AODV-ST flooded in the mesh backhaul for proactive mainteeanf the tree are not taken into account.
Notice that this comparison is unfair to backpressure, Wwhimes not introduce any additional overhead
besides HELLO packets. As for AODV-ST, there is an off-limeqess (hence out of the measurement
time in the simulation) that computes its necessary erghtb+outes. The reason is that no topology
needs to be maintained in the former and decisions are takarper-packet basis (not at the path/route
level). This is expected to adapt much better to varying itmms. Therefore, unlike for backpres-
sure, the values obtained for AODV-ST must be understoogpsribounds for throughput and lower
bounds for delay. The actual value would depend on how ofterdiihg is carried out. To compare both
protocols in the 6x6 grid mesh backhaul described above,melated two cases, namely single and

multi-flow cases. Our interest lied on measuring the thrpughand delay under steady state conditions.

1. Single Flow Case:This case compares both protocols when there is a single fiitheinetwork
heading for the TNL GW. We evaluated 35 different scenariase For each setup, we select a
single node out of all the SCs in the backhaul as originattheflata flow. The source node send
a UDB CBR flow headed towards the TNL GW. In particular, weddstwenty different rates
ranging from 1Mbps to 20 Mbps in steps of 1Mbps. Thus, we gredra total of 700 different

simulation scenarios for each of the routing protocols.

2. Multiple Flows Case: This case compares both protocols when there are seveffa flaws
headed for the TNL GW. In particular, each simulation offlsedects a set of random source
nodes from the backhaul, ranging from 2 up to 12 in steps of & dach number of flows
injected, we randomly selected 40 different combinatiohnsoorce nodes, making a total of 240

simulation per routing protocol. Each of these nodes géeemUDP CBR flow towards the TNL
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GW. Further, such a case considers two subcases regardffig tate intensity. In the first one,
all the UDP flows injected have a fixed rate of 2Mbps, whilsthia second one each UDP flow
has a random rate between 1 and 10Mbps. Thus, the chancdsirattisa in the later case with
fewer flows increase compared to the former case. The goalstutly the performance of each
routing protocol when the offered load is within and abowe tietwork capacity region under a

different number traffic flows.

8.1.2.2 Results for the Single Flow Case

Figure[8.8 presents the aggregated throughput obtainddbattkpressure when using two differént
parameters against the performance attained by the tssstimme. Aggregated throughput is the sum of
all rates achieved by each of the individual flows when thagihéhe TNL GW. Specifically, we compare

the backpressure method configures with two diffeféntalues, 40 and 1 being the valudd<1 the
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value used in[76]) between neighbors that have differeptdmunt to the TNL GW. Figurie 8.3 depicts
how backpressure withd parameter equal to 1 achieves an aggregated throughpig thedstantially
lower than that obtained with ® parameter equal to 40 as the offered load increases. Thenreds
this behavior is that the flow experiences a higher numbernokgt losses whose root cause is routing
loops. The rest of this section configures th@arameter to 40, as it shows a better behavior in terms of
throughput and latency. The key for this behavior is theudef@adient generated towards the TNL GW.
Figure 8.4 shows the resulting trend of pushing traffic talsdahe TNL GW, caused by tHé parameter.
The heatmap represents the gradients generated by theioogoh, based on geolocation information,
and assuming there is no traffic in the mesh backhaul. Notdtbaelative gradient between neighbor
nodes increases as tlhéparameter increases, since the geolocation componene girtitocol gains

importance.

In terms of throughput, for low offered loads, both prot@cehow a similar behavior. Interestingly,
at an offered load of around 6Mbps, AODV-ST is able to serdltehe offered load, while backpres-
sure starts to experience a slight throughput degradaliankpressure on top of a CSMA access layer
increases the number of collisions due to the higher dedr&aftic distribution, which implies more
packets contending for the medium at the same time. Thukpbegsure experiences a higher number
of packet losses, tagged as wireless losses. Recall th#h paleket is discarded when it has exhausted
the MAC retry limit, which is set to 3 in our evaluation. Hovezyfor medium and high (i.e% 8 Mbps)
offered loads, backpressure presents substantial immenes in terms of aggregated throughput regard-
ing AODV-ST. Figurd 8.6 shows that AODV-ST begins to expecia high number of queue overflows.
The use of a single shortest path jointly with the substhint@ease of queue drops in AODV-ST yield
fewer contention at the access layer. Despite AODV-ST muffem fewer CSMA contention, the use
of a reduced number of resources (i.e., nodes) in the batkbastantially penalizes the performance

in terms of throughput compared to backpressure.

Figure[8.6 shows that the performance in terms of delay df batkpressure and AODV-ST is similar
for low loads. In fact, both queue backlogs and path lengtdusy both protocols coincides under
low loads. This is a remarkable aspect for backpressure sinder non congested traffic conditions
a shortest-path based routing protocol such as AODV-STris$topath based) can be considered an
optimal routing policy. For an offered load of 8Mbps, AODV-8xperiences a substantial increase of
delay, because of the increase of the average queue baskledriguré 815). In contrast, backpressure
does not suffer such increase, since queue occupancy & isamteaverage lower than that of AODV-ST.
Backpressure starts increasing the average queue badkiog grid mesh backhaul when all resources

in such backhaul are occupied. Figlrel8.5 demonstrateshisahappens when the workload is of

131



8.1. SON Fixed-V Backpressure Routing with a Single Gateway

16
14
12
10

Shortest Path —— 1
Backpressure V=40

0 2 4 6 8 10 12
Number of Flows

N B OO

GW Agg. Throughput(Mbps)

Figure 8.7: Throughput under Multiple Flows at a Fixed Rate.

600 ‘ ‘ ‘ ;
Shortest Path - - - -
500 | Backpressure V=40

400 |
300 | f
200 |
100 |

0 I

0 2 4 6 8 10 12
Number of Flows

Queue Overflows (pkts)

Figure 8.8: Queue Drops under Multiple Flows at a Fixed Rate.

10Mbps, whilst AODV-ST suffers from queue drops at loweedd loads (i.e., 8Mbps). Therefore, we
can conclude that the load distribution of resource consiemmver the backhaul leads to substantial

improvements in terms of throughput, and delay.

8.1.2.3 Results for the Multiple Flow Case

In terms of throughput, for both cases backpressure obtairgeneral, higher aggregate throughput at
the TNL GW compared to AODV-ST, especially in the case thatdlare generated at a random rate.

The main observations obtained from both cases in termgadighput follow.

e Figure[8.7 depicts the throughout obtained when the traffiwdlare generated at a fixed rate.
Backpressure average throughput values show a betterrparice than those of AODV-ST.

AODV-ST solely takes routing decisions hop-by-hop basedndmimizing the hop distance to
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the TNL GW, hence it has a null degree of traffic distributiar pe. Yet, for 12 flows, the 95th
percentile in Figuré 817 clearly depicts that AODV-ST carnaab better results than backpres-
sure for some combinations of source SCs. The reason foistthiat AODV-ST can find routing
paths that achieve a certain degree of aggregated traffitbditon in terms of resource consump-
tion because of the precise distribution of the random ssurgurther, in such particular cases the
AODV-ST trend is to serve traffic flows close in number of hapte TNL GW, while practically
dropping the traffic injected from the farther ones. Desp#ekpressure shows lower maximum
throughput values for these precise cases, it also showabke stend keeping slight variations
of throughput. Backpressure evenly distributes trafficplyviding load distribution of resource
consumption at nodes, hence substantially decreasinguthigedoacklogs in the backhaul. Fig-
ure[8.8 demonstrates that backpressure keeps lower quengmied to AODV-ST. In fact, up
to the injection of 12 traffic flows queue drops experiencedagkpressure are not particularly

significant.

Figure[8.9 shows the throughput obtained in the case in winaffic flows are generated at a
random rate. Backpressure outperforms AODV-ST in all tis¢éetd scenarios. We observe that
with a lower number of traffic flows the backhaul arrives tasation compared to the previous
case, since each traffic flow can send up to 10Mbps. Therdfarénput rate is in average much
higher than that tested in the previous case. For 2 trafficsflovg-3 simulation results show
that backpressure and AODV-ST behave similarly under lightis. Interestingly, as traffic rate
increases with the number of flows we observe that backpesbkiows a stable behavior, whereas
AODV-ST show a highly variable and lower throughput. Thegaificant since it is maintained
even under limit circumstances (i.e., when the injecteffi¢reate is clearly out of the capacity

region). Figuré 8.10 demonstrates that backpressure keeps queues compared to AODV-ST,
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yet incurring into queue overflows with a lower number officaflows compared to the previous

case due to the higher input rates per flow in average.

We now investigate the properties of backpressure in tefndglay. The main observations obtained

from both cases in terms of throughput follow.

e Figure[8.11 shows the evolution of delay with the increas#alfic flows generating at a fixed
rate of 2Mbps. For up to 4 flows, making an aggregated offesad bf 8Mbps, both protocols
experience similar levels of delay. When the the numberaffitrflows is of 6 flows, AODV-ST
starts experiencing a huge increase of latency due to thgestinon experienced in the backhaul.
Figure[8.8 depicts that the increase of queue drops startsspty when the offered load is of
6 flows. As the number of traffic flows increases, AODV-ST waossgiven that it always uses
the same paths to reach the TNL GW. Yet backpressure stgresiencing a slight increase of
average queue backlogs when the traffic load is of six flowis, still able to serve the traffic
without experiencing queue drops. Backpressure stattigiing packets, hence causing a slight
increase of delay due to the use of longer paths. When tHectiaéd is of 8,10, and 12 flows
both routing protocols enter into saturation. In saturgtibackpressure is able to serve more
traffic, while still showing lower latencies values comghte AODV-ST. Interestingly, Figufe 8.8

demonstrates that the saturation level attained by bas&pre is lower than that of AODV-ST.

e Figure[8.12 shows the evolution of delay with the increaseadfic flows generating at a random
rate ranging from 1Mbps up to 10Mbps. Under this network gelwth protocols have to deal
with saturation conditions practically with 2 traffic flowmee they can't handle such offered
load. In this case, backpressure attains lower delays f06 2nd 8 traffic flows, increasing the
delay with the number of flows due to the increase of queuitenty and CSMA contention. As
the number of flows increases to 10 and 12 traffic flows, netwletky deteriorates even more
than that of AODV-ST. This is due to the attempt of backpressaf handling more traffic by

distributing traffic on a medium access layer suffering flo®MA contention.

A common aspect to emphasize in all the simulation resutbsvshin Figure$ 874, 8.11, 8.9, ahd 8.12
is that backpressure is able to achieve similar values mgeaf throughput and delay, independently
of the set of source nodes chosen to send traffic to the TNL GW¢ dan be observed by focusing
on the much smaller size of the boxplots for backpressureomrast, AODV-ST suffers from higher

throughput and delay variability. Consequently, backques seems to be fairer than AODV-ST in terms
of throughput at the TNL GW and end-to-end delay, as througapd delay values obtained are similar
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and independent of the set of sources chosen to send déiadraf their distance (i.e., number of hops)

to the TNL GW.

8.2 SON Variable-V Backpressure Routing

In chaptei.VV, we proposed a scalable and distributed basdyme routing strategy for the TNL based
on the Lyapunov drift-plus-penalty framework [77]. In tgethod, a tunable non-negative parameter,
denoted ad/, is used to trade off between the Lyapunov drift and the perfahction. In such a
framework, minimizing the Lyapunov drift has as goal pugtijneues to a lower congestion state, hence
making the network stable. On the other hand, the goal of &malpy function is to make the network
evolve towards the optimal values of the chosen networkatige metric. For theoretical centralized
schemes, it was proven_[77] that one may get arbitrarilyechmsthe optimal value of the metric as
O(1/V) at the cost of making queue backlogs increas®&g). Further, the main issue addressed
in chaptei .V is the impact of a givan value on the target performance metrics, since the optimal
value to assign in each node is not known a priori. In lighthef bbservations inl 7, we inferred some
statements regarding the assignment of the vallé a$ a function of certain stable network conditions
(e.g., constant offered load) in the TNL. However, a TNL mustially cope with sudden changes in
its injected traffic load, as well as in the wireless backhapblogy characteristics. Different nodes
may experience different loads at the same instant in aegisdbackhaul topology subject to dynamic
workloads. This naturally leads to consider the adjustnoétihe V' parameter independently at every
node to meet the unpredictable traffic demands. In whatvisllove address how to independently

calculate thé” parameter on each SC in the backhaul.

The goal of this section is to answer the following questi@iven a TNL with varying and uneven
traffic demands, can each node adjustlitparameter to cope with high queuing delays and/or queue
drops, and still get as close as possible to the optimal vafiibe target performance metric&ubsec-
tion[8.2.1.1 shows with a simple example how the design ofpdimal variabley” algorithm emphasiz-

ing the penalty function while avoiding queue drops is hard.

Subsection 8.2]2 introduces an algorithm that compute§’thelue using the information received by
the periodical HELLO messages periodically exchanged &etwnodes. This variablié- algorithm
estimates the optimal trade-off between the Lyapunov drift the penalty function at each node. The
goal of the variablé/ algorithm for taking routing decisions is to weight more f@nalty function
whenever queue congestion around the 1-hop neighborheoidtpé. Further, the variabl& algorithm

can be distributed, since it merely requires queue backiogpasition information of 1-hop neighbors.
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The former is used to either relieve congestion in the TNL bgrdasing thé” parameter or to quickly

approach the target network performance metrics by intrgdlse” parameter.

Although the above variabl&-algorithm brings performance benefits, we demonstratedt thes scala-
bility issues with the number of traffic flows injected in thesh backhaul. In particular, its performance
deteriorates when there are several traffic flows in the TNilstlly, the level dynamicity may even be
higher than that attained By periodically computing its value. Secondly, tiievalue is equivalent no
matter the specific data packet, and such data packets maytifarent characteristics (e.g, a different
destination, and a different number of hops traversed) theme reasons, we compute fHigparameter
on a per-packet, rather than periodically on a per-HELLQsbas particular, the per-packét calcula-
tion introduces a characteristic of the data packet itsedf: TTL field in the IP header of the data packet.
We leverage on the TTL to estimate the urgency of the pack#itet@each the destination. Thus, this

variable-V algorithm has an inherent component of curreatad packet.

In summary, this section extends the distributed Lyapundt+plus-penalty routing protocol presented
in chaptel. 7 by implementing and evaluating the varidbledgorithm with the ns-3[102] simulator.
In general simulation results show that the variabBleouting policy avoids queue overflows while

improving throughput and delay while scaling with the numiieflows traversing the TNL.
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8.2.1 The problem with Fixed-V routing policies

This subsection presents some of the issues that appedixsidH/ routing policies, justifying the need
for a variableV routing policy. To illustrate such issues, Figures 8.13@dd show the curves of delay
and throughput for two different traffic flows injected in thetwork. This wireless mesh backhaul
performance metric is measured when serving a constafit tpafttern able to saturate node queues.
In this particular example, each node has an infinite bufier ®r the sake of illustrating the effect of
high queuing on wireless mesh backhaul performance metkicgseover, there is variable amount of

background traffic injected in the network.

Throughput and delay degradation can be observed for sadaky ofV/, as decisions are strictly made
on pushing queue backlogs to a lower congestion stategaekets are not steered towards the intended
destination). We also observe a range of values that yield#st possible performance metrics (i.e.,
low end-to-end delay and high throughput) wHéris increased. Essentially, high valuesiofimply
distance-to-destination minimization (instead of reseudistribution) in the penalty function. However,
once a certain value df is reached, performance metrics start degrading due tochighing backlogs,
thus causing queuing delays. Figures 8.13[and 8.14 presange of low values of experiencing bad
performance. For both traffic cases under evaluation, weaserve a range of values with the best
possible performance metrics when increadin.e., low end-to-end delay and maximum throughput).
One interesting remark is that throughput and delay shaceneron range o values. However, once
a certain value ol is exceeded, performance metrics degrade again due to highing backlogs.
Another relevant aspect illustrated by these figures istti@specific range of values experiencing

low delays and high throughput is different depending orttéiic vector injected in the network.

Finding a constant value df that is valid for all nodes at the same time, whilst making rieévork
operate in the optimal set &f values illustrated in Figure 8.114 ahd 8.13 is unfeasibleganeral. On
the one hand, wireless mesh backhaul traffic demands mayferedt in different areas of the network.
Furthermore, the traffic demands can highly vary over timetuAlly, certain nodes may need a very
low V value in order to meet high local traffic demands whilst naiving queue backlogs under control
(e.g., nodes around the traffic generators). Other nodesveigt more the penalty function, as queue
backlogs are not that critical (e.g., nodes far from the flbivaffic). This suggests that different values
of V" may be needed at each node. On the other hand, as shown iestBd# an@ 8.13, increasing
theV parameter emphasizes the penalty function targeting metamective while not pushing packets
to experience high queue occupancy. One may notice that efiesed by infinite queue backlogs will

not be an issue in a practical wireless mesh backhaul, asnatdave finite buffer sizes, in general.
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bo(t) = a,(t)

Figure 8.15: Simple two-node WiFi mesh network.

In this case, one may want to minimize queue drops. Therefloeevalue ofl” at every node should

weight the penalty function as much as possible withoutrg¢ing queue overflows.

8.2.1.1 An lllustrative Example

In this section, we consider the simple two-node mesh badkihepicted in Figuré 8.15 to illustrate
the issues that appear when adjusting thearameter in any given node. We focus our attention on
the evolution of queué); as a function ofi;(¢). As explained in previous chapter, Equation (¥.11)

determines whether nodetransmits packets to nodeor not.

More specifically, nod® transmits packets to nodewhenwgy; > 0. We identify two cases for which
wp1 > 0 as a function op(0, 1, d). When nodel is farther from destinatiod than node), p(0,1,d) =

+1. Then—V,(t)p(0, 1,d) < 0, since we are focusing on valuesgf(t) > 0. This means that for the
weight to be non-negativé)y(t) — Q1(t) > Vp > 0. Note that, in this case, the routing control policy
is taking decisions targeting the minimization of the Lyapwu drift (i.e., minimization of the queue
backlog differential), as opposed to approaching the oiatitin. As a consequence, the scheme already

takes the best possible routing decisions to minimize gdeoes.

On the other hand, when nodeis closer to destinatior than node0, p(0,1,d) = —1. Then,
—Vo(t)p(0,1,d) > 0, sinceVy(t) > 0. In this case, even if the queue differential is smaller tBan
the weight could still be positive, hence allowing routingciions focusing on getting closer to the
destination, as opposed to minimizing the Lyapunov drifurtRermore, ifQy(t) — Q1(¢t) < 0 and
Qo(t) — Q1(t) + Vo(t) > 0, queue overflows may occur, as queue backlog is not relendhts case.
These are the type of queue drops that our vari&bbkdgorithm (see Section) tries to avoid. Therefore,
the goal is to avoid queue overflows in nadey controlling the transmissions of nod@nder the above
circumstances. To further illustrate this issue, let usiass:; (t) = by(¢). The condition to be fulfilled

in nodel for avoiding queue drops follows:
Q1(t) +bo(t) —b1(t) < Qumax. (8.1)
Let H be the possible range of served packe(g) (i.e., the number of packets transmitted by node
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to nodel during the time slot intervdk, ¢t + 1)), hence

H(bo(t)) = [0, min(Qo(t), Qo(t) — Q1 (t) + Vo(t))]. (8.2)

In fact, in a mesh backhauhy(¢) is affected by the network conditions of the medium and how
CSMAJ/CA reacts to them. In turrby () is also affected by, (¢), since both nodes may contend when
simultaneously accessing the medium for transmission.reftwe, under a variable-V schemig(t)
also depends on the network conditions of the medium. Leudldr assume that CSMA/CA allows
transmittingQo (¢) packets during time sldt, ¢ + 1). If Qo(t) > Qo(t) — Q1(t) + Vo(t), and according

to Equatiori8.Rby(t) = Qo(t) — Q1(t) + Vo(t). This means that, in this casé(¢) limits the number

of packets transmitted from nodeto nodel while wg; () > 0. For avoiding queue drops (Equation

[B.1), V() is then constrained by the following expression:

Vo(t) < Qarax — Qo(t) + bi(1). (8.3)

Thus, the maximum number of packets that can be transmitbea fiode0 to nodel is known. Even
in this simple example, the resulting expressiorVgft) is a function of the number of served packets
b1(t) in nodel. This means that the number of packets transmitted duregnterval[t, ¢ + 1) in node
1 should be known in node at the beginning of the same time slot, which is in generabpossible in

such a dynamic environment where nodes take distributeebfoling decisions.

8.2.2 Periodical-V on a per-HELLO basis

The problem of the distributed calculation of the variakdére ofl” at each node may be formulated as
follows. Note that we assume a stochastic network such addisaribed in the previous chapiér 7. The

queue backlogs of the network are determined by the follgwlynamics:
Qi(t+1) =Qi(t) = bi(t) +a;(t);1 <i<r (8.4)

At time instantt, node: observes);(t) and allQ;(t), for j € J (whereJ is the neighbor set of nod,
to calculate the valu®;(t¢) so that the penalty function is emphasized while avoidingugudrops at any
nodej € J. And this is done by taking into account the weights of akdibetween and its neighbor
set, i.e.,

wij(t) = AQZ](t) - V;(t)p(iaj> d)> (85)

whered is the destination node for the packet being forwarded. &fbeg, V;(¢) determines the number
of serviced packets;(¢), which in turn determine®); (¢ + 1). Therefore, in our case, at every time slot

t, every node observes the 1-hop neighbor queues and selects a valug(for The V;(¢) value must

140



8.2. SON Variable-V Backpressure Routing

be such that the penalty function is emphasized while avgidueue drops due to exogenous arrivals.
Note that in this chapter we focus on avoiding queue dropgaegogenous arrivals. Queue drops due

to endogenous arrivals are out of the scope of this chapter.

e The distributed Variable-V Algorithm Here we describe tligibuted variablel” algorithm, and
discuss some issues with regards to its practical implestient The goal of the variablg-
algorithm is to increas&;(t) as much as possible (i.e., to increase the importance ofethalty

function) while not leading to queue drops in the queues ®fibdes.

On the other hand, we showed in Secfion 8.2.1.1 that thereaaton between the appropriate
value of V;(¢) and the number of packet transmissions of naddhe underlying idea behind
our scheme lies in the fact that we considigft) as the maximum number of packets that could
potentially be greedily transmitted from noti® one of its neighborg without exceeding y; 4 x .

In this case, greedily means that Lyapunov drift minimizatis not taken into account when
sending traffic. To adjust;(t), we estimate an upper bound of the expected maximum queue
backlog in the 1-hop neighborhood at time glet 1. This estimation is based on 1-hop queue
backlog information at time slotsand¢ — 1, being¢>0. More specifically, we propose the
following distributed algorithm:

Distributed Variable- V' Algorithm:

If t =0,Vi(t) = Quax. Attimet =1,2,3..., let

Vi(t) = max (0, max(Qumax, Quax — max AQ;(t) — max Qx(t))); k,j € J (8.6)

wheremaz(Q(t)) is the maximum of all backlogs of nodes/J (i.e., the set of 1-hop neighbors
of nodei), andmaz(AQ;(t)) is the maximum differentiad) ; (1) —Q;(t—1) experienced by 1-hop
neighbor queues of between time slotsandt—1. The sum ofnax(Q(t)) andmax(0, Q;(t)—
Q;(t—1)) provides an upper bound (i.e., worst case) of the maximuragbacklog a neighbor of

i may experience in time slot+ 1. The difference betweef ; 4 x and the estimated congestion
at time slott + 1 in terms queue backlog determines the valu&;¢f) for time slott. Figure[8.16

is a representation of the worst case queue backlog of tighlnai set ofi expected at time slot

t + 1. Since the value of;(t) represents the maximum number of allowed greedy transmissi
from nodei during a given time slofl/;(¢) is also a key component in the estimation of the future

more congested queue backlog in Figure B.16.

e Practical Considerations The specific duration of the tiloedetermines the efficiency of the pro-
posed distributed routing algorithm. More specificallye tdgorithm is assuming the knowledge

of past queue backlog differential information (i.€.;(t) — Q;(t — 1)) to estimate future queue
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Figure 8.16: Maximum Queue Backlog estimation.

backlog differentials. In other words, it is implicitly assing that there are no abrupt changes in
the differential of queue backlogs with neighboring nodes] so, in the offered load in the mesh
backhaul during time sldt, ¢ + 1). Thus, the smaller the duration of the time dlot + 1), the

fasterV would adapt to varying conditions.

8.2.3 Evaluation of the Periodical-V on a per-HELLO basis

The first subsection describes the evaluation methodolsgg with the ns-3 [102] simulator to evaluate

the variableV algorithm. The second subsection outlines main obsenstio

8.2.3.1 Methodology

We consider a single-radio single-channel mesh backhahlideéal CSMA/CA. It is ideal in the sense
that it does not generate losses due to hidden nodes or @tpagrrors. Each node transmits HELLO
messages at a constant rate of 10 packets per second. Reggaelimaximum allowed queue backlog
Qumax configured in all nodes, and since there is a significant digpan the buffer size used by
commercial WiFi cards, we opt for the most common buffer sizéhe MadWiFi legacy drivers (i.e.,
200 packets)[[108]. On the other hand, the duration of the t#hot, which determines how often
the value ofV at each node is re-calculated is equal to that specified éotrémsmission of HELLO

messages (i.e., 100ms).

To evaluate the efficiency of the variable-algorithm, we set up an experiment in which there are
different changes in the offered load to the mesh backhau fifst change in the offered load occurs
at instant 5s, at which a new UDP CBR flow frafhto nodeD is injected (see Figule 8117). In fact,
Fy injects UDP CBR traffic up to instant 80s in a grid mesh netwdrkaddition, we launch another
unidirectional CBR data flow;, originated inC' with destinationD lasting from instant 20s to instant

60s. Therefore, at instant 20s, in the ns-3 simulation tieeeg additional change in the offered load
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Figure 8.17: Network Scenario.

injected to the network. Furthermorg; and F, saturate the queues of the nodes originating the flows

(i.e., nodesk andC in Figure[8.17).

8.2.3.2 Observations on the V controller

Up to instant 5s, the offered load to the mesh backhaul i$ (igh, HELLO packets). Th& controller,
working individually in all the nodes, is adjusted to the rimaxxm value of V' (¢) (i.e., V(t)=Qnrax)-
Therefore, the penalty function (and so geolocation infitiam) prevails when taking routing decisions.
Significant changes in the offered load occur at instant28s, 60s, and 80s. We map them to four
different states in the networl&y, S1, So, andSs, respectively. These states result in different transétio
of theV parameter in any node of the mesh network under evaluatignrdf8.2.3.8 shows the evolution

of the V' parameter in node R.

So: At instant 5s, nodeR starts experiencing a substantial increase of its dataegléauling to queue
drops for routing policies with high fixe@i- parameters (i.e}’=200, V=150, andV'=100). However,

as shown in Figure 8.2.3.3, the variablealgorithm is able to react to this change in the offered load
of the network by decreasinlg in nodeR. The variableV algorithm in R detects an abrupt change in
gueue backlog from nod@, and so, it decreases it parameter due to the accumulation of packets in
the queue of nodé€’. As a result of the initial decrease due to the previous chaagd its subsequent
traffic distribution to node¢” andC, the algorithm increases thé parameter in nod&, hence giving

more emphasis to the penalty function without causing quieops in node”.

Sp: At instant 20s, node&” injects an additional flow. As shown in Figure 8.213.3, nd@leeacts
by adjusting thel” parameter. Sinc€' is advertising a full queuel/ is decreased down to zero in
neighboring nodes (see Figure 8.213.3 between instantadb&@s), hence operating at the maximum
possible degree of queue load balancing for avoiding queniesd We observe that packets are load
balanced until they find a less congested zone in the netwak ith a higher value of” in the

nodes), and so, they can be more greedily directed towaedda$tination.
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So: At instant 60s, nod€’ stops flowF;. Consequently, nod€' starts advertising a non-full queue.
Neighbors ofC' react by increasing th& parameter so that the penalty function is made more relevant

when taking routing decisions (see Figlre 8.2.3.3 betwestamts 60s and 80s).

S3: Finally, at instant 80s, nodR stops flowFy. In this case, all the nodes in the mesh backhaul adjust

V to QMAX-

8.2.3.3 Impact on Network Performance Metrics

1400

1200 -

1000

800 r

600

400

200 rf

Throughput (packets per second)

0 10 20 30 40 50 60 70 80 90
Time (seconds)

Figure 8.18: Achieved Throughput for fixed and variable-VINs@uting schemes.
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Figure 8.19: V Parameter Evolution on node R.

Figure[8.18 shows the throughput achieved by both fiXednd variabley” routing policies. In this
graph, we can observe that the proposed vari&bkgorithm obtains similar results to those obtained
by the best instance of the fixdd-policy (i.e., V=50). Therefore, without an a priori knowledge of
the optimalV’ configuration, thé/ parameter is appropriately adjusted in each node for thisark
setup. Figure 8.20 presents boxplots of the packet delagtbfftxedd” and variablel” routing policies.
For each configuration setup in the X-axis, we also provideRacket Delivery Ratio (PDR). We first

observe that the variablé- scheme has a lower maximum delay compared to the rest ofssafup
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Figure 8.20: Delay.

that it also reduces the variability of the end-to-end delagerienced by data packets. Moreover, all
data packets arrive at the intended destination (i.e., PDDRFhus, there are zero queue drops due to
exogenous arrivals in nodes. In contrast, high delays appéaed-1” setups due to high queuing delays
whenV is high, as well as due to the lack of greediness towards tstindéion when forwarding packets
whenV is low. Additionally, packet losses due to queue drops grewva increase th& parameter, or

when there is a lack of greediness when forwarding for lowmeslofV/.

This section describes the distributed variabfl@lgorithm, and discusses some issues with regards to

its practical implementation.

8.2.4 Variable-V controller on a per-packet basis

The previously shown variable-V algorithm recomputed thg@arameter for every HELLO message
received from 1-hop SC neighbors (i.e., on a per HELLO mesbagis). This approach presents certain
limitations. First, thel” parameter denoting the trade-off between minimization jamkimity and
destination is equivalent, no matter the data packet beimgeitly routed. This can lead to drastic
performance degradation results as we will show in nextesttts). Second, congestion conditions may
change faster than the periodic HELLO window interval dusudden traffic changes (e.g., injection or
more traffic flows in a given instant). Consequently, theakion of thel/ parameter on a per HELLO

basis could be biased regarding the actual congestion tommli

We propose two major changes in the calculation of the vierisbalgorithm. On the one hand, there
is an additional algorithm that corrects the algorithm @digally calculated on a per HELLO message
basis per each data packet. On the other hand, there are banges in the computation of the variable-
V algorithm on a per HELLO message basis that take into adcingnparticularities of the currently
routed data packet. Recall that, so far, the recalculatfdhel” value at time slot t in each SC was
conducted periodically, at every timeslot. In practice tluration of a timeslot corresponds to the time

required to receive HELLO messages from all the neighboasSIE. Precisely, every time a SC receives
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Figure 8.21: The lower the TTL, the lower the degree of loakdizEng allowed for the packet being

routed.

a set of HELLO messages from all its neighbors with their eisgsed queue backlog information, the
SC exploiting the variable-V mechanism presented in pre/gection, self-regulates théparameter.
Actually, the newt” value at a SC remains valid until it receives a new set of HEInh€¥sages from all
its neighbors. Therefore, all the weights calculated f&mig routing decisions within (t, t+1) use the
samel value. This means that a considerable bunch of packetdietkio be sent by every SC during
interval (t, t+1) are routed using the same trade-off betvibe Lyapunov drift and the penalty function,
even though they could have a different “necessity” to rehehdestination. Note that a SC can keep
in its queue data packets corresponding to different flowsd these packets may have different needs
in terms of end-to-end delay. Further congestion conditimould considerably change within the given

HELLO period interval, leading to a biased estimation ofllawongestion conditions.

The main intuition behind the increase of thieparameter using the TTL field in the IP header can be
illustrated with an example. For instance, consider twdketsa: andb accumulated in a data queue in

a SCi. Assume that the number of hops traversed by packatsdd is quite different. While packet
traversed -0 hops till SCi receives it, SG generates packet b. Our mechanism proposes to forward
data packeta andb with a differentl’ parameter. Specifically, tHé parameter should be higher in the
case of packet than in the case of packét In particular, the increase of tHé parameter depends on

the number of hops traversed by packet

We propose to calculate tHé parameter on a per-packet basis. First, we propose to atdclacal

congestion conditions on a per-packet basis. Local colgespnditions require 1-hop queue backlogs,
which are directly unaccessible. Even though each SC cdravat instantaneous information of 1-hop
neighbors queues, they have access to the local queue packlws, accessing this parameter on a
per-packet basis can give a more accurate estimation aérdutrhop congestion conditions. Further,

this parameter in a shared WiFi medium can be used as an #etintd 1-hop neighbor congestion

146



8.2. SON Variable-V Backpressure Routing

conditions. Second, we propose to incrementithearameter already calculated using local congestion
information to forward data packét To distinguish between the different packets, we use tHérie-
to-live” (TTL) field, which specifies the maximum number ofgdsoa packet can traverse within the
transport network. The TTL is by default decreased by oneetyehop traversed in the transport net-
work. Thus, the TTL provides an idea of the time spent oveathby a packet in the NoS. Specifically,
the lower the TTL field the higher will be the increment expaded by V(t) for that packet. Figure 8121

how we propose to ramp up thé parameter with the observed TTL value for each data packet.

Thus, the parametér is calculated on a per-packet basis and decentralized wssdlan two different
components, namely, one component tackling 1-hop comgestformation and a second component

taking into account packet deadline characteristics:

Vi(t) = Vir(t) + Via(t); 1 < <r (8.7)

In our specific case, the penalty function is tightly relatgth the number of hops traversed by data
packets. Additionally, the air time packets have been inNb8 is directly related to the TTL field in
the IP header. The lower the TTL, the higher the time spenttbreeair in the NoS. As a result of this, we
propose to bias V(t) as a function of the time the packet has beuted over the NoS. Specifically, we
propose to increment thié parameter calculated for every packet, and so the empimagig ipenalty
function as the TTL field in the header of the packet decreaseparticularV;(¢) is calculated as

follows:

TTL; —TTL,
TTL; — TTLyin

) X (Qmaz — Vir(t)) (8.8)

mazx (0,

whereTT L; corresponds to the higher TTL a packet has to experienceder o apply the proposed
algorithm to the packet. This is a parameter that can be amefigby the routing protocol. The param-
eterTT L,,;, corresponds to the minimum TTL value accepted to includesaugload balancing in the
routing decision. This is a parameter to be configured by ¢hiéing protocol. This parameter would
come determined by the delay requirements of the NoS. Sgabyfiif the NoS specifies the maximum
delay a data packet may experience. The pararfié&tdr, corresponds to the TTL value for the packet.
And V;(t) is theV value used to forward data packet The calculation of” on a per-packet basis is
especially important for improving network performancetmnes in a NoS loaded with multiples flows,
and hence with a high degree of TTL variability at SCs. Findliere are two observations we want to

highlight, which may pose limitations on the propodé¢) algorithm:
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8.2.5 Evaluation of the Variable-V on a per-packet basis

The first subsection describes the evaluation methodolsggt with the ns-3 [102] simulator to evaluate
the per-packet variablg-algorithm. The second subsection outlines main obsenafiom the results

obtained.

8.2.5.1 Methodology

Here, the goal is to compare the Periodical V algorithm deedrin sectiol 8.212 with the Per-packet V
algorithm detailed in sectidn 8.2.4. In all the experimettis injected traffic consists of unidirectional
UDP with maximum packet size (i.e., 1472 bytes) at a CBR rb&Mibps generated by the ns-3 OnOff
application. The traffic patterns are such that spatiafitraériations in the network decrease with the

increase of the number of traffic flows. We vary the set of sewestination SC pairs twenty times.

The duration of each simulation is of 120 seconds. The dagaaysize limit assigned to the SC is of
200 packets. Therefore, in this case, using @arameter greater than or equal to 200 means using
the shortest path in terms of Euclidean distance to therde&in. On the other hand, the lower the
parameter (i.e., from 200 up to 0), the bigger the degreeanf lmalancing offered by the backpressure
routing protocol. The wireless link data rate used by all 8Qke backhaul is a fixed rate of 54Mbps.
We label the variable-V algorithm computing periodicalhed” parameter as Periodical-V, whereas the
variable-V algorithm computing th& on a per-packet basis is labeled as Per-packet V. With regard
the configuration of the variable-V algorithms, the Perga¢hV algorithm calculate$” every 100ms,
and the Per-packéf policy computes th& parameter for each data packet being routed. We configured
theTTL; to 60 in Per-packel” so that the data packets can traverse at least 4 hops in thevitusit
giving importance to the calculation &f on a per-packet basis. Additionally, t&"L,,.;,, is configured

to 50, meaning that if a packet traverses 14 hops the queudobacare not taken into account to
compute forwarding decisions. In this case we consider #te packet requires to be received by the

destination even at the expense of being dropped by a date que

8.2.5.2 Results

Figure[8.22 confirms the convenience of computing thearameter on a per-packet basis. Indeed,
throughput results confirm the advantages of calculatingn a per-packet basis for scalability with
the number of traffic flows injected in the network. The maias@n for this gains are due to the

more dynamic adaption df’, especially important under saturation conditions. WitReaiodical-V
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Figure 8.22: Throughput evolution under increasing s#étumaconditions.

calculation, the protocol cannot react to sudden changdabetraffic patterns, and under saturation
conditions a periodical-V calculation tend to excessividgrease it3” value in a high percentage of
SCs in the network. It is under these circumstances whermthease oft” with the decrease of TTL

acquires relevance over a periodical computatiofy ofin fact, this is one the most critical caveats of

computing periodically th& parameter independently in each node.

Figure[8.22 shows an important increase of throughput asuhber of traffic flows increases from six
to eight with the shortest path routing policy. This is bessawith such a workload the traffic load starts
to be already evenly distributed over the network by usinggls shortest path between each pair of
SCs. All the SC observe an equivalent traffic load, no malterportion of the network in which the
SCislocated. Thus, dynamically increasing the path atilin under such traffic conditions experience

lower gains with respect to using a static shortest path.

Keeping a finer granularity of queue backlog informationatamg 1-hop congestion conditions on a
per-packet basis and taking into account the packet TTL mopeoe V' yields a better response under
saturating traffic demands, while it preserves the ded@édthand independent calculation Bf at
every SC. In this case, under some traffic patterns thremadatraffic flows are sufficient to experience
a dramatic throughput degradation withvaparameter periodically calculated. Figlre 8.23 reveals
packet delivery ratio gains obtained with the computatibmn a per-packet basis with respect to a
shortest path based routing algorithm, and the importahtieedl TL parameter to the calculation &f

with respect to SoA shortest path routing algorithm.

149



8.3. SON Backpressure Routing with Multiple Gateways

Per-pécket\/ —
0.9 Shortest Path .
08 ¢ 1

0.7
0.6 1
05
04

Packet Delivery Ratio

0.2

(o]
\l
(o]

1 2 3 4 5
#Flows

Figure 8.23: Packet delivery Ratio evolution under indrggsaturation conditions.

8.3 SON Backpressure Routing with Multiple Gateways

The move towards capacity-oriented deployments has giv&areang role to small cells (SC), as in-
creasing frequency re-use by decreasing cell radii hasrhuatly been the most effective way to increase
capacity. Such densification (e.g., achieved by deployi@g i& lampposts) entails several challenges,
both at the mobile network layer (MNL), specified by 3GPP, ahthe underlying transport network
layer (TNL). As for the former, the idea of network of smalllsgNoS) has been proposed to confine
control plane and data plane traffic to the local environnfigg}. In this way, the core network (e.qg.,
the Evolved Packet Core, or EPC, for LTE networks) only nee®ia small percentage of traffic, which
results in more scalable deployments. The architectut#lyext the MNL allowing such confinement of
traffic is the local small cell gateway (LSGW), which embelas torresponding control and data plane
entities (e.g., a Proxy-MME and a Proxy-SLSGW for LTE), attdias its goals whilst being transparent

to user equipment (UE), SCs, and core network entities.

As for the TNL, the required densification makes economjcafifeasible to lay fiber to each small
cell. In this case there is the need, for every given numb&QCxH, to augment a small cell with a high-
capacity link to the core. Therefore, this singular SC asta &NL aggregation gateway towards the
core network. The rest of the SCs would then connect througtulé-hop wireless network to this
gateway and among them. Hence, the SCs form a sort of loeairglless mobile backhaul at the TNL

level.

Additionally, the wireless nature of links jointly with thewer reliability of massively-deployed (hence,
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low cost) equipment introduce dynamicity, hence requiringesilient TNL solution. Finally, dense
capacity-oriented deployments must be flexible enough advewvith traffic demand and must have
mechanisms to relieve hotspots. Deploying additional Thikegays increases the global backhaul
transport capacity in two ways, namely by introducing ddddl exit points with high-capacity links
towards the core network and by reducing the average nunfbeir@less hops traversed by traffic.
However, for a full exploitation of these additional resmes, balancing of traffic between TNL gate-
ways must be possible. Therefore, the architecture shdlold eacrementally deploying and gracefully
integrating such new network entities without introducimgch additional management and/or opera-

tional burden.

This section exploits our TNL scheme that defines a Lyapumiftrmus-penalty function[[7]7], which

is optimized in a distributed way, to deal with the aforenmmdd flexibility and resiliency requirements
in a multi-gw environment. More specifically, our self-ongged routing scheme (see chagtér 7) ex-
ploits geographic and queue backlog information of neiginigonodes to take forwarding decisions by
dynamically finding the appropriate balance between regcthie destination through the shortest pos-
sible path and avoiding congested spots. In fact, our schieneeently evolves towards network states
that minimize bufferbloat problems [92]. Furthermore, toebination of the above packet forwarding
principles and the creation of an anycast group composelebgidployed TNL gateways allows oppor-
tunistically pulling packets out of the all-wireless NoSay gateway, hence increasing overall capacity
without introducing additional control overhead. In summyaur scheme is able to dynamically exploit

both path and gateway diversity.

The ns-3 simulations (see Section 813.4) confirm that our fidichanism inherently integrates gate-
ways and benefits from gateway diversity. In this respeafesprevious work either assumes some
previous knowledge of the topology [109] and/or reactivgBnerates control overhead to establish
paths to the destination [110]. Contrarily, our scheme duggequire knowledge either of the topol-
ogy or of the set of all gateways deployed in the NoS (only efdhe taken as reference), and it does
not establish paths either, despite it is able to benefit fatirgateways deployed. Furthermore, it also
outperforms single-path and multi-path TNL approachesdbsaociate each SC to a given aggregation
gateway. Besides, our scheme dynamically selects formguraitighbors on a per-packet basis based on
their congestion state, hence avoiding hotspots. Pgrtditined with this same approach, an analogy
with physics is used to derive a distributed scheme |( [T2])[However, unlike our scheme, it requires
manually setting up some of the key parameters (e.g., 8atystb congestion) and 10 to 15 iterations
affecting all nodes in the network to converge, hence makitess adaptable to realistic and varying

traffic demands. Additionally, both [109] and [71] were ceived to only handle upstream traffic and
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our scheme also handles downlink and local traffic withoytrandification to the algorithm.

In summary, no transport planning is needed in our schentename-planning or route re-calculation

is needed when new gateways are deployed to fulfill incretrsdfic demands. Our scheme also has
inherent self-healing capabilities, as the failure of a Tdditeway just means that the remaining ones will
opportunistically be used instead without any additiomatonfiguration overhead, hence making our
scheme more scalable. Some of these qualitative diffesesise render our scheme more advantageous
when compared to other anycast (e.g., Plasma [109]) orsirieay., HWMP[[110]) approaches in which
there is overhead for the path route construction and/oetide what neighboring node forwards the

packet.

8.3.1 Anycast Backpressure Routing

Anycast Backpressure Routing assumes there is a referéticgdteway for a group of SCs. Addition-
ally, there may be more TNL gateways able to pull packets btheNoS. All the gateways form an
anycast group identified by an IP anycast address. When $@séward traffic (e.g., when carrying
traffic towards the EPC), they map the IP anycast addressetgabgraphic address of the reference
gateway, which is then used to make forwarding decisionerdatg to the above procedures. On their
way to the reference gateway, and depending on network stiageconditions, packets may traverse a
non-reference gateway. Since this gateway shares the Saamytast address with the reference one, it
will opportunistically pull packets out of the multi-hop mless network, hence freeing scarce wireless

resources for other packets and consequently increasinptdd network capacity.

8.3.2 Flexible gateway deployment with Anycast Backpresse

AB allows incrementally deploying gateways and smoothtggnating the additional capacity they bring
without any additional configuration. That is, the operatay initially deploy a single gateway, and
evenly deploy more gateways throughout the network asdnadlume increases. Therefore, instead of
increasing the OPEX by requiring manual/static configoratf nodes, our scheme finds both the path
and the exit gateway dynamically on a per-packet basis withequiring prior associations or route
computation. As a consequence, low over-the-air overheddav state information are introduced at
nodes and global network capacity is increased because ot (potentially wired) links behind the
gateways, but also because of the reduced number of witetgsspackets traverse. As in any multi-
gateway approach, these advantages may come at the costeafigloreordering of packets, which

should be appropriately handled (for instance, at the TNkway co-located with the LSGW).

152



8.3. SON Backpressure Routing with Multiple Gateways

8.3.3 3GPP data plane architectural considerations

As explained in chaptéd 6, LSGWs embed a MNL entity actingragy’Gateway (e.g., Proxy S-LSGW
for LTE/EPC). That is, from the point of view of the UE and th€,3he LSGW acts as a regular
gateway (e.g., S-LSGW for LTE) with which bearers can beldistaed. But in fact, it performs bearer
termination inside the NoS and mapping to other bearersrtsmhe core network (e.g., EPC for LTE
networks), as well as user-plane data routing from/to th& ldod the core network. In the multi-
gateway setup and focusing now on the TNL, packets may sawTNL gateway different from the
TNL gateway co-located with the LSGW terminating the beahetthis case, this TNL gateway pulls
the packet out of the all-wireless local network and forngatige IP packet to the LSGW through a
different subnetwork (e.g., a wired high-capacity netyoilkis latter forwarding may be done by using
conventional IP routing deployed in the subnetwork intar@xting the gateways. Once the packet has
reached the intended LSGW, it is routed into the correspmnbearer between the LSGW and the core

network gateway (e.g., S-LSGW for LTE/EPC).

8.3.4 Evaluation

Here, subsectidn 8.3.4.1 describes the approached méthgdehereas subsectién 8.314.2 and subsec-
tion[8.3.4.3 discusses main results obtained with the mepcolution to deal with wireless backhaul

of multiple gateways.

8.3.4.1 Methodology

In this section, we use the ns{3 [102] network simulator taleate Anycast-Backpressure (AB) and
two state-of-the-art unicast routing strategies in a 5X8 gepresenting the local multi-hop wireless
backhaul of the NoS. For illustration purposes, in thisipalar setup, each node in the grid mounts
a single 802.11a Wi-Fi radio in the 5GHz band, though AB cduédused on top of any layer two

technology. SCs transmit traffic at a constant bit rate (CBRE packet size of each CBR packet is
1500 bytes. We measure throughput and latency, and usegavesthues and boxplots to represent the
distribution of the forty repetitions of 50 seconds each.e Doox stretches from the 25th to the 75th
percentiles, and the whiskers represent the 5th and 95temdes. Note that for ease of visualization,

we omit boxplots in some cases.

The two unicast routing strategies are an idealized aliigiraof multi-gateway Single-Path (SP) and

Multi-Path (MP) approaches. They are idealized in the sémstean offline centralized process selects
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the closest gateway to each source SC. The difference isStastablishes a single path to reach
the gateway, whereas MP uses multiple paths as long as tlveythe same cost to the destination.
Notice that a distributed implementation of such protoeatsild require over-the-air overhead for route
construction and maintenance, which is not required in Afle Tonsequent reduction of throughput for

SP and MP is not taken into account in the results presented.

We consider two different backhaul settings in our simolagi featuring homogeneous and heteroge-
neous transmission rates, respectively. The goal is taiatelhow AB behaves in front of various

sources of dynamicity and how it integrates the additioaplacity offered by new gateways.

8.3.4.2 Homogeneous link rate scenario

This simulation scenario evaluates the behavior of AB, 8NP when uneven traffic loads are injected
from different regions of the NoS. SP and MP represent thefdmessible path (or paths), i.e., the one
actually used, among all paths available to an anycast@bt&ach SC injects 1Mbps of traffic, except

a group of SCs in a region of the grid that inject more, for altoffered load of 32Mbps. The number
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of gateways is varied between 1 and 5. For each number of ggsethe set of nodes acting as gateway

is randomly selected for each of the forty repetitions.

Figure[8.24 presents the achieved throughput as the nurhigateways increases. Remarkably, AB is
able to serve all the injected traffic with three gatewaysediarding the randomly selected position of
gateways, as the null (or almost null) variability of the ptmts show. On the other hand, SP and MP
are not able to serve all the traffic even with a 20% of the ned¢iag as gateways (i.e., 5 gateways).
In this case, there is also a variability of the throughpitieéeed depending on the location of gateways
(see boxplots). This throughput difference between AB aRtVE can be explained by noticing that,

in the latter, SCs attach to a single gateway (the close3t ainde in AB any gateway can pull packets

out of the network from any SC.

Additionally, the one-gateway case is also presented teapt being a realistic deployment scenario
due to the highly saturated setup it represents. Howewefgits an interesting insight on the operation
of AB. In fact, an interesting remark from Figure 8.24 is thta¢ average throughput for AB in this

case is slightly lower compared to SP and MP. The key to utateisthis behavior is the observed
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packet delivery ratio, which is much higher in AB, which cdmdad with its inherent load balancing
functionality generates more CSMA contention. Howeverlarnless congested setups (e.g., when
deploying more gateways) aggregated throughput gains of than 20% are observed depending on

the case.

As for the latency, Figure_8.25 presents its dependency emtimber of gateways. AB with 2 gate-
ways shows high fluctuations of latency (from 2ms up to 774mkjch highly depend on the randomly
selected location of the gateways. In fact, a more detaitadlyais allows concluding that the lowest la-
tencies are obtained for the smallest distances betweaptiwtunistic/non-reference gateway and the
TNL aggregation gateway that is co-located with the LSGW. (the reference gateway). Additionally,
these fluctuations are also due in part to the much higheentiah experienced by AB, given the much
higher throughputs handled by the network (see Figure 824 consequence of these observations,
one may conclude that for best exploiting all AB featureseen deployment of gateways (higher than
two) is needed. This is confirmed by Figlre 8.25, in which ABexniences an abrupt decrease of latency
with the increase of the number of gateways, starting withvaamage latency of 400ms with 2 gateways
down to 1.4ms with 5 gateways, while SP and MP exhibit an apprately linear decrease of latency
with the number of gateways, achieving 100ms in average Wiglateways. The reader should also
notice the abrupt decrease in latency variability just witle additional gateway, which is not the case
for SP and MP. Overall, this confirms that AB handles hetanegas traffic loads and exploits multiple
gateways better than approaches fixing the attachment betitie SC and a gateway. In fact, since SP
and MP associate each SC to a single gateway, even if it iddeest one, buffers fill up and eventually
overflow in congested areas, even with five gateways, hemtedsing the average latency observed.
As a lateral remark, the reader should also notice the crgsdithe SP and MP curves, which is due to

the queue drops experienced by SP, hence degrading lateasunements.

8.3.4.3 Heterogeneous link rate scenario

This simulation scenario evaluates how AB, SP, and MP ekfi@ aggregated capacity offered by
gateways in the presence of wireless link dynamicity. Mqrectically, we study the dependency of
the aggregated throughput and latency on the percentageksfusing the lowest 802.11a rate (i.e., 6
Mbps). For each such percentage, forty replications aregach having a different randomly selected
set of low-rate links. The rest of links are configured to tighbst rate, i.e., 54Mbps. There are five
fixed gateways, and twenty SCs send 1Mbps of traffic towarel€dine network, hence making a total

of 20Mbps.
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Figure 8.28: Sparse NoS deployment with obstacles and aro®€rpd off.

As shown in Figur@ 8.26, and unlike MP and SP, AB is able toesatithe offered load injected in the
NoS even when a higher percentage of low-rate links are preSeecifically, AB is able to serve almost
all the traffic (i.e., 99%) even when there is a 32% of low-fatks, while SP and MP are suffering a
23% and 14% of throughput degradation, respectively. Tdéletive throughput degradation increases
with the number of gateways up to a point in which AB achiev@®4and 30% throughput gains with
respect to SP and MP. Besides, throughput variability in &Buch smaller than that of SP and MP.
This indicates a high independence with respect to wirdieksdynamicity due to its load balancing
capabilities. Notice also that the variability is smallesdite handling more packets and experiencing

more contention.

As for latency, Figuré _8.25 shows increasing latency gaiith the increase of percentage of low-
rate links. (Notice that, for the sake of readability, psiate shifted so that boxplots do not overlap.)
Specifically, for a 48% of low-rate links, AB attains twice ksv latency compared to SP and MP
(i.e., 340ms for AB versus 750ms for SP and 800ms for MP). d&ssithe variability of latency with

AB is smaller in all cases, and the difference in variabibgtween AB and SP/MP increases with the
percentage of low-rate links. This comes as a consequen&® @&ind MP making an excessive use
of low-rate links. In summary, Figurés 8126 and 8.27 confin@ ability of AB of relieving network

congestion by exploiting all available wireless link resmas.

8.4 SON Backpressure Routing in Sparse Deployments

The semi-planned and low-cost nature of all-wireless Nodayenents will inevitably lead to non-
regular topologies, SC failures, or disconnection due &iaibes (e.g., wireless link amongst’; and

SC5 in Figure[8.28), wireless link variability (e.g., due to adse weather conditions), or vandalism.

157



8.4. SON Backpressure Routing in Sparse Deployments

On the other hand, a wireless mesh backhaul is subject frctdghamics. The study in [89] shows that
a large fraction of mobile subscribers generate traffic arfigjw days a week and a few hours during the
day. The activation of all SCs when a low fraction of mobilbstribers are using the network results
in unnecessary resource consumption. A possibility is tegu@ff some SCs (e.g., SC4 in Figlre 8.28)
selectively during low load conditions (e.g., at night), ilshstill being able to serve all the traffic.
Despite energy efficiency gains, these mechanisms may akstastially alter the wireless backhaul

topology, hence contributing to non-regular sparse deptoys.

The dynamicity of the above context may render transportiopads such as MPLS-TP_[20], tradition-
ally used in wired TNLs, unsuitable for an all-wireless N&S.shown in chaptdrl4, a strategy to tackle
large-scale multi-hop wireless topologies is geographiting. However, these strategies entail a sub-
stantial increase in control overhead as well as an increofethe per-node routing state, required to
build alternative routes, hence compromising their sélthalin sparse deployments. Further, despite
eventually circumventing network voids, geographic nogitcan lead to network congestion due to a
misuse of network resources and a high routing stretch (he.ratio of the hop count of the selected

paths to that of the shortest path) due to the lack of flexjbdf the route recovery method.

Our previous work in this chapter helped us to evaluate therpial of combining geographic and
backpressure routing when applied to regular (i.e., dkielllmulti-hop wireless networks. However,
practical deployments are far from regular due to the reagaplained above. We tackle this funda-
mental aspect to deploy BS in realistic non-regular topekgvhilst retaining the beneficial features of
our previous schemes. Instead of using a complex and resoansuming geographic recovery method
to deal with dead ends, we propose a self-organized, lowheagl, scalable, and decentralized routing
approach that makes the most out of the network resourcde wigintaining a low routing stretch.
Unlike geographic routing schemes, the resulting approeither requires routing recovery methods

or incrementing the per-node state to dynamically adagtdéaurrent wireless backhaul topology.

Extensive ns-3[[102] simulations results validate the sthess of BS under a wide variety of sparse
wireless mesh deployments and workloads. Under uncortyéstific demands, BS showed a latency
and routing stretch close to an idealized single path rgutirotocol (ISPA), which is aware of the
global current network topology without consuming air rg®es. ISPA is taken as an abstraction of
traditional TNL protocols of core networks and wired moliakckhauls (e.g., MPLS-TP [20]). In turn,
BS improved the latency results obtained by GPSR [68], takgeneral as benchmark for comparison
against geographic routing featuring void circumventicgchranisms. In the case of more severe traffic
conditions, BS outperforms both GPSR and ISPA showing acteafuin terms of average latency of up

to a 85% and 70%, respectively, due to its inherent load balgrcapabilities while serving the offered
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Figure 8.29: Sparse wireless mesh backhaul scenario.

load and maintaining a low routing stretch.

In subsection_8.411, we list the main problems to tackle whsing backpressure routing in sparse
deployments. Details on the operation of BS are providedilrssctiori 8.4]2. Finally, subsection 814.3
discusses the simulation results. Some preliminary egulhis section appeared in [7]. However, the
required details for the proper operation of the protocolvall as an extensive evaluation are novel in

this section.

8.4.1 Limitations of Backpressure in Sparse Deployments

Despite the potential of the above framework, a few problemsain to be solved. Here, using network
simulation with ns-3[[102], we analyze how our scheme reastier sparse deployments. Fighre 8.29
depicts a 5x5 grid mesh backhaul, and assume that a pereesitéige SCs (shaded nodes) have been
powered off at a certain instant. Each SC maintains a sintf® Fjueue withQ);4x equal to 200
packets. We assume that for each SC, horizontal and veniighbors are 1-hop neighbors whereas
diagonal neighbors are considered 2-hop neighbors. Wittiinscenario setupSCs sends a 2Mbps
UDP CBR flow toSCg. Thus, given that the&C; is unavailable, the shortest path under this mesh
backhaul configuration has 4-hops through SCs (11, 12, 138pand (1, 2, 3, and 8).

Figure[8.30 plots the time evolution of the queue backlog iy, the one facing a dead end due to
SC7 being switched off at timeé = 5s. The routing scheme is configured with different fixédralues

and using the variabl&- algorithm, which is described above. Interestingly, Feg8r30 reveals that
packets remain trapped up to a certain ext&he first aspect to point out is that such a scheme requires
to fill the queue of the SC being the local minimum up to a limivhich routing decisions emphasize
more the reduction of queue backlog differentials rathemtigeographic proximity to the destination.

Nonetheless, packets remain trappedifs once the queue backlog is below this limit (i.e., at instant
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Figure 8.30: Impact of the value of thé parameter in the queue backlog to circumvent network voids.
The void is circumvented once the queue backlog of the lodainmum is stabilized, but some packets

may get trapped.

t = 35s when the flow terminates).

We observed how different configurations of tigparameter yield different queue backlogs to enable
the use of queue backlog differentials, hence allowing etk escape from the network void. With
the decrease of thE parameter, the queue threshold required to start takiningpdecisions based on
gqueue backlog differentials also decreases, hence caagiegrease of queuing latencidhe second
point to remark is that the configuration of thé parameter is of primal importance to determine the
extent of queue backlogs to escape from network voids, aiisa significant influence in the attained

latency.

Table 8.1: Impact of the value of tHé parameter in latency.

Value of V parameter| Average Latency (ms
V=0 143.81 ms
V=1 19.67 ms
V=10 126.79 ms
V=50 603.00 ms
V=100 1198.21 ms
Variable-V 1198.21 ms

Table[8.1 exhibits the consequent decrease on end-to-mtyawith the decrease of thé parameter.
Note that the case of the Variable-V, initialized®@y, 4 x, requires to decrease its value up to half the
value of Q4 x to enable routing decisions based on the minimization otigu®cklog differentials.

The trend towards lower latencies has a turning point at Vindeed, we observe a latency increase
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Figure 8.31: Histogram of the hop distribution when exaleli making forwarding decisions based on

queue backlogsi{ = 0).

with respect to V=1 because the forwarding decisions aréusively based on the minimization of
gueue backlogs, without taking into account where the pnaxito the destination. This results in long

paths to reach the destination.

The third main aspect to highlight is that an excessive uskeeminimization of queue backlogs to take
routing decisions could result in excessive path lengtlest@pe from network voidgigure[8.31 shows
the hop distribution of all the packets carried in the backheth V=0. Note that the minimum path
length in the considered case is 4 hops. Instead of merehg ushop paths, data packets traverse a
number of hops that increases up to more than 60 hops. Icylartithere is only a 20% of data packets
following paths of a minimum number of hops. In this case, adik value parameter set to 1 may
solve the aforementioned problems for one single traffic.fldl@vertheless, as argued in [2] and [5],
this is not a feasible solution, since it does not approgijabandle the traffic and network dynamics

that are the norm in wireless networks, hence resultingutimg loops and increased latencies.

Nonetheless, given its potential, the solution presentdtis chapter still relies on the Lyapunov drift-
plus-penalty approach with a single queue per node to hamgt¢o-any traffic communication patterns.
In this way, we benefit from its advantages, namely scatgpgelf-organization, statelessness, decen-

tralization, and low control overhead.

8.4.2 Backpressure Solution for Sparse Deployments

Given the above context, this section describes the prdpageeme to void handling without incurring
into additional routing recovery procedures, whose objestare 1) to minimize queue backlogs (and
associated latencies), 2) to avoid excessive path lengtising potential routing loops, and 3) to avoid

packets to get trapped at data queues while maintainingdfengages of our original scheme [5].
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Both the minimization of the Lyapunov drift and the Variaealgorithm are key components to make
the most out of the network resources. An appropriate cogttiion is fundamental to avoid the inef-
ficiencies observed in sectibn 8.4.1 for sparse deploynardsachieve the aforementioned objectives.
As revealed by the results in section 8l4.1, this is paditylnoticeable when a substantial decrease of
latency is observed when reducing the importance of thergpbge-based cost function when taking
routing decisions (low values of V). Subsections 8.4.2.8.282, and 8.4.213 explain the main intuition,

as well as the details of the operation and implementatiadgheo€ost function.

8.4.2.1 The Intuition behind the Cost Function

The cost functiorbg{j(t) conceived for sparse (and uniform) deployments followsdame trend of
rewarding the selection of SCs closer to (and penalizingf&@ser from) the destination when there is
uniform connectivity. However, the proposed cost functitiffers from the previous one designed for

uniform SC deployments in two key ways in order to avoid gonguatencies under dead ends.

First, the cost function includes the possibility of rewagdrouting decisions that select SCs located
farther from the destination in the presence of dead-emdlser than allowing packets to get trapped in
data queues. The second key point is to penalize decisioresaeg 1-hop loops, which occur when

a packet is routed back to the node from which the packet veisgaeived. In this way, a 1-hop loop

would occur when there is only one neighbor available and_flwunov drift minimization gains in

importance regarding the cost function.

The results presented in sectlon 812.5 show that, with ttvassimple features in the cost function plus
the geographic and backpressure components, the spategrdepts under consideration can serve the

offered load appropriately.

8.4.2.2 The Cost Function

Before delving into the details of the cost function, let ustfdefine some auxiliary functions. Let the
loop functionZ; ; 4(t) be equal to 1 when the current nodérwarding packep received this packet

from node; (that is, there is a 1-hop loop), and O otherwise. Additityndét NC; 4(t) denote the set

of 1-hop neighbors of nodéecloser to the destinatio# anddist(n1,n2) be the function that calculates
the Euclidean distance between nodésandn2. Finally, letOC; 4(t) be a binary function that, when
forwarding a packet from headed tal, is equal to 1 if there is a single neighbor closerdtcand 0

otherwise. According this notation, the cost function ifired as:
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dist(j,d) < dist(i,d)
L;jat)—1 or (dist(j,d) > dist(i,d)
and|NC; 4(t)| = 0)
() = (8.9)
dist(j,d) > dist(i,d) and
1 —2L;1,a(t)0C; 4(t) dist(k,d) < dist(i,d)
and|NC; 4(t)] > 1
For easing the description of the cost function, we use thessmetwork illustrated in Figure 8132. The

first case in equation (8.9) represents how the cost funtiéars neighbors i) closer to the destination, or
ii) farther from the destination when there are not neigblmbwoser to the destination. For nodes closer to
the destination, the loop function determines whether tistis -1 (rewarding the closer neighbor if the
loop function is 0), or is equivalent to O (base the decisiorih® queue drift to reward such neighbor if
the loop is 1). In this sense, forwarding decisions appriogcpackets to the destinatiahare rewarded,
unless it supposes a 1-hop loop. When packets reach deadsend asSC;; in Figure[8.32 (i.e.,
|INC; 4(t)| = 0) our approach circumvents the void by rewarding forwardiegisions towards a node
4, which is farther fromd than the local nodé However, to avoid never-ending 1-hop loops, we check
if the packet arrived from that same nogleThis is controlled by the loop function, as when it is equal
to 1, it makes the cost function towards noflequal to0, and so, other nodes farther frafdifferent
from j are preferred. In terms of weights, these farther nodesraferped over closer nodebecausé
obtains a more negative cost function when forwarding thiskpt, and so, a higher weight is obtained.
Since the packet is eventually forwarded to the neighbdn thi¢ highest weight at the time notltakes
the forwarding decision, these nodes are selected first. h®mther hand, if there is no other node
exceptj for circumventing the void (i.e., going backwards throuba same path),; ;. 4(¢) is equal to

1, hence resulting in nodetaking the forwarding decision exclusively based on theugudrift (e.q.,
backward path fron$Cs, to SCs3 in Figure[8.32). Since, queue backlogs in dead-ends are faiging

such decisions allows packets to go backwards to circunthentoid.

The second case of equatidn (8.9) is devoted to handle thecalosilation for nodes that are farther
from the destinatiod when node (the local node forwarding the packet) has neighbors clasér In

the normal case, this will result in the cost being equdl.tdvhen combined with a positive value Bf

in equatiori_ 7.1, it results in lower weights than for thoedes close ta. Therefore, closer nodes are
preferred. However, to avoid packets being trapped in tleigs of dead-end nodes (or nodes close to

dead-ends) another case must be handled.

For instance, the depicted network in Figlre 8.32 forms dirhap line sub-topology surrounded by a
network void. If a packet arrives to the dead-end node (€43, in Figure[8.32), it will be handled
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Figure 8.32: Topology surrounded by network void.

by the first case, as explained above. However, once thispaeiiched the node just before the dead-
end (e.g.,.SC15 or SCy in Figure[8.32), instead of sending it again towards the daalj it must send

it backwards (see red arrow in Figure 8.32) until all the hiopthe line sub-topology are traversed
to be able to circumvent the whole. This is handled in the s&case of the equation with the term
2L; 1, 4(t)OC; 4(t). In fact, this term is different frond only when node (the local node) receives a
packet from nodé: (the only one closer t@) from which the packet arrived tb In this case, both
L;k.q(t) andOC; 4(t) are equal td, which makes the cost become negative, which in turn, esuby
high positive weight and the packet is sent to ngdtarther fromd) instead ofk (closer tod). Thus, the
packet traverses the line sub-topology in the backwardttiine. In this way, packet do not get trapped

in the queues of such kind of sub-topologies.

8.4.2.3 Implementation details of the Cost Function

To implement the binary functio; ; 4(¢), knowledge of an identifier of previous hop that forwarded
the data packet is required. In the IP header of a data patiet is neither information identifying
the previous node/SC that transmitted a data packet nootirdioates (or the IP address) of that node.
Rather than adding new headers with the source IP addreke pfévious hop, in our implementation

we use MAC addresses for that purpose.

In terms of state information, each SC maintains a table infttrmation related to its available 1-hop
neighbors. Furthermore, each entry of the table contamgleue backlog, the geographic coordinates,
the IP address, and the MAC address of the neighbor. Additigrwe store the source MAC address
of each incoming packet to be forwarded in the data queuee&ahr data packet being forwarded, the
SC checks whether the MAC address of the target next hop emtble MAC address stored with the

packet. If there is a match,; ; 4(t) becomesl for packetp, and in this way 1-hop routing loops are

164



8.4. SON Backpressure Routing in Sparse Deployments

180 BS
160 rGpsR
L ISPA

ms)

P

N b

o O
X0+

100
801
60
40t )

o

0 +d)v 4 +&v 4”

1 flow 2 flows 4 flows 6 flows
Number of flows

Latency (in

Figure 8.33: Latency results are independent of the set sfsSfitched off as long as there is a path

between each pair of source-destination SCs.

detected.

8.4.3 Evaluation

Subsection 8.4.3.1 describes the methodology followeddtuate the resulting mechanism. Our eval-
uation focuses on studying the impact of traffic demands losection8.4.3]2, and that of the wireless
backhaul topology in subsection 8.4]3.3

8.4.3.1 Methodology

We conduct all the simulations with the ns-3 [102] networkgiator, with a duration per simulation run
of 50 seconds. The simulated network is a 5x5 square grichaatiof SCs, where the distance between
neighboring nodes is of 100 meters. The set of neighbors ofem ¢ C are the nodes within a range of
100 meters. To carry backhaul traffic, every SCs has a sigdi& 1802.11a WiFi interface configured to
the same channel, and at a link rate of 54Mbps. In particwlanise a simple WiFi channel model with
a 2-hop interference pattern that does not generate losse® thidden nodes or propagation errors.
The goal of all the experiments is to show the robustness agdrassure for sparse deployments (BS)
when some SCs of the modeled wireless mesh backhaul areilabée/aThe set of unavailable SCs is
selected as follows: an SC may be unavailable with a certaibagbility p > 0 when there is not any
other SC already unavailable within wireless transmissamye, els@ = 0 (i.e., SC continues active).
This methodology ensures that a path can be constructeddetany possible combination of source-
destination SCs. We fixed the set of powered off SCs to the ZG#edotal number of SCs. Figuire 8|29

illustrates an example of the strategy followed to switdmofies in the 5x5 grid.
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To evaluate BS robustness, simulation results compareetiermance of BS with that of GPSR, and
an idealized version of the shortest path routing algori(t®#A) under different traffic demands and
different backhaul topologies. We use GPSR as a benchmadube it is the reference protocol in the
literature [66] for comparison with geographic routing foapls, given its robustness and low control
routing overhead. In turn, we use ISPA because it followgeims of data plane, the philosophy of
current protocols deployed in the mobile backhaul such ak$APP [20]. ISPA is 'ideal’ in the sense
of having a complete knowledge of the global network topglagthout exchanging any control infor-
mation message. Therefore, ISPA always knows a priori tbetes$t path in terms of number of hops
between any pair of nodes, hence building routes that do senhodes that are switched off. That is,
network voids are not a problem in ISPA. On the other hand, GRSt change its operation from
greedy forwarding mode to perimeter routing, using thetriggind rule to guarantee that it will find
a path to the destination. BS, on the contrary, merely useslitributed computation of weights to
circumvent network voids, as described in the previousaect

In addition to this, note that in all the ns-3 simulations, &#hds HELLO broadcast messages of 110
bytes every 100ms, whereas ISPA routing does not transiypit@mirol messages. In turn, GPSR|[68]
sends HELLO messages of 135 bytes every 100ms, and inclandetd#ional header in the data traffic,
adding 50 bytes to the packet size (1488 bytes). Every SCtaiagna single first-in first-out (FIFO)
data queue of a maximum of 400 packets.

We characterized the performance of each protocol by miegstite throughput, latency, number of
hops, and routing stretch (i.e., ratio of the hop count ofgblect paths to that of the shortest path)
in every simulation in steady state (i.e., transient periodeach simulation run are discarded). These
results are obtained using our implementation of BS, theRsiRfplementation provided by the authors
of [111], and the ISPA implementation found in [112]. Notattmost of the results regarding through-
put are omitted, since, unless explicitly mentioned, tHeretl load is fully served by the three routing
protocols. For each of these network performance metrieggenerally used average values and box-
plots to represent their statistical distribution. In patar, the box stretches from the 25th to the 75th
percentiles, and the whiskers represent the 5th and 95tkedes.

8.4.3.2 Impact of Traffic Demands

This subsection provides the comparison of the performah&S, GPSR, and ISPA while keeping a
fixed set of SCs unavailable (see Figlre 8.29) and consugld@ifferent traffic workloads. In all the
simulations, the same set of source-destination pairs @rsidered for all the routing protocols un-

der comparison. The number of traffic flows injected to thevoet varies from 1 to 6, out of the set
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{1,2,4,8. The generation of the set of traffic flows followed an incretaéapproach. That is, when
moving from 2 to 4 flows, two new flows are added to the previaussdi.e., 2 out of the 4 flows are
the same ones as in the 2-flow case). Each of the four différaffic workload configurations were
simulated 40 times with different seeds. The use of diffesereds caused a random generation of the
required source/destination SC pairs. Each selectedes@{dnjected 2Mbps of UDP CBR traffic di-
rected towards a destination SC, for a total offered loatérbackhaul o2 M bps - Number_of _Flows,
whereNumber_of_Flowse{1,2,4,6}. Thus, we execute 160 different simulations for each pajtoc

hence resulting in 480 simulations in total. Figure 8.33 paras the average latency of BS, GPSR, and

167



8.4. SON Backpressure Routing in Sparse Deployments

(o]

)]

w

Average number of Hops
SN

N

stLf
otL}

LTLE
gILl =

A N S S S SN S S S S S
4 4 4 4 4 4 444 44 4 -

| —
—H o
BN
S N © O

Backhaul Topology

Figure 8.36: Hop Distribution for 40 random source/destimapairs along 20 backhaul scenarios.

ISPA as the number of traffic flows varies from one to six flows.

With one, two and four traffic flows, the performance of BS isamerage close to that of ISPA, as
both protocols route data packets following paths of a mimmmumber of hops. Whilst ISPA builds
offline end-to-end shortest path routing tables in every 8€ r@quires topology information of the
whole network to do that, BS only requires neighbor infoiiorat However, despite this remarkable
qualitative difference, BS neither traverses paths witlexsessive number of hops nor increases aver-
age queue backlogs. In turn, BS outperforms the latencyesaifi GPSR given that the defined cost
function in section 8.4]2 allows overcoming local minimaimore efficient way than GPSR. Actually,
GPSR starts suffering from highly variable latencies whenrtumber of flows is equal or bigger than
two. The backhaul topology showed in Figlire 8.29 and theaaniyl chosen source-destination SC
pairs provoked GPSR to use perimeter mode for some comtisatif source-destination pairs. When
GPSR enters in recovery mode, the use of the right-hand aswdedrcome a dead-end can often lead to
suboptimal paths in terms of number of hops, increasing rildete-end latency, even under light traffic
conditions. Additionally, switching from greedy forwangj to recovery mode already increases the la-
tency. Data packets experiencing recovery mode at the soude are queued and periodically served
on bursts once the requested route, calculated using theh@nd rule, is known [111]. In this way,
when such packets are being served, the FIFO service pgliaitéred, which derives into additional
latency perturbations to the rest of the traffic flows trawvgrshe node.

When the number of traffic flows is equal to 6, the backhautstuffering from congestion and the

latency increases with GPSR and ISPA because these ptdaaiot take into account the available
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resource to take routing decisions. Thus, while certain §&songested, other SCs are not used at
all. With six traffic flows, BS shows lower average latenciesn GPSR and ISPA due to its inherent
traffic distribution capabilities. By exploiting the minimation of the Lyapunov drift, BS attains an even
resource consumption in the mesh backhaul. The resultstghuition of traffic is such that the result-
ing deviation from shortest path aims to relieve congestimnce resulting in lower latencies despite

traversing longer paths.

8.4.3.3 Impact of the Backhaul Topology

The goal of this subsection is to evaluate the robustnessSof@npared to that of GPSR and ISPA
when varying both the backhaul topology and the traffic dedsaiio this aim, this subsection extends
the previous one to include in the evaluation twenty difiémmesh backhaul topologies. We generated
each of the twenty topologies by varying the set of SCs switcbff from the 5x5 grid illustrated

in Figure[8.29. The set of powered off SCs have been selectmiving the strategy explained in
subsectio 8.4.3/1.

Figure[8.37 plots the average latency distribution exaibiby BS, GPSR, and ISPA accounting the
twenty sparse mesh setups as the workload increases (freftoanto six concurrent flows). In turn, the
latency values have been calculated over forty independgetitions. Each of these forty simulations
runs used a random set of source-destination pairs. As H,resurun 3200 different simulations for
each protocol, making a total of 9600 different simulatiforsthe three routing variants.

The most remarkable observation is that simulation resdtgirm the robustness of BS in different
sparse mesh backhaul topologies. BS outperforms both GR&RS®A showing a reduction in terms
of average latency of up to a 85% and 70% and maintaininghierant load balancing capabilities while
overcoming voids with a low routing stretch. Despite vagytaventy times the backhaul topology, the
latency trend showed by the three protocols in Fidurel8.3nslar to that showed in the previous
subsection with a fixed backhaul topology (see Figure]8.3B)e workload is almost always served,
yet there are some throughput inefficiencies under heaffjctanditions, i.e. with six traffic flows.
Figure[8.38 shows the cumulative distributed function @ &ttained throughput for six traffic flows.
Results show that GPSR and ISPA fail more frequently tharbBSfor a minority (less than 1%) of the
chosen source-destination pairs, for which the workloabive the rates that the network can handle,
BS exhibits a remarkable degradation of throughput. Thikigsto the fact that the distributed variable-
V algorithm of BS excessively decreases thgalues in most of the SCs to zero. Thus, routing decisions
are merely focused on minimizing the Lyapunov drift rathert maximizing the rate of data arrivals at

the destinations. The other protocols stick to a given rdwdadling such saturation conditions by losing
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packets due to buffer overflows at nodes. This behaviortesuless packets being transmitted over the
network, and so, the remaining packets can be more apptelgrigerved. However, the reader should
recall that these are saturation conditions that the opeveitl avoid by other means. One potential

solution is the design of a distributed flow rate controllettshapes the injected traffic to prevent the

network from reaching saturation asin[78].

Figure 8.39 depicts the average path length distributidghethree routing variants for the twenty sparse
mesh setups and a workload of four traffic flows. Note that |18&#esents the lower bound in terms
of path length distribution, and can be considered the @dtnouting solution in terms of maximizing
throughput and minimizing latency under light traffic loatigterestingly, Figuré 8.39 confirms that BS
exhibits a path length distribution close to that attaingdSPA for the twenty sparse mesh setups and

different combinations of four traffic flows injected in thetwork.

Figure[8.40 illustrates the specific distribution of latgmé the three routing variants for each of the
twenty backhaul mesh topologies and a workload of four trdfws. We can highlight two main

observations. First, BS clearly outperforms GPSR for thenty mesh backhaul topologies given the
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potential inefficiency of the routing recovery mode of GPSRBcond, BS presented similar latencies in
most of the mesh backhaul topologies under evaluation coedga ISPA. We only found two backhaul
topologies, labeled as T11 and T20, of slightly higher agenatencies in BS compared to ISPA. For

these specific setups, BS experiences a higher latency s¥thaf the forty repetitions.

Figure[8.41 presents the attained latency distributiciret by BS, GPSR, and ISPA for the considered
twenty backhaul topologies and a workload of six traffic floB$ clearly outperforms GPSR both on

the average values and on their variance. Additionallgney values of BS present a better trend on
average than those attained by ISPA, as showed in Figuré §B& single shortest path selected by
ISPA is not sufficient to serve efficiently the traffic, caustongestion. Load balancing is required to

avoid packets stay longer periods at SC queues. Indeedrobdem with GPSR as well as ISPA is
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flows.

that they are insensitive to congestion, being not able aptadynamically their routes to relieve traffic
congestion. The improvement in terms of latency experiggtbly BS is explained in part by its ability

to distribute traffic, exploiting in a more efficient way thadkhaul resources.

Despite the increase of the offered load to six traffic flowsS, ®ill shows a path length distribution
similar to that of ISPA. This indicates that BS leveragestipld hon congested paths of a low humber
of hops, whereas ISPA merely uses one single shortest phaikeXplains why the difference in number
of hops is so small between ISPA and BS. It is also importamiote that the path length distribution
of BS proves that routing loops are rare for most of the twéopplogies under consideration. When
balancing traffic, the aim of BS is to prioritize short rattlean long paths. Figuie_ 8142 presents the
CDF of the routing stretch metric for the BS and GPSR pro®eath respect to ISPA (the routing
protocol providing the optimal route in terms of hops) whejecting a workload of 6 flows. As we can
observe, GPSR experiences path lengths up to 4.5 timesrithgge | SPA, whereas BS path lengths do
not exceed 1.7 times this value. BS incurs in more hops inrdacdexploit the resources of the network
when overcoming a communication void, while GPSR uses tjig-hiand rule, which is not always
effective. Simulation results indicate that the right-thanle chooses on average a non optimal route in

50% of the cases, which derives in a high routing stretchevalu
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Chapter 9

Proof-of-concept Implementation

This chapter describes the implementation of the Lyapunmiftvpus-penalty routing scheme described
in previous chapters to obtain real measurements in a realess mesh backhaul testbed. The contri-
butions of this chapter have been published i [13] and [THE goal is to minimize the time devoted
to deploy the protocol in the testbed. In this way, it is alschallenge in this thesis to provide rapid
prototyping of wireless network protocols in real testbetksually, a wireless networking researcher
has to choose between either a network simulator or a prfecfcept testbed to evaluate a designed
wireless network protocol. As for the former, the main is@i¢ghe accuracy of the obtained results.
As for the latter, one main concern is the evaluation of itdadality due the low network size that real

deployments exhibit.

An approach to evaluate the degree of accuracy of a networldlaior is to compare the simulation
results obtained with the experimental results. Once teeareher determines simulation accuracy,
scalability tests can be conducted with the validated né¢wonulator. In our case, we used the ns-3
network simulator. Despite the accuracy demonstrated &n#3 simulator in our work in_[4], both
methods should be approached to tackle scalability anda@acgwequirements. In general, the afore-
mentioned approach requires to start from scratch twicaripeementation of the network protocol, that

is, one for simulation and one for the testbed. Thus, thisaamh significantly increases the time in-
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vested on development, prior to claim evaluation resultas@hetwork protocol have been appropriately

validated for scalability and accuracy requirements.

The ns-3[[102] network simulator provides one feature grdgiconceived to decrease development
time. This feature, referred to as emulation mode, is delvteavoid costly re-implementations in
real testbeds. Basically, it allows the ns-3 simulator todses-3 generated packets to real physical
devices, and to receive real (or ns-3) packets from realiphlydevices (see Sectign 9.1 for background
on emulation). On the one hand, as it is designed in a way thiafs the Linux implementation
stack, packets are created with the same form as in the Liase. cOn the other hand, ns-3 is able to
send/receive packets from a device which can be attachedetl ahysical device. However, the ns-3

emulation framework has not been used to develop routingots for wireless testbeds.

The main points tackled in this chapter are (i) how we do deaigd develop the Lyapunov drift-plus-
penalty routing algorithm conceived in chapiér 7 for ns-3ts it can be run by the ns-3 emulation
framework without a complete re-design; (ii) the integrathecessary to run the Lyapunov drift-plus-

penalty algorithm ns-3 implementation in the real testbed.

In summary, our routing protocol, conceived in chapier 7 ashapted for the mesh backhaul in chapter
[8, calculates wireless link weights on a per-packet basimésns of the computation of the distributed
Lyapunov drift-plus-penalty routing algorithm (also nefl to as distributed backpressure routing),
picking for transmission those links that maximize suchghiei Sectio 92 provides a summary of how
we designed from scratch the routing protocol by decomgogion building blocks so that it can be
easily ported to the ns-3 emulation framework. Prior to,this provide a brief summary on emulation in
sectior 9.11 highlighting its advantages for experimergakarchers. Sectién 8.3 describes the resulting

implementation in ns-3 of the designed routing protocol.

One of the particularities of the developed routing protacms-3 is its continuous use of data queues
to determine the next-hop for every packet being routed.reabnode, the management of data queues
becomes challenging since, in addition to ns-3 data queuasnyg in user space, there are data queues
managed at the kernel space. In particular, a real nodeinsrttata queue located underneath the ns-3
routing protocol, which is running at user space. Thus, iditaah to data queues in user space level
(i.e., ns-3), there are data queues in kernel space. Weildesbe design of a mechanism based on
Netlink sockets and the /sys subsystem for the appropngggaiction between the queues located in
kernel space and in the ns-3 application at user space. Stggration entails an additional design and
development effort not provided by the ns-3 emulation fraomé, however, of primal importance for

any wireless routing protocol managing data queues.
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9.1 Background on Emulation

Emulation capabilities have been identified as one of thenigaes with a variety of applications in
networking experimentation. Reference [113] discussesitaib in the context of cluster testbeds, of
which the EXTREME Testbe®) [114] used in this chapter is an example. The goal in this tate
emulate the behavior of wide area links in a lab, and to enthi@lenteraction between real, emulated,

and simulated networking entities in a given experimerspeetively.

In network emulation, simulated components interact wétl-world protocol implementations. The
focus in thense[[115] emulation framework of thas simulator has been on network emulation. In this
case our goal is to exploit the ns-3 emulation framework [[1@Rich has been completely re-designed
with respect to previous versions of thesimulator. Fall[[115] classifies emulation into two types. |
network emulationsimulated components interact with real-world protocgpiementations, whilst in
environment emulatigran implementation environment is built so that real protamplementations
can be executed in a simulator. As for the former, recent woifd16] used the ns-3 emulation for
evaluating network protocols for wired networks. The goathis chapter is to use the ns-3 emulation
framework, which has been completely re-designed witheetsjo previous versions of thes simulator
for the evaluation of wireless routing protocols. In costran this work, initiated in[[15], we want to
allow for rapid prototyping of protocols for wireless netks so that the same (or almost the same) code
could be run in a real wireless mesh backhaul testbed, ardkinitnulator. As for the latter, Network
Simulation Cradle (NSC) [117] is a pioneer of introducinglneorld stacks (e.g., Linux stacks) into the
network simulators. In particular, a framework for exesgtLinux kernel code in the ns-3 simulator

was presented in [118].

The ns-3 emulation framework allows executing ns-3 IP stamler real physical devices implement-
ing layer 2 (L2) functionalities. To enable these featuths,ns-3 emulation framework provides ns-3
emulated network devices that look like a usual ns-3 simdlatevice from the point of view of the

ns-3 IP stack. As illustrated in Figure 8.1, the EmuNetDeyimovides the interface to the real physical
network underneath using a packet (raw) socket, hencerggnelieiving packet to/from the real phys-
ical device is feasible. The EmuNetDevice uses MAC spoofingvbid conflicts between the virtual

ns-3 IP stack and real native IP stack. Therefore, packetsrgted with the EmuNetDevice and sent
over the physical device can have assigned MAC addresdesedif from the those belonging to the
real physical device. Additionally, as packets are reckelwethe EmuNetDevice, which has to be con-
figured in promiscuous mode, they are sent to the ns-3 IP sthekever the MAC destination address

corresponds to the spoofed (i.e., virtual) MAC addressifipddy the ns-3 EmuNetDevice. Therefore,
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Figure 9.1: Ns-3 Emulation Framework.

to work properly, the ns-3 emulation framework requiresa k2 implementation with the associated
interfaces configured in promiscuous mode. With the funetiities implemented by the EmuNetDe-
vice and such configuration in the real physical cards, angtfanality above L2 implemented in the

ns-3 simulator can be tested in real networks.

9.2 Routing Protocol Building Blocks

As shown in Figuré 912, the routing protocol, described iaptbr T and chaptéd 8, implements three
main building blocks, namely, theeighbor managemerthedata queue managemeand thenext-hop
determinationbuilding blocks. Theneighbor managemeiuilding block is in charge of determining
which nodes can be reached without having to cross any ietdiate node. To do so, each nadex-
changes HELLO packets containing queue backlog and locgrgphic information with its neighbors
4, which belong to the 1-hop neighbor sét Furthermore, the routing protocol implementsext-hop
determinatiorbuilding block with the information provided in HELLO padke Thenext-hop determi-
nationbuilding block is in charge of computing the forwarding patim a per-packet basis. The protocol
is distributed and quasi-stateless, since all decisidtentay thenext-hop determinatiobuilding block
use the information gathered by theighbor managemeiuilding block and the current packet being

routed.

180



9.2. Routing Protocol Building Blocks

DATA
DATA PACKET
QUEUE MANAGEMENT NEIGHBOUR MANAGEMENT

QUEUE-BASED
v

PACKET
SCHEDULER,

HELLO
NEIGHBOR LIST MANAGEMENT

I e, S Y

LOCATION
TABLE

NEXT-HOP
ALGORITHM NEXT HOP

DETERMINATION

DATA HELLO

CONTROL
PACKET Ty NEXT HOP DATA

Figure 9.2: Building Blocks of the distributed Backpress®outing Protocol.

9.2.1 Neighbor Management Building Block

Theneighbor managemehuilding block groups the functionality related to the mes of determining
which nodes can be reached by means of direct communicatgonwithout having to cross any inter-
mediate node). It is composed of two components, namelyghher list, and a HELLO management
entity. The HELLO management entity launches the transamssf a HELLO packet, which is gener-
ated by the ns-3 protocol using the same structure as if wioellgenerated by the Linux kernel. The
HELLO packet is used to announce node state information asichngestion level, and the geolocation

of the node.

Upon the reception of HELLO packets, the neighbor list congm can be filled up with the current
state of the neighbor nodes. Every neighbor entry is a datatste that, among others fields, contains,
its IP address, geolocation information, and queue lenigtl.reception rate of HELLO packets from a
neighbor determines the validity of the corresponding Imledy state information stored for that node. A
low reception rate can turn into a neighbor entry that is mgéo valid. As a result of this, that particular

neighbor is not considered in tilext-hop determinatiohuilding block.

9.2.2 Data Queue Management Building Block

The data queue managemehtilding block determines the scheduling carried out famoming data
packets. It is subdivided into two components namely, a gas€heduler policy and a queue-based
structure. The queue-based structure is the entity in wihielprotocol store data packets waiting till a

routing decision is made for them.
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Figure 9.3: UML Diagram of the Routing Implementation.

The protocol pushes incoming packets to the queue-baserst. Once the routing decision is made,
it is sent either to lower layers if the packet obtained a e, or dropped when the queue-based
structure is full. It is worth mentioning that one possiblecidion contemplated for a packet being
routed can be to keep it in the local queue. Note that due tedsing congestion conditions, the
protocol could prefer to take a decision that entails a nirtless resource consumption, thus, delaying

its transmission.

On the other hand, we used a packet scheduler policy to gssities to packets stored in the queue-
based structure. Thus, this priority determines the orflelata packets in the queue-based structure.
Whenever thaext hop determinatiobuilding block decides to forward a data packet, it callsdhta
queue managemehbtiilding block indicating the next hop to the first packet lie tgueue. Then, this
data packet is extracted from the queue-based structureesdlbcted packet out of stored in the queue
will depend on the packet scheduler policy chosen, suchlB8 fFirst In First out), LIFO (Last In First
Out), or WFQ (Weighted Fair Queuing). Note that, we choodeOFas defaults queuing policy in all

the experiments conducted in this dissertation.

9.2.3 Next-Hop Determination Building Block

The next-hop determinatiobuilding block is in charge of computing the most approgriaext-hop.
This building block acts on a per-packet basis, hence theag&gd outcome is the decision that specifies

the next-hop for every data packet.
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To compute forwarding decisions in every node, a weight immated for every wireless link. The
selected neighboring nodeto which a packet is forwarded is the node that maximizesittkeWeight
between the local nodeand all its neighboring nodese J. If there is no neighboring nodee J with
a positive weight, the data packet is stored at the local nedgting for better network conditions for

forwarding it.

This building block requires as input, for every packet geiouted, data gathered by tdata queue
managemendand theneighbor managemetuuilding blocks. Precisely, it requires to compute a weight
against every entry in the neighbor list maintained byrieghbor managemeniuilding block. And

it requires information of its current congestion levefpimation gathered from thdata queue man-
agementuilding block and the location table, which contains theppiag between the IP address of
a node and its geolocation in the wireless mesh backhaul spéeific method in which the algorithm

computes weights);; of a link between two wireless nodésnd; is detailed in chaptér 7.
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Figure 9.7: Connection between ns-3 user space and ket .sp

9.3 Routing Protocol Implementation

The first subsection summarizes the main classes, implechémins-3 to conceive the conceptual de-
sign described in the previous section, is divided into fdasses. The second subsection details the
additional development efforts required for the integnatof these ns-3 building blocks with the real
nodes in the wireless mesh backhaul for the correct operaticdhe routing protocol in the testbed
not implemented by the ns-3 emulation framework. In paldiguhe integration requires additional

development in ns-3 as well as in the kernel.
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9.3.1 Ns-3 Implementation

The first subsection, describes the RoutingProtocol clakgh is in charge of handling inbound and
outbound data packets. Additionally, its task is to inifalthe routing protocol, and to inter-connect
the other classes. Second subsection describes the imykgion of the DataQueue class which imple-
ments thedata queue managememtilding block. The third subsection describes the Stasschich
implements thaext hop determinatiobuilding block and the neighbor list component of treighbor
managemenbuilding block. The fourth subsection describes the Halukr class, which implements
the HELLO management component of theighbor managemeiuilding block. Finally, fifth subsec-
tion details a block needed to gather data statistics ofdh&ng protocol, that is, the TracingHelper

class.

9.3.1.1 RoutingProtocol Class

The RouteOutput function is called every time upper layersehan outbound packet to route. Specif-
ically, this function is merely used to send each data packdte Routelnput function. To do this, the
route returned is the local loopback route (i.e., 127.0,@vhich triggers the reception of the packet in

the Routelnput function.

The flowchart of the Routelnput operation is depicted in Fe¢@14. The Routelnput function is called
in two cases. The first case occurs when a packet is receigadtfre lower layers. The second case
corresponds to those packets coming from the RouteOutpatifun. A node executing the Routelnput
function checks whether it is the intended receiver of thekpt In this case, the packet is delivered to
upper layers. Otherwise, a different treatment is requmethe data packet. In this case, the Routelnput
function is not examining routing tables and taking forvlagddecisions. Instead of this, the protocol
adds the current data packet in the data queue located aiutieg layer. In the case the data queue is
full, the data packet is dropped. Therefore, the Routelppetation does not forward packets immedi-

ately. In this case, data packets wait for transmission th@iSendQueuedData operation is called.

As illustrated by the flowchart in Figute 9.5, the functiomm8@ueuedData is in charge of dequeuing
data packets queued by the Routelnput function. A flowcHaHi® operation In addition, this function
also computes the nex-hop for the packet being forwarded flihction is called whenever the MAC
layer detects a new transmission opportunity for the Rgutiyer. This occurs when the MAC layer
has transmitted a new data packet. Thus, whenever, the MAg2sean idle medium and has no packet

transmits, it triggers the routing protocol operation SeaduedData. In this way, the protocol maxi-
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mizes the number of packet forwarding opportunities. Asphaocol is also able to decide whether

to transmit or not (i.e., scheduling), the number of forvilagdopportunities per each packets cannot be
upper bounded by one, since it would potentially imply paskanecessarily trapped at data queues.
Finally, the FindNextHop, called within SendQueuedDadafified in State class) is in charge of decid-

ing whether a data packet is transmitted or not, and the fipaeixt hop. A flowchart of FindNextHop

is provided in Figuré 916.

9.3.1.2 DataQueue Class

The DataQueue class currently implements packet schedptiticy of the data queue at the IP layer.
More specifically, the packet scheduling policy currentlyplemented is FIFO policy. The class is
mainly composed of two main operations, namely the Enquedetize Dequeue functions. Finally,
the Cleanup function, common to both Enqueue and Dequewtiduas, is also required. The Enqueue
function is called within the Routelnput function (definedtihe RoutingProtocol class). It is in charge
of queueing and assigning a given priority to incoming datekpts. The Enqueue function first checks
whether the FIFO queue is full or not by checking if its queire s _size is lower thanmax Pkts.

As flowchart shown in Figure_9.4 illustrates, if the queueuls the packet is dropped. In particular,
given its relevance, this event is captured by the tracifggygstem which is described in next section.
Otherwise, the packet is queued at the last position in tteegleeue, hence following the FIFO policy.
Additionally, and jointly with the data packet, the FIFO geealso stores the timestamp corresponding
to the queuing event in order to be used in the Cleanup fumclibe Dequeue function is called within
the SendQueuedData function (see flowchart in Figure 9t5%.ih charge of dequeuing data packets

queued by the Enqueue function.

This function is called whenever there is a dequeuing oppayst The dequeued packet is the first one
stored in the queue, hence following the FIFO policy. Whendéve Enqueue and the Dequeue functions
are called, the Cleanup function is also called in order tpdtata packets that have been waiting for
the FIFO data queue more than maxDelay time. Precisely, tairothis queuing delay, the instant the
packet was queued is subtracted from Simulator::Now (ite,current instant). Consequently, data
packets can potentially be dropped, even when the data dgsiee full. These queue drops would be

indicators of low transmission opportunities, but not resegily of excessive data queue lengths.
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9.3.1.3 State Class

The State class is in charge of taking local routing decssfoin every data packet traversing this node,
and storing the necessary routing state to take these alegisThe information required to take rout-
ing decisions is locally generated. Figlrel9.6 describes-ihdNextHop function which decides the
next hop to forward a data packet. The function FindNextHzguires as inputn_NeighborSet and
m_currWeight. The first parametern_NeighborSet, is the list of current neighbors of the node. Ev-
ery neighbor entry is a structure that, among other fieldstatos the IP and MAC address and queue
length of a certain neighbor. Current neighbors are thosevfoch recent information about queue
lengths has been received. More precisely, they are thaghbues from which a HELLO packet has
been received during the last interval of duratientime. The second parameter,_currWeight, is

the current weight. The variable_currWeight keeps the maximum weight calculated in the current

the forwarding decision.

The current implemented policy for taking local routing @@&ns consists of going through all the en-
triesinm_NeighborSet, and selecting the more appropriate neighbors as candifiaem_CandidateSet
in flowchart in Figuré 9J6). The candidate neighbor list iefilin with those nodes that form wireless
links with the current node of maximum weight. All neighbevith a weight lower thannaxW eight
are discarded for acting as next hop of the current packegheiuted. However, if the weight of the
current link is strictly bigger thamaxzW eight, all the previous neighbors entriesrin CandidateSet
are deleted, and the current neighbor is includech i@’ andidateSet. And if the weight of the current
computed link is equal tovaxW eight, m_CandidateSet is updated by adding the current neighbor to
the list of candidates. Thus, note that once all neighboldeighborList are evaluated, more than one
link could have an equivalent maximum weight. This impliesttthere is more than one neighbor being
an appropriate candidate to forward the packet. This expldie maintenance of a list of candidates,

rather than maintaining only one candidate.

Therefore, to distribute traffic amongst all the differeahdidates, we use a random selection policy in
case there is more than on neighbor having the lowest quegéleOn the other hand, if there is no
neighbor having a lower queue length, there is no data paeketmission, and so, the local loopback IP
address (i.e., 127.0.0.1) is returned. Otherwise, the tlPead in the selected neighbor entry is returned.
In any case, the routing protocol is also doing some kind stfrithuted scheduling of the transmission

of packets throughout the network by taking local decisions
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9.3.1.4 HelloSender Class

The HelloTimerExpires function triggers the transmisssdHELLO This section provides a description
of the tracing framework to do packets. When the HelloTinxgiEes function is called, the the debug-
ging and evaluation of the routing protocol. The first SenttHieinction within the RoutingProtocol
class associated to subsection describes BackpresspegHalmodule able to write the HelloSender
class is invoked. In addition, when a HELLO packet tracinfpimation for each node running the
protocol and for is received by the RoutingProtocol the HBELhacket is also passed each data packet
injected. The second subsection summarizes the to the $&gitter class. use of existing AthStat-
sHelper module provided by the official ns-3 code releaseallyi the third subsection describes how

some global routing metrics are reported by the main sinwlgirogram.

The final goal of handling the sending and reception of HELlZOKets by means of the HelloSender
class from the RoutingProtocol class is to allow the maiwee of wireless link quality metrics. Wire-
less link quality metrics can be used as penalty functiomstfe computation of the backpressure
weights [76]. For instance, ETX [39] is a wireless link gtialimetric based on calculating packet
delivery ratio during a window interval. Then, when the HED kimer expires, apart from calling the
SendHello of the RoutingProtocol class, the packet dglivatio calculated is sent as a parameter to
the RoutingProtocol. Then, the link quality metric inforiea (in this case, the packet delivery ratio) is

added to the payload of the HELLO packet in the RoutingPaitoass.

9.3.1.5 TracingHelper Class

The BackpressureHelper module enables the activationeaffspstatistics (e.g., queue lengths, packets
transmitted, and queue drops) at the node level. Theseanené useful to understand the behavior of
the dynamic backpressure routing protocol. Therefore; e helpful to debug the routing protocol
in order to detect the causes of performance degradatioypifal routing metrics (e.g., throughput,
delay). Precisely, for each node in the network we colleetftlowing metrics: the queue length, the
number of queue overflows, the number of data packets trétesinand the number of times the TTL of
packets sent through the network has expired. On the otmet, ltiae module also provides per-packet
level tracing. It can be useful to capture information alibatmeta-data associated to a packet (e.g., the
packet sequence number) traversing a node. Furthermersptiice and destination addresses can be
used as parameters to filter the IP packets that can be tfacethstance, this can be used to obtain the
list of nodes traversed by every packet belonging to a spdifiv. Specifically, the packet sequence

number, the timestamp, the source address, and destirsatmess is some of the information which
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can be reported. Additionally, the per-node as well as peket level metrics are collected by means

of TracedCallbacks.

9.3.2 Integration of the Ns-3 Routing Protocol in the Wirelesss Mesh Backhaul Testbed

The ns-3 distributed backpressure routing protocol reguiidditional interactions with the kernel than
that proposed by the ns-3 emulation framework for its expental evaluation. Specifically, we intro-
duce two additional communication channels between nsd8atspace and kernel space to make the
ns-3 backpressure routing implementation aware of theqisggae present at kernel space.
Synchronous read of the WiFi MAC Queue Sizeln a node running the ns-3 routing code through the
ns-3 emulation functionality, the location of data packstshared between the WiFi hardware queue in
kernel space (see FigJre 9.7(a)), and a data queue in user G@a, in the ns-3 IP stack). Two building
blocks require the synchronous read of the total (i.e., pht8 WiFi MAC data queue sizes) data queue
size in a node. Thaeighbor managemenduilding block requires the advertisement of the number
of data packets accumulated in a node whenever it sends a BEi¢ssage. On the other hand, the
next-hop determinatiohuilding block must also be aware of the current queue lesigite the protocol

computes forwarding decisions using queue sizes.

To determine the number of data packets accumulated in théMardware queue, theeighbor man-
agemenandnext-hop determinatiobuilding block perform a synchronous read of a file entry latdé
via the Linux /sys file system whenever theighbor managemersiends a HELLO a message, or the
next-hop determinatiomequires to re-compute the weight for another packet. ThedWIigi driver
maintains accurate information of the WiFi hardware quérne Ve extend the MadWiFi driver so that
an entry in the /sys file system maintains the current WiFiWare queue size so that it could be read

by the ns-3 routing protocol at user space.

Asynchronous interaction to regulate of Forwarding Opportunities: The WiFi MAC gueue contains
those data packets with an already selected next-hop byetttehop determinatiobuilding block. The
ns-3 routing data queue accumulates all the data packethstiil do not have a next-hop. However
under high congestion conditions WiFi hardware queues eaorhe full, leading to queue overflows at
the kernel level. The ns-3 routing protocol incorporatesphbssibility of tracing queue drops occurring
at the ns-3 application. However, the ns-3 application oatrace queue drops occurring at the kernel
level. In order to reuse ns-3 tracing capabilities, we ihiice a mechanism to regulate the forwarding
opportunities at the ns-3 user space so that queue dropsewan accur at the kernel level. As Fig-

ure[9.7(a) depicts, this is attained with the use of an asgncius communication method based on
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Netlink sockets.

To keep potential queue drops at the ns-3 space, the routiigcpl stops the operation of theext-
hop determinatiorbuilding block whenever the WiFi hardware queue is full, teeaccumulating data
packets without a next-hop in the ns-3 routing data queweRirird 9.7()). The kernel sends an asyn-
chronous message through Netlink sockets to the ns-3 gpptimtocol running in user space whenever
the hardware queue is full. On the other hand, it also prevalenessage through Netlink sockets to
the ns-3 space indicating the ns-3 routing queue that thoase queue is ready to restart the injection
of data packets. The ns-3 routing protocol implements aragp#hread that keeps track of the queue
state in the WiFi card indicating whether the hardware gusuell or not. This event happens after
detecting a non-full WiFi hardware queue. The specific Wiiiidware queue threshold to restart the
injection of packets between user and kernel space is a coafign parameter of the routing protocol.
Additionally, the ns-3 routing data queue is periodicalbfi@d to serve packets to the hardware queue.
This avoids keeping data packets trapped at routing dataegugnce packets might not be serviced to

the hardware queue at exactly the the same pace they artive touting data queue.

Switch ON/OFF the Wireless Backhaul interface: The evaluation of this concept requires some
changes in the way the ns-3 emulator works. Specificallystukets created from the ns-3 applica-
tion and associated to the active interfaces should be aia#tt even when the interface is switched
off. Thus, the socket can send/receive data packet oncetrdaice is switched on. We modified the
management of the physical interfaces within the ns-3 etionldramework so that when an interface

composing the WiFi backhaul is switched off it continues kitng. However, since the interface is

turned down no data packets can be transmitter nor receixardite air. Once the interface is switched
the behavior of the ns-3 is restored. Therefore, the bintetgveen the EmuNetDevice and the real

interface is appropriately maintained in spite of the ratdriface status (up or down).
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Chapter 10

Experimental Results

This chapter provides the experimental evaluation of ostributed backpressure routing protocol in an
all-wireless Network of Small Cells prototype. The contitibns in this chapter have been published
in [15] and submitted to [16]. Previous chapter detailed ithplementation in ns-3, as well as the
integration of the protocol in the ns-3 emulation framewo8ection 10.11 describes the experimental
setup of the 12-node indoor all-wireless NoS, and how weoperthe process of experimentation and
data gathering. Sectidn 10.2 provides the results obtaiitdthe 12-node all-wireless NoS that val-
idate the proper operation and functionality claimed in diesign of the routing protocol in Chapter
[7, and demonstrated by simulation in chapter 8. In summasluation results characterize the 12-
node all-wireless NoS and demonstrate the correct oparafithe routing protocol in a wide variety of
circumstances with regards to the mesh backhaul configarath particular, we conduct some initial
experiments without the intervention of the routing praido characterize the all-wireless NoS testbed
environment by evaluating the quality of its WiFi backhanké. The first set of experiments evaluating
our routing scheme, showed in subseclion 10.2.3, validagesorrect operation of the distributed back-
pressure routing protocol, and studies whether the ns-3ationframework may introduce throughput
degradation or not in the testbed. We also illustrate theazhpf the V configuration parameter in the

load balancing capabilities of the routing protocol. Theosel set of experiments in subsection 10.2.4,
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demonstrates the operation of our scheme under varyindes&rdackhaul topology conditions (i.e., a
SC being periodically being periodically switched on anf}.ofrhis set of experiments validates the
adaptability claimed by the routing protocol by simulationchaptef 8 under dynamic wireless mesh

backhaul deployments. We finally conclude this chapter atice11.1.
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Figure 10.1: Architecture of the NoS testbed.

10.1 All-wireless NoS testbed

This section first describes the indoor all-wireless NoY feeloped in the first floor of the CTTC
building. Then, we detail the configuration and lessonsniec@uduring the deployment of the testbed.

Finally, we describe the experiment setup and how to gatdwits of our prototype as well.

10.1.1 Description

Our main goal is the evaluation of the TNL in the NoS testbledtitated in Figure 10l1. In particular, we
aim to test the functionalities of our distributed backptee routing protocol, presented in([6, 7]. With
regards to the setup of experiments within the TNL, we hgjtilthe following features. A key aspect in
the TNL of our proof-of-concept all-wireless NoS showed igu¥e[10.1 is to evaluate the functionalities

of the TNL routing protocol designed for the wireless mesbkbaul, disregarding its configuration.
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Note that performance goals are out of the scope in this atialu Thus, we opt for a default single-
radio singe-channel WiFi mesh backhaul without any additicspecific tuning or calibration (e.g.,
power calibration, or addition of several channels to iaseecapacity). We demonstrate that the targeted
TNL setup is sufficient to demonstrate the functionalitiesl properties demonstrated by simulation
in [6,[7]. The main entities, illustrated in Figure 10.2, blag the indoor all-wireless NoS proof-of-

concept follow:

e Small Cell: The Small Cells (SC) are based on two components. One campads the 3G
Sagemcom SC implementing an luh compliant interface toleriateroperability with the inter-
face implemented by the emulated core network. The 3G Sisemted via Ethernet to a WiFi
mesh router to build the WiFi mesh backhaul. This a mesh ranézely entailing TNL function-
alities based on a mini-ITX board (based on Pentium M 1.6GHa) endows up to four CM9
WiFi cards (802.11abg) for building the WiFi mesh backhdtbr a more proper description of
the WiFi mesh routers, we refer the reader td [14]. Thus thehmeuters build the Transport Net-
work Layer, whereas the SCs include both MNL and TNL funaidgies. These two components

are connected through an Ethernet interface.

e Core Network: The G35 Core Network Emulator implements the luh interfacevhich the 3G
SC, which also implement the luh interface, can connechcludes the MNL functionalities of

the core network.

e TNL GW : One of the SCs acts also as a TNL GW [6]. This component is amgehof pulling
packets from the NoS, and direct them towards the G35 corveonleemulator.

e User Equipment The User Equipment (UE) are based on laptops equipped witbMTS
PCMCIA card so that they can be attached to the 3G Sagemcom SCs

(a) Core Network Emulator (b) Small Cell (c) User Equipment

Figure 10.2: Main entities of the all-wireless NoS testbed.
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Figure 10.3: WiFi-based Mesh Backhaul Testbed.

The most relevant part for the evaluation conducted in thapter is the wireless TNL, composed by
the mesh routers described above. In particular, we buildFa MWesh backhaul amongst 12 SCs over an
approximate indoor area of 1200 square meters (see HiguBgit@he first floor of the CTTC building.
Each of the SCs composing the testbed are static and nor-ponstrained. The SCs are connected
to a central server for management and maintenance purpgsegans of wired Ethernet within the
EXTREME TestbedR) [114]. Through an Ethernet connection, we extend each SRasd &lso entails

a mini-ITX (Pentium M 1.6 GHz) small form-factor PC. These &4 mount up to four CM9 wireless
cards (802.11abg) with the last version of MadWiFi drivez.(iv0.9.4), though, for the lack of simplicity
and rapid generation of results evaluating the protocabuinwireless mesh backhaul setup we use one

WiFi card per SC.

10.1.2 Configuration of the WiFi Mesh Backhaul Testbed

For the validation of the distributed routing policy, we figare one WiFi card per mesh router to act as
wireless link belonging to the backhaul network. On top & Ethernet (directly connected to an SC)
and WiFi interfaces, we associate an instance of an ns+8, stpmeans of the EmuNetDevice [102]. We
associate to every interface a different MAC destinatiodrests from that corresponding in the physical
device. All the WiFi interfaces composing the mesh backlaaalconfigured to the band of 5Ghz, and
they have assigned the same channel. We configure the wirakesh backhaul links in the 5Ghz band

to avoid external interference from the usual WiFi LAN seevof the CTTC building, and neighboring
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buildings so that the experiments can be carried out witkekihg into account external interference
sources, which usually use the 2.4Ghz frequency band fpraduction WLAN. On the other hand, the
Ethernet interface in each of the different nodes (UEs, 8@ \direless mesh router) has management
purposes. Besides, it also acts as a point to point conmelsgtween SC and Wireless mesh router as
well. We highlight the following features with regards t@tbonfiguration of the WiFi-based cards.

On the spoofed MAC address: The MadWiFi drivers allow the creation of multiple virtualireless
interfaces that can be configured independently. One lelssoned from using the ns-3 emulation
framework running on top of a WiFi-based testbed is the irtgoare in the specification of the MAC
address associated to the ns-3 EmuNetDevice class. In tid&ViW#adriver, the Basic Service Set
Identifier (BSSID) mask specifies the common bits that a MA@rasls must match in order to process a
receiving packet. Therefore, the spoofed MAC address asddo the EmuNetDevice object in the ns-
3 emulator must comply the restrictions imposed by the BS8H3k specified in the MadWiFi driver,
whereas an Ethernet card does not pose such restrictiogervde, as illustrated in Figufe 9.7|(b)
packets received by the MadWiFi driver with a MAC addressfaltimwing BSSID mask restrictions are
discarded by the WiFi card. Thus, they cannot be capturetidoypacket (raw) socket in the ns-3 class
defined by the EmuNetDevice. In our case, the mask allowsfgpara different MAC address to the

ns-3 emulated device by changing the most significant bitseotisual MAC identifier.

On the WiFi cards: Every ns-3 node runs on top of a virtual interface (in our kisetup labeled as
athO interface) associated to one physical WiFi card, &bak WifiO interface. A second WiFi virtual
interface (in our specific Linux setup labeled as athl iat®j associated to the same physical WiFi
card (e.g., Wifi0) is configured in each node in monitor modetfacing purposes. As the 2.4GHz
frequency band is crowded in the CTTC building, we use chlaninethe 5GHz band. In addition to
building obstacles (e.g., brick walls, plants, elevattrgre are mobile obstacles during working hours
(e.g., workers moving inside the building). Additionaltizey have assigned the same channel and are
configured to the maximum transmission power. This confifamaallows most nodes to be in carrier
sense range of each other, hence minimizing interferene¢ochidden nodes which is beyond the scope

of this evaluation.

On guaranteeing multiple hops in a confined spaceTo evaluate the proposed routing protocol, a
primary aspect is its behavior in multihop layer 3 topolsgielowever, in our testbed setup practically
all the nodes configured to the same channel and maximunniisgien power are in carrier sense
range since the testbed is deployed in a confined space afca®00 square meters. In fact, the layer
3 (L3) topology is determined by the set of nodes receivind.HE messages. After an initial set of

experiments, we observe that, in a so confined space, HELb&bast messages sent by every node are
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received by almost all the nodes in the testbed. The reasdhifois that HELLO broadcast messages

are usually transmitted at the minimum data rate allowedbyWiFi card (in this case, 6Mbps).

Using the lowest rate for HELLO messages leads to a high degqatobability at all nodes in such
a confined space. To establish L3 multihop topologies urfdsrcdonfiguration setup, we extend the
MadWiFi driver so that one can increase the physical ratehitwbroadcast HELLO messages can be
transmitted. After a set of empirical tests, we found thatéasing the physical data rate of broadcast
packets to 54Mbps is an appropriate choice to have multifdpopologies given the defined testbed
deployment and power setup. Another solution would be toedse the transmission power of every
node. However, though reducing the transmission powerdvordate an actual multihop network, it
would also lead to an increase of interference due to hiddelesrwhich is beyond of the scope of
this evaluation. In Figure_10.3, we show the resulting L3n=mnivity patterns when sending HELLO
broadcast messages at a physical rate of 54Mbps. With thid BBbroadcast rate configuration, every
node has at least two direct neighbors and no more than fatir,arhigh probability. Thus, we can

evaluate forwarding paths that are up to 4 hops long.

On the coordinate assignment:The routing protocol needs location information in ordecoonpute
the weights of every link. To do so, the testbed requires aigasent of coordinates. Geographic

coordinates are statically assigned so as to form a 4x3 geiel Figuré 1013) with a step of size 2.

10.1.3 Experiments and Gathering of Results

In this subsection we outline the launch of an experimert,aso the collection of data in order to get
network performance metrics over the testbed.

Launch of an experiment: Experiment automation benefits from the capabilities of B REME
Testbed®) [114]. Experiments are launched from a central server, vlidirectly connected to the
testbed via Ethernet through several switches. This desgtreer is in charge of executing EMMA [1114],
the tool of the framework that we use to describes the exatuti an experiment in the testbed. The
configuration of the tool is based on XML. For the experimarggied out in this evaluation, we use
EMMA features to configure the ns-3 application in every nrestie. Moreover, EMMA allows running
the same experiment with a different input parameter (thgl/ parameter, the experiment duration, or
the traffic volume generated in case the node is a senden),repeat the same experiment in order to
get statistically significant results.

Gathering of results: Exploiting the EMMA features, we remotely specify a WiFitual device in

monitor mode associated to the physical device used torseril/e packets in every node. In this way,
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a pcap trace file is generated at every node in the testbedhermore, the central server gathers the
results generated by the ns-3 application running in evesghmode (e.g., data queue length, queue

overflows, and packets sent to the WiFi MAC queue).

10.2 Testbed Results

This section is devoted to evaluate the implementationefdting protocol in the WiFi mesh testbed.
The first set of experiments is devoted to validate the cowperation of the routing protocol under
static wireless backhaul conditions, and study whethem#8 emulation framework may introduce
throughput degradation or not in the testbed. The secondf giperiments illustrates the advantages
of our variable-V algorithm presented inl [6] under dynamiceless backhaul conditions. Subsection
[10.2.1 characterizes the WiFi mesh backhaul testbed undéragion, and subsection 10.2.2 describes
the followed methodology. In subsectidns 10.2.3 and IDwedprovide the results and main observa-

tions for static and dynamic wireless mesh backhaul camditirespectively.

10.2.1 WiFi Mesh Backhaul Characterization

Prior to evaluate our routing scheme, we need to charaetthetestbed environment by evaluating the
quality of the WiFi links under different real conditionso @ssess the quality of the WiFi links in the
testbed, we use HELLO messages generated by the ns-3utistritouting protocol every 100ms. We
measure the quality of WiFi links by calculating the Packetiiry Ratio (PDR) of HELLO messages
sent at a fixed rate of 54Mbps between each pair of SCs. HELLS»ages determine which SCs are
within direct communication, and so the neighbor SCs at Wwinice SC can directly transmit a data

packet.
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Figure 10.4: Wireless Link Quality: Day (i.e., Working) Hsws. Night Hours.
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HELLO messages are sent at the maximum rate (i.e., 54Mbps)nip to maximize the number of
hops in a confined space, but because they also maximizetéhat rehich neighboring SCs can decode
received data packets (i.e., those SC neighbors usualthable at a HELLO data rate of 54Mbps).
For data packets we use the SampleRate autorate algorithtne SampleRate autorate algorithm, the
rate is selected as a function of the frame losses expeddncéhe WiFi link at every probing rate the
algorithm tries. Hence, the physical data rate is decreidi$esses are experienced, and increased if no

losses are experienced at a given rate.

The set of experiments that characterize our WiFi mesheadstivaluate the PDR of WiFi links in two
different time frames. The first time frame starts at worldirogirs (i.e., 11AM), whilst the second time
frame starts at night hours (i.e., at 10PM without workerthim building). For each time frame under
evaluation, the testbed calculates the average PDR of HELr{bg 100 seconds. The testbed repeats

this experiment 15 times, with a pause time of 100 secondedaet every replication of the experiment.

One observation characterizing WiFi links in the testbetthésimpact of the time of day in the wireless
link quality. We observe that WiFi links during day hours anere unstable than during night hours.
Precisely, 57 links during the night, and up to 69 lossy linkth a higher degree of dynamics were
observed during the day for the 15 replications. The more&abkr environmental conditions during
working can even help some packets reach more distant S@ggthidirect communication. Such dy-
namics lead to the generation of more intermittent linksesinist a36% of the wireless links are present
in all the 15 replications carried out during working houRsgure[10.4 plots the subset of WiFi links
with a PDR bigger than zero during the 15 replications of ttgeeiment in at least one of the two times
frames (i.e., day and night) under evaluation. Thus, we esmphe PDR of those selected WiFi links
in both time frames. During working hours the reported PDRAGFi links shows a high degree of
variability, whilst during night hours WiFi links show mosgability as shown by the size boxplots in
Figure[10.4.

As expected from previous work [11.9, 120], since during hlgburs there are no people in the building,
the environmental conditions can be considered constairigithe 15 replications. As a result of this,
we can conclude that no matter the PDR shown by a WiFi link, @eod or bad), link quality shows a

high degree of stability.

10.2.2 Methodology

In both set static and dynamic set of experiments, the traffacted consists of unidirectional UDP

with maximum packet size (i.e., 1472 bytes) generated bysh& OnOff application. We execute the
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experiments at night hours, and the duration of each expatiis of 80 seconds if not said differently.
The data queue size limit denoted &Y, in each SC is of 200 packets. With such condition$; a
parameter bigger or equal than 200 in each SC is equivalaltvi/s use the shortest path in terms of
Euclidean distance. On the other hand, the loweithmrameter (i.e., from 200 up to 0), the bigger the
degree of load balancing offered by the backpressure tiatocol. If not said differently, the link
data rate all the WiFi cards use is the SampleRate autoigethim, and the variable-V self-organized
controller detailed in[[7] is used. This self-organized tcolter is in charge of determining the more

appropriate trade-off between load balancing and proyimithe destination.

10.2.3 Static Wireless Mesh Backhaul Results

This subsection evaluates the distributed backpressut@goprotocol running on top the ns-3 emu-
lation framework in the testbed. The first subset of expemisénjects a single-flow in a 1-hop and
in a 2-hop path, showing whether the ns-3 emulation framlewdroduces any performance degrada-
tion during packet generation, forwarding, and receptidhe second subset of experiments evaluates
the routing protocol with different flows injected in the tleged at a different number of hops from the

destination.

Goodput{Mbps )
o

Testbed Single Hop -
Ns-3 Single Hop -~

0 &5 10 15 20 25 30 35 40
Offered Load (Mbps)

Figure 10.5: Reference Scenario to evaluate the perforenahthe ns-3 emulation framework: 1-hop

case.

Single Flow: In this specific case, we inject one single traffic flow in theSN&egarding the config-
uration of the routing protocol, th& parameter is bigger than the data queue size limit of nodes (i
200 packets). Therefore, the protocol is configured to takedrding decisions prioritizing the penalty

function, based on geolocation information.

201



10.2. Testbed Results

16
1L 3 S v
12 |
& 10}
= 8
= 6|
=
s 47
]
2t Testbed 2 hops @
0 . ~ Ns-32 hops =
0 5 10 15 20
Offered Load (Mbps)

Figure 10.6: Reference Scenario to evaluate the perforenahthe ns-3 emulation framework: 2-hop

case.

The testbed runs two different experiments 20 times. Thedigeriment measures the achieved good-
put in the receiver at a 1-hop distance from the source. Inre[d0.5, goodput results with the ns-3
emulator running in the testbed match those ones obtaintidtiad ns-3 network simulator using the
realistic Friis physical layer propagation model (i.equard 33Mbps). Therefore, in terms of packet
generation and packet reception, the ns-3 emulation framegoes not introduce throughput degrada-

tion when even saturating WiFi cards at the generation level

The second experiment measures the achieved goodput irdb&ver at a distance of 2-hops from
the source. The source injects various traffic volumes renfiiom from 1 to 18Mbps. As can be
shown in Figuré 1016, though there is higher variabilitytia testbed (up to 1Mbps), goodput results are
also similar to those obtained with the ns-3 network sinmulaThese results validate the operation of
several routing protocol functionalities such as HELLOhgmission/reception, neighbor management,
and forwarding in a real wireless environment using ns-3latimn. Additionally, we observe that the
ns-3 emulation framework does not cause degradation instefrthroughput since results practically

coincide with those obtained with the ns-3 simulator.

Multiple Flows: We inject 2,4, and 6 UDP traffic flows of 1Mbps using random S@sa&es, which
are different from the unique destination of all the flowsttls, the TNL GW. Since our interest lays
on measuring impact of the WiFi link rate configured in thekbel, we compare the goodput results
obtained with different WiFi link rate configurations in thestbed, namely a fixed rate of 36Mbps,
54Mbps, and the SampleRate [121] autorate algorithm. Etntbre, for every WiFi link rate under

evaluation, we repeat the experiment 16 times. As depictétigure[10.V, we observe that, no matter
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Figure 10.7: Achieved Goodput at different WiFi link rates.

the WiFi link rate configuration, the injection of two or foflows does not influence the achieved
goodput at the destination. In both cases, the offered lpadjiiivalent to the achieved goodput at the
destination. However, the backhaul is unable to serve tiafédws, since there is a significant mismatch
between the workload (i.e., 6Mbps) and the achieved gooaeaisured at the receiver. Thus, with the
current setup, the backhaul already reaches an upper botenris of goodput. We analyzed the results
both with the variablé/ and also a fixed” configuration parameter, and in this case results showeéd tha

with aV' parameter configured to 100 in every SC, results obtainduthét variablel’ were equivalent.

Figure[10.Y reveals that, for the a workload of 6Mbps, theci§igeWiFi link rate configuration has a
significant impact on the achieved goodput. In this caseifsignt goodput results with all the back-
haul links configured to a data rate of 36Mbps. Indeed, Fi@Or8 confirms that the predominant WiFi
link rate chosen by the SampleRate autorate algorithm isl@&MOn the other hand, Figure 10.7 also
shows that the autorate algorithm experiences the high@bitity due to the autorate configuration
experienced by all WiFi cards. This is because of the way #mafeRate uses probe packets to cal-
culate the rate. Precisely, it uses every tenth packet semtpaobe packet, and chooses the maximum
rates depending on the losses experienced by these proketpacherefore, the Sample rate intends
to estimate the maximum link rate experiencing a high reoegtrobability in the backhaul testbed.
Interestingly, the attained goodput is lower at a fixed rét@dd/ibps than that attained with a fixed rate
of 36Mbps. As Figuré 1017 depicts, this is due to the decngasacket decoding probability with the
increase in the physical data rate. In the case in which dHi\®4rds are configured to 36Mbps, results
show the maximum goodput results since the more appropradgereported by the Sample autorate

algorithm is used in the experiment.
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Figure 10.8: Data Rate Distribution generated by the SaRgikeautorate algorithm.

We repeat the experiments conducted with WiFi link ratedfigared to 36Mbps, and activating the
Ambient Noise Immunity algorithm, which is a MadWiFi progiary algorithm. Figure_10.9 shows the
achieved goodput enabling the ANI (Ambient Noise Immunfigdprietary algorithm. The ANI algo-
rithm manages the sensitivity of wireless cards to discatdngial external noise. The algorithm resides
on the Hardware Abstraction Layer (HAL) of the MadWiFi drivgRecall that the HAL acts like a
wrapper with the card hardware registers and is distribintéd binary form.) The goal of the algorithm
is to reduce the impact of the interfering sources in a givetrenment. The algorithm is recommended
to be activated in an indoor environment such as ours. Tlogidig is based on modifying the receiver
sensitivity thresholds of the wireless cards in an adaptisg to deal with the surrounding interference
environment. As Figurie 10.9 depicts the achieved goodpinttive ANI algorithm enabled is equivalent

to the one attained for the case of 2, or 4 flows with the ANI atgm disabled.

However, in the case in which the backhaul has a workload ddiffid flows of 1Mbps, ANI achieves
a higher goodput than that achieved with the ANI algorithisatlled. Therefore, the algorithm is rec-
ommended to be activated in an indoor environment such a&s dbe algorithm is based on modifying
the receiver sensitivity thresholds of the wireless candsn adaptive way to deal with the surrounding
interference environment. As Figure 10.9 depicts the &eligioodput with the ANI algorithm enabled
is equivalent to the one attained for the case of 2, or 4 flovesvé¥er, in the case in which the backhaul
is loaded with 6 UDP CBR traffic flows, the ANI algorithm achésva higher goodput than that with
the ANI algorithm disabled. Thus, results suggest that es8lation framework can handle injecting
and forwarding, and receiving traffic multiple flows. On ther hand, the limit seems to be defined by

the injection of 6Mbps due to the deactivation of MadWiFigmietary algorithms and probably to the
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Figure 10.9: Impact of Ambient Noise Immunity (ANI) in Goadp

contention as maximum transmission power is configured émyewiFi card of the testbed.
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Figure 10.10: Load balancing behavior of the routing protdar V=0.

Load Balancing Results: Here the goal is to validate the role of théeparameter for enabling load

balancing capabilities in the routing protocol. As expéalrin sectiom 9J2, one of the key aspects char-

acterizing the implementation of the routing protocol & éapacity to do load balancing with thé

parameter. In particular, we carry out two experiments inctvlwe evaluate the impact of tHé pa-

rameter on the next-hop selection algorithm proposed bydinéng protocol. Specifically, there is one

source node transmitting packets with precisely two nesghbOne neighbor is closer to the destination

than the source node, and the second neighbor is farthertfiemestination than the source node. We

fix our attention in the selection of the next hop with the #ipechoice of the parametédr. The testbed

measures the throughput in packets per second receivedby heighbors, and also the queue length

evolution of the transmitter and its two 1-hop neighbors.
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Figure 10.11: Load balancing behavior of the routing protdor VV=100.

In the first case illustrated in Figure 10.10(a) and Figurdd(®]), we evaluated the routing protocol

configured withV=0. This is equivalent to a routing policy that strives to miize the queue backlog

differentials between neighboring nodes. As can be shovriguare[10.10(a), traffic sent by the source
node is forwarded through both available neighbors. On therside, as Figufe 10.10[b) we observe
high queue backlogs in both the farthest and the closeshibeig from a geographic perspective. This
confirms the proper operation of the routing protocol wWithO, because witfy=0 the network requires

the generation of decreasing queue backlog gradient tewheddestination. In this way, the protocol

steers packets to the destination since geolocation irtiomis not taken into account wilhi=0.

In the second case, we repeat the previous experiment brgadiing the degree of load balancing by
means of increasing thé parameter td 00. This means that a high weight is assigned to approaching
the destination when taking forwarding decisions. In pcacthis means that to send data packets to the
farthest neighbor, the difference in terms of data queugtiebetween the closest and farthest neighbor
neighbor must be greater than 100. In fact, as shown in FBOWEL(a), all the packets are transmitted
to the closest neighbor, and no packets are transmittece tiatthest neighbor. Figufe 10.17(b) reveals
that, with this degree of load balancing (i.€5100) and the injected workload (i.e., 6Mbps of traffic),
the node closest to the destination does not experienceisnffjueuing so that packets are transmitted
directly to the farthest neighbor. In fact, because of thisreased steering of packets towards the
destination, the network experiences lower data queuisdhe network does not build a decreasing

gqueue backlog gradient to the destination.

10.2.4 Dynamic Wireless Mesh Backhaul Results

In this experiment, a SC in position (6,4,0) in Figlre 10j&dts traffic directed towards the TNL GW,
that is, the SC in position (0,4,0) in Figure 100.3. The traffiected consists of UDP CBR of 1Mbps
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with maximum packet size. In particular, this supposes rld®b6 packets per second in the network.
This is an offered load totally feasible for the WiFi mesh Keul with the use of one single path
without causing queuing in the NoS. The traffic volume istighch that there is no necessity to do
load balancing over multiple paths, hence facilitating isbility of the functionalities aimed to be

demonstrated in the testbed.

In this case, the source SC has two neighbors available. €gkbor is closer to the destination than the
source SC, whereas the other is father from the destindtamthe source SC. According to Fighre 10.3,
choosing the closer neighbor supposes reaching the TNL Gaé¥dntly three hops, whereas using the
farther neighbor as next-hop can introduce path diversitseaich the TNL GW (i.e., 4, 5, or even 6
hops). The testbed is configured so that one can select thiéalied routing policy rolled out in the
testbed, either the fixed-V routing policy, based on fixing Yhparameter, or the variablé-algorithm,

based in the SON algorithm described in chabpter 8.
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Figure 10.12: Projection over time of the attained Throughgi the TNL GW with distributed back-

pressure routing with the variable-V algorithm.

The goal of this experiment is to show how our self-organikadkpressure routing protocol with the
variabled” algorithm adapts to the dynamic network conditions an @éless NoS may pose without
zero-configuration by the Mobile Network Operator (MNO). imulate dynamic network conditions
in the wireless mesh backhaul testbed, we periodicallychwoff and of the real interfaces composing
the WiFi backhaul. To have awareness of the real WiFi cardistge., up or down) at the ns-3 stack,
we extended the implementation of the EmuNetDevice cladiseofis-3 emulator, as the current imple-
mentation relies on a default up status for real cards ueddhn In the experiment, we switch on and

off SCs belonging to the shortest path to reach the TNL GW f&in location (6,4,0) in Figulfe 10.3.
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In particular, the switch off period duration is of 20 secenldence disabling the shortest path to reach
the intended destination. With such a configuration, ouesthhas to quickly react and periodically
switch for alternative paths to reach the TNL GW. The duratibthe experiment is of 160 seconds. We

repeat the experiments for both fixed-V and varialdleeuting policies.
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Figure 10.13: Evolution of the V parameter during time whie periodical switch of nodes belonging
to the shortest path with the distributed backpressura@nguirotocol enhanced with the variable-V

algorithm.

Figure[10.1P shows the projection over time of the attaitedughput at the TNL GW when using the
variable-V algorithm. This figure reveals some remarkabfgeats to point out:

First, we observe a state in which the served traffic is etprivdo the input rate injected to the WiFi
mesh backhaul. In this case, the routing protocol usesrdlieshortest path or multiple longer paths to
serve the workload. When it uses the shortest path, the nuofipackets received by the destination is
constant in time. However, when it uses the multiple longghg the number of packets received every

second experiences a slight variation due to the increagatbfutilization diversity.

Second, we observe there are very short instants in whichtthimed throughput experiences a dramatic
degradation. This corresponds to the time required fordliece SC to notice that neighbors belonging
to the shortest path are switched off. This period is higlelated to the HELLO emission interval
(i.e., 100ms). To change to another path the source SC esquarauto-configure it8” parameter to a
lower value (see Figufe 10.2.4) so that geographic distsmoe more taken into account as a priority in
routing decisions. Since the source SC is unaware of findiegiext-hop of the packets being routed,
it starts accumulating this data packets in its queue. Dukeaaueuing experienced at the source SC,

theV parameter decreases its value, according to the varialalgerithm described in [6]. Once thé
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parameter decreases to an extent in which minimizing thaegbacklog differentials in the network is
more important than geographic distance to the intendetihdéisn, the source SC starts transmitting
packets to the farther neighbors. Then, the served thraugtighe TNL GW returns to serve the rate

injected at the network.

Third, Figure[10.IP periodically shows throughput peakbese throughput peaks correspond to the
instant in which the closer SCs to the TNL GW joins the wirslegesh backhaul upon being switched
on. When these SCs are marked as valid, the source SC starediately using the closer path to the
destination. This happens not only for newly generatedidrbfit for all the data packets accumulated
at the data queue source SC are transmitted, since the tyaphitie WiFi link amongst the source SC
and the closer SC has enough available capacity. Note tisatahses subsequently a throughput peak
in the destination, since the WiFi backhaul is able to serveddition to the CBR traffic flow of the
source SC, the data packets accumulated in the data quehe séurce SC. Once the source SC has
been dequeued, it returns to serve the 1Mbps CBR traffic flosvstfowed by Figure note how thé

parameter evolves by increasing its value with the decrefit® queue backlog in source SC.
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Figure 10.14: Projection over time of the attained TNL GWdughput with distributed backpressure
routing with a fixed-V algorithm based on giving all the imf@orce to the geographic component with

a timer implemented at data queues from dropping data packet

Figure[10.1#% shows the projection over time of the attailedughput at the TNL GW with a fixedl-
routing policy. In this case note that whenever the SCs Igithgrnto the shortest path are turned down the
source SC configured with a fixdd-routing policy is unable to transmit packets towards therided
destination. This is because thieparameter is configured to a fixed value equal to the maximueneju

size (i.e., 200 packets) so that merely geographic distimveards the intended destination is taken into
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to take forwarding decisions. Therefore, during a timerirgkof 20 seconds, the GW does not receive
data packets. On the other hand, the GW starts receivingfsmakhen SCs closer to the destination are

available by the source (around 80 packets per second).
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Figure 10.15: Projection over time of the attained TNL GW dughput with distributed backpres-
sure routing with a fixed-V algorithm based on giving all thegpbrtance to the geographic component

without a timer implemented in the queue for dropping datkets.

Note that in Figuré 10.14 periodic throughput peaks do npeap as in Figurle 10.112 with the variabife-
algorithm. This is because the data queue in the source 38 data packets that experience excessive
gqueuing delays. In these experiments the maximum queuilay ddowed is configured to 5 seconds.
Thus, if a packet stays longer than 5 seconds in a queue, thggdaue management building blocks
considers it can be dropped, and so not transmitted thrdwehackhaul. Since the switch off period of
the nodes closer to the destination is of 20 seconds, andutieeg implement a FIFO scheduler, when
the SCs belonging to the path closer to the destination atergd on, the data packets accumulated at

the data queue in the source SC are dropped.

Figure[10.1Ib shows the same experiment, but with the quederay expiration timer disabled. In this
case we observe how the throughput at the TNL GW experieneaisspevery 20 seconds, since it is
transmitting the data packets accumulated at data queuieg doe switch off period. Sinc€,,,... is of

200 packets, and the source node is injecting CBR traffic atta idte of 85 packets per second, there
is enough room to fill in the source node data queue duringittiee hodes closer to the destination are
not available (i.e., 20 seconds). Therefore, as soon asthesrare switched on, the source node is able
to transmit all data packets accumulated at data queues2Q@ packets) jointly with the constant rate

offered to the network (i.e., 85 packets per second). Thi¢aixs the throughput peaks of around 285
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packets per second observed in Figure 70.15. Note that,agaiobserve the degradation of throughput
experienced by the TNL GW during the time intervals in whi€@s%loser to the destination are switched

off.
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Figure 10.16: Evolution of the Queue Size parameter duimg tvith the periodical switch of nodes

belonging to the shortest path with the routing protocolegrded with the variable-V algorithm.

As Figure 10.715 illustrates, the data queue in the sourcees€rmverflows, since the variablé-algo-
rithm leverages the multiple available paths offered byireless mesh backhaul testbed. The source
node directly forwards packets to the geographically cledeen it is available, whereas it requires to
accumulate some packets in its queue to use longer path@ntrast, using a fixed- routing policy
leads eventually to queue drops in the source SC, as defigtBayurel 10.1l7. This occurs during the
20 second interval when the closer neighbor is switchedbaffause the queue size limit of nodes is
not large enough to accumulate all the data packets semigd2@ seconds. Thus, even though there are
available paths to reach the destination, data packetgappell by data queues in the source nodes, as
showed by Figure 10.18.

Thus, the variablé4 algorithm fosters the adaptation of the routing protocalynamic wireless back-
haul environments. First, it selects the optimal shortegh gvhen it is available, whereas it is able to
autonomously select paths different from the shortest onder unavailability conditions. Figure 10116
shows that the variablg- algorithm experiences null queue drops during the totadtitum of the exper-

iment, since queue backlog are bel@w,q. .
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Figure 10.17: Evolution of the Queue Size parameter duiing tvith the periodical switch of nodes
belonging to the shortest path with the routing protocoleerded with the fixed-V algorithm configuring

V to the maximum queue size (close to a greedy forwardingngugolicy).

10.3 Summary

This chapter experimentally demonstrates that the prabesié-organized backpressure routing scheme
satisfies the requirements claimed in our previous workdasesimulations. By using the ns-3 emu-
lation framework, we could run our ns-3 implementation ficatly unmodified in a WiFi-based mesh
backhaul testbed of small cells. We evaluated the routintppol under a wide range of realistic wire-
less backhaul setups, validating the proper operationefdhting protocol under static and dynamic
network conditions. In particular, due to the inherent dyitapath diversity fostered by the result-
ing algorithm, we can state that the wireless mesh backtemsdaurces are also fully exploited at the

experimental level.
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Figure 10.18: Queue Drops over time with the periodical dwiif nodes belonging to the shortest path
with the routing protocol enhanced with the fixed-V algamtltonfiguring V to the maximum queue
size (equivalent to greedy forwarding). In this case, thding protocol has the queuing delay timer

disabled.
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Chapter 11

Conclusions

This chapter covers the main statements of inferences matiesithesis. Sectidn 11.1 presents a set of
concise statements ordered from most to least importactioBEL1.2 summarizes the contributions of
this thesis, which are also ordered from most to least imaport=inally, section 1113 summarizes future

research work that remains unsolved.

11.1 Conclusions

1. The main research problem stated in chdpter 5 was solwveasl, tackling the requirements posed
by wireless mesh backhaul requirements. As showed in ofsdfteo[10, we designed an self-
organized algorithm capable of making the most out of thevoed resources based on the Lya-

punov drift-plus-penalty routing approach.

2. Computing routing tables can be counter-productive igreathic environment. Rather than fol-
lowing the usual principles of routing protocols designedvireless mesh backhauls, which are
oriented to compute routing tables, our scheme relies onxawaight algorithm calculated on a

per-packet basis.
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3. Due to properties such as the no need for statistical ledyd of the underlying network stochas-
tic processes, theoretical algorithms based on the Lyapdriti are a good candidate to derive
dynamic and practical algorithms exhibiting good perfance Chaptel]7 provides insights on
the theoretical roots in which we based the proposed schimmeulating the routing problem
as a network stochastic optimization problem, and appratech using the Lyapunov drift-plus-
penalty method. In particular, we describe the steps tatesotivert the routing problem for-
mulation into a practical and self-organized routing scador the TNL using the Lyapunov

drift-plus-penalty method.

4. The key for attaining scalability and decentralizatiaraiwireless mesh backhaul dealing with
any-to-any communication traffic patterns is the inclusiéocally available information such
as geolocation information. Chaplér 7 provides the maiasdehind the use of locally available

information in the computation of weights.

5. A key aspect for the improved network performance metuind adaptability to wireless mesh
backhaul dynamics is the dynamic configuration of the o@tidn parametell/, present in the
computation of weights to determine the importance of theajig function, compared to queue
backlog differentials. We extended the Lyapunov driftgshenalty with a self-organized algo-
rithm presented in chaptel 8 in charge of trading the impoeadetween the Lyapunov drift and
the penalty function for every packet being routed. The patarl is calculated independently

at every node in the network.

6. The resulting distributed routing algorithm assistedh®ydynamic optimization of the configura-
tion parametel’, geolocation, and information carried in the packet is ficat We implemented
and evaluated the resulting distributed backpressuréngppblicy in a testbed addressing the con-
straints of wireless mesh backhauls. A description of thelémentation and problems faced as

well as the experimental evaluation of the solution can liedian chaptersl9 and 10, respectively.

7. As shown in chaptdrl 8, the resulting distributed backqnesrouting solution outperforms SoA
routing approaches for the TNL in throughput and delay foidewariety of wireless mesh back-
haul deployments. Indeed, the solution adapts to both aeguid non-regular SC deployments, a

variable number of gateways, and heterogeneous wireldssdlies.

8. The 3GPP architectural issues faced by a wireless meg&hdiadormed amongst SCs should not
suppose a limit for dense small cell deployments. In pddicichaptef 6 defines the concept of
Network of SC (NoS) proposing a solution at the architedtleeel to confine control and data

plane traffic to the local environment.
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9. Chapter$]8 and 110 confirm that the proposed self-organidid routing scheme satisfies the
aimed requirements, yet being simple to implement. Furibemerely requires low-complexity
operations to take routing decisions on a per-packet basigially, its implementation does not

incur into additional expenses than potentially a GPS per SC

11.2 Contributions

The list of contributions of this thesis are as follows:

1. We brought the Lyapunov drift-plus-penalty theoretigathod into practice for wireless mesh
backhauls. Moeller et. al. [76] implemented the drift-ppenalty model to the context of many-
to-one WSN light traffic patterns. We extended this work bindiing this model in the context
of unicast any-to-any traffic patterns to handle the evereasing traffic demands experienced by
Mobile Network Operators (MNO). The resulting self-orgaed backpressure routing protocol

satisfies the requirements defined in chdpter 5, unlike SoAdpbroaches partly surveyed in [3].

2. We showed in [2] that the inclusion of geolocation infotima in the penalty function alleviates
several theory-to-practice barriers to implement a sej&nized backpressure routing protocol for
wireless mesh backhauls. Practical limitations such dalsitity, finite queue sizes, the necessity
of a central entity with a global view of the network are addesd with the inclusion of geolocation
information in the penalty function, present in the compataof weights. In addition to this,
aiming for a low-overhead approach, instead of computingd) maintaining routing tables, we
leverage geolocation information to allow any-to-anyfteghattern communications, and to avoid
the management of a data queue per flow being routed in th@retihhe state kept at every node
in the network grows with the number of 1-hop neighbors, Whitakes it also scalable with the

network size.

3. The drift-plus-penalty method uses a tunable optimizaparameter. We find evidence that, in
fact, this optimization parameter impacts the overall mekwperformance under traffic dynamics.
We addressed the potential limitations introduced by tlife-plus-penalty method in [5], which
uses a fixed optimization parameter. We designed a selfiiggh algorithm that calculates the
best trade-off between the Lyapunov drift and the penalhction based on geolocation infor-
mation for every packet being routed. The self-organizezkjmaessure routing algorithm, which
is calculated using locally available information and mfiation carried in the packet header,

attains significant latency and throughput gains with respmerouting policies with a fixed con-
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figuration parameter. Selecting dynamically the properdrtgnce between queue awareness and
geographic important results in a policy that uses shohigas long as there is no congestion in
the network. With the rise of congestion and so queuing &ésn the routing policy uses higher

non congested paths without limiting the set of nodes thaickgt can traverse.

. As showed in[[2], and_[5], the resulting protocol makes itiast out of the available wireless
backhaul resources, hence distributing the workload anamagable network resources. This
brings benefits regarding the performance of network netrionpared with other SoA routing
approaches. Instead of computing routing tables and udimgé@number of equal cost paths, the
proposed routing policy computes a weight on a per-pacls$ bahich depends on a combination
of factors extracted from the locally observed networkestas a result, data packets can be
dynamically sprayed across a large number of non-equalpetks (e.g., different path lengths),

when the traffic load requires the use of more resources id aemgested paths.

. We implemented [13] and evaluated the self-organized#grassure routing algorithm in a 12-
node proof-of-concept testbed [14]15], located in the fimtr of the CTTC building. This
prototype allowed the validation with real measurementthefschemes discussed in this thesis
for wireless mesh backhauls. The use of the ns-3 emulataméwork eased the development
process, avoiding the development of the protocol fromtehraAs a matter of fact, we used most
of the developed ns-3 code in a real testbed by means of tBeensdlation mode. Evaluation
results demonstrate the proper operation of our schemérroary findings observed with ns-3

simulation results.

. We demonstrated that the algorithm can scale with the purobTNL gateways deployed in
the wireless backhaul. Moreover, the resulting schemecesioomplexity and costs, since most
of the gateways require null planning costs and merely efitdi. functionalities. Our scheme
maximizes the exploitation of such gateways in terms ofughput and latency by up to 40% and
99%, respectively, without awareness of the precise logdti the network of most gateways.

These results were published lin [6].

. We showed in_[[7] that with our solution the effort devotedSIC location planning will decrease.
This is because the protocol circumvent dead-ends presesparse wireless mesh backhaul
topologies while maintaining low overhead and low statgoprtes, unlike geographic-only rout-
ing approaches. Another interesting contribution heredswireless backhaul topology dynamics
do not cause an impact in the main goal of the protocol, whighaking the most out of the net-

work resources. Thus, per-packet routing decisions takeaub backpressure routing scheme
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appear well suited for unreliable and dynamic wireless niiestkhauls showing a good compro-
mise between throughput and latency. In particular, ouesehoutperforms SoA approaches in

terms of throughput and latency by up to 85% and 70%, resshgti

8. In [11], [9], and [12], we addressed the architecturalllehges posed by an all-wireless mesh
backhaul formed by SCs, defining an architecture that carcowee the initial 3GPP constraints.
The resulting concept, coined as Network of Small Cells (Np®poses an architecture capable
of supporting a wireless mesh backhaul amongst SCs to aaffictfrom/to the core network
to/from the SCs. The resulting architecture allows pactetse routed over the NoS in a com-

pletely transparent way to existing 3GPP control- and ptame procedures.

9. For comparison against other SOA TNL approaches andisiitgiavalidation purposes, we con-
ducted simulations. In particular, we used an accuratear&tgimulator, the ns-3 [102] network

simulator, whose accuracy was demonstrated]in [4].

11.3 Future Work

Our investigation has sparked many ideas that can form thie fua future research, which we will now

discuss in some detail.

1. Wireless Backhaul Sharing. A scenario not tackled indtgsertation is that of RAN-sharing [122],
in which several tenants can share the networks resourpdsydd by a Mobile Network Opera-
tor (MNO). It is important to note that sharing backhaul teses can be a cost effective solution
against over-provisioning. In this way, Mobile Network @gaers (MNO) would reduce CAPEX

and OPEX by reusing both the access and backhaul mobileesgr@hfrastructure.

Currently, the 3GPP RAN Sharing Enhancements (RSE) stedy is defining new scenarios
of multiple mobile carrier operators sharing radio netwmgkources. In such a scenario, a key
goal is to make the most out of the resources deployed, whiaitides with the goal of this
thesis. A challenge to do this is clearly researching smhstifor implementing Wireless Backhaul
sharing that can achieve load distribution of virtual netwfunctions within the shared mobile
infrastructure. Attaining load distribution on a virtualveronment is a topic subject of further
work. We believe that Software Defined Networks [123] andwéek Function Virtualization
(NFV) [124] jointly with the techniques studied in this tigesan be key players to make the most

out of the network resources in such an environment.
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2. Scheduling. Our work has been hitherto focused on basg&pre routing assuming a distributed
CSMA/CA link layer scheduling. In the theoretical work, Bacessure assumes a globally syn-
chronized time-slotted MAC protocol as well as a centraltadler that computes and dissemi-
nates a schedule (i.e., a set of links allowed to transmitdch time slot. In our case, we relaxed
such assumptions by implementing the backpressure raaigogithm on top of the 802.11 MAC
protocol. Although we showed high performance gains coetbém SoA routing solutions, the
addition of a TDMA access layer to carry joint backpressorgting/scheduling decisions would
obtain significant performance gains. This is demonstrat¢ti?5], and some practical work has

already been carried out in this direction(in|[78].

3. Study of multi-interface scenarios. Throughout thiskyere assumed that SCs are only endowed
with a single wireless radio and potentially a high-capaliitk to the TNL GW (see chaptéd 8).
However, to increase capacity per SC the addition of meltipireless backhaul interfaces can
be promising to fulfill increasing traffic demands. The eadilon of the routing protocol in small

cell backhaul endowed with multiple wireless backhaulriaiges is subject of further study.

4. Study on Packet Delay Variation. Throughout this disdien, we mainly studied the performance
of throughput and latency. However, packet delay variattbough apparently reduced as can
be noted during the evaluations conducted in this dissentats a metric that requires deeper

attention.

5. Traffic Classes. One important aspect not tackled in ikisedtation is the allocation of resources
for different traffic classes. Despite of providing improwents at the aggregated network per-
formance metric level, the resulting routing protocol odbals with a single traffic class. The
challenge here is to provide different routing treatmemtgaech traffic class, whilst maintaining

the simplicity in terms of the implementation of our TNL saote
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