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Abstract

Online photo sharing systems provide a valuable source of user generated
content (UGC). Most Web image retrieval systems use textual annotations
to rank the results, although these annotations do not only illustrate the
visual content of an image, but also describe subjective, spatial, temporal,
and social dimensions, complicating the task of keyword based search.

The research in this thesis is focused on how to improve the retrieval of
images in large scale context , i.e. the Web, using information provided by
users combined with visual content from images. Di�erent forms of UGC are
explored, such as textual annotations, visual annotations, and click-through-
data, as well as di�erent techniques to combine these data to improve the
retrieval of images using visual information.

In conclusion, the research conducted in this thesis focuses on the importance
to include visual information into various steps of the retrieval of media
content. Using visual information, in combination with various forms of
UGC, can signi�cantly improve the retrieval performance and alter the user
experience when searching for multimedia content on the Web.
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Resumen

Los sistemas online para compartir fotos proporcionan una valiosa fuente de
contenidos generado por el usuario (UGC). La mayoría de los sistemas de re-
cuperación de imágenes Web utilizan las anotaciones textuales para rankear
los resultados, sin embargo estas anotaciones no sólo ilustran el contenido
visual de una imagen, sino que también describen situaciones subjetivas, es-
paciales, temporales y sociales, que complican la tarea de búsqueda basada
en palabras clave.

La investigación en esta tesis se centra en cómo mejorar la recuperación de
imágenes en sistemas de gran escala, es decir, la Web, combinando informa-
ción proporcionada por los usuarios más el contenido visual de las imágenes.
En el presente trabajo se exploran distintos tipos de UGC, tales como ano-
taciones de texto, anotaciones visuales, y datos de click-through, así como
diversas técnicas para combinar esta información con el objetivo de mejorar
la recuperación de imágenes usando información visual.

En conclusión, la investigación realizada en esta tesis se centra en la impor-
tancia de incluir la información visual en distintas etapas de la recuperación
de contenido. Combinando información visual con otras formas de UGC,
es posible mejorar signi�cativamente el rendimiento de un sistema de recu-
peración de imágenes y cambiar la experiencia del usuario en la búsqueda
de contenidos multimedia en la Web.
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Chapter 1

Introduction

The rise in popularity of recent on-line photo sharing services, such as Flickr1

and Picasa Web2, has produced a very large, continuously growing, online
collections of human-annotated digital images. Millions of photos are up-
loaded and annotated on a daily basis. The metadata provided by users
is essential to make photos more easily retrievable by search engines, as
keyword-based search is the de-facto model for query formulation on the
Web.

However, retrieval models that are generally e�ective for text retrieval do
not work as well for text-based image retrieval. Several factors compli-
cate matters for text-based retrieval. First of all, textual annotations of
images (metadata) are rather sparse and short as most users use only a
few keywords to annotate their photos. Furthermore, the metadata pro-
vided does not solely serve the purpose of describing the visual content of
an image. Metadata often includes spatial, temporal, and social references,
as well as subjective/personal remarks and descriptions. This further dif-
fuses the results achieved with keyword-based search on images. Finally, the
keyword-based query formulation is powerful, but lacks the expressiveness
that is inherent in an image. It is di�cult for a user to express the visual
characteristics of the desired image only using textual clues.

The latter problem has been extensively studied in content-based image
retrieval, where the objective is to include the visual characteristics of an

1
http://www.flickr.com

2
http://picasaweb.google.com

1

http://www.flickr.com
http://picasaweb.google.com


2 introduction

image into the search process. Using the query by image content (QBIC)
search paradigm similar images are retrieved for a given sample image by
extracting visual features from all the images in the collection. The down-
side of this approach is that the user needs to begin the query process with a
sample image. Alternatively, high level concepts are derived for the low level
features that are extracted from the image content. The problem with this
approach which is often referred to as the semantic gap problem, introduced
by [25], is that for each concept a special concept detector is needed to
translate the user information need into low-level image features. The latter
makes the approach less suitable for widespread application on the Internet,
where arguably no domain restrictions exist.

The main purpose of this thesis is to analyze, investigate, and research
how to combine the metadata provided by the user with visual content
information to improve the retrieval of images on a broad Web domain. To
achieve this, di�erent types of metadata available will be explored, and state-
of-the-art algorithms and technologies that can be successfully applied on a
large scale image collection such as the Web collection, will be researched.

1.1 The Wisdom of User Generated Content

As stated, Web image repositories contain a large amount of user annotated
data, which allows to �nd implicit knowledge from the users. The problem
with this knowledge is that it can be of questionable quality or be insu�cient.
Even if the data is good by its own, it does not provide information of the
content of the images. Hence, to use the knowledge of User Generated

Content (UGC), it is essential to combine this information with the image
content.

The contents of an image can be described in a simple, e�cient, and large-
scale compatible way, using the appropriate features. This information can
be combined with the metadata provided by the users (UGC), to improve
the retrieval of the images in terms of precision.

The work in this thesis will be based on an image collection gather from over
Flickr images. This will require working with images with high variability,
but that contain millions of annotations provided by Web users.

The �rst task is to explore how visual annotations, e.g. notes in Flickr,
can be used to enhance the retrieval performance of keyword-based queries.
Using Flickr notes, users can highlight a certain region in the photo and
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associate a tag (label) with this region. Although the speci�c intent might
di�er, people annotate notes in a similar fashion as they annotate images,
which makes notes a good source of information for visual queries. Keyword-
based queries that represent objects were associated to visual annotation
provided by the users. For each text-based query, a set of visual annotations
is retrieved, and for each visual annotation, a ranked list of similar images
is obtained, based on their visual information. The next step is to combine
these results to obtain the �nal ranked list. Rank aggregation over the
partially ranked lists is proposed to build the �nal ranking. Results obtained
using this approach are compared against systems using only content-based
retrieval algorithms, only text-based retrieval algorithms, as well as di�erent
combinations of these systems. Results showed that using a combination of
visual and textual information outperforms the results obtained using the
other combinations.

The aggregation problem has been addressed by meta-search engines, where
the results of di�erent search engines are merged into one ranked list. In
addition, di�erent approaches for combining rank lists are explored: posi-
tional methods, such as Borda count model; or comparison based methods,
such as Markov chains models. Also, a pre-retrieval aggregation method is
compared with the rank aggregation ones. Results are obtained using each
of the models, and the trade-o�s involved are compared. Borda count model
has been widely used in di�erent scenarios, since it is a simple and e�cient
algorithm with good performance. On the other hand, Markov chain-based
models require more sophisticated algorithms, but have been used in Web
meta-search engines and proved to outperform Borda. The pre-retrieval ag-
gregation method proposed leads to a gain in e�ciency, maintaining high
level of precision. To the best of our knowledge, this is the �rst time this
rank aggregation approach has been applied to keyword-based image re-
trieval, using a combination of visual attributes and user generated data.

In addition to aggregation of visual annotations, one of the objectives is
to improve the results obtained by di�erentiating between high and low
quality annotations. To achieve this, di�erent approaches to select the best
annotations are studied that will lead to better aggregated results.

The need to process large collection of images has lead to the design of a me-
dia extractor that can easily extract visual features and textual information
from the images, to obtain a combined system in a parallel fashion. Scalable
methodologies are proposed to process a large scale image collection in an
e�cient manner using parallel computation as well as a description on how
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to build an image retrieval system in an e�cient way.

Next, another user generated content is studied: query logs. The visual
information of the images is combined with data obtained from query logs
extracted from the Yahoo! search engine. A hypothesis is that the click-
through data contained in the logs is of great importance. When a user
queries for an image, the search engine returns a list of thumbnail images,
allowing the user to preview the results. As a consequence, the set of images
that are clicked can be smaller, but the quality of the assessment much
better. A learned framework for ranking images that employs click data is
proposed to predict clicked result with high accuracy, combining textual and
visual information.

Finally, the visual diversi�cation of the images results is studied. The cre-
ation of a visually diverse ranking of the images results is proposed by using
the visual content of the images.

1.2 Objectives

The thesis is centered around four main objectives and their derived hy-
potheses which are presented below. The common theme is the use of user
generated content and the visual information depicted in the image itself.

Objective 1: Use UGC to Improve Image Retrieval

Boost the performance of the image retrieval process, in terms of precision,
by combining di�erent types of user generated content (UGC). Usually, UGC
is considered to cover textual information provided by the user (e.g. title,
description), but it can be extended to the visual annotations provided by
the users.

Hypothesis 1 The use of UGC and visual information, speci�cally visual
annotations, will improve the results of an image retrieval system in terms
of precision.

Hypothesis 2 Aggregating the results of di�erent visual annotations, for
the same topic, will signi�cantly improve the retrieval performance in terms
of precision. The agreement between the di�erent result sets of the partial
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searches will lead to a more focused result set for the aggregated result set,
with a higher precision at the top of the ranking.

Objective 2: Investigate Scalability of using Visual

Information

Investigate scalable solutions for processing and analyzing visual content.
Computing visual features is an expensive computational process, especially
for Web-size collections.

Hypothesis 3 Media content is available in large quantities, mostly unan-
notated. Image analysis and retrieval techniques do not live up to their
textual counterparts in terms of retrieval performance. However large-scale
applications of the techniques will improve performance.

Objective 3: Use Click-through Data to Improve Image

Retrieval

Research how using other forms of UGC, such as click-through data, that
has been successfully used in Web text retrieval can improve image retrieval
performance.

Hypothesis 4 Click feedback, provided by users searching for images on
the Web, can be used as an assessment of the image, providing strong signal
of the quality and type of images a user is really looking for, besides its
topical relevance.

Objective 4: Use Visual Content to Improve Retrieval in

Terms of Diversity

Though powerful in its simplicity, keyword-based query formulation does not
allow a user to fully express the visual characteristics of their information
need. Therefore alternative query formulations have been proposed. In this
thesis, this issue is addressed by investigating how search result sets can be
diversi�ed to better address the various users needs.
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Hypothesis 5

Based on the visual analysis of the content is possible to provide a meaningful
clustering of the images and provide diverse search results.

1.3 Contributions

The research presented in this thesis extends the state of the art in large
scale image retrieval by deploying UGC that now is available in vast amount.
In particular, this has lead to multiple publications. The research presented
in Chapter 3 has been published in ACM MM 2008 conference [40] and
submitted for publication [41]. The media extraction framework described
in Chapter 4 is used in the European project on Search Environments for
Media (SEMEDIA) and in the applications presented in Chapters 5 and 6.
The research of Chapter 5 is published in book chapter [38] and Chapter 6
is published in WWW 2009 [55]. The overall list of publications is:

• X. Olivares, M. Ciaramita, and R. van Zwol. Boosting image retrieval
through aggregating search results based on visual annotations. In
MM'08: Proceedings of the 16th ACM International Conference on
Multimedia.

• R. H. van Leuken, L. Garcia, X. Olivares, and R. van Zwol. Visual
diversi�cation of image search results. In WWW '09: Proceedings of
the 18th international conference on World wide web.

• V. Murdock, R. van Zwol, L. Garcia, and X. Olivares. Image retrieval
in a commercial setting. In ImageCLEF: Experimental evaluation in
Image Retrieval, Springer 2010.

• X. Olivares, R. van Zwol, and R. Baeza-Yates. The Power of Visual
Annotations in Image Retrieval. Submitted for publication.

1.4 Thesis Outline

The work presented in this thesis is driven by the objectives presented above.
First, Chapter 2 presents a literature review of the di�erent research areas
addressed in this thesis. Objective 1 relates to Chapter 3, where the focus is
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on image object retrieval. Objective 2 is addressed in Chapter 4, which dis-
cusses techniques and methodologies for large scale image processing. This
enables the research described in Chapter 5 and 6 which address Objectives
3 and 4.

Forthcoming from the objectives are 5 hypotheses, which are validated by
empirical evidence collected through experimentation. This leads to the
conclusion presented in Chapter 7.





Chapter 2

Related Work

The work presented in this thesis combines di�erent �elds of research. This
chapter presents a literature review on the following �elds and sub-�elds:

• Text Based Image Retrieval

• Content Based Image Retrieval

� Content Based Object Image Retrieval

� Image features (global and local features)

• Large-scale image retrieval

• Rank Aggregation

• Machine learning in image retrieval

• Visual Diversi�cation in image retrieval

2.1 Image Retrieval

Text Based Image Retrieval

Photo sharing systems allow users to search image collections by submitting
a keyword-based query. Images are then ranked according to their relevance

9



10 related work

by means of text retrieval models. This type of search is based on the
text that describes the images, such as their title, description, and tags.
Photos in Flickr contain di�erent types of meta-data, ranging from technical
details to more subjective information. At a low level information concerns
the camera, shutter speed, rotation, etc. At a higher level, the user that
uploaded the image can include a title and description, which are more
likely to be used to describe the image as a whole. The use of tags permits
the user to describe what he thinks is relevant about the image using simple
keyword combinations.

Ames and Naaman [1] present a qualitative study describing the motivations
behind users tagging their pictures. They de�ned two main dimensions of
the motivations: social and functional, and characterized the motivations
whether they were used for themselves or their family (social), or as a way
of complementing the context of the image (functional). Furthermore, Du-
binko et al. [16] show that tags not only describe the speci�c contents of the
images, but also additional information. They observed recurring categories
such as: events (e.g. �Valentine's days� or �Thanksgiving�), personalities
(e.g. �Pope�), and social media tagging (e.g. �What's in your fridge�). An-
other important characteristic of tag-based systems is the way people use
the tags. Marlow et al. [33] analyzed tags used to describe images, and ob-
served that most users use a few distinct tags, while a small group of users
use large sets of tags.

The high degree of variability characterizing image tags has an impact on
retrieval. As a consequence, the results of search systems based exclusively
on tags is noisy and sub-optimal. Therefore, it is important to include
intrinsic information about the image visual content in the retrieval process.
Furthermore, this thesis focuses on approaches that can be applied at large
on the Internet without training a large set of concept detectors [47]. The
literature in this area is extensive so the scope of this thesis is limited to the
state of the art in image object retrieval.

Image Object Retrieval

Sivic and Zisserman [46] introduced the bag-of-visual-words architecture, and
successful results have been reported for object retrieval on a large image
collection containing buildings in Oxford. For every image in the collection,
a�ne regions are extracted, and described by a SIFT [30] descriptor. This
set of vectors are quantized to build a visual vocabulary as proposed in [14].
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This approach allows to represent every image as a set of visual words, hence
making it possible to describe them with a weighted vector and use standard
text retrieval techniques to determine the similarity between images. Since
the spatial arrangement of the visual words is crucial, they add a simple
constraint to the spatial distribution of words. This approach is used as the
baseline in Section 3.1. In [46] a region of a video frame is selected to obtain
all the frames in the video where the selected object appears. Based on this
work, Philbin et al. [43] have built a large-scale object retrieval system using
a combination of images extracted from Flickr and images from the Oxford
building database. A query image is submitted and a set of ranked images
is returned. They presented considerations for creating a visual vocabulary
and tested their results using building landmarks. In addition, Chum et

al. [11] propose a query expansion approach where some of the retrieved
images were used to reformulate the original image query improving the
results obtained in [43]. The research outlined above uses image queries as
input for the retrieval system.

One of the hypothesis of this thesis states that information obtained from
tags, as well as the visual information contained in the image, should be
combined to obtain better results, allowing to successfully use a keyword-
based query to search over the image collection. In [29], an analysis is
proposed of the patterns existing between the visual words of images that
share a common set of tags.

Section 3.1 uses visual annotations, e.g. notes in Flickr, that associate a
label to a region of the image. An example of visual annotation is shown
in Figure 3.3. This type of annotations are valuable, since the associated
text is typically highly relevant to the highlighted area in the image, and
possibly less subjective in nature (i.e. more descriptive) than tags associated
with the whole image. Given a text query, it is possible to obtain a set of
visual annotations that can be used to search over the collection based on
the content of the image. This will lead to partial lists of results from several
sources, each of them from di�erent visual annotations. It is then necessary
to decide how to merge these results.

2.2 Rank Aggregation

This problem can be compared to the problem of determining the ranked
list of winners in an election. A simple, and commonly used method is the
Borda count model [5] that assigns a score to each element in the set of
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ranked lists, and then sums the scores for each individual element. Various
methods have been proposed for rank aggregation on the Web, in the context
of meta-search engines [19, 17, 2]. To the best of our knowledge, this thesis
is the �rst time this approach is applied to keyword-based image retrieval
using visual annotations.

Aslam and Montague [2] investigate the problem of meta-search and com-
pare di�erent models. Their results show that Borda count is a simple and
e�cient algorithm with good performance. For this reason, this mechanism
is used in the aggregation stage of the system presented in Section 3.1. One
of the objectives of this thesis is to combine textual and visual information
to improve retrieval performance, speci�cally precision.

Rank Aggregation using Markov Chains

As de�ned in [17], the rank aggregation problem consists on ranking a list of
several alternatives, based on one or more criteria, to obtain the best possible
aggregation based on a consensus ranking of the alternatives. They studied
the rank aggregation problem on a Web context, based on the existence of
several search engines (general and special purpose) where none of them has
proved to outperform the others.

Dwork et al. [17] study is motivated by the existence of Web spam, and they
want to provide users with robustness of search overcoming the shortcomings
and biases that each individual search engine can introduce. Their objective
is to develop a robust technique for meta-search.

They propose using the Kemeny method, originally used in social choice the-
ory, which minimizes the total disagreement between the di�erent rankings
and the �nal aggregation. One problem is that computing optimal solutions
based on Kemeny's approach is NP-hard.

To measure the disagreement between the partial lists and the aggregation,
the distance between the lists is used. Kemeny optimal aggregations has the
property of, given a set of lists t1, . . . , tk, the aggregation σ minimizes the
value of K(σ, t1, . . . , tk), where function K measures the distance between
the lists. The Kemeny optimal aggregation is the only one that satis�es
rank aggregations Condorcet property. If there exists an alternative that
defeats every other alternative in pairwise simple majority voting, it must
be ranked �rst and this alternative is the Condorcet alternative.
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Since computing Kemeny optimization is NP-hard the authors introduced a
relaxation of the Kemeny optimality that ensures the Condorcet criterion.
A list π is a locally Kemeny optimal aggregation for partial results t1, . . . , tk
if there is no π

′
, obtained by single transposition of an adjacent pair of

elements, for which K(π
′
, t1, . . . , tk) < K(π, t1, . . . , tk). It is also shown

that using any initial aggregation of partial lists a locally Kemeny optimal
aggregation can be constructed. The Condorcet criterion is considered as a
spam-�ghting property for meta-search.

In their work they compared Borda count aggregations with Markov chains
methods. They proposed 4 speci�c Markov chains (presented in detail in
Section 3.2) and they evaluated the results based on the distance between the
candidates and the �nal aggregation. In their experimental setup, Markov
chains outperforms Borda method.

The inclusion of this speci�c work relies in the fact that it has been broadly
used for meta-search and as literature review. All rank aggregation works
are based on Dwork et al., introducing some minor variations.

The purpose of using Kemeny optimality is to ensure Condorcet criterion,
reducing spam that could have been introduced in one of the search en-
gines. Since the work presented in this thesis (Section 3.2) is based on only
one document collection, there is no concept of �spam�, hence the Kemeny
optimization is not required.

2.3 Machine Learning on Image Retrieval

The related work presented in this section is focused on learning to rank
images combining visual and textual information in a large scale collection
using machine learning techniques.

Machine learning techniques have been used to solve multiple tasks related to
image retrieval. For example, Support Vector Machines (SVMs) have been
used in a variety of image classi�cation tasks (such as [8, 24]). San Pedro
and Siersdorfer [42] employ a classi�er and low-level visual features as well
as textual features to predict the attractiveness of an image. They selected
as positive examples all photos with at least two favorite assignments from a
large crawl of photos from Flickr, and similarly sized sample randomly drawn
from photos that had not been indicated as favorite. They �nd signi�cant
improvements from the combination of textual and visual features.
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Application presented in Chapter 5 does not attempt to identify attrac-
tive images, but to prioritize images that are clicked since they embody
relevance, quality, attractiveness, interestingness, freshness, and other in-
de�nable properties. Because of this the textual features used re�ect the
similarity between the query and the textual metadata, as opposed to the
attractiveness of the image. None of the features used in [42] are employed
in this work.

Central to the problem of image ranking is the problem of relating textual
queries to visual image content. Tong et al. [53] propose a propagation
method based on a manifold learning algorithm. A small portion of the
images are labeled with keywords, and then the labels are propagated to
the rest of the collection. Each image is assigned a relevance score for a
given keyword by constructing a matrix where each row represents an image,
each column represents a keyword, and each cell contains a relevance score.
The intuition is to associate textual information with visual content. The
experiments were conducted over a collection of 5,000 images extracted from
the COREL data set.

Tong and Chang [54] elicit explicit relevance feedback from users, and then
employ active learning with a support vector machine, using features de-
rived from the color and texture of an image to improve retrieval results.
Although the application presented in Chapter 5 uses similar features, the
main di�erence is that they use explicit feedback elicited from the user, while
in this work, it is used implicit feedback in the form of clicks.

Cheng et al. [10] proposed a scalable relevance feedback mechanism using
click data for Web image retrieval. Using Rocchio feedback, they add the
vector of features representing the query to an �optimal query�, which is the
mean of the vectors of the clicked images. They rank images according to
the cosine similarity between the new query vector and the feature vectors
describing the images in the collection. Their textual features are based on
tf.idf scores of the query and metadata associated with each image. Their
visual features are a combination of three color features (color moment,
auto-correlogram, and color texture moment). They evaluated their system
in a simulated setting, using ten queries, retrieving from a collection of three
million images crawled from photo sharing web sites.

Learning to rank from click data was �rst proposed by Joachims [27] for
document retrieval. This thesis adapts his ranking mechanism to image
retrieval. Joachims proposed that user clicks are an indicator of relative
relevance. That is, a click at rank j indicates that the document at rank
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j is more relevant than unclicked documents preceding it in the ranked
list. Joachims work is the �rst in a series investigating using click data for
learning ranking functions. Elsas et al. [18] extend this idea by learning
ranking functions from search results with a committee perceptron using
the LETOR dataset [52].

Ciaramita et al. [12] successfully adapted Joachims unbiased model to several
learning frameworks: binary classi�cation, ranking, and non-linear regres-
sion and showed positive results on a sponsored search task using commercial
query log data. They demonstrate that a multilayer perceptron outperforms
both the linear perceptron and a ranking perceptron. In their work, the fea-
tures of an ad-query pair are based entirely on the textual representations
of the ad. Their work di�ers in that the search engine is most interested in
generating clicks on ads, thus learning to predict clicks is key to the task
of ranking ads. In the case of image search, the search engine would like
to encourage people to use the search engine, and thus attempts to maxi-
mize the relevance of the search results. On the other hand, the application
described in Chapter 5, adopted their framework both for training and eval-
uation, and the images are represented by text in much the same way that
ads are. Whereas ads are represented by keywords, titles and a short de-
scription, images are represented by tags, titles and a short description.
Keywords and tags di�er in character, but are similar in their brevity and
conciseness. Their work is extended by showing how this unbiased frame-
work, which is based on the bias introduced by a linear presentation of the
results, can be applied to non-linear presentations of the results, such as
is the case in image search. In addition, it is extended by considering the
visual representation of the data rather than just its textual representation.

2.4 Visual Diversi�cation

Based on the objectives of this thesis, in particular, Objective 5 that refers to
provide diverse image search results, it has been suggested as hypothesis that
this can be achieved by the use of image clustering. The following section
�rst discusses the state of the art in image clustering, and then presents the
literature on diversifying search results.



16 related work

Image Clustering

Most image clustering techniques are not dynamic, and therefore not suitable
for clustering image search results. Due to the broad domain of the task,
this work will focus only on unsupervised clustering techniques, which makes
techniques such as presented in [26] unsuitable for this task. Furthermore,
clustering techniques often partition the entire database to facilitate faster
browsing and retrieval [21].

In [37] a method for extracting meaningful and representative clusters is
presented that is based on a shared nearest neighbors (SNN) approach that
treats both content-based features and textual descriptions (tags). They
describe, discuss, and evaluate the SNN method for image clustering and
present some experimental results using the Flickr collections, showing that
their approach extracts representative information of an image set. Such
techniques are often e�ective, but require extensive processing power to
produce a �nal clustering. When clustering image search results, the input
varies depending on the user's query and it is essential that the clustering
technique is not only e�ective, but the results can be e�ciently computed.

In Cai et al. [7] the problem of clustering Web image search results is stud-
ied by organizing the results into di�erent semantic clusters that facilitates
users' browsing. They propose a hierarchical clustering method using visual,
textual and link analysis that is mainly targeted at clustering the search re-
sults of ambiguous targets. In a related paper by Wang et al. [59], they eval-
uate a di�erent approach, named IGroup, for semantic clustering of image
search results, based on a textual analysis of the search results. Through
a user study they report a signi�cant improvement in terms of e�ciency,
coverage, and satisfaction.

Diversity in Search Results

In [60], they present a method for detecting and resolving the ambiguity of
a query based on the textual features of the image collection. If a query has
an ambiguous nature, this ambiguity should be re�ected in the diversity of
the result set. Furthermore, in [57] it is presented how the topical (textual)
diversity of image search results can be achieved through the choice of the
right retrieval model.

The objective of the application presented in Chapter 6 is to focus on visual
diversity of the search results. The solution presented for the visual diversity
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builds upon the results of these two papers, as it takes as input the ranked
list of images produced by the retrieval models for topical diversity.

In Zhang et al. [62] diversity of search results is examined in the context of
Web search. They propose a novel ranking scheme named A�nity Ranking
to re-rank search results by optimizing two metrics: diversity and informa-
tion richness. More recently, Song et al. [49] also acknowledge the need for
diversity in search results for image retrieval. They propose a re-ranking
method based on topic richness analysis to enrich topic coverage in retrieval
results, while maintaining acceptable retrieval performance.

Zeigler [63] studied topic diversi�cation to balance and diversify personalized
recommendation lists that re�ect the user's complete spectrum of interests.
Although their system is detrimental to average accuracy, they show that
the method improves user satisfaction with recommendation lists, in partic-
ular for lists generated using the common item-based collaborative �ltering
algorithm. They introduced an intra-list similarity metric to assess the top-
ical diversity of recommendation lists and the topic diversi�cation approach
for decreasing the intra-list similarity.

In a di�erent setting, Vee et al. [58] propose a method to return a set of
answers that represent diverse results proportional to their frequency in
the collection. Their algorithm operates on structured data, with explicitly
de�ned relations, which di�ers from the setting in this work, which aims to
diversify through visual content based on a dynamic ranking strategy, rather
than using predetermined fractions.

The main purpose of this chapter was to give an overview of the most im-
portant literature in the research area, which several other works have been
based on. Additional references are included in the chapters.





Chapter 3

Image Object Retrieval

One way of enhancing the image object retrieval task is by exploiting the
additional information provided by the users, to describe the contents of the
image. This information is considered User Generated Content (UGC), and
is provided either by the owner of the picture, or by the people interacting
with the images.

Usually, UGC is considered to cover information such as the title, descrip-
tion, and tags linked to an image, but it can also be extended to the visual
annotations provided by the users. This type of annotations associate a
portion of the image to a textual description, making it possible to add
semantics to speci�c regions of the image.

This chapter presents the results of combining di�erent types of UGC, such
as tags and visual annotations, to boost the performance of the image re-
trieval process. This process can be used as a proof of concept to extending
the framework to a large scale image retrieval system, leveraging scalability
and retrieval performance.

3.1 Image Object Retrieval based on Visual

Annotations

This section proposes to use rank aggregation for merging the result sets
obtained with a content-based image retrieval system that is fed with the
visual annotations matching a given keyword-based query. Rank aggregation

19
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is primarily used by meta-search engines, where the results from di�erent
search engines are merged into a new ranked list of results.

Content-based Image Retrieval

This section describes the architecture of the image retrieval system. The
system extends the framework proposed by Sivic and Zisserman in [46, 43]
to handle the retrieval of photos based on visual characteristics. They suc-
cessfully applied their framework on a domain-restricted collection to detect
the same object in di�erent photos. In their experiments they focused on
detecting near-identical representations of buildings in Oxford. Their results
are promising both in the dimension of scalability and retrieval performance.

In short, the framework consists of the following steps, for which a parallel
with text retrieval can be made:

1. First, extract visual features (salient regions) from the images in the
collection, and describe them with a high-dimensional descriptor.

2. Then, build a visual vocabulary from the high-dimension descriptions
by quantifying and clustering them into a vocabulary of visual words.
In this step the high-dimensional descriptions are lemmatized into sim-
ilar visual words. This allows to describe each image as an histogram
of visual words.

3. Based on the bag-of-words approach, it is possible to use existing text-
retrieval models to build an index over the image collection, and similar
images can be found using the �query by image content� paradigm.

4. Finally, a post-retrieval step is required to re-rank the results, taking
the spatial structure of the image into account. This step is signi�-
cantly more important in image retrieval than in text retrieval [46].

The following sections present a more detailed outline of this approach,
complemented with some of the implementation speci�cs used in the exper-
iments.

Feature Extraction

In previous work several approaches to extract visual information (features)
from images have been proposed [36]. A combination of these features is
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(1) Extracted regions. (2) Overlaying a visual an-
notation.

(3) Features describing the
object.

Figure 3.1: Example feature extraction.

typically used to retrieve similar images. In the experiments presented in
this chapter, the feature extraction process has been limited to extract only
high-dimensional region descriptors from images, based on Harris a�ne and
Hessian a�ne regions, as introduced by [35]. This is due to their invariance
to rotation, translation and scale. The Harris a�ne regions are based on
the points extracted with the Harris detector, which are later processed
obtaining a�ne viewpoint covariant regions that represent corner structures.
On the other hand, Hessian a�ne regions are based on processing the points
obtained by the Hessian detector, resulting in a�ne viewpoint covariant
regions, which represents blob structures.

When processing the image collection an average of 1,000 Harris regions
and 1,066 Hessian regions per image were extracted. Each region is then
described using a 128-dimension SIFT [30] descriptor vector. Figure 3.1.(1)
shows the extracted Harris regions for one of the images in the collection.
When a visual annotation is drawn over the image to mark an object, it
is possible to select only the feature descriptors that are inside the bound-
ing box of the annotation (see Figure 3.1.(2)), and ultimately, as shown in
Figure 3.1.(3), use only those features to describe the object as input for
searching.

Visual Vocabulary

Once features have been extracted from the images in the collection, a visual
vocabulary needs to be build. A vocabulary of size k can be generated by
clustering the SIFT descriptors into k clusters. Based on a learned cluster-
ing model a visual word (cluster label) is associated with all the elements
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contained in a cluster. Clustering large amounts of data, for large values
of k, as in this case where k can be in the order of tens of thousands, is a
challenging task. As shown in [30, 28] approximate k-means clustering can
adequately scale up for this type of task. Similarly, for the current experi-
ments, it was implemented an approximate k-means algorithm paired with
a kd-tree on the cluster set. Search for the nearest neighbor in the tree is
carried out using a priority queue for the nodes, which are ranked according
to the distance of the nodes hyper-rectangle from the query point. Search
terminates when: (a) the queue is empty, in the case where the exact nearest
neighbor has been identi�ed; or (b) after reaching a maximum number of
comparisons, in which case the result is only an approximation of the closest
neighbor.

The clustering model, uses only one kd-tree, rather than several randomized
ones, since the preliminary test showed limited bene�ts from using several
trees, over one tree with a higher threshold for the maximum number of
comparisons. The maximum number of comparisons was set to 1,200.

To learn the clustering model a set of 1 million SIFT descriptors randomly
selected from the image collection was used. Then, tests were conducted
using various sizes for the vocabulary, ranging from 1,500 to 10,000 clusters
to determine the bene�t of each scenario. Based on this results, the experi-
ments presented in this chapter use a vocabulary of 10,000 words. Finally,
the remaining descriptors are classi�ed based on the learned k-means model.

To reduce the noise in the results, �outliers descriptors were removed from
the set, where an outlier is a datapoint whose distance to the nearest centroid
is greater than the average distance in that cluster plus twice the standard
deviation of these distances. Similarly to stop-words �ltering in text re-
trieval, the top 2.5% of the clusters with the largest population were also
removed. Finally, three vocabularies are created: (a) an independent vocab-
ulary of 10,000 words based on Harris a�ne features; (b) an independent
vocabulary of 10,000 words based on Hessian a�ne; and (c) a vocabulary of
20,000 words created by merging the other two vocabularies.

Vector Space Model

Following the traditional bag-of-words approach for text retrieval, an image
can be represented as a weighted-term vector in the vector space model.
Using the analogy with text retrieval, a tf-idf weight of the visual words is
used to create the corresponding vector. The similarity between the images
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can then be measured by calculating the cosine similarity of the weighted
vectors, obtaining a normalized value in the range [0, 1]. Alternatively, it
is possible to use one of the object's annotations to search the vector space,
and �nd images that are likely to contain the object.

Spatial Coherence Filter

A limitation of the bag-of-words approach is that all spatial information
contained in the image is lost. Although two images can have a high degree
of cosine similarity, the relative spatial coherence of the visual words between
these two images can be low, which indicates that they are visually not
similar at all. Therefore, an analysis of the spatial arrangement of the visual
words between the query image and each of the retrieved images is needed,
as also argued in more detail in [46, 43].

For this experiment a simple spatial coherence �lter. was implemented. For
every common visual word between two images, it is analyzed the common
visual words contained in the surrounding area. This spatial constraint gen-
erates an additional similarity measure that is used to discriminate images
that only have the visual words in common with the ones that also satisfy
the spatial distribution of the elements.

Aggregated Search with Visual Annotations

Previous chapters discussed how users annotate images at an on-line photo
sharing services such as Flickr. In particular, users can attach labeled notes
to the photos published on Flickr. Though not as popular as the photo
tags, notes can be valuable to learn di�erent visual representations of an
object. This observation leads to one of the contributions of this thesis,
where the aim is to improve the retrieval performance by aggregating the
result sets for searches with visual object annotations in photos. Although
the use of textual information in Web image retrieval systems has matured,
the hypothesis is that it can be improved by complementing it with visual
information, especially when the user's information need is speci�c and can
not easily be described by a combination of keywords.

The widespread availability of visual annotations in Flickr provides a base
collection of annotated objects where for each high-level concept a set of
visual annotations is available that can be used to aid the user in his search.
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The portion of the image enclosed by the visual annotations contains a set
of visual words (as de�ned in Section 3.1), that are mapped to a particular
concept de�ned by the text describing the visual annotation. When a user
submits a text query, the system will use the visual annotations to obtain
images that answer the user query. Each of these annotations are used to
search for similar images, using the cosine similarity between the images
that have a textual annotation that matches the user query. As a result,
for every visual annotation, a set of similar images is obtained, which are
re-ranked using the spatial coherence �lter described in Section 3.1.

In Figure 3.2 the results for the query �apple logo� are shown. The upper
three rows show the top 10 search results using three di�erent visual anno-
tations. To limit the search space, the search has been �ltered on the image
tags. Obviously, this already improves the results when searching with a
single visual annotation. In the experiment of Section 3.1 it will be pre-
sented a comparison of: (a) tag-only, (b) tag & visual, and (c) visual search,
that illustrates how the retrieval performance is in�uenced for each of the
di�erent combinations. The bottom row of Figure 3.2 shows the aggregated
results.

Figure 3.2: Aggregating the search results for the query �apple logo� using
visual annotations.

The results from each of the visual annotations can be seen as individual
sources of information that need to be merged into a single set of results.
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This problem is similar to the one of a metasearch engine that needs to
combine search results, or essentially, the combination of any set of ranked
lists. Using the ranked position of the images, the results are merged using
a voting mechanism introduced by Borda [5]. He models this problem as
a set of voters (in our case each visual annotation) that must sort a set of
candidates (the set of results) by assigning points to each of them, and a
�nal list of ranked candidates must be obtained. For this, every voter assigns
points to each of the candidates based on their position in their ranked list.
The �rst element in the list is assigned with k points, the second element is
given (k − 1) points, until the last element is assigned 1 point. To obtain
the �nal list of results, all the candidates are sorted by their total number
of points.

The aggregated ranking favors images that are ranked high in several of
the partial rankings. Whereas outliers, e.g. those results only retrieved by
one of the sample images, will be demoted in the aggregated ranking. The
intuition is that even though they match the textual tag, their content might
not match the concept behind the query. Figure 3.2 shows a diagram of the
aggregation process. For each of the samples their ranked list of results is
presented. Every result image is assigned points according to their position
in the list. This is illustrated in the �rst three rows. Finally, the aggregated
results corresponds to the list of candidates, sorted by their total number
of points, as in the last row. We can observe that the rank of the image
returned in �rst position is a combination of the partial ranks, and likewise
for the subsequent results.

Evaluation

This section describes the set-up and outcome of the retrieval performance
experiment that was performed to compare tag-based search, visual search
based on sample object annotations, and aggregated visual search based
on object annotations. First the hypotheses behind the evaluation are pre-
sented. Then the description of the experiments' set-up , and �nally the
results.

Evaluation task

To evaluate the performance of the retrieval system, hypotheses 1 and 2,
presented in Chapter 1, can be described in detail as follow:
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H1: Rank aggregation over the results sets of content-based image retrieval
with the visual annotations will signi�cantly improve the retrieval per-
formance in terms of precision. The agreement between the di�erent
result sets for the partial searches will lead to a more focused result
set for the aggregated result set with a higher precision at the top of
the ranking.

H2: Tag-based search combined with content-based image retrieval, using
visual annotations will improve the retrieval performance, in terms of
precision. When performing a textual search over an image collection
a rather diverse set of results will be retrieved, as the annotations
are usually very sparse and the textual clues do not allow for visual
disambiguation. When searching with visual annotations it is possible
to discover the di�erent aspects of an object, and in combination with a
�lter on the textual annotations it is possible to retrieve more relevant
results at the top of the ranking.

Experimental Setup

The experiment consisted of: (a) de�ning a set topics to be used as queries;
(b) implement and compare �ve di�erent systems to test the forementioned
hypotheses; (c) and collect relevance judgements on the results obtained by
each system. The relevance assessment was done in a TREC-style fashion.

Below, the details of the di�erent facets of the experiment are described.

Image Collection Di�erent image collections have been used for object
recognition, such as the CalTech collection [22], COIL collection [39], and the
Corel collection [13]. They are widely used for object classi�cation, recogni-
tion, and categorization tasks. The main characteristic of these collections
is that they have well de�ned visual attributes for the objects represented in
the images. Usually they contain images with uniform size, and low level of
cluttering, which is not coherent with the scenario on the Web, where diver-
sity is present on all possible dimensions. Although some of these collections
were created by downloading images from Web pages, they have been man-
ually selected to match a set of constraints. The current work will focus on
images with high variability, Web-extracted, and annotated by Web-users.
For this reason, instead of using one of the previous collections, a set of
images collected from Flickr is used, without manually selecting them.
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The collection contains 12,000 images were crawled using the public Flickr
API, based on a set of tags that correspond with the topics selected for the
experiment. As a result a set of images have been obtained that at least had
one of the tags, but no restriction was made on whether they were relevant
to their surrounding tags, or whether the object actually appeared on the
image. In addition, for each photo the title, tags, and description have been
collected. The collection contains 59,693 unique tags (from a total of 229,672
tags).

Photos in Flickr are made available in various resolutions, ranging from
thumbnail size to the original size uploaded by the user. To leverage the
number of features that can be extracted from the image and its correspond-
ing processing time, the collection uses the medium size image, which have
a resolution of at most 500x333 pixels.

Figure 3.3: Examples of visual annotations (notes) for a telephone booth.

Topics Using Flickr search logs, a set of 30 topics was derived. To obtain
these topics, the queries were sorted by descending frequency, and then �l-
tered for objects, then selecting the top 30 topics. Based on the the topics,
they can be classi�ed into four broad categories: (a) fruits & �owers, (b)
monuments & buildings, (c) brands & logos, and (d) general objects. Table
3.1 shows the list of selected topics. For each topic a short description is de-
�ned that details the visual requirements, which can not be easily expressed
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in keyword-based search. This additional information was used to guide the
assessors in their judgements.

Topic Description

American �ag Picture of a cloth-made American �ag.

Big Ben clock tower View of the clock tower.

Arc de Triomphe Front view of the arc.

Clock Round mechanical clock.

Coke can Can of coke.

CN tower View of the skypod.

Dice Any view of a dice.

Ei�el tower Picture of the tower, taken from the base.

Engagement ring Upper view, containing a stone.

Guitar Body of a classical or electric guitar.

Soccer ball Picture of an o�cial-size soccer ball.

Statue of Liberty Top view of the Statue of liberty.

Apple logo Logo from Apple brand.

Rose Top view of a rose.

Parthenon Front facade.

Strawberry Picture where the skin of the fruit is clearly shown.

Daisy Top view of a daisy.

Moai At least one visible Moai statue.

Sun�ower Top view of a sun�ower.

Sushi roll Piece of a cut sushi roll.

Golden Gate bridge View of at least one of the main pillars.

McDonald logo Big �M� from the McDonald logo.

Taj Mahal Taj Mahal front facade.

Hot air balloon Fully in�ated hot air balloon without the basket.

Petronas Twin Towers View of both towers with the skybridge between

them.

Telephone booth Classic UK red telephone boxes.

Butter�y Picture containing the butter�y's wings.

Converse Converse sneakers.

Watermelon Watermelon showing the skin.

Table 3.1: List of topics.

In addition to the topic descriptions, a visual example for each topic is
presented, as depicted in Figure 3.4. Finally, for each topic, a set of 10 visual
annotations was created which are used to feed the content-based image
retrieval system with the visual examples. For example, see the annotations
shown in Figure 3.3.
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(1) CN tower. (2) Apple logo. (3) Arc de Triom-
phe.

(4) Ei�el tower. (5) Big Ben
clock.

(6) Guitar. (7) Petronas tow-
ers.

(8) Statue of lib-
erty.

(9) Taj Mahal. (10) Moai.

(11) American
�ag.

(12) Coke can. (13) Converse
sneakers.

(14) Brooklyn
bridge.

(15) Dice.

(16) Hot air bal-
loon.

(17) Engagement
ring.

(18) Golden Gate
bridge.

(19) Daisy. (20) McDonald
logo.

(21) Watermelon. (22) Parthenon. (23) Butter�y. (24) Rose. (25) Soccer ball.

(26) Clock. (27) Strawberry. (28) Sun�ower. (29) Sushi roll. (30) Telephone
booth.

Figure 3.4: Topic image examples.
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Systems For the experiment it is possible to di�erentiate �ve variants of
the system, which will be labeled as S1 to S5. Each system uses as input a
keyword-based query, and return a ranked list of image results.

S1: Text-based retrieval. The textual baseline for the experiment is based
on the vector space model for text retrieval. Using the textual annota-
tions (tags) of the images, the related images are retrieved for a given
keyword-based query by measuring the cosine-similarity between the
query and the image annotations.

S2: Content-based image retrieval using visual annotations. This system
uses the keyword-based query to select (at random) one of the ten
visual annotations that matches the query. Based on the extracted vi-
sual features that are within the bounding box of the visual annotation,
the related images are retrieved, as described in detail in Section 3.1.
Since the visual annotations are selected at random for each topic, it
was constructed 25 random runs. For each of these runs, the average
performance over the 25 repeated measurements in the results section
was reported.

S3: Aggregated ranking over the results of content-based image retrieval

using visual annotations. This system searches using all 10 visual an-
notations and apply rank aggregation over the 10 partial result lists
that are computed for each topic, as discussed in more detail in Sec-
tion 3.1. The top 25 results of the 10 partial rankings is used as input
for the aggregation step.

S4: Content-based image retrieval using visual annotations and a tag �lter.
The approach of this system is similar to system S2, with an additional
�lter over the image annotations, which requires that the tags matches
with all the query terms.

S5: Aggregated ranking over the results of content-based image retrieval

using visual annotations and a tag �lter. The approach of this sys-
tem is similar to system S3, with an additional �lter over the image
annotations, which requires that the tags matches with all the query
terms.

By comparing the results from these systems, it is possible to test each of
the hypotheses presented on Section 3.1. Comparing system S2 versus S3
(or S4 versus S5) allows for testing hypothesis H1, which states that the
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retrieval performance bene�ts from the rank aggregation over the partial
results obtained by the visual annotations. Likewise, the comparison of
S1 with S4 and S5 allows us to test hypothesis H2, which is focused on
improving the retrieval performance by combining visual and textual search.

Pooling and Assessments To evaluate the retrieval performance of the
systems, a blind review pooling method was implemented, as is commonly
used in TREC [51]. The topic pools are based on the top 25 results for each
topic retrieved by each of the systems. This typically represents the number
of images shown on a result page. Systems S2-5 were pooled by selecting
the top 25 results for each visual annotation, and then include a separate
run for each of the three features (Harris, Hessian, and combined). The
assessors were asked to judge the relevance of the results for a given topic
on a binary scale, and they were instructed to take the information provided
by the topic description into account. The assessment interface provided the
assessor with the image, title, tags and description.

Evaluation Measures In this experiment the main focus was on achiev-
ing a high precision at the top of the ranking and not so much on recall.
Therefore, the results section focuses on P@N, with N ranging from 1 to
25, which allows to investigate the quality of the ranking at early cut-o�.
An assumption is that giving the reader an idea of P@1-5 of the method
is relevant. The reason is that not always in Web search engines the user
is presented with a block of images, since it depends on the type of search
used (e.g. Flickr displays the results vertically, Yahoo! image search dis-
plays them block-like, and Google universal search combines text and image
results). For this reason, giving information about P@1-5 provides more
detailed insight in the behavior of the model. Furthermore, it is reported
the mean average precision (MAP) and binary preference (BPREF), which
is claimed to be more stable for incomplete judgements [6].

Results

Feature Selection Before addressing the main research questions, the
retrieval performance was analyzed when varying the feature selection. In
Section 3.1 two features were identi�ed, Harris a�ne (HAR) and Hessian
a�ne (HES), and a linear combination (COM) of the two features as the
feature space. The feature selection a�ects all systems that use the visual
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search (S2-5). Table 3.2 presents the performance of each of the four systems
with the di�erent features.

Systems S2 S3 S4 S5

Feature COM HAR HES COM HAR HES COM HAR HES COM HAR HES

MAP 0.05 0.04 0.04 0.11 0.10 0.10 0.20 0.18 0.19 0.24 0.23 0.24

BPREF 0.07 0.05 0.05 0.14 0.12 0.13 0.26 0.24 0.25 0.30 0.29 0.29
P@10 0.31 0.26 0.27 0.48 0.49 0.48 0.71 0.69 0.72 0.80 0.77 0.79

Table 3.2: Retrieval performance for di�erent features.

The values in bold indicate the best performing variant per system for each
of the three measures (MAP, BPREF, and P@10). Though the di�erences
are not signi�cant, the combined (COM) approach, where the two feature
spaces are concatenated, clearly is the preferred method according to all the
measures for each system. Therefore, the discussion of the results, will limit
to the combined variant.

Summary Statistics Table 3.3 presents the summary statistics of the
retrieval performance experiment for the �ve systems. Each of the systems
returned the top 25 results for the 30 topics, except system S4 and S5, where
the �ltering had a small impact on the number of results retrieved. Based
on all four measures presented in the table (i.e. MAP, BPREF, P@5, and
P@10 respectively), it can be concluded that S5, the system that is based
on aggregated ranking over the results of content-based image retrieval with
a tag �lter, clearly outperforms the other systems.

System S1 S2 S3 S4 S5

Number of Topics 30 30 30 30 30
Images Retrieved 750 750 750 742 748
Relevant 2187 2187 2187 2187 2187
Relevant Retrieved 393 149 301 494 562

MAP 0.12 0.05 0.12 0.20 0.24
BPREF 0.20 0.07 0.15 0.26 0.30
P@5 0.53 0.34 0.55 0.72 0.82
P@10 0.49 0.31 0.48 0.71 0.80

Table 3.3: Summary statistics.
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Precision at Early Cut-o�

Figure 3.5 plots the graphs for precision at various cut-o� points (P@N). The
graphs allow for a more detailed analysis of the systems and their ability
to rank relevant results near the top of the ranking. For S1, the tag-only
run, the performance slightly decays from 0.57 to 0.49. As expected, the
performance for S2, the system that uses content-based image retrieval with
visual annotations, is lower than for S1 and ranges from 0.36 to 0.20. The
results for system S3 show that the retrieval can be signi�cantly improved
by performing rank aggregation of the results obtained for S2. With the
precision ranging from 0.63 to 0.40, the precision is almost twice as high. In
fact, the relevancy of the top 5 results is even higher than for the tag-only
run.
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Figure 3.5: Precision at early cut o�; systems overview.

The system variants S4 and S5 combine visual search with a textual �lter.
As shown in the �gure, this leads to another signi�cant increase in retrieval
performance over the tag-only system S1 and the systems S2 and S3 that
only use the visual features. The results show that precision over the top
25 ranges from 0.74 to 0.66 for S4, and that for S5 the precision is always
higher than 0.75.

Therefore, it is concluded that in all cases rank aggregation over the re-
sult sets for content-based image retrieval with visual annotations leads to
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a signi�cant increase in retrieval performance as posed in hypothesis H1.
Furthermore, the combined visual and textual approach shows signi�cant
improvements over the tag-only system, therefore, hypothesis H2 can be
validated.

Topic Analysis

The �nal part of the evaluation, presents a topic analysis to detect whether
the observations of the previous two sections are caused by abnormalities
in the performance for a subset of the topics. Figure 3.6 provides a topic
histogram for the P@10. On the x-axis the P@10 ([0.0 -10.0]) is projected,
while the y-axis projects the number of topics with the same P@10 rounded
to one decimal precision.
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Figure 3.6: P@10: Precision after having seen the �rst ten results for system
S1.

For system S1 the average P@10 is 0.49, with a standard deviation of 0.24,
while the average P@10 for system S5 is 0.8 with a standard deviation of 0.19.
This indicates that there is a signi�cant and uniform increase in retrieval
performance for all topics.

Finally, Figure 3.8 plots the MAP in a histogram for each individual topic
per system, allowing a per-topic comparison. Based on the results, it is
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Figure 3.7: P@10: Precision after having seen the �rst ten results for system
S5.

possible to extract several observations. First of all, it reveals that S5 and
S4 are consistently better than S1. However, the performance on a num-
ber of topics is weaker when no textual information is present to limit the
search space. For example, this can be observed on the performance of
the topics: �butter�y�, and �watermelon� with systems S2 and S3. One ex-
planation is that those images (or visual annotations) contain many small
non-characteristic visual words, which can easily be mistaken.

A good example of the importance of combining visual and textual features
can be observed in topic �butter�y� (see Figure 3.9). Using visual features
gives poor results, which can be due to multiple salient regions in the images,
and the diversity of di�erent butter�ies. When combining visual and textual
information is possible to distinguish the images that actually represent a
butter�y, obtaining higher MAP.

Summary

This section studied the problem of keyword based image retrieval on a
diverse image collection, such as typically found in on-line photo sharing
services. The available human annotations allow for existing text retrieval
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Figure 3.9: MAP of the di�erent systems, for the topic �Butter�y�. It can be
observed how only using visual features (S2 and S3) give poor performance,
but combining with text gives a boost in precision (�di��).

models to work on such large corpora, but due to the sparsity of the infor-
mation provided with the photos these models are not optimal.

Central in the research was the question: �How can we deploy the visual
annotations, also known as notes in Flickr, to enhance the retrieval per-
formance?�. In more detail, the use of rank aggregation was proposed to
combine the result sets of a content-based image retrieval system that uses
the visual annotations to retrieve similar images. The results of the retrieval
performance experiment clearly showed that the quality of the results signif-
icantly improves when applying the rank aggregation on the results obtained
with the content-based image retrieval system. Moreover, the results of the
aggregated visual search show a marginal improvement when compared with
the tags-only run.

When extending the visual search with a textual �lter on the tags it is
possible to further limit our search space, and show another signi�cant boost
in retrieval performance in terms of precision.
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3.2 Aggregation

Section 3.1 presents a methodology to make use of user generated content on
an image retrieval system to improve retrieval performance. This is achieved
by using visual annotations to select a list of images that visually match the
query and then aggregate these partial lists to obtain a �nal ranked list.

This problem is known as the rank aggregation problem [17] where individu-
ally ranked lists from multiple sources need to be combined into a �nal rank
to obtain a consensus ordering.

In this section di�erent aggregation methods for image object retrieval will
be analyzed. Aggregation can be seen as a pre-retrieval or post-retrieval pro-
cess, were the di�erence lies in when the visual words of the annotations are
taken in consideration. Post-retrieval refers to using the visual annotations
to retrieve a set of partial lists, and after the retrieval step, �nd a suitable
form of aggregating the partial results, which is known as rank aggregation.
Pre-retrieval uses the fact that each annotation represents a set of visual
words, so the challenge is to �nd a proper way to combine the di�erent vi-
sual words of the annotations and obtain a single representation that can be
used to retrieve the images. This procedure can be seen as building visual
concept models for the di�erent topics.

Rank Aggregation

Rank aggregation can be found in many situations. It was �rst studied
in social choice and voting theory applied to political elections [45]. Now
it has also been applied to document �ltering, document classi�cation and
clustering, web spam detection, meta-search, and similarity search.

The rank aggregation problem can be modeled as a voting mechanism, were
the candidates correspond to the collection of images to be sorted and the
voters correspond to each visual annotation. Each voter will generate a
ranked list of the top-k images and the main goal is to �nd a �nal ranking
that combines the top-k lists in an e�cient and consensus way.

There are di�erent methods to combine the ordered lists which can be clas-
si�ed into two groups: (a) using the ordinal rank assigned to a candidate in
the ordered list or (b) using the score assigned to each candidate.
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Borda Count

The Borda count method is a positional method that uses the order of the
candidates to assign points to them, and a �nal list of ranking candidates
must be obtained.

For this, every voter assigns points to each of the candidates, based on the
position in their ranked list. The �rst element in the list is assigned with k
points, the second element is given (k − 1) points, until the last element is
assigned 1 point. To obtain the �nal list of results, all the candidates are
sorted by their total number of points.

Given a universe U of candidates, in this case the complete collections of
images numbered as i = 1, 2, . . . , n, the di�erent voters submit the partial
top-k lists t1, t2, . . . , t` where ` is the number of voters and |ti| ≤ |U |.

Each candidate c ∈ U and each element on the list ti is assigned a score.

Bi(c) = # of candidates ranked below c ∈ ti

And the total Borda count score:

B(c) =
n∑
i=1

Bi(c)

Markov Chains

The use of Markov chains was �rst introduced by Dwork et al. [17] they
propose the use of Markov chains to obtain an aggregated list of results.

As also stated in their work, the simpli�cations in time to obtain the sta-
tionary probability distribution will be used. They proposed four di�erent
Markov chains.

General method to obtain an initial aggregation from the partial lists using
Markov chains.

The states in the chain will be the n candidates, the transition probabilities
will depend on the partial lists. This approach allows to handle partial lists.
Because its compares all the n candidates between them.
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Four Markov chains are proposed in [17]. For each Markov Chain a transition
matrix must be built.

MC1: If the current state is the candidate P then the following state will
be chosen uniformly from the set of all candidates that are ranked higher or
equal than P in any list that also contains P.

The transition probability for MC1 can be written as:

P = diag(
1∑n

j=1 q1j
, . . . ,

1∑n
j=1 qnj

)Q (3.1)

Where:

Q = (qij)n×n =
1

`

l∑
k=1

Qk

Qk = (q
(k)
ij )n×n

q
(k)
ij =

{
1 if j >tk i or j = i
0 otherwise

Where j >tk i indicates that the element j is located below the element i in
the list tk

MC2: If the current state is P, the following state Q will be chosen by
selecting uniformly a list t from all partial lists t1, t2, . . . , t` than contains
P. Then, the candidate Q is selected randomly from the set of candidates
ranked higher or equal than P.

P =
1

`

∑̀
k=1

Pk

p
(k)
ij =

{
1
m if j >tk i or j = i
0 otherwise

MC3: If the current state is P, the next state will be picked by uniformly
selecting a list t from the set of lists t1, t2, . . . , t` that contains P. Then
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uniformly choose a candidate Q that is contained in t. If t(Q) < t(P ) the
next state will be Q else stay in P.

p
(k)
ij =


1
n if j >tk i
n−m
n if j = i and m = #{j|j >tk i}

0 otherwise

MC4: If the current state is P, the next state will be picked by uniformly
select a candidate Q from the union of all candidates from all the lists. If
t(Q) < t(P ) for the majority of the lists that contains P and Q, then the
next stage will be Q else stay in P.

Q = (qij)n×n =
1

`

∑̀
k=1

Qk

with:

q
(k)
ij =

{
1 if j >tk i
0 otherwise

and:

p
(k)
ij =


1
n if qij >

1
2

n−m
n if j = i and m = #{j|qij > 1

2}
0 otherwise

Comparison

To compare the retrieval performance of each of the aggregation methods
presented, an experiment was conducted using the results obtained in Sec-
tion 3. Since system S5, which combines visual information with the textual
tag information, outperformed the other retrieval system, it was used as in-
put for the partial lists to be aggregated. Then, all set of lists were combined
using the aggregation methods described in this section.

Table 3.4 presents a summary of the results obtained using each of the
aggregation algorithms. Figure 3.10 shows a comparison of the precision at
di�erent document cut-o�.

By analyzing the results obtained, it can be observed that Borda aggrega-
tion outperforms the results obtained with Markov chains. These results
di�er from the results presented by Dwork et al. [17], but there are some
considerations that explain the di�erences in the problem de�nition.
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Measure Aggregation
MC1 MC2 MC3 MC4 Borda

Number of Topics 30 30 30 30 30
Images Retrieved 748 748 748 748 748
Relevant Images 2187 2187 2187 2187 2187
Relevant Retrieved 515 515 492 472 563
MAP 0.2105 0.2088 0.1975 0.1785 0.2439
P@1 0.6667 0.6667 0.6000 0.6000 0.7667
P@2 0.7000 0.6833 0.6667 0.6000 0.7833
P@3 0.7111 0.7000 0.6889 0.6000 0.8000
P@4 0.7417 0.6917 0.6917 0.6333 0.8083
P@5 0.7267 0.7000 0.6867 0.6400 0.8267
P@10 0.7267 0.7033 0.6900 0.6300 0.8033
P@15 0.7089 0.6956 0.6711 0.6556 0.7800
P@20 0.6983 0.6867 0.6667 0.6383 0.7750
P@25 0.6867 0.6400 0.6560 0.6293 0.7507

Avg. Induced Footrule 106.39 106.69 98.87 117.56 114.92

Table 3.4: Summary statistics.

First of all, Dwork et al. [17] work uses partial lists obtained from di�erent
sources, which most probably have di�erent indexes, that might generate
disjoint result lists. In the present work, all the partial lists are obtained
from the same collection, hence it is unlikely to have disjoint result lists.
Another consideration is the metric used to determine the �quality� of the
aggregated result list. Dwork et al. [17] work is based on Footrule measure,
which represents the distance between two lists. In the present work is more
important to compare using the precision at document cut-o�.

These two issues are tightly related. Since in Dwork et al. [17] work the
partial lists are obtained from di�erent sources, and there is no concept of
assessing the quality of each source, each list is considered equally impor-
tant. Hence, the �ideal� aggregated result list should combine the lists, by
minimizing the distance to each of the partial list. For this reason, using the
Footrule distance to compute the �quality� of the aggregated list, is a good
solution.

On the other hand, in the present work all the partial lists are obtained from
the same collection and it exists a relevance assessment of the collection, so
the measure of the �quality� of the aggregated list should consider preci-
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Figure 3.10: Precision at early cut o� for Borda and Markov Chain Aggre-
gation.

sion at early document cut-o�. This measure can lead to discarding some,
or most, of the results of some of the partial lists without degrading, and
actually improving, the retrieval performance of the aggregation algorithm.

Visual Concept Models

For every topic there is a set of visual annotations used to describe the
visual characteristics of the topic. Furthermore, when using the bag-of-

visual-words approach, each annotation can be represented as a weighted set
of visual words. By using the analogy with text retrieval, each annotation is
equivalent to a �query�, and each visual-word corresponds to a �query term�.

Instead of using each �query� to obtain a ranked partial list and then merging
these lists into the �nal result (as seen on previous section), the idea is to
create a visual concept model that will be used to query once the document
collection. This approach allows to improve the performance, in terms of
speed, by reducing the number of queries required to build the �nal result.
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The problem that arises is how to create this arti�cial query, based on the
original set of queries, in such a way that retrieval performance, in terms of
precision, leverages the performance, in terms of speed.

Using the distribution of the visual words, this section presents three di�er-
ent approaches for the pre-aggregation step: Sum, Max, and Min.

Sum The idea is to create a synthetic image by aggregating the visual
words of the sample images, were the weight of each resulting visual word
is the sum of the weights from all the sample images. A description of the
algorithm is presented in Algorithm 3.11. Finally, the average precision at
di�erent document cut-o� is compared.

1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: ~vt ← ~0
5:

6: St ← {set of sample images for topic t}
7: for si ∈ St do
8: Ci ← {set of classes (with weights) of image si}
9: for [c, w] ∈ Ci do
10: // c ≡ class name
11: // w ≡ weight of class
12: ~vt[c]← ~vt[c] + w

13:

14: v̄t ← ~vt
|~vt|

15: σt ← rank(I, v̄t)

16:

17: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
18: trec_eval(Σ)

Figure 3.11: Algorithm: Pre-aggregation using sum.

Max The steps are similar to the �sum�, with the only di�erence being how
to build the set of visual words. In this case, when iterating over the classes
of the image, the algorithm also considers the number of visual words in each
image. Then, for each class, it picks the weight from the image that had
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more visual words of that class (see Algorithm 3.12). Finally, the average
precision at di�erent document cut-o� is compared.

1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: ~vt ← ~0
5: ~nt ← ~0
6:

7: St ← {set of sample images for topic t}
8: for si ∈ St do
9: Ci ← {set of classes (with weight and # of visual words) of

image si}
10: for [c, w,m ≡ {number of visual words of class c}] ∈ Ci do
11: // c ≡ class name
12: // w ≡ weight of class
13: // m ≡ number of visual words
14: if m > ~nt[c] then
15: ~nt[c]← m
16: ~vt[c]← w

17:

18: v̄t ← ~vt
|~vt|

19: σt ← rank(I, v̄t)

20:

21: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
22: trec_eval(Σ)

Figure 3.12: Algorithm: Pre-aggregation using max.

Min The steps are similar to the �max�, except that now the algorithm
picks the weight from the image that had less occurrences of that class (see
Algorithm 3.13). Finally, the average precision at di�erent document cut-o�
is compared.

Summary

This section covered di�erent forms of aggregating (rank aggregation and
post-retrieval aggregation) the visual annotations for a given topic, to ob-
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1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: ~vt ← ~0
5: ~nt ← ~0
6:

7: St ← {set of sample images for topic t}
8: for si ∈ St do
9: Ci ← {set of classes (with weight and # of visual words) of

image si}
10: for [c, w,m ≡ {number of visual words of class c}] ∈ Ci do
11: // c ≡ class name
12: // w ≡ weight of class
13: // m ≡ number of visual words
14: if m <= ~nt[c] or ~nt = 0 then
15: ~nt[c]← m
16: ~vt[c]← w

17:

18: v̄t ← ~vt
|~vt|

19: σt ← rank(I, v̄t)

20:

21: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
22: trec_eval(Σ)

Figure 3.13: Algorithm: Pre-aggregation using min.

Aggregation Sum Max Min S5

Number of Topics 30 30 30 30
Images Retrieved 748 748 748 748
Relevant 2187 2187 2187 2187
Relevant Retrieved 562 552 508 562

MAP 0.2474 0.2397 0.2156 0.2400
P@5 0.8200 0.8000 0.8067 0.8200
P@10 0.8233 0.7900 0.7533 0.8033

Table 3.5: Summary statistics, comparing the di�erent pre-aggregation
strategies with S5.
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Figure 3.14: Precision at early cut o�; Pre-aggregation combined.

tain a ranked list of results. Rank aggregation is a well known methodology
that is being used in Web meta-searching to obtain a ranked list of results,
from multiple sources. Compared the retrieval performance of using Markov
chains, introduced by Dwork et al. [17], versus the previous results obtained
using Borda count. In these experiments, Borda outperforms Markov chains,
which contradicts Dwork et al. [17] results, but considering the di�erences
between the collections used, the results are consistent. Finally, by exploit-
ing the fact that annotations are a set of visual words, a new query has been
formulated by pre-aggregating them. Three di�erent mechanisms to pre-
aggregate the results were compared with the ones obtained by combining
visual and textual features (system S5), and the performance of doing this
pre-retrieval aggregation is promising.

3.3 Annotation Selection

This section will propose and experiment with di�erent annotation selection
approaches to determine the best way to select the visual annotations that
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help improve the retrieval of images. It will be presented and analyzed four
approaches for �ltering the results:

1. Compare every partial result list obtained from each sample anno-
tation with the aggregated list, and compute the Induced Footrule
distance between them.

2. Compute Mean Reciprocal Rank of every partial result. The main
idea is that voters that agree with the rest of the voters will be given
a bigger weight, while voters that tend to disagree with the rest will
be given a smaller weight.

3. Instead of using the ranking position of the result images, use the
similarity score between the images in the result list.

4. Optimal number of annotations used.

Induced Spearman Footrules

The Spearman Footrule distance permits to compute the similarity of two
ranked lists, based on comparing the position of the elements in each list.
Given two ranked lists, σ1 and σ2, the Footrule distance F (σ1, σ2) can be
de�ned as:

F (σ1, σ2) =

n∑
i=0

|σ1(i)− σ2(i)|

where, σ(i) is the rank position of image i.

Furthermore, this distance can be extended to compute the similarity be-
tween a top-k ranked list, and the top-k aggregated list of results, as pre-
sented in [17]. They introduce the induced Spearman Footrule to compute
the similarity, by �rst projecting the results list to only contain the elements
in the aggregated list. Hence, given a ranked list σ and the aggregated list
σagg, the Induced Spearman Footrule, can be de�ned as:

Find(σ, σagg) =

n∑
i=0

|σ̃(i)− σagg(i)|



3.3. annotation selection 49

where σ̃ is a sublist of σ containing only the elements in σagg, and preserving
the original order.

By using only a projection of the list over the aggregated list, it allows to
favor the similar elements in the top of the rank, hence allowing to �lter out
the lists that di�er most from the aggregated one. This process of �ltering
is described in Algorithm 3.15.

1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: St ← {set of sample images for topic t}
5: for si ∈ St do
6: σi ← rank(I, si)

7: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
8:

9: σagg ← borda_aggregation(Σ)
10:

11: for σi ∈ Σ do
12: σ̃i ← projection(σi, σagg)

13: F̃i ← spearman(σ̃i, σagg) ≡
∑k

j=0 |σ̃i(j)− σagg(j)|
14:

15: F̃ ← {list of induced footrules} ≡ {F̃0, F̃1, . . . , F̃n}
16: for F̃i ∈ F̃ do

17: δi ← percentage_di�erence(F̃i, F̃ ) ≡ F̃i−min(F̃ )

min(F̃ )

18:

19: Υ← {set of thresholds} ≡ {0.10, 0.25, 0.50, . . .}
20: for εi ∈ Υ do
21: Σε ← �lter(Σ, δi, εi)
22: compute_performance(Σε)

Figure 3.15: Algorithm: Calculate Induced Spearman Footrule.
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To analyze the retrieval performance of doing annotation selection using
induced Footrules, the rank algorithm S5 is used as presented in Section 3.1,
since it outperformed the other rank algorithms. Figure 3.16 presents the
resulting precision at early cuto� by comparing di�erent thresholds used to
select the annotations being used. Table 3.6 shows the detailed data for
di�erent thresholds.
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Figure 3.16: Precision at early cut o�; Annotation selection using induced
Footrules.

From the data presented in Table 3.6, one can observe that for early doc-
ument cuto�s (e.g., P@1 to P@5) the best retrieval performance can be
obtained by using only the sample annotations whose percentual di�erence
is small (less than 10%).

Reciprocal Rank

Reciprocal rank of a ranked list is the inverse of the �rst occurrence of a
�correct� answer. In the context of image retrieval using visual annotation
samples, a �correct� answer can be considered the occurrence of one of the
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Measure Induced Footrule �ltering
10% 25% 50% 75% 100% Borda

Number of Topics 30 30 30 30 30 30
Images Retrieved 722 722 722 730 732 748
Relevant Images 2187 2187 2187 2187 2187 2187
Relevant Retrieved 503 513 533 543 545 563

MAP 0.2078 0.2112 0.2244 0.2278 0.2278 0.2439
P@1 0.8333 0.7667 0.8000 0.7667 0.7333 0.7667
P@2 0.8333 0.8000 0.8000 0.8000 0.7833 0.7833
P@3 0.8333 0.8000 0.8222 0.8000 0.8000 0.8000
P@4 0.8333 0.8083 0.8083 0.7917 0.7917 0.8083
P@5 0.8267 0.8000 0.8067 0.8133 0.8133 0.8267
P@10 0.7667 0.7600 0.7900 0.7933 0.7933 0.8033
P@15 0.7356 0.7222 0.7511 0.7644 0.7644 0.7800
P@20 0.6967 0.7017 0.7400 0.7550 0.7567 0.7750
P@25 0.6707 0.6840 0.7107 0.7240 0.7267 0.7507

Table 3.6: Summary statistics, Induced Footrule �ltering.

other sample images. So, given a set S of sample images, and a ranked list
σ, the reciprocal rank can be de�ned as:

ρ(σ, S) =

{ 1
minindex(σ, S) if σ contains an element of S

0 otherwise

where minindex(σ, S) returns the position (index) of the �rst occurrence of
an element of S in the list σ.

By assigning the reciprocal rank as a quality score to each ranked list, is
possible to exclude the annotations that returned lists with low score, since
this can indicate that the list is not representative of the other samples.
Algorithm 3.17 describes the procedure to test di�erent combinations of
partial lists.

Similar to the experiment using the induced Footrule distance, to analyze
the retrieval performance of this algorithm, the results of rank algorithm S5
have been used as presented on Section 3.1. The results are presented on
Figure 3.18 and the Table 3.7.

From these results, is possible to observe that �ltering at higher values of ρ
(ρ ≥ 1

10 ) produces better results than using Borda aggregation.
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1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: St ← {set of sample images for topic t}
5: for si ∈ St do
6: σi ← rank(I, si)
7: ρi ← reciprocal_rank(σi, St) ≡ 1

min_index(σi,St)

8:

9: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
10:

11: Υ← {set of thresholds} ≡ {1, 1/2, 1/5, . . .}
12: for εi ∈ Υ do
13: Σε ← �lter(Σ, ρi, εi)
14: compute_performance(Σε)

Figure 3.17: Algorithm: Compute Reciprocal Rank.
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Figure 3.18: Precision at early cut o�; Annotation selection using reciprocal
rank.
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Measure Reciprocal rank �ltering
1 1/2 1/5 1/10 1/15 Borda

Number of Topics 30 30 30 30 30 30
Images Retrieved 504 627 676 748 748 748
Relevant Images 2187 2187 2187 2187 2187 2187
Relevant Retrieved 376 462 513 565 566 563

MAP 0.1669 0.2020 0.2265 0.2456 0.2467 0.2439
P@1 0.6333 0.7667 0.7333 0.8000 0.8000 0.7667
P@2 0.6167 0.7333 0.7500 0.8000 0.8000 0.7833
P@3 0.5889 0.6889 0.7556 0.8444 0.8111 0.8000
P@4 0.5667 0.6500 0.7417 0.8583 0.8083 0.8083
P@5 0.5733 0.6667 0.7467 0.8333 0.8200 0.8267
P@10 0.5667 0.6700 0.7467 0.7967 0.8233 0.8033
P@15 0.5533 0.6600 0.7156 0.7867 0.7867 0.7800
P@20 0.5250 0.6417 0.7067 0.7767 0.7767 0.7750
P@25 0.5013 0.6160 0.6840 0.7533 0.7547 0.7507

Table 3.7: Summary statistics, Reciprocal rank �ltering.

Score Rank

The idea of classifying each partial list of results based on the sample images
contained in each list can be extended to consider the actual similarity value,
instead of the position. In this case, the similarity score is used, which was
obtained when computing the cosine similarity between the images. So,
given a partial list σ, and a set S of sample images, the �score rank� can be
de�ned as:

π(σ, S) =

{
maxscore(σ, S) if σ contains an element of S
0 otherwise

wheremaxscore(σ, S) returns the maximum score of the images from S that
are contained in the list σ.

By computing the score rank for each partial list, it is possible to �lter, by
using di�erent thresholds, the lists that have a low score rank. The idea
behind this approach is that lists where the most similar �correct� image is
not too similar to the sample annotation, then the list is not representative
of the concept behind the query. Algorithm 3.19 describes the procedure
used to �lter based on the score rank.
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1: I ← {set of images}
2: T ← {set of topics}
3: for t ∈ T do
4: St ← {set of sample images for topic t}
5: for si ∈ St do
6: σi ← rank(I, si)
7: πi ← max_score(σi, St)

8:

9: Σ← {list of rankings} ≡ {σ0, σ1, . . . , σn}
10:

11: Π← {list of max_scores} ≡ {π0, π1, . . . , πn}
12: for πi ∈ Π do
13: δi ← inverse_percentage_di�erence(πi, Π) ≡ max(Π)−πi

max(Π)

14: Υ← {set of thresholds} ≡ {10%, 25%, 50%, . . .}
15: for εi ∈ Υ do
16: Σε ← �lter(Σ, πi, εi)
17: compute_performance(Σε)

Figure 3.19: Algorithm: Compute Score Rank.

Figure 3.20 and Table 3.8 show the results obtained when applying this
method over the results from S5. The results using score rank �ltering do not
show a clear distinction when to exclude annotations from the aggregated
result list. The retrieval performance does not follow a clear pattern allowing
to characterize di�erent behaviors.

Annotation Count

The goal is to investigate how many annotations are needed to get a good
stable performance in terms of precision. It has been already shown that
using multiple annotations is a good idea, but how many annotations are
necessary?

Figure 3.21, based on the data in Table 3.9, shows how performance, in terms
of precision at 5, is a�ected in relation to the number of visual annotations.
When only one example is used, there is a large variance in the precision. On
the other hand, increasing the number of annotations, reduces the variance
and at the same time improves the performance.
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Figure 3.20: Precision at early cut o�; Annotation selection using score rank.

Measure Score rank �ltering
10% 25% 50% 75% 100% Borda

Number of Topics 30 30 30 30 30 30
Images Retrieved 748 748 748 748 748 748
Relevant Images 2187 2187 2187 2187 2187 2187
Relevant Retrieved 528 538 547 551 566 563

MAP 0.2191 0.2259 0.2407 0.2416 0.2450 0.2439
P@1 0.8333 0.8000 0.8333 0.8667 0.7667 0.7667
P@2 0.8167 0.8500 0.8500 0.8167 0.8000 0.7833
P@3 0.7778 0.8000 0.8333 0.7778 0.8111 0.8000
P@4 0.7583 0.7917 0.8500 0.8333 0.8250 0.8083
P@5 0.7667 0.7667 0.8400 0.8333 0.8467 0.8267
P@10 0.7367 0.7567 0.8067 0.8033 0.8067 0.8033
P@15 0.7289 0.7378 0.7733 0.7778 0.7756 0.7800
P@20 0.7167 0.7350 0.7600 0.7617 0.7700 0.7750
P@25 0.7040 0.7173 0.7293 0.7347 0.7547 0.7507

Table 3.8: Summary statistics, Score rank �ltering.
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From the data on Table 3.9, shows that precision becomes more stable when
more than 5 annotations are used (for small P@ is even optimal). This
shows that small number of annotations (3 to 5) makes it possible to have
a stabilized precision. On the other hand the variability is larger as shown
in Figure 3.22.
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Figure 3.21: Annotation count, precision at 5.

Notes P@1 P@3 P@5 P@10 P@25

1 0.7567 0.6978 0.7033 0.6930 0.6393
2 0.7667 0.7878 0.7707 0.7357 0.6845
3 0.7867 0.8011 0.7880 0.7583 0.6893
4 0.7433 0.7889 0.7827 0.7677 0.7039
5 0.8167 0.8156 0.8013 0.7780 0.7228
6 0.8000 0.8000 0.8053 0.7930 0.7229
7 0.7900 0.8133 0.8060 0.7950 0.7352
8 0.7800 0.8155 0.8040 0.7970 0.7405
9 0.7867 0.8133 0.8160 0.7977 0.7469
10 0.7667 0.8111 0.8267 0.8067 0.7547

Table 3.9: Annotation count, average precision at 1, 3, 5, 10 and 25.
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Figure 3.22: Average precision at 1, 3, 5, 10, and 25 for di�erent number of
visual annotations.

Summary

Previous sections have shown that using annotations help improve retrieval
performance of an image retrieval system. An interesting question is to
determine the number of annotations required to obtain good results. This
section presented three di�erent approaches: (a) use the distance between
the ranked list and the lists obtained by each annotation to detect outliers;
(b) use mean reciprocal rank, based on the intuition that if a result list
contains other annotations, then they refer to the same object; and (c) using
tf-idf scoring as a quality measure of the list.

Finally, a graph showing how precision at 5-document cut-o� (P@5) varies
as the number of annotations used changes. An important contribution in
this section is not necessarily the number of annotations required, but the
fact that for a collection of 12K images using 5 annotations makes it possible
to have a stabilized precision. This leads to the intuition that for a large
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collection of images it will not be necessary to have too many annotations.

3.4 Discussion

Section 3.1 describes an image object retrieval using visual annotations.
A signi�cant improvement on precision can be achieved by (a) combining
text and visual information, and (b) by using multiple visual annotations in
combination with rank aggregation.

In Section 3.2, di�erent methods for aggregating annotations are studied.
The results obtained show that, for our dataset, Borda count outperforms
Markov chains, which have been widely used in Web meta-search. Also
a pre-retrieval aggregation approach is introduced by combining the visual
words of the annotations into a single signature. This approach gives a
slightly better performance, in terms of precision, than Borda count, and
more e�cient, in terms of computation time.

Finally, in Section 3.3, the number of annotations required is analyzed by
comparing di�erent methods for annotation selection. The most important
conclusion in this section is that the number of annotations required for
reaching a stable precision is not big, which can give the intuition that for
larger collections it won't be necessary to have a large number of annotations
for object retrieval.



Chapter 4

Large Scale

Image Processing

The previous Chapter 3 has proved that including visual information in
the image retrieval process improves the quality of the results in terms of
precision. But computing visual features is an expensive process especially
when the collection grows large. Therefore Web image retrieval system do
not include the computations of expensive visual features.

This is why a media extractor has been designed that can easily extract
visual features and textual information to obtain a multi-modal system in a
parallel fashion.

This chapter contains a description of the methodologies proposed to process
a large scale image collection in an e�cient manner using parallel computa-
tion as well as a description on how to build an image retrieval system in an
e�cient and scalable way. The media pipeline to process image features, as
described in this chapter, is used in the applications presented in Chapters 5
and 6.

4.1 Media Extractor

The need to process a large collection of images has lead to the implementa-
tion of a media pipeline. This pipeline is used to process a set of images and

59
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extract their main characteristics and features in a distributed way using
the MapReduce paradigm.

Even though the computation required to process an image might not be a
complex process, processing large amounts of data requires a huge amount of
processing time, unless the job can be performed in a parallel and distributed
fashion. A solution for this problem is to use the MapReduce paradigm
presented in [15]. This programming model allows programmers to per-
form computations on a parallel fashion hiding the details of parallelization,
fault-tolerance, data distribution, and load balancing. MapReduce o�ers a
solution to handle and process large scale collections (which are the scope
of the applications in Chapters 5 and 6) in an scalable manner.

MapReduce

The main steps in the MapReduce model are: (a) input partitioning; (b)
Map function; (c) data sorting; (d) Reduce function; (e) output writing.
The �rst step splits the input data into independent blocks, which are sent
to each of the nodes in the cluster. Then, each node executes the Map
function over each line of the input data, generating a set of < key, value >
paired data. Afterwards, the data is sorted, based on the key, grouping all
the values that share the same key. Then, each group of values are sent to
di�erent nodes to perform the Reduce function, which generates a �nal set
of < key, value > data. Finally, the output is written to the �le system.

In this model, the user only needs to implement the two functions (Map and
Reduce), which can be described as:

• Map: (k1, v1)→ {(k2, v2)}
The Map function receives as input a pair (k1, v1) and returns a set of
one or more intermediate pair values {(k2, v2)}.

• Reduce: (k2, {v2})→ {v3}
Then the Reduce function receives as input all the values correspond-
ing to one of the keys generated by the Map function, and returns a
set of values.

The Apache Hadoop [23] project is an open source project for scalable,
distributed computing that holds several sub-projects. The main subproject
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is Hadoop-MapReduce which consists on a MapReduce implementation for
easily writing applications under this paradigm.

Hadoop provides its own �le system (Hadoop Distributed File System -
HDFS), which stores the data in a cluster of data nodes and provides relia-
bility through data replication. One of the main characteristics of HDFS is
its rack-awareness, allowing to reduce network tra�c by taking into consid-
eration the geographic location of servers. The MapReduce framework uses
this information to prioritize assigning data processing tasks to the nodes
that contain the data.

To execute a MapReduce task, the user needs to specify the input/output
locations (in HDFS), the Map/Reduce functions, and other job parameters
(e.g. number of nodes), de�ning the job con�guration. The Hadoop job
client submits the job and con�guration to the job tracker, which manages
the queue of all running jobs. Finally, it distributes the job over the cluster
of nodes.

Pipeline Implementation

The MapReducer job was implemented in Python using the Hadoop Stream-
ing utility which is included in the Hadoop-MapReduce software framework.
This utility allows to create and run jobs using any executable as a mapper
or reducer.

Figure 4.1 shows an outline of the pipeline used to extract features from
a set of images. First, the system receives as input a list of Flickr image
identi�ers which are used to download the corresponding image to further
process it. For every image, the pipeline extracts a set of local and global
features.

Local Feature Extraction In Chapter 3 local features are introduced
as a suitable feature for image object retrieval and also for the capability
of building fast retrieval systems based on these features using the bag of
visual words approach. The local features used are:

Harris-Laplace A�ne Regions A�ne viewpoint covariant region detec-
tor. It computes the Harris interest point that corresponds to regions
where the gradients are larger in two directions, which is the case for
corners structures. The computation of the Harris interest points is
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Figure 4.1: Outline of pipeline feature extraction process.

over a multi-scale representation, and then it selects the points where
the Laplacian is maximal over scale. As a result, it obtains a set of dis-
tinctive points which are invariant to scale, rotation, and translation,
and is also robust to illumination changes. For each point an a�ne
region is computed by maximizing the intensity gradient isotropy over
an elliptical region. These regions are described using a SIFT of 128
dimension.

Hessian Laplace/A�ne Regions The Hessian a�ne regions are similar
to Harris Laplace/A�ne regions, but in this case it computes regions
based on the Hessian detector, which detects blob structures. The
�nal region is obtained in the same way as the Harris Laplace/A�ne
regions. These regions are described using a SIFT of 128 dimension.

Global Feature Extraction Global features are faster to extract than
local ones and can be used for speci�c image processing purposes. In a �rst
implementation of the media pipeline, 7 global features have been included.
These features represents the texture, color and edges in a image. They are
standard image descriptors that are included in MPEG-7.

Color Histogram. A color histogram describes the global color distri-
bution in an image. To compute the color histogram, we de�ne a
discretization of the RGB color space into 64 color bins. Each bin
contains the number of pixels in the image that belong to that color
range. Two color histograms are matched using the Bhatta Charrya
Distance [3].
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Color Layout. Color layout is a resolution invariant compact descriptor of
colors used for high-speed image retrieval [44]. Color layout captures
the spatial distribution of the representative colors in an image. The
image is divided into 64 blocks. For each block a representative color is
obtained using the average of the pixel colors. Every color component
(Y CbCr) is transformed by a 8×8 DCT (discrete cosine transforma-
tion) obtaining a set of 64 coe�cients, which are zigzag-scanned and
the �rst coe�cients are nonlinearly quantized.

Scalable Color. Scalable color can be interpreted as a Haar-transform
applied to a color histogram in the HSV color space [44]. First, the
histogram (256 bins) values are extracted, normalized and nonlinearly
mapped to a 4-bit integer representation. Afterwards, the Haar trans-
form is applied across the histograms bins to obtain a smaller descrip-
tor allowing a more scalable representation. Two feature vectors are
matched using a standard L1−norm.

CEDD. The color and edge directivity descriptor (CEDD) incorporates
both color and texture features in a histogram [9]. It is limited to
54 bytes per image making this descriptor suitable for large image
databases. First, the image is split in a preset number of blocks; a
color histogram is computed over the HSV color space. Several rules
are applied to obtain for every block a 24-bins histogram (representing
di�erent colors). Then 5 �lters are used to extract the texture infor-
mation related to the edges presented in the image and classi�ed in
vertical, horizontal, 45-degree diagonal, 135-degree diagonal and non-
directional edges. Two descriptors are matched using the Tanimoto
coe�cient.

Edge Histogram. The edge histogram represents a local edge distribution
of the image [44]. First, the image is divided in a 4x4 grid. Edge
detection is performed to each block and the edges are grouped into 5
types: vertical, horizontal, 45 degrees diagonal, 135 degrees diagonal
and non directional edges. The feature therefore consists of 16×5 = 80
coe�cients. For matching two feature vectors the standard L1− norm
is used.

Tamura Tamura et al. [50] identi�ed properties of the images that play an
important role to describe textures based on human visual perception.
They de�ned six textural features (coarseness, contrast, directionality,
line-likeness, regularity and roughness). We used 3 Tamura features
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to build a texture histogram: coarseness, contrast and directionality.
The Tamura features are matched using the standard L2−norm.

Process Outline The main goal of the media pipeline is to receive
images and output image features. Input images can be received in a variety
of ways: URL, �ickr ids, binary �les, uncompressed streams, video �les,
etc. The media pipeline is responsible to receive this variety of formats
and produce a common image format (jpg �les) that is easily recognized
by the feature extractors. Once the intermediate format is produced, the
pipeline distributes the image among the extractors and collects the results.
At the end of the process, the pipeline produces image features from the
heterogeneous collection of images.

For example, in one of the applications developed, the pipeline received a
list of �ickrids (every image in Flickr has a public unique identi�er) and the
correspondent URL for the medium size image on Flickr. Every line of the
input corresponds to a < key, values > pair < flickrid, URLimage >,
and each pair is processed by the mapper.

In this case, the �rst step is to download the image using the given URL. If
the image is not available, then an exception is raised and a < key, value >
pair is generated indicating that the image was not found. If the image
is available, it is downloaded and the feature extraction process starts.
First, the local features are extracted. For each image, a set of tempo-
rary < key, value > pairs are generated, where the key is the name of the
feature (Harris or Hessian) and the value corresponds to the SIFT descrip-
tor of the regions obtained for every feature: < featurename, f lickrid +
SIFTdescriptors >. Then, for each image, the global features are extracted
and a < key, value > pair is obtained using as value the histogram of the
feature: < featurename, f lickrid+Histogramdescriptor >.

Finally, the images are encoded using base64 encoding to be saved as text
in such a way that the images can be available for further analysis or vi-
sualization. The < key, value > pair generated in this step corresponds to
< image, flickrid + base64 >. If any error occurs during any of the steps
in the process an exception is raised. In this case the < key, value > pair
generated is < errorlog, flickrid+ errormessage >.

The purpose of the Reducer program is to group the features and write
the output in the desired format. The key values, as described before,
correspond to the name of the feature extracted, so it is used to name the
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output �le (i.e. each output �le will be named after a feature name) and
will contain only one kind of feature. The �nal output < key, value > pair
will be < flickrid, featurevalue >.

Figure 4.3 shows an schema of the media pipeline as described before.

1: for i ∈ STDIN do
2: flickrid← key
3: url← value
4:

5: # download image
6: image← downloadImage(flickrid)
7:

8: # compute local features
9: for every local feature do
10: J ← computeLocalFeature(image)
11: for j ∈ J do
12: key ← localFeatname
13: value← flickrid+ SIFTdescriptor
14: |print|(< key, value >)

15:

16: # compute global features
17: for every global feature do
18: K ← computeGlobalFeature(image)
19: key ← globalFeatname
20: value← flickrid+Histogramdescriptor

21: |print|(< key, value >)

22:

23: # encode image in base64
24: StringBase64← encodeBase64(image)
25: |print|(< base64, f lickrid+ Stringbase64 >)

Figure 4.2: Algorithm: Media Pipeline basic mapper.

The pipeline has been built in such a way that any feature can be added or
removed from the extraction process just by specifying the requirements in
the con�guration �le, allowing to easily customize the image processing.

As seen, this pipeline can be extended with new feature extractors without
problem: a new feature extractor should be able to read the common format
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Input
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(distributed and parallelized)

Output

Figure 4.3: Description of the MapReduce job to download images and
extract features.

and should be able to produce results as the pipeline expects. In the same
way, new image formats can be handle as long as it can be converted to the
intermediate format by the pipeline.

Besides the MapReduce scalability advantages, this implementation allows
for the usage of heterogeneous image formats and for the low cost of adding
new features to the process.

4.2 Building the Visual Vocabulary

As described in Chapter 3 to build an image retrieval system, based on the
bag-of-visual-words approach, is necessary to build a visual vocabulary. The
main issue that arises when using this approach is scalability. For example,
from a medium size Flickr image it can be extracted 2,000 regions, in average.
Hence, for a �medium� size collection of 12,000 images (used in Chapter 3)
there are approximately 7 million SIFT vectors that need to be classi�ed
into visual words. Furthermore, it is required to run the clustering process,
which is the most resource consuming stage.

To process a �large� collection of 1 million images the number of SIFT vec-
tors can reach 600 million, making necessary to �nd an scalable solution to
extract, cluster, and classify the features.
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Mahout [32] is an Apache project with implementations of distributed ma-
chine learning algorithms on the Hadoop platform, including clustering, col-
laborative �ltering and categorization. This library was used to perform the
clustering task needed to obtain the visual vocabulary.

To prove the feasibility of using the bag-of-visual-words approach in a large
scale image collection, 1 million images were processed, extracting Harris
visual features. A subset of SIFT vectors was selected from these features
to build the cluster model using Mahout K-means clustering. In this step,
was necessary to modify the Mahout implementation to support our data
format, and �nally obtain a visual vocabulary that was built in a parallel
and distributed way.

4.3 Indexing Images Using Lucene and SOLR

To build a retrieval system using the bag-of-visual-words approach and com-
bine visual and textual features in a large scale image collections is essential
to provide an e�cient framework. Using a relational database to store and
query the collection does not scale properly, showing severe performance
degradation. For this reason, was decided to use an indexer and search
engine to build the retrieval system.

Apache Lucene [31] is a high-performance information retrieval library that
permits full text indexing and searching capabilities. Another interesting
feature is the ability to perform e�cient incremental indexes, which allows
to connect it at the end of the media pipeline. The library provides an API
to index and query the collection through Java.

Apache SOLR [48] is a search server running on top of Lucene, providing
HTTP REST-like interface to index and query the index using XML or
JSON. This allows to integrate easily the searching capabilities with other
programming languages, as well as providing cache capabilities and a Web
admin interface. By describing the data to be indexed as an XML document,
SOLR is capable of adding it to the index, or if the document is already
indexed, it updates it with the new data.

Using a Hadoop-MapReduce job that combines the textual features and the
image local features is possible to build an XML �le that can be indexed
by Lucene-SOLR. Figure 4.4 shows the outline of the process were all the
features from an image are aggregated to generate the XML (see Figure 4.5)
that will be indexed. In this process, the local features are also classi�ed



68
large scale

image processing

based on the cluster model so the �nal XML contains a �eld named classes

that represents the classes from the cluster model.
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Figure 4.4: Description of the MapReduce job to create XML �les.

<doc>

<field name="id">1000061098</field>

<field name="classes">7318 6253 3314 ...</field>

<field name="points">5 132 2247 5 132 2247 ...</field>

<field name="graph">41 53 41 381 41 442 41 483</field>

<field name="thumb">8312 3092 842 2240 ...</field>

</doc>

Figure 4.5: Sample XML �le to be indexed by SOLR-Lucene.

4.4 Discussion

The main purpose of this chapter is to validate hypothesis 2, introduced
in Chapter 1. This section presents a media extractor framework, capable
of processing large amount of media information, allowing to successfully
combine the extraction of text and visual features in a parallel fashion. This
framework takes into consideration the fact that, typically, search engines
will only keep the full-sized image for limited period of time (∼seconds) for
the extraction of all the features.



Chapter 5

Ranking Images with Clicks,

Tags and Visual Features

The following chapter presents a learned framework for ranking images which
uses an additional form of UGC: click-data from image search logs. This
framework corresponds to an application of the media extractor presented
in Chapter 4, which uses a large collection of approximate 3.5M images.

By analyzing the query logs from an image search engine, is possible to
exploit the click data as user generated content. This source of information
can be used to enhance the intrinsic data from the query and/or the image
collection.

The hypothesis is that the click on an image for a given query is a much
stronger signal than a click on a snippet in Web search. A user can make
a more sophisticated assessment of the relevance of an image based on the
image thumbnail, than a user assessing the relevance of a document, given
the summary snippet containing one or two lines of text. As the user can
often see the entire content of an image by viewing the thumbnail, he may not
click on many images, but when he does it can be considered a much more
conclusive indicator of the relevance of that image to the query. Thus, while
the system can rely on textual similarity between the query and the textual
metadata to return topically related images, it can improve the quality of the
results by ranking images according to their visual appeal as well. Although
visual appeal is subjective, human perception of attractiveness of photos

69
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has been found to be in�uenced by measurable quantities such as color
distribution and coarseness [42].

This Chapter presents a learned framework for ranking images that employs
click data from image search logs. Click data is generated in virtually lim-
itless amounts by the users of search engines. Previous work in learning to
rank Web results [27, 12] relies on the list structure of the results to deter-
mine which results are relevant and which are not. The assumption is that
the user scans the ranked list of results from the top to the bottom until
they �nd a relevant result, which they click. If the user clicks a result at
rank three, they are assumed to have rejected the results at ranks one and
two. Thus the click at rank three is considered to be a relative preference
for that result; it is considered to be more relevant than the �rst two results.
This structure of the clicked results is key to the success of learning to rank
Web search results.

One important contribution of this work is that it is the �rst to use search
engine click data to rank images in response to a user query. It is demon-
strated that the block structures developed for list-based representations of
the search results can be applied to image results, which have a grid based
presentation. This is a signi�cant di�erence because, in a list-based pre-
sentation, the second result always appears below the �rst result, and is
followed by the third result. In image search, the placement of the image on
the page is dependent on the browser dimensions, which are established by
the user each time they open their browser. There is no guarantee that the
third image will be to the right of the second image, and to the left of the
fourth image. Furthermore, we do not know whether users scan the page
from left to right, or top to bottom, and to what degree they use peripheral
vision to reject non-relevant images. This work demonstrates that in spite
of this, it is possible to predict clicked results with a high degree of accuracy.

As a second contribution, it is shown that a machine-learned model based on
either textual or visual features outperforms the standard retrieval baseline,
and combining text and visual features signi�cantly improves retrieval over
either feature set alone. This hypothesis is backed by the fact that textual
features relate the content and context of the image to the query, while the
visual features represent the aspects of the image that impelled the user to
click.

As a third contribution, it is investigated whether a small subset of features
account for the performance of the classi�er. The present work �nds that
instead, the visual features work in combination to discriminate between
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the clicked and non-clicked class, and that no single visual feature or class
of features accounts for the performance of the classi�er. By contrast, the
textual features are less democratic, and one or two textual features carry
most of the discriminative power.

5.1 Multilayer Perceptron

In learning from click data, massive amounts of continually changing data
are available to analyze. In principle, several machine learning algorithms
could be used. In practice, this amount of data requires an algorithm that
is e�cient and scalable. From the candidate algorithms, the perceptron was
selected because it is e�cient and has an online formulation so the training
data need not be stored in memory all at once. Although the perceptron has
been criticized for being limited to modeling linear relationships in the data,
in this works it is used a multilayer perceptron with a sigmoidal hidden layer,
which allows the modeling of arbitrarily complex patterns [4]. This can be
an important feature in the retrieval task, where input signals come from
di�erent modes (textual and visual) whose combination via latent units can
provide a powerful representation.

5.2 Click Data

The data consists of approximately 3.5 million distinct public images from
Flickr, and approximately 600,000 unique queries, with their search results
collected from the query logs of the Yahoo! image search engine. 1 The
actual number of queries is more than 600,000 since many queries will be
issued more than once, and the image results presented to the user may be
di�erent each time the query is issued, as well di�erent users issuing the
same query may click on di�erent images.

The search results are �ltered, by eliminating images that are not publicly
available from Flickr. Then, for each query, blocks of images are constructed
such that each block contains one clicked image as the positive example, and
all un-clicked images displayed higher in the ranking as negative examples.
Blocks with no negative examples are discarded (e.g. if the user clicked on
all �rst k results).

1http://images.search.yahoo.com visited January 2010
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Thus, if a user clicked on results at ranks one, three and �ve in response to
a query, two blocks are constructed: (a) First block has a positive example
from the image at rank three, and one negative example from the image at
rank two. The click at rank one is discarded because it is not possible to say
that the user preferred the image at rank one over some other image they
saw before. (b) Second block contains a positive example from the image
at rank �ve, and two negative examples from the images at ranks four and
two. This is shown in Figure 5.1. For the experiments presented in this
section, 1,167,000 blocks were trained, and tested on approximately 250,000
blocks. Parameters were tuned on a held-out set, to maximize the prediction
accuracy, using only the textual features. Also, the number of hidden layers
was tuned, and the number of training iterations. The optimal performance
required fewer than ten training iterations, and one hidden layer.

Figure 5.1: Blocks are constructed from the ranked list of clicked results in
response to the query �Paris� as follows: Clicks at rank one are discarded.
For each clicked image, a block consists of the clicked image and all non-
clicked images ranked higher. In each block, clicked images are labeled as
positive examples, and non-clicked images are labeled as negative examples.
All photos shown in this �gure are posted on Flickr.
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5.3 Image Processing

For each image, it was collected the textual metadata associated to it, that
is the title, the tags and the description. The tag sets are entered by the
owner of the image, as well as by other people who have viewed the image,
although the collected data show that the vast majority of tags are entered
only by the owner. Tag sets are composed almost entirely of content terms,
although some of the terms may not be helpful for the purpose of retrieval.
For example, owners of an image might tag the image with the name of the
camera, or the length of exposure. In addition the same tag set may be used
to tag multiple images uploaded in bulk. In Flickr, the tags are lower-cased,
spaces are removed, and commas are converted to spaces, thus tags may
consist of terms that have been concatenated. As shown in the Figure 5.2,
the title might contain terms that are not useful for the purposes of text-
based retrieval, such as the date the image was taken. The descriptions often
are written in natural language, and may be a sentence or two in length.
Frequently the tags, title and description will be written in more than one
language.

Due to the characteristics of the image repository, it is not possible to have
textual metadata for all the images, or the metadata can be incomplete.
Also, for some images it was possible to collect the metadata, but the image
itself was no longer available for download. So for a certain portion of the
data, the image was represented by either the text or the visual features.

5.4 Data Representation

After collecting the images, they were processed using the media pipeline
described on Chapter 4. For each image, it was computed twelve textual
features, and seven visual features. In addition a �nal binary feature, set
to one for every example in the data, was intended to reduce the bias in
the data. The feature set is normalized by row and by column as described
below.

Textual Features

For each image, it was de�ned four text components: (a) set of tags, (b)
title, (c) description, and (d) the concatenation of the other three. Over
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Figure 5.2: An example of the data. The title for the image appears above
the image, the description is below, and a sample of the tags appear to the
right of the image. The title and description are entered by the person at
the time of uploading the image. The tags may be entered by the owner of
the image, or by other Flickr users. This image was taken by panoramas
and appears with its metadata on the Flickr website.

each of this components, it was computed the cosine similarity between the
query and the image where the terms were weighted by their tf.idf score. In
addition, it was computed the maximum tf.idf score of a query term in the
image, and the average tf.idf score of the term in the image.

Visual Features

To represent the visual characteristics of an image, seven global features
were computed: (a) color histogram, (b), color autocorrelogram, (c) color
layout, (d) scalable color, (e) CEDD, (f) edge histogram, and (g) Tamura.
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A complete description of each of these visual features is presented on Chap-
ter 4.

Normalization The feature vectors were normalized by column and then
by row. The mean and the standard deviation were computed for each
column, except for the column representing the bias feature, and applied to
each element of the matrix using the standard score:

SSFV (i, j) =
FV (i, j)− µj

σj
(5.1)

Where FV (i, j) is the feature value in the row i and column j, µj is the
mean of the feature values on the column j and σj is the standard deviation
of the column j. Rows were normalized with the L1 norm:

NFV (i, j) =
SSFV (i, j)

Norm(i)
(5.2)

5.5 Evaluation and Results

To evaluate the prediction of the clicked event, there are several factors that
need to be considered.

First of all, each block contains exactly one clicked event. For this reason,
metrics that give a sense of the overall quality of the ranked list, such as
Mean Average Precision, Precision at k, and Normalized Discounted Cu-
mulative Gain (nDCG), are not meaningful. For example, if there are ten
images in a block, precision at rank ten will always be 0.1.

As an alternative it could be possible to aggregate the block data per query,
and evaluate the results that were returned for a given query, independent
of users or session. This approach is �awed, because the results shown to
one user, in a given session, might not be the same set of results shown to
another user, or even to the same user in a di�erent session. Because of
this, it's not possible to state that an image clicked at rank three in one
session was the same image shown at rank three in another session. The
images shown to the user in response to the same query might have been
completely di�erent, and generate a completely di�erent response.
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Thus when evaluating a system using click data, the block structure must
be preserved. In practice, to produce a ranked list of images, the features
are computed over the query and the candidate images, and then use the
trained model to produce a prediction for each image. Since the features
are computed over a query-image pair, and do not depend on the clicks, the
model will produce a prediction for each pair independent of the other pairs.
Producing a ranking is then simply a matter of presenting the predicted-
clicked images �rst in the ranked list.

Using the score obtained from the learning algorithm, it is possible to rank
the images in each block, and then, using metrics that indicate the rank of
the clicked event, evaluate how well the system predicted the clicked event
in a block. For this purpose, two metrics were used: (a) Accuracy, which
measures the frequency with which the system predicted the clicked event
at the top of the ranked list; and (b) Mean Reciprocal Rank (MRR), which
measures the rank of the clicked event.

The vector space model provides a retrieval baseline, with cosine similarity
and tf.idf term weights, where the image is represented by the concate-
nation of its textual annotations. Then, the images for a given query are
ranked within a block by the cosine similarity between the vector of term
weights representing the query, and the vector of term weights representing
the image.

For the learned baseline, the perceptron was trained with the cosine similar-
ity feature over all �elds concatenated, plus the bias feature, with the rows
and columns normalized as described before.

Since both, the learned baseline and the retrieval baseline, are acting on the
same information (with the exception of the bias feature which serves as
a prior on the data), it is expected for them to be comparable. Table 5.1
shows the results of the retrieval baseline, and the learned baseline.

By incorporating textual features - albeit simple ones - it allows to weight
the information carried in the tags, the title, and the description di�erently.
This is important because each �eld di�ers substantially in character. The
results shown in Table 5.1 con�rm the hypothesis that ranking bene�ts from
learning di�erent weights for each of the metadata �elds.

Using visual features to rank images seems intuitive because it allows to
determine whether a photo is relevant based on the visual content of the
photo itself. Since the metadata is not presented in the ranked list, and only
shown after the image has been clicked, it is not considered in this ranking.
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Accuracy MRR

Retrieval baseline 0.4198 0.6186
Learned baseline 0.4073 0.6104

Text features 0.5484 0.7034?
Visual features 0.5805 0.7233?†

Text + Visual features 0.7512 0.8365?†

Table 5.1: The results for predicting the clicked event in a block. The results
indicated with a star are statistically signi�cant compared to the baselines.
The results indicated with a dagger are statistically signi�cant compared to
the model trained with textual features. All results are signi�cant at the
p < 0.001 level.

The visual features provide an indication of the content of the photo, and
the intuition is that photos clicked in response to similar queries would have
similar visual characteristics. The results for ranking solely on the visual
characteristics of the data are shown in Table 5.1 The MRR results for both
the textual features and the visual features are statistically signi�cantly
better than for the baseline results, at the p < 0.001 level. Finally, since
accuracy is a binary measure, they were not tested for statistical signi�cance.

The textual features and the visual features cover completely di�erent as-
pects of the images. As both features perform well on their own, it is reason-
able to expect that the combination of both types of features to outperform
either category in isolation. The results in Table 5.1 con�rm this intuition.
The results for MRR for the text and visual features combined are statisti-
cally signi�cant at the p < 0.001 level compared to the results for either the
textual features or the visual features alone.

5.6 Analysis of Features

As presented at the beginning of this section, one of the objectives is to
determine if a subset of the visual features accounts for the results. For ex-
ample, it can be stated that people �nd pictures of other people interesting
and click on faces even if they are not relevant to the query. To investi-
gate this, the weight vector produced by the perceptron is examined. In
the presented models, the feature weights range from approximately -2 to
2. Features closer to zero carry less discriminative information in the model
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Figure 5.3: The distribution of feature weights as given in the model trained
on visual features, and on all features.

than features farther from zero. Figure 5.3 shows the distribution of the
absolute values of features for two models: one trained on only the visual
features, the other trained on all features. Table 5.2 shows the ten most
discriminative visual features, of which the top �ve are omitted from Fig-
ure 5.3 to make it easier to view. This shows that no single feature accounts
for the discriminative power of the model. The distribution is more-or-less
democratic, even with the top features included.

It would be convenient if it was possible to rely on a single class of features,
e.g. the color histogram features or the Tamura features, to predict the
clicked images. Unfortunately this did not prove to be the case. Figure 5.4
shows that the classes of visual features are more or less evenly distributed
between highly discriminative features, and features with weights closer to
zero. This leads to the conclusion that the features work in combination to
determine which images will be clicked.

The textual features are more straightforward. Table 5.2 shows the top ten
textual features, ranked by their weights in the model trained only on textual
features. Cosine similarity between the query and the tags, all �elds and the
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Rank Visual Feature Text Feature

1 CEDD_144 Tags_sim
2 Tamura_3 all_sim
3 CH_64 title_sim
4 EH_19 all_ave_t�df
5 CEDD_79 all_max_t�df
6 SC_12 tags_max_t�df
7 EH_50 title_ave_t�df
8 SC_35 desc_max_t�df
9 CEDD_78 title_max_t�df
10 AC_80 desc_sim

Table 5.2: The ten most discriminative visual features and textual features,
ranked by weights produced by models trained only visual (textual) features.

title provide the most information. The description �eld does not provide
additional information and it is also the most sparsely represented �eld.
We believe the similarity between the query and the tags to be particularly
useful because more images are associated with tags than with the other
textual �elds, and tags are particularly succinct. They lack stop words,
and often directly indicate the content of the image. In all models the bias
feature contributed little.

Discussion of Results

When a user queries for an image, and is presented with a grid of thumbnails,
they often �nd what they were looking for without the need to click on an
image. This is in contrast with traditional document retrieval on the Web,
where the user is presented with a list of snippets which are surrogates for
the document, and are much less likely to contain the information the user
was looking for. For this reason, the click on an image seems to be a much
stronger indicator of the image's relevance or interestingness.

By considering the click to be an indicator of the relevance of the image,
it is possible to develop and evaluate image rankings with less dependency
on editorial data. Another important factor is that click data is available
on a large scale. It is already collected by the system and thus imposes no
additional burden to the user or the search engine. In terms of creating
an evaluation set, large volumes of queries can be used for training and
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Figure 5.4: The distribution of feature weights for each class of visual feature.

evaluation, making the sample of data more representative of the population.
If the system relies on editorially created data sets, the system will depend
on labeling data with human assessors. There is a limit to the number of
queries that can be assessed, and the depth in the rankings that can be
labeled. Furthermore, it is not clear how to sample from the query stream
to create a data set that represents what people are looking for. Click data
su�ers from none of these restrictions. Finally, what people look for in
images, and on the Web in general, changes by season, holidays, current
events, movie releases, and so forth. To re�ect this, editorial assessments
have to be done more often than practical, while large-scale click data can
be sampled at any time.

Unlike Web search, the results of image search are not presented in a ranked
list. Therefore, the block construction mechanism used might not be opti-
mal, as it is not possible to safely assume that the user favored the clicked
image over other images presented higher in the ranked list. It is more likely
they favored the clicked image over the surrounding images. However, the
layout of the images in the browser is dynamic, and the browser may be
resized by the user at any time during the session. The work presented in
this section demonstrate that it is feasible to predict the clicks based on the
ranking of images, without considering the position of the clicked image in
relation to the un-clicked images.

One of the main �ndings of this work relates to e�ective deployment of (low-



5.7. discussion 81

level) visual features for large scale image retrieval. It has been shown how
visual features in combination with click data can be deployed e�ectively
by a multilayer perceptron and achieve statistically signi�cant improvement
over the machine learned approach based on textual features. The com-
bination of textual and visual information provides an additional boost in
performance. A natural explanation for this is that the di�erent features
cover unrelated aspects of the image. Furthermore, no single subset of vi-
sual features accounts for the performance of the classi�er. Bringing these
features together makes the results both textually and visually relevant.

5.7 Discussion

The previous section demonstrates how to apply the block structure devel-
oped for list-based results presentations to a grid-based image search pre-
sentation. Although the assumptions about the bias due to the results pre-
sentation in Web search do not hold for image search, the resulting block
structure still can be used to accurately predict clicked images. Therefore
it is not necessary to know the layout of the image results to predict the
clicked event.

Furthermore, to the best of our knowledge, this is the �rst study to show
that the (global) visual features derived from the image content can be
deployed e�ectively in combination with click data on a large scale, and that
it outperforms text-based search. This provides evidence for the notion that
users decide to click on an image based on the visual information depicted
in the thumbnail.

Finally, it has been shown that textual and visual content can be combined
in a principled and e�cient way using a multilayer perceptron. In practice,
is straightforward to use the model to produce a ranking of images, because
the features depend on textual and visual properties of the image which
are known, and not on its click history, which is unknown at the time of
ranking. The perceptron is optimized to be e�cient and scalable. It comes
with an online version, such that training data need not to be stored and
the training can be updated in a dynamic way.





Chapter 6

Visual Diversi�cation

This chapter studies di�erent methods to diversify image search results,
based on image features. The media extractor introduced in Chapter 4 is
used to extract the di�erent visual features used in this application.

In search applications, image search results are usually displayed in a ranked
list. This ranking re�ects the similarity of the image's metadata to the
textual query, according to the textual retrieval model of choice. There may
exist two problems with this ranking.

First, it may be lacking visual diversity. For instance, when a speci�c type or
brand of car is issued as query, it may very well be that the top of this ranking
displays many times the same picture that was released by the marketing
division of the company. Similarly, pictures of a popular holiday destination
tend to show the same touristic hot spot, often taken from the same angle
and distance. This absence of visual diversity is due to the nature of the
image annotation, which does not allow or motivate people to adequately
describe the visual content of an image.

Second, the query may have several aspects that are not su�ciently covered
by the ranking. Perhaps the user is interested in a particular aspect of the
query, but does not know how to express this explicitly and issues a broader,
more general query. It could also be that a query yields so many di�erent
results, that it is hard to get an overview of the collection of relevant images
in the database.

This chapter propose to create a visually diverse ranking of the image search
results, through clustering of the images based on their visual characteristics.
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(a) Tiger print mammal

(b) New model at expo

(c) Behind bars

(d) Oldtimer in street (e) Lady at expo (f) Black mammal

Figure 6.1: Example clustering: output of the reciprocal election algorithm
for query jaguar. Cluster representatives are indicated by a red border.

To organize the display of the image search results, a cluster representative
is shown to the user. Depending on the interest of the user in one of the
representatives, he can then explore the other images in that cluster. This
approach guarantees that the user will be presented a visually diverse set of
images.

An example clustering of one of the algorithms presented, is given in Fig-
ure 6.1. The example uses the ambiguous query �jaguar �. The image search
result is not only ambiguous from a topical point of view (car, mammal),
but also from a visual point of view. The algorithm separates mammals
with a tiger print from black mammals and mammals behind bars. It also
groups pictures from a new car model at an expo from cars in the street, and
groups the accidentally found pictures of a lady at a car expo. The cluster
representatives together form a diverse set of image search results.

The current chapter introduces new methods to diversify image search re-
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sults. Given a user query, it �rst dynamically determines the appropriate
weights of visual features, to best capture the discriminative aspects of the
resulting set of images that is retrieved. These weights are used in a dy-
namic ranking function that is deployed in a lightweight clustering technique
to obtain a diverse ranking based on cluster representatives. Three cluster-
ing algorithms are proposed, that are both e�ective and e�cient, called:
folding, maxmin, and reciprocal election.

In the case of folding, the original ranking is respected by preferring higher
ranked items as representatives over lower ranked items. Maxmin, on the
other hand, discards this original ranking and aims for maximal visual di-
versity of the representatives. The key idea behind reciprocal election is to
let each image cast votes for other images that it is best represented by: a
strategy close to the intuition behind a clustering.

These methods were implemented, and a performance evaluation was con-
ducted over a large scale user-study using 75 topics of both an ambiguous
and non-ambiguous nature.

6.1 Image Similarity

One of the key elements to any clustering algorithm or retrieval system, is
a similarity measure between the objects. In content-based image retrieval
or clustering, it is common to use several features simultaneously while cal-
culating the similarity between images. These features represent di�erent
aspects of the image, such as color features, edge features, texture features,
or alternatively concept detectors [44]. Each feature has its own represen-
tation (e.g. a scalar, a vector, a histogram) and a corresponding matching
method (e.g. Euclidean distance, Hamming metric).

The fusion of di�erent modalities into a single ranking is not trivial. Var-
ious techniques have been proposed to e�ectively fuse multiple-modalities
into a single ranking, using a simple linear weighting, principle component
analysis [56], or by using a weighted schema for aggregating features based
on document scores [61].

This section introduces a dynamic ranking strategy that weights the im-
portance of the di�erent features based on the (normalized) variance of the
similarities of all images in the results set. Although the similarity measure
de�ned on the images has to re�ect visual similarity, the clustering algo-
rithms presented in this can use any distance measure between two images.
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Dynamic Feature Weighting

Based on the features described below, the similarity between two images
can be expressed by six similarity values. These values, that may be of entire
di�erent range and distribution, need to be aggregated into one value for
use in the clustering algorithm. Moreover, it is a priori unclear what is the
relative importance of these features within the context of a speci�c set of
image search results.

One assumption, is that the images retrieved by the textual retrieval model
are topically relevant to the query. For each feature, the variance is com-
puted over all image similarities within the set of image results. This vari-
ance is used as a weighting and normalizing factor at the same time. The
image similarity according to a certain feature is divided by the variance of
that feature in the result set. This brings image similarities according to
di�erent features in a similar range, and assigns a larger weight to features
that are a good discriminator for the results that are presented to the user.
The rationale is that when the variance of a certain feature is small, the
images in the result set resemble each other in terms of that feature closely
and thus it is a striking feature for this speci�c set.

More formally, the similarity between two images a and b is calculated as
follows:

d(a, b) =
1

f

f∑
i=0

1

σ2
i

di(a, b)

where, f is the total number of features, di(a, b) is the similarity between
a and b in terms of the i-th feature and σ2

i is the variance of all image
similarities according to the i-th feature within this set of image search
results.

Features

To characterize the visual contents of an image, six di�erent features were ex-
tracted: (a) color histogram, (b) color layout, (c) scalable color, (d), CEDD,
(e) edge histogram, and (f) Tamura. A complete description of each feature
is presented on Chapter 4.
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6.2 Clustering Algorithms

The present work uses three clustering algorithms: folding, maxmin, and re-

ciprocal election. The folding algorithm appreciates the original ranking of
the search results as returned by the textual retrieval model. Images higher
in the ranking have a larger probability as being selected as a cluster repre-
sentative. In one linear pass the representatives are selected, the clusters are
then formed around them. The maxmin approach also performs represen-
tative selection prior to cluster formation, but discards the original ranking
and �nds representatives that are visually di�erent from each other. Recip-
rocal election lets all the images cast votes for other images that they are
best represented by. Strong voters are then assigned to their corresponding
representatives, and taken o� the list of candidates. This process is repeated
as long as there exists unclustered images.

6.3 Experimental Setup and Results

The test corpus consists of a pool of 75 topics that were randomly selected
from the Flickr search logs. Based on the method for resolving query ambi-
guity as presented in [60], the pool was divided in two groups: 25 textually
ambiguous queries, and 50 textually non-ambiguous queries. This enables
to measure the di�erence in performance of the visual clustering methods
on both types of queries. Afterwards, for each query it was retrieved the top
50 results from a slice of 8.5 million photos from Flickr.

To retrieve a list of 50 results for the non-ambiguous queries a dual index
relevance model was used, that produces a focused result set. On the other
hand, to obtain the top 50 results of the ambiguous queries, a tags-only index
relevance model was used, that produces a balanced list of diverse results.
The details of both retrieval models are described in [57]. The intuition
behind these choices is simple. If the terms in a query are textually diverse,
then it is desired to produce a diverse set of images that embodies many
possible interpretations of the user's query. Consider for example the query
�jaguar�, which carries at least three di�erent word-senses that are present
in the Flickr collection: the mammal, the car, and the operating system.
On the other hand, if a query is textually non-ambiguous, e.g it has a clear
dominant sense, the precision can be improved by returning more focused
results. The query �jaguar x-type�, which describes an speci�c model of the
car, serves as an example for a non-ambiguous query. In both cases, the
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result sets produced contain visually diverse images on which the described
methods are tested.

To evaluate the performance of the proposed algorithms, their output is
compared with a clusterings created by human assessors. The following sec-
tions present details on the establishment of the ground truth, the evaluation
criteria and the experimental results.

Human Assessments

To establish a ground truth, the set of 75 topics was divided into 8 indepen-
dent, unbiased assessors and they were asked to cluster the images based
on their visual characteristics. To do this, a well-de�ned procedure was
implemented:

1. Select a topic, and inspect the top 50 results during at least one minute.
This allows the assessors to get an overall impression of the images in
the result set, to get a rough idea of how many clusters will be needed,
and of their level of inter cluster dissimilarity. At any point in the
assessment, the assessor could switch to this overview.

2. Form image clusters by assigning each image to a cluster pool by en-
tering the cluster id. In total the assessor could create 20 clusters, and
he/she could undo the last assignment if needed to correct for errors.
See Figure 6.2 for an example of this interface.

3. Once all images in the results were assigned to a cluster, the assessor
was asked to label each cluster and to identify one image in each cluster
that could serve as a cluster representative.

At the end of this process, 200 topic clusterings were created by the as-
sessors, because each topic was assigned to multiple assessors. This allows
to calculate inter assessor variability, that provides a baseline during the
performance evaluation of the algorithms.

Evaluation Criteria

Comparing two clusterings of the same data set is an interesting problem
itself, for which many di�erent measures have been proposed. In this work,
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Figure 6.2: Example of the clustering interface used by the assessors.

two clustering comparison measures were adopted, each of them appreciating
di�erent properties.

The �rst clustering comparison measure used is the Fowlkes-Mallows in-
dex [20] that can be seen as the clustering equivalent of precision and recall.
A high score of the Fowlkes-Mallows index indicates that the two clusterings
are similar.

The second clustering comparison measure is the variation of information

criterion, V I(C,C ′), as introduced by Meil  [34]. The variation of informa-
tion coe�cient focuses on the relationship between a point and its cluster. It
measures the di�erence in this relationship, averaged over all points, between
the two clusterings, hence a low variation of information score indicates that
two clusterings are similar.

Results

All 200 clusterings of the 75 topics that were obtained as a result of the hu-
man assessments are compared to the clusterings generated by the di�erent
techniques. Using the described comparison measures, variation of informa-
tion and the Fowlkes-Mallows index, performance is evaluated. Afterwards,
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Inter-assessor Random Reciprocal Folding Max-

variability election min

FM 0.419 0.139 0.250 0.282 0.214

V I 1.463 2.513 1.975 2.081 2.129

Table 6.1: Average performance over all topics and assessors.

the results are presented for ambiguous topics separately, non ambiguous
topics separately and all topics together.

Interassessor Variability and Random Clustering. The inter asses-
sor variability is used as a base line for the performance evaluation. A
technique can not be expected to produce clusterings that resemble on av-
erage the human created clusterings better than the assessors agree among
themselves. To put a bound on expected performance on the other end as
well, the human created clusterings were compared with randomly gener-
ated clusterings, so, for each topic, a random number (between 2 and 20)
of clusters was generated. Every image was clustered randomly into one
of the clusters, using a uniform distribution. As a result, it is expected
that the performance of each of the three methods to lay within these two
performance bounds.

Results on Fowlkes-Mallows Index. The best performing method ac-
cording to the Fowlkes-Mallows index is folding, followed by reciprocal elec-
tion and maxmin. Mean values and �rst and third quartiles are given in
Figure 6.3 for both ambiguous and non ambiguous topics. The boxes show
the average and the �rst and third quartiles for all comparisons, i.e. 50% of
the 200 clustering comparisons fall within the box. The �gure is showing the
performance of reciprocal election, folding and maxmin; as well as a compar-
ison results between a randomly generated clustering and the inter-assessor
agreements according to the same comparison measure. It is important to
note that a higher FM -index corresponds to better performance, as it indi-
cates more agreement between the method and the assessors on point pairs
that fall in the same cluster. Table 6.1 presents performance of the methods
averaged over all topics. From this table, it can be observed that folding
(FM -index = 0.282) outperforms both, reciprocal election (FM = 0.250)
and maxmin (FM = 0.214).
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Figure 6.3: Performance of the three methods on the Fowlkes-Mallows index,
compared to human assessments and the random baseline.

To test that these di�erences are statistically signi�cant, p-values were com-
puted. The null-hypothesis that all methods perform equally well is rejected
both times, with p = 0.006 for reciprocal election and p = 2.3 × 10−9 for
maxmin. Moreover, Figure 6.4 shows per topic the FM -index for folding
against the FM -index for reciprocal election and maxmin. For every topic
under the equality line y = x, folding outperforms the other method. With
respect to reciprocal election, folding outperforms 58% of the topics, and for
maxmin this value is 73%.

The Fowlkes-Mallows index measures the degree of agreement on point pairs
that fall in the same cluster under both clusterings. This measure is therefore
rather sensitive to the number of clusters. The folding approach bene�ts
from its strong mechanism to automatically and dynamically select a proper
number of clusters.

Results on Variation of Information Metric. A di�erent relative per-
formance is given by the variation of information criterion. According to
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Figure 6.4: Performance evaluation per topic comparison. The plots show
the performance of folding on the x-axis for each clustering comparison, with
respect to the performance of the reciprocal election and maxmin on the y-
axis. For every topic under the line, folding outperforms the corresponding
other method.

this measure, reciprocal election outperforms folding and maxmin. Mean,
�rst and third quartile performance is given in Figure 6.5, while Table 6.1
presents the performance averaged over all topics. In this case, a lower vari-
ation of information indicates a better performance. It denotes that there
is less change in cluster membership while going from one clustering to the
other.

Signi�cance tests support the superiority of reciprocal election. The null
hypothesis of all methods performing equally well is rejected with p = 0.002
for folding and with p = 7.3×10−7 for maxmin. Figure 6.6 presents relative
performance comparisons per topic. It shows that the majority of folding
and maxmin clusterings have a larger variation of information coe�cient
than reciprocal election, respectively 63% and 70%. In this �gure, for every
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Figure 6.5: Performance of the three methods on the variation of information
metric, compared to human assessments and the random baseline.

topic under the line reciprocal election achieves a better performance.

Rather than counting image pairs that fall in the same cluster under both
clusterings, variation of information focuses on the relationship between an
image and its cluster. It measures the di�erence in this relationship, aver-
aged over all images, between the two clusterings. As this is a more general
than counting successfully clustered image pairs, reciprocal election has a
better overall performance. This might be due to how the approach follows
the intuition behind a cluster. Images in a cluster should all be well repre-
sented by that cluster, a notion that translates directly to how the reciprocal
ranks are used as votes.

Ambiguous Topics vs. Non-ambiguous Topics. Finally, by analyzing
the results presented on Figures 6.5 and 6.3, it is possible to observe that
assessors agree more on ambiguous topics than on non ambiguous topics.
This is probably due to the fact that a more generally accepted clustering
exists for topics that produce semantically di�erent clusters. On non am-
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Figure 6.6: Performance evaluation per topic comparison. The plots show
the performance of reciprocal election on the x-axis for each clustering com-
parison, with respect to the performance of the folding and maxmin on the
y-axis. For every topic above the line, reciprocal election outperforms the
corresponding other method.

biguous topics the assessors may choose more di�erent criteria to base their
clustering on. This behavior is also visible in the performance of the meth-
ods; the performance on ambiguous topics is signi�cantly better than on non
ambiguous topics. This indicates the existence of clear visual dissimilarity
between semantically di�erent images.

6.4 Discussion

Image search engines on the Web still rely heavily on textual metadata,
causing a lack of visual diversity in image search results. Still, diversity is
a highly desired feature of search results, no less in image search than in
other search applications. This section presents new methods to visually
diversify image search results that deploy lightweight clustering techniques.
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These methods are e�ective, e�cient and require no training nor parameter
tuning. Given a user query, they adapt automatically to the set of image
search results. The weights for visual features in a dynamic ranking function
are computed on the �y to emphasize highly discriminant features for this
set of results, and the number of clusters is adaptive as well.

The folding strategy respects the ranking order and picks the cluster repre-
sentatives accordingly, while reciprocal election aims to optimize the cluster-
ing and the (s)election of cluster representatives by a voting strategy where
each image determines a list of candidate images that it would be best rep-
resented by. Using a large user-study to establish a ground truth and a
baseline, it was possible to evaluate the performance of each method.

Folding shows a better performance according to the Fowlkes-Mallows in-
dex, a performance measure that focuses on image pairs that can be formed
with images from the same cluster. This indicates that the folding approach
bene�ts from its strong mechanism to automatically and dynamically select
a proper number of clusters. On the other hand, reciprocal election signi�-
cantly outperforms the other methods in terms of variation of information,
a more general performance measure. The selection of candidates and the
decision on cluster membership both follow an intuitive notion behind a
clustering. This might be explained by means of a low variation of informa-
tion, and therefore conclude that reciprocal election achieves the strongest
overall performance.





Chapter 7

Conclusions

As stated in the title of this thesis, �Large Scale Image Retrieval based on
User Generated Content�, the main focus of the research presented is in the
use of user generated content combined with the visual content of images, to
improve the retrieval of images in large scale collections. Di�erent forms of
user generated content are explored, such as textual metadata (tags, title,
description), visual annotation, and click-through-data, as well as, di�erent
techniques to combine these data were applied obtaining promising results.

CBIR is a complex task, and even though the research is extensive in this
area, not too many methodologies has been applied on a broad domain
such as the Web. Chapter 3 presents how the usage of visual annotations
combined with aggregation techniques, over a diverse image collection, can
signi�catively boost the performance of the retrieval task. Another obser-
vation is that aggregating annotations always brings an improvement, and
then adding textual information, such as tags, provide an even bigger boost.

This thesis presents a novel approach on the use of rank aggregation applied
to keyword-based image retrieval. Moreover, it presents di�erent aggrega-
tion techniques that can be used in di�erent stages of the image processing.
Promising results are obtained from novel ideas, such as the pre-retrieval
aggregation presented in Section 3.2, which creates a di�erent representa-
tion of the original text query by combining the visual words, thus creating
a synthetic query, which is then used in the retrieval task.

The problem of determining the quality of the existent annotations, as well
as how many annotations are required to obtain good results in the retrieval
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task, is addressed using annotation selection, presented in Section 3.3. Us-
ing di�erent measures, it is possible to select the annotations that provide
better results, and the minimum number annotations required to obtain sat-
isfactory results. For example, for a medium-size collection of 12K images,
only a small number of annotations (∼5 annotations) are required to obtain
a stable precision. This can give the intuition that for larger collections it
will not be necessary to have a large number of annotations.

Using the previous results as the proof of concept that combining UGC (vi-
sual annotations and tags) with visual information leads to better retrieval
performance, Chapter 4 presents an scalable way of processing images to
include their visual information in the retrieval task. This chapter describes
a �media extractor� capable of processing large amounts of media informa-
tion, allowing to combine the extraction of visual and textual features in a
parallel fashion. This media extractor is used in two applications, which are
described in the thesis.

In Chapter 5 a new form of UGC is included, the use of click through data
as an implicit form of user assessment. Due that this data is available in
vast amounts, it can provide relevant knowledge by associating the queries
with the visual information.

Lastly, Chapter 6 shows how the use of visual features can provide diversi-
�cation of results in an e�cient fashion.

In summary, the objectives and hypotheses formulated in Chapter�refch:introduction
were satis�ed as:

Objective 1: Use UGC to Improve Image Retrieval. Boost the per-
formance of the image retrieval process, in terms of precision, by combining
di�erent types of user generated content (UGC). Usually, UGC is considered
to cover textual information provided by the user (e.g. title, description),
but it can be extended to the visual annotations provided by the users.

Hypothesis 1 (H1) The use of UGC and visual information, speci�cally visual
annotations, will improve the results of an image retrieval system in terms
of precision.

Validation of H1 Results from Chapter 3, shown in table 3.3, indicate that
using a combination of visual annotations and tags improves the retrieval
performance, in comparison to only using the tags information (system S1
vs. S4).
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Hypothesis 2 (H2) Aggregating the results of di�erent visual annotations,for
the same topic, will signi�cantly improve the retrieval performance in terms
of precision. The agreement between the di�erent result sets of the partial
searches will lead to a more focused result set for the aggregated result set,
with a higher precision at the top of the ranking.

Validation H2 Results of the retrieval performance experiment, presented in
Section 3.1 of Chapter 3, clearly show how the quality of the results signif-
icantly improve when applying rank aggregation over the results obtained
with the content-based image retrieval system. In addition, Section 3.2 stud-
ies di�erent forms of aggregation, such as rank aggregation and pre-retrieval
aggregation. In every case, the use of aggregation outperforms the results
obtained by only combining text and visual information. Moreover, Fig-
ure 3.14 shows how the pre-retrieval aggregation approach performs even
better than S5, and at the same time, reducing to only one the number of
queries required.

Objective 2: Investigate Scalability of using Visual Information.
Investigate scalable solutions for processing and analyzing visual content.
Computing visual features is an expensive computational process, especially
for Web-size collections.

Hypothesis 3 (H3) Media content is available in large quantities, mostly
unannotated. Image analysis and retrieval techniques do not live up to their
textual counterparts in terms of retrieval performance. However large-scale
applications of the techniques will improve performance.

Validation H3 Chapter 4 presented technologies and methodologies that
can be applied for the processing of large scale image collections using par-
allel computation. The approach introduced shows how image processing,
that on a non-parallel fashion would take days, are performed in few hours,
considerably reducing the time and making the inclusion of visual features
feasible in the image retrieval context. For example, building a visual vo-
cabulary is done in signi�cantly less time. Moreover the research presented
in Chapter 5 shows how retrieval performance is improved by incorporating
the visual signals extracted from 3.5M images.

Objective 3: Use Click-through Data to Improve Image Retrieval.
Research how using other forms of UGC, such as click-through data, that
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has been successfully used in Web text retrieval can improve image retrieval
performance.

Hypothesis 4 - (H4) Click feedback, provided by users searching for images
on the Web, can be used as an assessment of the image, providing strong
signal of the quality and type of images a user is really looking for, besides
its topical relevance.

Validation H4 Table 5.1, from Chapter 5, shows the Accuracy and Mean
Reciprocal Rank of the proposed system. It shows that using the result of
combining text and visual features is signi�cantly better for the prediction
of clicked images than using only the visual or text features. By considering
the click as an indicator of the relevance of the image, it is possible to
successfully predict if an image will be clicked or not. At this point, is
important to distinguish between textual and visual relevance. Although
state of the art methodologies in text retrieval has been used to ensure that
the results retrieved are relevant from a textual point of view, is important
to include visual features to rank higher the images that are of better visual
quality, or that actually depict the object of interest.

Objective 4: Use Visual Content to Improve Retrieval in Terms
of Diversity. Though powerful in its simplicity, keyword-based query for-
mulation does not allow a user to fully express the visual characteristics of
their information need. Therefore alternative query formulations have been
proposed. In this thesis, this issue is addressed by investigating how search
result sets can be diversi�ed to better address the various users needs.

Hypothesis 5 - (H5) Based on the visual analysis of the content is possible
to provide a meaningful clustering of the images and provide diverse search
results.

Validation H5 Due to the reliance on the textual information associated
with an image, image search engines on the Web lack the discriminative
power to deliver visually diverse search results. The textual descriptions are
key to retrieve relevant results for a given user query, but at the same time
provide little information about the rich image content.

Three methods for visual diversi�cation of image search results have been
investigated. The methods deploy lightweight clustering techniques in com-
bination with a dynamic weighting function of the visual features, to best
capture the discriminative aspects of the resulting set of images that is re-
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trieved. A representative image is selected from each cluster, which together
form a diverse result set.

Based on a performance evaluation, is observed that the outcome of the
methods closely resembles human perception of diversity, which was estab-
lished in an extensive clustering experiment carried out by human assessors.

The research presented in this work was largely driven by the problems of
Yahoo!, a Web scale search engine. The work on diversi�cation of image
search results has led to some internal changes, including measuring search
result diversity and ensuring that for some queries the results presented are
in fact diverse to better addresses the user's needs.

7.1 Future Work

For future work, it would be interesting to extend some of the sections
presented in this thesis.

Section 3.3 introduced how to select the best visual annotations for a given
query based on the footrule distance between each result ranking or using
the reciprocal rank score of each result ranking. This can be used to explore
the diversity in the results given by each annotation. If one of the results list
is not related with the other ones, perhaps the visual annotation is referring
to another object with the same tag value. This can be used to show diverse
results for a given query if the set of results from each annotation indicate
that they can be partitioned in a certain way.

Another interesting enhancement would be to apply the object image re-
trieval system on a larger collection of images. Initially it could be bounded
to a speci�c type of objects, for example, a collection of logos. The tech-
niques and tools described in this thesis will allow to search for logos in
a broad image collection, such as Web images, in a scalable and e�cient
way. Furthermore, click-through data can be used to provide an automatic
assessment of the system.

Since one of the biggest motivations of this work is �How can we include
the visual content of images in the retrieval process?�, it is obvious that the
scalability issue must be addressed. Since image analysis is a resource con-
suming task, is important to keep these processes to a minimum. Based on
the promising �ndings obtained in our research, the pre-retrieval aggrega-
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tion with the construction of visual concept models leads to the conclusion
that the future work should focus on this.

Another use of click-through data is to associate queries with the clicked im-
ages, and consider them as visual annotations. This will allow to represent
the queries with visual words, then apply the bag-of-visual-word approach
and the aggregation techniques to obtain the set of results. Regarding the
machine learning framework, the inclusion of local features seems a reason-
able further step.

Finally, based on the diversity of results shown in Chapter 6, it would be
interesting to include the social aspect on the result. For instance, given a
query show the results from users that are socially connected with the user
performing the query, and to allow diversity, limit them to only one result
per user. Also, it would be interesting to include the geographic localization
of the images displayed, hence diversify by location.
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