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Chapter 5

Environmental Risks

“Sometimes it takes a natural disaster to reveal a social disaster”

Jim Wallis, evangelical writer and political activist

5.1 Introduction

Coastal zones face nowadays different problems and impacts both from anthropogenic and
climatic stressors. Changes in wave climate and rising sea-levels may result in coastal impacts
such as erosion and flooding, exacerbating current vulnerability. Prediction of shoreline erosion
and storm-surge flooding is essential for coastal planning and management.

Sea-Level Rise (SLR) is one of the greatest drivers of impacts of climate change in coas-
tal zones. The panorama described in recent studies is not particularly optimistic about
SLR this century (e.g., [Meehl et al., 2007, Pfeffer et al., 2008, Vermeer and Rahmstorf, 2009,
Woodworth et al., 2009, Church and White, 2011]). SLR is not however the only climatic
factor with potential impact in coastal zones. Changes in the wave climate together with
extreme total sea levels may induce coastal impacts which must be taken into account
([IPCC, 2007a, Nicholls, 2011]).

On a global context, the coastal management practices are shifting towards using a risk
based approach for managing coastal inundation and beach erosion hazards. Therefore, it has
become increasingly important to include probability in assessing the coastal socioeconomic and
environmental impacts of increased risk of flooding and changes in storm severity, frequency and
tracking, which in an end induce changes in the wave climate. In this work, a new approach is
developed for assessing risk due to climate change in coastal areas. The method is tested and
applied along a highly variable (over 72,000 km) reach of the Latin America and the Caribbean
coast.

Consequently, the focus of this chapter lies on an assessment of the coastal flooding and
erosion risks for the region of Latin America and the Caribbean, a region which presents several
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characteristics which make it particularly vulnerable. Before proceeding to the evaluation of the
impacts and risks, a brief overview on the importance of the coastal zones, the impacts associated
with a changing climate and the particularities of the LAC region are provided. Some of the
main impacts of a changing wave climate and rising sea-levels upon the LAC coastal region will
also be described and studied in detail in section 5.2 which, combined with the vulnerability
and exposure of the coast, provides a holistic vision of the coastal zone problems. Section 5.3
builds on the latter to evaluate the risks, and finally, section 5.4 outlines the main conclusions
and results.

5.1.1 What is the Coastal Zone?

The coastal zone, where land meets ocean, is one of the most dynamic natural systems.
Here, the three main components of our planet—the hydrosphere, the lithosphere, and the
atmosphere—meet and interact, forming interconnected systems. According to the IPCC-AR4,
“coastal systems are considered as the interacting low-lying areas and shallow coastal waters,
including their human components. This includes adjoining coastal lowlands, which have often
developed through sedimentation during the Holocene (past 10,000 years), but excludes the
continental shelf and ocean margins (and inland seas)”.

Coastal systems are also part of the larger marine ecosystems that include coasts and open
ocean areas. They are of great ecological and socioeconomic importance since they sustain
economies and provide livelihoods through fisheries, ports, tourism, and other industries. They
also provide ecosystem services such as regulating atmospheric composition, cycling of nutrients
and water, and waste removal. These areas have also been centers of human settlement since
perhaps the dawn of civilization, and have cultural and aesthetic values as well.

Coastlines are also among the most populated regions. Nearly half of the world’s major cities
are located within 50 km from the coast, and coastal population densities are 2.6 times greater
than those of inland areas.

The continuous area along the coast that is less than 10 meters above sea level represents 2%
of the world’s land area but contains 10% of its total population (i.e. over 600 million people)
and 13% of its urban population (around 360 million people). Almost two-thirds of the world’s
cities with more than 5 million inhabitants fall in this zone, partly at least. Besides, low-income
and lower-middle-income nations have a higher proportion of their urban population in this zone
than high-income nations. Additionally, the least developed nations, on average, have nearly
twice the proportion of their urban population in this zone, compared to high-income nations
([McGranahan and Anderson, 2007, Satterthwaite et al., 2009]).

5.1.2 The coastal zones in a changing climate

The Intergovernmental Panel on Climate Change (IPCC) in their fourth assessment report
(AR4) states: ”...coasts are projected to be exposed to increasing risks, including coastal erosion,
due to climate change and sea level rise. The effect will be exacerbated by increasing human-
induced pressures on coastal areas” (very high confidence). ”Many millions of people are projected
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to be flooded every year due to sea-level rise by the 2080s. Those densely-populated and low-lying
areas where adaptive capacity is relatively low, and which already face other challenges such as
tropical storms or local coastal subsidence, are especially at risk. The numbers affected will be
largest in the mega-deltas of Asia and Africa while small islands are especially vulnerable” (very
high confidence).

The IPCC Working Group II summary noted the following with very high confidence: ”Small
islands have characteristics which make them especially vulnerable to the effects of climate
change, sea level rise and extreme events”. And also awares: ”Sea-level rise is expected to
exacerbate inundation, storm surge, erosion and other coastal hazards, thus threatening vital
infrastructure, settlements and facilities that support the livelihood of island communities”.

Finally, let consider that: ”Tourism is the major contributor to GDP and employment in
many small islands. Sea-level rise and increased sea water temperature will cause accelerated
beach erosion, degradation of coral reefs and bleaching. In addition, loss of cultural heritage
from inundation and flooding reduces the amenity value for coastal users. Whereas a warmer
climate could reduce the number of people visiting small islands in low latitudes, it could have
the reverse effect in middle and high latitude islands. However, water shortages and increased
incidence of vector-borne diseases may also deter tourists” ([IPCC, 2007b]).

Under this scenario, climate change is one of the greatest threats to human lives and live-
lihoods in coastal regions all over the world. Coastal areas figure among the most vulnerable
of all environments to global climate change. Projected impacts from global warming include
rising sea-levels, stronger tropical cyclones, larger storm surges, increasing sea surface tempe-
ratures, and as the oceans absorb more of the carbon dioxide from human activities, growing
acidification of surface waters. For coastal ecosystems and communities, the repercussions could
be considerable, thereby threatening the livelihoods, health, and welfare of millions of people.

More frequent and severe storms can inundate low-lying coastal zones, destroying infras-
tructure and displacing populations. Higher water levels and larger wave surges can contribute
to accelerated shoreline erosion and retreat. Mounting sea levels can also exacerbate saltwater
intrusion into the rivers and aquifers that furnish freshwater. Warmer water temperatures and
acidifying oceans can degrade the ecology of coral reefs and threaten the artisanal and commer-
cial fisheries that nourish many seaboard communities. Finally, the climate threats to coastal
regions also reverberate well beyond the shoreline.

Countering such risks will present both opportunities for international cooperation and pos-
sibilities for international conflict. Many of the coastal countries most vulnerable to global
warming have contributed little to world emissions of greenhouse gases, and many possess li-
mited capacity and few resources to counter or cope with prospective climate damages. These
nations will require international assistance, technical, financial, and institutional, to enable
them to adapt to and rebound from the looming greenhouse impacts that they cannot avoid.

It is difficult to estimate with any precision how many people are at risk from the increa-
sed frequency and intensity of extreme-weather events and the sea-level rise (SLR) that cli-
mate change will bring. The first detailed analysis on the number and proportion of urban
dwellers (and total population) living in the low-elevation coastal zone was published recently
in [McGranahan and Anderson, 2007]. One estimate has suggested that 10 million people are
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currently affected each year by coastal flooding and that such figures will increase under all
climate-change scenarios ([Nicholls, 2004]). The problems with coastal flooding will obviously
be much more serious if certain potentially catastrophic events, whose probability is uncertain,
were to happen, for instance the accelerated melting of Greenland’s ice sheet or the collapse of
the West Antarctic’s one.

Many small islands are at risk from extreme weather events and a range of other environmen-
tal hazards, independent of climate change, but which are likely to be exacerbated by climate
change. Many small islands are at risk from coastal, river and rain-induced flooding, tropical
cyclones and storm surges ([Tompkins et al., 2005]). Small islands, by definition, have limited
physical size and much of their land area close to coasts. This usually means limits for adaptation
options, for instance by developing new activities or moving vulnerable settlements away from
coasts. Many small islands also have high levels of natural-resource exploitation and urbaniza-
tion occurring in zones at high risk from disasters. Often coastal development increases risks, by
way of example as mangroves and wetlands are displaced by residential or tourist developments.
Many of the larger-population small island nations also have cities with a significant proportion
of their population living in informal or illegal settlements, often on sites at risk from flooding
or landslides. Many are already facing serious freshwater shortages, and climate change may
exacerbate this situation.

Finally, studies of the cost of SLR on coasts have been based mainly on the economic loss to
the areas flooded ([Yohe et al., 1999]), but it has been shown that this cost might be underesti-
mated because it fails to take account for the damage associated with coastal flooding affecting
properties not flooded permanently above sea-level ([West et al., 2001, Michael, 2007]). SLR will
increase the risk of temporary flooding to properties a priori at sufficient elevation for them to
be affected nowadays. Changes in the wave climate and the storm surges will also contribute to
higher flooding and erosion rates. This makes a quantitative assessment of the potential impacts
in coastal areas increasingly important.

5.1.3 Coastal areas of Latin America and the Caribbean, development and
adaptation to climate change

Urban settlements are not only growing sources of greenhouse gases but are also hot-
spots of vulnerability to floods, heat waves, and other hazards that climate change is ex-
pected to aggravate ([Hardoy and Pandiella, 2009, Satterthwaite et al., 2009, Martine, 2009,
Hardoy and Lankao, 2011]). These roles create unique challenges and opportunities for ur-
ban mitigation and adaptation responses, and for mainstreaming them with development goals
([Hardoy and Pandiella, 2009, Satterthwaite et al., 2009]). The region of LAC presents specific
features in this regard.

Urban and demographic development conditions vulnerability and the capacity to adapt to
the impacts of climate change in general and in particular on coasts. In the region of Latin
America and the Caribbean (LAC), the population grew by 7% between 2006 and 2012, 4%
on the Caribbean islands and, moreover, the growth rate is expected to hold between 0.7 and
0.9% per annum in the coming decades. Should that be the case, the region’s population would
rise by 21.8%, 12.3% in the Caribbean, by the year 2040 ([ECLAC, 2011]). Population con-
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centration in urban areas is also expected to increase, shifting capacity to adapt. The urban
population rose from 79.6 to 81.5% between 2005 and 2010 and is forecasted to reach 86.9% by
2040. Particularly in the Caribbean, it will rise from 69.3 to 79.1% to the same horizon, with a
faster acceleration than in the rest of the region. Greater population density will cause higher
risks to the populations of the region because of the lack of infrastructures, services and ap-
propriate institutional frameworks ([Dodman, 2009]). The situation is aggravated by high levels
of poverty ([Smolka, 2008]) and the regional economy’s heavy dependence on natural resour-
ces and tourism ([Magrin et al., 2007]). These characteristics make this region especially sensi-
tive to meteorological and environmental changes and stresses ([Dodman, 2009, Smolka, 2008,
Hardoy and Pandiella, 2009, Hardoy and Lankao, 2011, ECLAC, 2011]).

In Latin America, the coastal plain of north-east South America is very low-lying, generating
risks for major settlements from north-east Brazil to Venezuela. The coastal zone of Guyana
holds 90% of national population and 75% of the national economy; its highest point is 1.5 meters
above sea-level with much residential land, including the capital Georgetown, below high-water
sea level. In many Caribbean states, between 20 and 50% of the population resides within the low-
elevation coastal zone ([Satterthwaite et al., 2009]). Although calculations of costs are contro-
versial, the impacts of hurricanes, floods, extreme temperatures, landslides and other hydrome-
teorological disasters can exceed the Gross Domestic Product in more than 50% in less developed
and more natural resource dependent regions as in LAC ([Dodman and Satterthwaite, 2009]).

In particular, many small island nations in the Caribbean face high risks from cyclones.
Many of them also have a high proportion of their economy and urban population in urban
centers on the coast – for instance, close to two-thirds of the population in the Caribbean
lives in urban areas. Most of these small islands have economies and much of their popula-
tions’ livelihoods at risk from the disruptions that extreme-weather events bring, including a
reliance on imports for many essential goods. Many also rely heavily on international tourism
([Satterthwaite et al., 2009]).

Although some LAC countries and regions are taking actions to adapt, including policies
to control settlement in dangerous locations, many places continue to have difficulties. Among
other needs, and especially from a management point of view, it has been made clear that
there is a lack of information and data on hazards, locations at risk and the most exposed and
vulnerable populations ([Hardoy and Lankao, 2011]). Coastal impacts often affect low-income
groups living in high-risk zones with fewer protective infrastructures ([Hardoy and Lankao, 2011]
and references therein). Coastal zones are therefore critical for population settlement.

This work tends to rise awareness about the critical areas and the risks associated with
changes in the wave climate and sea-levels. It aims a pioneer definition of some coastal impacts
in the region by identifying the areas most likely to be affected, through an analysis of risks which
would ultimately provide an initial diagnosis of such problems in a consistent and homogeneous
way for the entire region. These risks are analyzed using a methodology which integrates the
probability of occurrence and the consequences for various levels of impact on coasts. The
following risks are analyzed: (1) to population and infrastructures from rising sea-levels, both
under continuous currently detected variability and for a 1 m SLR scenario, (2) storm-related
coastal flooding, taking account of the different sea-level components and (3) beach erosion
from changes in both sea-levels and changing wave directions, from the standpoint of two beach
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functions: as a coastal protection infrastructure and as a major tourist asset.

5.2 Impacts in the coastal zones of Latin America and the Ca-
ribbean

5.2.1 Identifying the hazards

Erosion is a global problem for coasts and human settlements. It is estimated that at least
70% of the world’s fine-sediment beaches are receding ([Bird, 1985]). There are both short-
term and long-term causes of shoreline erosion. It may be natural or human-induced. The most
common type of short-term erosion is provoked by storms which can produce rapid and dramatic
erosion. Natural causes of erosion are in the short-term: storm waves, storm surge, overwash,
flooding, rip currents, etc. Long-term erosion may be less noticeable, but may ultimately have
more sever consequences. In the long-term, factors that may induce long-term erosion are: sea-
level rise, decreased sediment supply, littoral transport lost, sustained changes in waves intensity
and direction, flooding or subsidence, among others. Anthropogenic causes are often related
with navigation inlets, coastal structures, dams, aquifer exploitation and dune destabilization.
[USACE, 2002] can be consulted for further explanation on these and other coastal problems.

Because of the concentration of population and infrastructures in the planet’s coastal zones,
possible accelerating SLR and changes in wave climate will make beach erosion a further problem
to be dealt with ([Nicholls, 1998]) and that surely should be managed. Coastal erosion affects not
just beaches but also infrastructures like roads or railroads built near the coast. It has already
been shown that, in the LAC region, part of the coastal express highways connecting the Rio de
la Plata with the tourist resorts is in danger of flooding from SLR ([Fiore et al., 2009]).

Wind-driven waves and storms are seen as the primary drivers of short-term coastal processes
on many European coasts ([Smith, 2001]). Higher waves and increased storm-surge elevations
would have important potential consequences, such as enhanced erosion and flooding in estuaries,
deltas and embayments ([Flather and Williams, 2000, Lionello et al., 2002, Tsimplis et al., 2005,
Woth, 2005]).

Sea-Level Rise (SLR) has promoted erosive tendency for coasts, widely observed world-
wide ([Bird, 1985, Bird, 2000]). But a sea-level change is not the unique factor affecting
coastal erosion. Beaches in New South Wales, Australia, has been shown to rotate induced
by a shift in wave energy direction with the ENSO phenomenon ([Ranasinghe et al., 2004]).
Also, erosion in Northwest USA has been detected associated to this climatic pattern, but in
this case the responsibility lies on the increase of the mean sea-level during El-Niño events
([Komar et al., 2000, Allan and Komar, 2006]) rather in the affection to the wave climate (as
can be seen in Chapter 3). A dual dimension of the problem arises since both climatic variability
and long-term changes coexist and more than one variable, sea-level and wave climate in this
case, contribute, with different relative importance, to the final impact.

For an early but clarifying study on the engineering impacts of SLR, [CEI-RMSL, 1987] can
be consulted. It provides an useful basis for design calculations and policy decisions that must
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take changes in water levels into account, examining: (1) shoreline responses, (2) consequences
for engineering works and built facilities, (3) methods for protecting structures from erosion and
flooding, and adapting to shoreline retreat, and (4) the need of new technologies for mitigation.

Global mean sea-level has risen at an average rate of 1.7 ± 0.5 mm/yr during the
twentieth century ([IPCC, 2007a]). Subsequent to the IPCC AR4 report in 2007, there
have been several research estimating SLR from 1.9±0.4 mm/yr ([Church and White, 2011])
to 3.2±0.4 mm/yr ([Merrifield, 2009]). Whether an acceleration is occurring or not is
an issue under current research (e.g., [Douglas, 1992, Cazenave, 2008, Church et al., 2010,
Rignott, 2011, Houston and Dean, 2011, Rahmstorf and Vermeer, 2011, De Santis et al., 2012].
For the coming future, several studies have proposed estimates of SLR for the end of
the present century ([IPCC, 2007a, Rahmstorf, 2007, Pfeffer et al., 2008, Horton et al., 2008,
Vermeer and Rahmstorf, 2009, Jevrejeva et al., 2010]). Other researchers defend that global
SLR is accelerating in a way strongly correlated with global temperature ([Rahmstorf, 2007,
Vermeer and Rahmstorf, 2009]) and the future figures could easily exceed the AR4 scenarios.
Although the different authors use different physical bases, a rise greater than 2 m seems to be
not feasible.

On the other hand, the sometimes devastating impact of extreme sea-levels heighten aware-
ness property damage and loss of life from coastal inundation. North Sea, coast of Bangladesh
or the Gulf of Mexico with hurricanes Rita and Katrina are examples of coastal regions where
extensive damage to infrastructure and environment have occurred.

Low-lying areas are already dependent on flood risk strategies of some type such as flood
defenses, drainage or construction planning. Hurricane Katrina showed in New Orleans, in 2005,
the devastating effect of failure in flood defenses (see images in Figure 5.1). Rising mean sea-
level and changes in storminess are well accepted that will exacerbate these risks, but the actual
consequences of SLR remain uncertain and contested despite the threats ([Nicholls, 2011]).

Figure 5.1: New Orleans in 2005 after the hurricane Katrina. Source: Wikipedia.

Flooding is, however, a common effect of coastal storms due to a combination of tides, mean
water levels, storm surge and waves setup. Low-lying coastal areas are of special concern for
this type of impact. Coastal flooding is also intimately related with storm erosion. It is a factor
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contributing to erosion but many coastal sections are protected against flooding by elements
under erosion. Such are the cases of beach/dunes systems or sand barriers that if resulted in
breaching, most severe flooding can occur behind them.

Episodic events of flooding, associated with extreme water levels, differ from permanent
flooding, commonly known as inundation or submergence, where the responsible is the rising
sea-level. The time scale of occurrence is of longer-term in this case. Climate patterns can also
affect mean sea-level and cause, although not permanently, a sustained rise in sea-level for long
periods (months to years).

5.2.2 Defining the hazard and the vulnerability in Latin America and the
Caribbean

5.2.2.1 Hazards

In this chapter the analysis focuses on the following hazards:

1. Coastal inundation: the permanent flooding of the coast from SLR.

2. Flooding : temporary coastal flooding events, generally associated with storm events, and
that are caused by the joint effect of the different sea level components: Mean Sea-Level
(MSL), Sea-Level Rise (SLR) in the long-term, astronomical tide (AT), storm surge (SS)
and wave set-up.

3. Coastal erosion: particularly beach erosion due to SLR and changes in the dominant wave
energy direction.

The methods for the calculation of the probability of the hazard varies according to the type
of impact studied, in this work determined by:

1. Extrapolation of past long-term trends: for erosion and flooding to the target year 2040
upon the assumption that changes observed in recent decades may continue in the fore-
seeable future preserving the statistical uncertainty for future values.

2. Extreme analysis: obtaining the variation of probability of exceeding a given return period,
in the case of extreme flooding events associated with the 50 year value.

3. Assumption of a given a priori scenario, for a case which is deterministic and spatially
homogenous (i.e. without considering its probability of occurrence), associated with a
given SLR of 1 m.

Table 5.1 sets out the dynamics involved for each coastal impact, the impacts considered and
the techniques used to evaluate the probability in each case. More trends and impacts for the
region can be found in [CEPAL, 2012b] and [CEPAL, 2012a].
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HAZARD DYNAMICS HAZARD PROBABILITY METHOD
Inundation (permanent flooding) SLR & 1 m SLR scenario Trend extrapolation

Flooding (temporal events) SLR + AT + SS + Wave set-up Extreme analysis (50 yr return period)
Beach Erosion Changes in wave direction SLR Past long-term trend extrapolation to 2040

Table 5.1: Description of the coastal hazards or impacts dealt with in this work, changes in the
dynamics generating them, and the method for calculating the probability of the hazard for each
case

DATA SOURCE OF INFORMATION

Land uses Land Cover & Global Cover
Population density CIESIN
Roads and railways Digital Chart of the World
Beach typology Google Earth Images c©
Urban coastline Google Earth Images c©
River outlets Google Earth Images c©

Table 5.2: Vulnerability data analyzed to evaluate risk of flooding and erosion and the associated
sources of information.

5.2.2.2 Vulnerability

The vulnerability and exposure of the region under study is described using various data
sources (Table 5.2). The geo-referenced data are analyzed using Geographical Information Sys-
tems (GIS), specifically the ”ArcGis 9.2” software c© and its extensions ”Spatial Analyst” and
”3D Analyst”.

Geospatial analysis of the data for processing and calculating vulnerability has taken the
following steps:

1. Preprocessing of the base data; clipping the information to the coastal strip and re-
projecting all the data layers to a common projection that conserves distances and area.

2. Delimitation and drawing of the coastal area to be evaluated, and definition of an overall
line of coast for the area of study.

3. Creation of analysis units from the target coastline (henceforth referred to as study units),
forming the basic unit where results are obtained for hazards, vulnerability and risks.

4. To obtain the flooding masks from 1 to 10 m of elevation in each unit of study, using the
Digital Terrain Model (DTM).

5. To compute the spatial distribution of variables.

6. Calculation of the area affected for each variable at the various possible flooding levels (1
to 10 m heights).
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Variables Time span Time resolution Spatial Resolution Data source

Mean Sea Level (MSL)
1950-2009 monthly Global, 1o CSIRO
Variable hourly Global, variable Tidal Gauges (UHSLC)

Astronomic Tide (AT) Harmonic constants hourly Global, 0.25o TPXO
Storm Surge (SS) 1948-2008 hourly LAC, 0.25o Numerical Reanalysis

Waves
variable hourly Buoys OPPE, NDBC-NOAA
Variable variable variable Sat. altimetry CSIRO
1948-2008 hourly Global and LAC, 0.5o to 0.25o) Numerical Reanalysis

Table 5.3: The variables considered, temporal coverage, space-time resolution and source of
information.

As seen, the risk evaluation requires discretization of the coast into sections or units of
study to evaluate the terms of hazard, vulnerability and exposure. In line with the information
available and the spatial scope of study, a working scale has been adopted of approximately 5
km on the coastline. Impact and risk calculations are thus representative of 5 km of coastline
and 20 km landward. However, to show the results spatially, the 5 km units are aggregated at
a 50 km scale. These study units have been generated in three stages:

1. The LAC coastline is divided into 5 km sections;

2. Once the 14,494 segments have been obtained, polygons are generated automatically which
delimited the initial and final vertices of the line, covering 20 km landward;

3. Finally, the creation of the polygons is supervised using topological rules, to check possible
errors in complex areas.

5.2.3 Data

5.2.3.1 Hazards

A wide variety of sources of information have been used, both instrumental and numerically
modeled, to assess the diverse sea-level components and the wave climate n the LAC region. Table
5.3 summarizes the variables considered, the original sources and their spatial and temporal
resolution. More trends for other variables in the region and further details can be found in
[CEPAL, 2012b].

Sea-level data were taken from the Commonwealth Scientific and Industrial Research Orga-
nization (CSIRO) at http://www.cmar.csiro.au/sealevel/sl_data_cmar.html. These data
provide monthly mean sea-level series in a mesh of spatial resolution 1◦ x 1◦ (longitude x lati-
tude) between 65◦S and 65◦N, in the period from 1950 to present, although in this study 2008
is the last year considered in the analysis. Sea-level data between 1950 and 2001 were recons-
tructed using tidal gauges ([Church et al., 2004]), and for the period 1993-2009 the data come
from altimetry from the TOPEX/Poseidon, Jason-1 and Jason-2/OSTM missions. The data
are deseasonalized and the inverse barometer correction included, following the glacial isostatic
adjustment correction.
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Tidal data were obtained from the University of Hawaii’s Sea Level Center (UHSLC) and
used to compare the results of the AT and SS time series. These data are available on the Internet
at http://ilikai.soest.hawaii.edu/uhslc/rqds.html. The data series are in hourly time
resolution and the length of the register is variable, depending on each tide gauges station.

The astronomic tide data were generated on the LAC coast using the harmonic cons-
tants from the TPXO global tide model (version 7) developed by Oregon State University
([Egbert and Erofeeva, 2002]). The TPXO model assimilates data from the TOPEX/Poseidon
missions and from tide gauges ([Ardalan and Hashemi-Farahani, 2007]) and is one of the most
accurate global tide models (http://www.esr.org/polar_tide_models/Model_TPXO71.html).
The database includes eight primary harmonic constants (M2, S2, N2, K2, K1, O1, P1, Q1) and
two long- period (Mf and Mm), provided in a global mesh of 1,440 x 721 points, with 0.25◦ spatial
resolution (http://volkov.oce.orst.edu/tides/global.html). These components were used
to reconstruct the hourly astronomic tide series since 1948. The results were checked against the
tide gauges in the zone; absolute errors were in any event less than 10 cm, so that the reconstruc-
tion of the astronomical tide is adequate for offshore depths. The distribution of astronomical
tides reveals a large spatial variation in the region, from micro-tidal regimes in tropical latitudes
to macro-tidal in the south of the continent (see [CEPAL, 2012b] for more information).

The meteorological tide, or Storm Surge (SS), was obtained numerically using the Regio-
nal Ocean Modeling System (ROMS; [Shchepetkin and MacWilliams, 2003]) at 0.25◦x0.25◦ re-
solution, in a grid covering from 125◦W to 20◦W longitude and 61◦S to 40◦N latitude. The
inverse barometer condition was used for the simulation. The atmospheric forcing (pressure
and wind data) correspond to the NCEP/NCAR reanalysis. The results are hourly time series
of storm surge in the period from 1948 to 2008, which were validated with instrumental tidal
gauge data. Figure 5.2 shows the results of the validation for several tidal gauges in the zone.
A good fit for both the statistical distribution and surge time series (not shown) is obtained.
[Losada et al., 2012] or [Reguero et al., 2011]) can be consulted for further validation. It must
be noted that the numerical modeling does not include hurricanes defining the SS extremes tail
because the wind and pressure force from NCEP/NCAR reanalysis is insufficient to define them
properly.
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Figure 5.2: Validation of the reconstruction of the Astronomical Tide (left) and the modeled
Storm Surge (right) with various regional tidal gauges in the study area. Scatter data and
quantile distribution are shown. Values expressed in meters.
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The wave heights measurements used for the analysis include altimeter data covering
from the end of 1992 to 2009, with variable spatial and temporal resolution. They have
been obtained from AVISO (http://www.aviso.oceanobs.com/) and corrected according to
[Hemer et al., 2010]. Buoy data used comes from two sources: Puertos del Estado - Gobierno de
España (http://www.puertos.es/es/index.html) and the NOAA agency National Data Buoy
Center (http://www.ndbc.noaa.gov/).

Observations are complemented with numerical results. NCEP-NCAR reanalysis wind and
ice cover fields ([Kalnay et al., 1996]) is used to make global waves simulations since 1948, with
the Wavewatch III model ([Tolman, 2002a, Tolman, 2002b]) of resolution 1.5◦ longitude and
1◦ latitude (i.e. GOW wave reanalysis, see Chapter 2). Domains of greater spatial resolution
were nested to the global grid design for the LAC region, with a total of three more detailed
computational grids: two of spatial resolution 0.5ox0.5o (longitude x latitude) for the Atlantic
and the Pacific and one of 0.25◦x0.25◦ for the Caribbean region. The results of the reanalysis are
hourly time series of various statistical wave parameters. The numerical wave simulations were
subsequently compared with buoy and satellite data. The numerical data were corrected with
satellite data using the method of [Mı́nguez et al., 2011]. More details of results, validation and
the corrections applied to this reanalysis can be found in [Reguero et al., 2012b] or in Chapter
2 of the present thesis.

5.2.3.2 Vulnerability and physical exposure

The area delimited by the units of study was used to find the Digital Terrain Model (DTM) of
the coastal strip of interest. Using a DTM that covered the area of study continuously and uni-
formly was a key aspect. For this reason, the data employed were the Shuttle Radar Topography
Mission (STRM v4), with 90 m horizontal resolution and 1 m vertically ([Farr et al., 2007]). The
DTM reference is not uniform throughout the domain because zero height cannot be the same
in micro and macro tidal zones where the tidal range may affect heights from 0 to 3 m (0 m
taken as mean sea-level). It was thus considered that the zero topographical reference could be
assumed to be that corresponding to percentile 95% of the AT series at each point.

Population density was taken from ”Gridded Population of the World and the Global Rural-
Urban Mapping Project” (GRUMP), with 1,000 m resolution and referenced to year 2000
([CIESIN, 2005]). These data were analyzed at each elevation level to obtain the population
distribution along the coasts studied. To define the uses of the land affected, data from the fo-
llowing sources were employed: (1) Global Land Cover ([Bartholome and Belward, 2005]) of the
National Mapping Organizations (GLCNMO) and (2) GlobCover, with 250 m spatial resolution.
Figure 5.3 shows the urban area distribution approximately every 50 km along the coasts of LAC
to a height of 10 m.

Maps of road and rail networks were obtained from the Digital Chart of the World data base
(DCW; http://statisk.umb.no/ikf/gis/dcw/) at 1:1,000,000 scale. This digital terrestrial
map is a GIS global database with data of roads and rail lines among other and which is updated
to 1992 (Figure 5.4).

Vulnerability data sources are outlined in Table 5.2. More information on the vulnerability
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Figure 5.3: Urban area distribution in Latin America and the Caribbean from 0 to 10 m (results
are expressed in hectares and representative of 50 km study units).
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and exposure of the region can be found in [CEPAL, 2012c].

A particular feature of the coastal zones is its exposure to marine hazards, which is charac-
terized by a wide diversity of configurations of the coastlines, such as river outlets, urban fronts,
beaches, cliffs, estuaries or human infrastructure. Because of the lack of data in this regard for
erosion and flooding studies, it was necessary to first gather information on various characteris-
tics of the coast at approximately 15,000 study units from satellite images based on Google Earth
software c©. Information was classified in: (1) beach size and type, distinguishing between (a)
pocket beaches, (b) with strict outlines, (c) if adjacent to a river mouth or (d) unlimited so that
it could be considered rectilinear, on the grounds that each type of beach performs differently in
terms of sediment transport; (2) the length of the consolidated urban frontage adjacent to the
coastline (i.e. the distance built beside the sea line) to identify areas of urban development ma-
king up the sea front; (3) the length of urban frontage where the coastline is formed by beaches
(i.e. in such a case an urban beach acts as a protective element for the city’s coastal frontage),
and (4) the length and location of protective sea dikes. In quantitative terms, these data are of
sufficient quality given the scale of the study (5 km). It was possible, using this information, to
roughly categorize the different types of coasts by country, as shown, by way of an example, in
Figure 5.5 for the coasts of Brazil.

Figure 5.4: Infrastructures: roads (a) and rails (b) below 1 m height (number of study units
affected).

Beach type was classified into rectilinear and pocket beaches, among other types, in order
to determine the proportion of beaches that could be susceptible of being subjected to rotation
due to changes in the mean direction of the incident wave energy flux. Figure 5.6 represents the
proportion of both types in sections of 50 km.
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Figure 5.5: Coastal typology classification, identifying percentage of coastline with beach front,
urban front, sea-dikes and river outlets. Example for the Brazilian coastline.

Figure 5.6: Coastal typology analysis, percentage (over sections of 50 km) of coastline with
rectilinear (a) and pocket beaches (b).
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5.2.4 Long-term trends and climate variability in the region marine dynamics

The study of the wave climate and its variability is addressed specifically in Chapter 3 for
a global scale. However, for coastal impacts, other dynamics, such as the different components
contributing to the sea-level are also necessary. In the following, a brief overview on the main
past changes in the region of LAC is given. In the interest of concision, only changes in SLR
and in the storm surges will be outlined herein.

SLR has been reported to increase in the last decades (e.g., [Church and White, 2011]).
In this work, local linear regression and Trend-EOF techniques (see annex for description of
techniques) have been used to detect the long-term trends in the sea-level database. Figure
5.7 shows the global trend detected, in agreement with previous findings. Comparing both
techniques, it can be stated that Trend-EOF is less influenced by the ENSO phenomenon and
other local influencing factors thus providing a trend with higher spatial continuity, of about 2
mm/yr, as seen in Figure 5.8.

Figure 5.7: Global Sea-Level Rise showing long-term trend computing with Trend-EOF and
linear regression and showing the 95% confidence bounds. Latitudinal weighting has been con-
sidered in the computation.

Different SLR time series and the detected trends are shown in Figure 5.9 showing a clear area
of ENSO influence in the equatorial Pacific area. Trends computed with Trend-EOF technique
is not affected by those outliers and provides an adequate estimate of the long-term trend. It
can also be checked that in that particular area, the range of variation due to El Niño events is
of the order of magnitude of the past changes in SLR. This fact is important to be considered
in the coastal risk management in the area, like in other areas of the globe such as California or
Australia.
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Figure 5.8: Average linear long-term trend of Sea-Level Rise in Latin America and the Caribbean
from Local linear regression (left panel) and Trend-EOF (right panel) analysis, in mm/yr.
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Figure 5.9: Time series of Sea-Level Rise and detected long-term trends for several representative
points along the Latin America and the Caribbean coast.
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Nevertheless, SLR is not the unique factor that must be considered in a coastal hazard
analysis. Storm surges (i.e. elevation of sea-level due to the combined effect of atmospheric
pressure and wind, usually associated to storm events) also suppose a main agent affecting
the coastal areas which may be responsible for coastal flooding. The annual long-term trend
identified in the extremes of the Storm Surge (SS) are shown in Figure 5.10 along with the
seasonal trends at five representative points. The computation was performed based on a non-
stationary analysis of extreme values (see annex), in an analogous manner to the study of wave
heights extremes shown in Chapter 3. Largest increases are occurring in the Rio de la Plata
area and the California Bay, precisely at the areas more affected by SS. Where the trends in
SS extreme events are significant, they are in the order of SLR changes, about 4 to 5 mm/yr
maintained along the year in the Rio de la Plata. In the case of California Bay, decreases of 3
mm/yr are found indicating that the effect of SLR can be offset by SS at the storm events. The
combination of these two factors, alongside with the statistic behavior of the rest of sea-level
components (i.e. astronomic tide, mean sea-level and waves set-up) should be considered for
coastal flooding analysis.

As seen for SLR time series in Figure 5.9, SS is also strongly affected by El Niño events and
other inter-annual variability factors. To reflect this influence in the storm surges Figure 5.11
displays the correlation pattern with the monthly mean sea-level (left panel) and with the 95%
percentile of monthly mean SS. It has been made clear that the influence of the inter-annual
variability should be of concern for the statistical analysis of coastal flooding.
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Figure 5.10: Annual long-term trend in extreme storm surges (central panel) and seasonal trends
for five representative points (obtained from Global Ocean Surges database, from 1948 to 2008).
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Figure 5.11: Correlation patterns of Niño3 index with the monthly mean sea-level (left panel)
and the monthly 95% percentile of storm surge (right panel).
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5.2.5 Inundation

Mean global sea-level rose 17 cm in the twentieth century, faster than the previous cen-
tury ([Woodworth et al., 2009, Church and White, 2011]). Recent studies of SLR estimates
in the twenty-first century show that the projections of the IPCC in the AR4, of 0.26-
0.59 m global SLR by 2100 in an A1F1 scenario ([Meehl et al., 2007]) may be exceeded and
sea-level may approach or even exceed 1 m by the end of the century ([Pfeffer et al., 2008,
Vermeer and Rahmstorf, 2009]).

Both approaches, past trends and SLR estimates for the end of the century, are considered
herein. On the one hand considering the extrapolation of past changes detected in the mean
sea-level for 2040 from the work of [Losada et al., 2012], and on the other considering a uniform
scenario of 1 m of SLR.

As a vulnerability term for the definition of the risk (equation 1.4) the population affected, up
to the flooding level, is used. Figure 5.12 shows the population distribution by heights (between
1 and 3 m) for various units of study in the region. Population distribution varies depending on
the coasts. Increased vulnerability can be seen in urban zones like Vila Velha (Brazil), Alvarado
or Veracruz (Mexico).

5.2.6 Flooding level trends and scenarios

While SLR is one of the most significant impacts that coastal zones will experience in the
future, temporary flooding events, from the combined action of tides and rising sea-levels, added
to the effects caused by wind, pressure and waves, must also be taken into account as a factor
of greater relative importance on some coasts ([Michael, 2007, Nicholls, 2011]).

Such events are episodic and are associated with unexpectedly high seas caused by the com-
bined effect of winds, pressure and waves, generally associated with storm episodes. The results
shown here do not include flooding caused by hurricanes due to lack of resolution in the numerical
generation, a feature configuring the greatest damage in tropical zones.

To study coastal flooding events, the time series for Flooding Height (FH) were obtained by
aggregating the different sea components:

FH = MSL+ SLR+AT + SS + waveSetup (5.1)

where FH denotes the total flooding height, MSL the mean sea-level, AT the astronomic tide
and SS the storm surge.

These temporal series are analyzed with a specific model for extremes (see annex for descrip-
tion) to isolate the monthly maxima for the analysis of the frequency and intensity of extreme
flooding events on the LAC coast. Significant changes have been found in the extreme distribu-
tion for flooding levels. The evolution of the probability density functions (pdf) is represented
in Figure 5.13 for five representative points along with the long-term trend in the location para-
meter that represents the mean displacement rate of the distribution. Values around 10 mm/yr
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Figure 5.12: Number of people affected between 1 and 3 m at three urban regions in Latin
America and the Caribbean. Satellite images taken from Google-Earth software c©.

are found in the Rio de la Plata area due to a combination of trends in the SLR and SS values
(see trends results in section 5.2.4). The pacific coast of Mexico is another area prone to high
trends, in the region of 6 mm/yr, while in the rest of the region flooding trends remain close to
the SLR values, indicating that not significant contribution of the rest of components is found.

However, the trend in the location parameter is intense. Indeed, changes in the shape of
the distribution are important to detect whether the probability of a certain value may vary
accordingly. This can be seen in point 384 in Figure 5.13 where the probability associated with
the higher values has increased along the period of study (a total of 58 years).

The changes in the extreme pdf imply changes for the values associated with certain return
periods (T; i.e. the average recurrence interval over an extended period of time) with probability
of exceedance of 1/T. Figure 5.14 depicts the 50-yr flooding level (a) and the change of this value
from the first to the last decade in the study interval (b). The spatial variability of values is high.
Larger levels, well over 5 m, concentrate in the southern Atlantic coast. These flooding levels
must be taken with caution in the Caribbean area because hurricanes statistic is not properly
included in it. The southern coast of Brazil and Uruguay (around a 40% of variation) along with
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Figure 5.13: Trends of change in the flooding probability density functions at various points in
LAC and change (mm/yr) in the mean distribution value at LAC coast.

certain areas of the Caribbean islands have undergone the largest change in the flooding level
with return period of 50 years due to changes in the pdf of extreme flooding.

5.2.7 Erosion trends and scenarios

In analyzing SLR impacts, it is important to differentiate between flooding and erosion.
Beach erosion is a process which is completely different from inundation or flooding. Erosion
involves a movement of sands from the beach seaward, in a search for a restoration of balance
to dissipate more energy due to wave breaking. Much of the sand is returned to the upper
part of the beach profile by the long-period waves under normal sea-level conditions. This
phenomenon shows that sea-level plays an important role in coastal erosion ([Zhang et al., 2004]).
[Zhang et al., 2004] conclude that the agreement on application of Bruun’s rule ([Bruun, 1962])
and the erosion trend observed on the eastern United States coasts indicates that it is caused by
SLR. Other authors declare that Bruun’s rule is not applicable generally as its hypotheses often
fail on coasts; especially due to the limitation on the net longitudinal transport of sediment.
While Zhang’s analysis continues to be valid for ideal situations of sections of coast where there
is no sediment input or output, thought must also be given to other effects on the balance of
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Figure 5.14: 50-years flooding height and relative change between the decades 1950-1960 and
1998-2008.

sediments on the coast ([Stive, 2004]).

On the scale of the diagnosis of the coastal impacts in LAC, an analysis based on Bruun’s rule
may be acceptable ([Nicholls, 1998]). Although studies of change on the coastline demand an
analysis based on changes in the transport of sediment, or with other probabilistic solutions which
also account for storm-related erosion (e.g., [Callaghan et al., 2008, Callaghan et al., 2009]). Fi-
gure 5.15 depicts the erosion rate based on Bruun´s rule for three representative diameters in
the sand range.

According to long-term trends detected in the significant wave height exceeded 12 hours
per year (Hs12), shown in Figure 5.16, there would likely be erosion induced by changes in
wave intensity that can involve a larger magnitude than those expected from SLR. To account
specifically for those changes, other approaches on storm-erosion are needed.

Although SLR would contribute to increasing beach erosion, in some areas anthropogenic
effects have resulted in higher erosion rates, much greater than would naturally occur, mainly
provoked by poor sand management practices at channel entrances and transversal coastal struc-
tures.

Concerning the changes in the wave climate, to obtain an estimate of erosion from changes in
incident wave characteristics, a simplified model of the response of the pocket beaches to changes
in the direction of the waves is analyzed. There are two hypotheses on which this analysis of
the planform is based in the long-term: (i) the orthogonality of profile and planform (implying
that the study can be made independently for each of them ) and (ii) the different time-scale of
the profile-plan processes. As a consequence of this different scale of processes, planform studies
always assume that the beach profile has reached its equilibrium position, a hypothesis also
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Figure 5.15: Long-term trend in beach erosion due to Sea-Level Rise (in application of Bruun’s
rule) for three representative sediments in the region of Latin America and the Caribbean.

admitted for application of Bruun’s rule. Thus in the long-term evolution of a beach planform,
the profile shape remains constant.

The latter means that pocket beaches are in a position of modal balance, with oscillations
around the mean position. In general, such oscillations are weak except where the wave dominant
energy direction is markedly seasonal. In any case, analysis of the potential impact of climate
change on beach planform will be focused on the long-term effects, i.e. on the mean annual
position.

The planform of these beaches is governed by the direction of the mean energy flux from the
incident wave climate on the beach ([Hsu and Evans, 1989, González and Medina, 2001]). If this
parameter is modified, the beach will rotate so that its planform will once more lie substantially
orthogonal to the direction of the mean energy flow. This rotation will result in future erosion
at one extreme and an advance at the opposite one, provided that sufficient sand is available.
For this simplified performance model to be representative, the lateral limits of the beach must
be able to contain the beach in the face of the advance, and that there is also no sand input
from the sea outside or from the beach surroundings.

If this simplified behavior is assumed, a beach will change its orientation should the direction
of the mean energy flow shift. Such change will be accompanied by an advance and retreat of the
beach so that the volume of sand eroded will be equivalent to that deposited on the beach front.
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Figure 5.16: Long-term trend in the significant wave height averagely exceed 12 hours per year
in the region of Latin America and the Caribbean. Computed from GOW reanalysis database.

Maximum beach retreat and advance will occur at the extreme points, and its value (REmax)
will depend approximately on the variation in the direction of the mean energy flux (δθ) and the
length of the beach (L), according to the equation:

REmax = L/2 · tan(δθ) (5.2)

The trends obtained with this model for a theoretical pocket beach 1,000 m long driven by
changes in the direction of the mean energy flux are shown in Figure 5.17. Baja California,
southern Brazil and some Caribbean islands would be the regions most affected by this possible
change.

Note that the actual impact would depend, among other factors, on the presence of the
pocket beaches (see Figure 5.6) and their local characteristics. The risk analysis that follows will
include this information.
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Figure 5.17: Trend of beach erosion following change in dominant energy flux direction (m/yr).

5.3 Environmental risk analysis

5.3.1 Flooding Risk

5.3.1.1 Flooding risk for coastal population

The exposure curves are defined by the area affected at each DTM topographic height. Analo-
gously with the previous case, the vulnerability curves in each sector of study are determined by
the data for resident population to each level. Figure 5.18 shows the population affected in the
region by the 50-yr flooding, highlighting the region’s inhabited coastal zones.

The assessment of the risk for the population is shown in Figure 5.19. In extrapolating
trends, these results are obtained by integrating probability for each SLR levels and the number
of persons below them, according to their spatial distribution at each study unit. The expected
damage (i.e. number of inhabitants) is graded according to damage percentiles of 25, 50 and
75%. The results are shown on a single scale of ranges, for comparison with the consequences of
an increase in current rates of change. It can be seen how, should current changes be maintained,
the risk is very high for the urban zones of the Atlantic coast and the Caribbean islands. In a
situation of 1 m SLR, very high risk extends to most of the Caribbean islands and the east coast
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Figure 5.18: Number of people currently affected by a 50-year flooding event(population data
reference in 2000).

of Brazil, Central America, Ecuador and Peru.

Figure 5.20 represents the risk of flooding from extreme events of rising sea-level, following
integration of the agent, exposure and vulnerability components. The coasts most at risk are
located in Brazil and Mexico, on both the Pacific and the Caribbean, and on the Caribbean
islands. A large part of Peru and Ecuador are also at ”very high risk” in the horizon to 2040,
mainly due to urban agglomerations. Another hotspot is the area of influence of the Rio de la
Plata, where urban density is high and large sea levels caused by extreme events occur.

To find an indicator of how the situation would change under a 1 m SLR scenario, the risk
which would be associated with the statistic for flooding extremes with a mean sea-level 1 m
above the current figure, uniformly for the whole region is obtained. Note that in this case
the probability of occurrence of the hazard agent is not included in the risk analysis because
the scenario is formulated a priori and homogeneously throughout the region. Both results are
represented in ranges of damage for each situation and are not comparable because they identify
locations of special risk. In this case, the coastal urban centers are the zones most affected.
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Figure 5.19: Levels of risk for the population associated with the extrapolation of Sea-Level Rise
(SLR) past long-term trends to 2040 (a) and in a scenario of 1 m above current mean sea-level
(b). The results are shown on a single scale of ranges, for comparison with the consequences of
an increase in current rates of change.
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Figure 5.20: Risk levels for the population associated with flooding over a 50 year return period
from extrapolation of the changes to 2040 detected in the past according to (a) changes in
extremes probability density function and (b) 1 m above current mean sea-level.
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5.3.1.2 Flooding risk for coastal roads and railways

In a manner similar to that for population, risks are studied for infrastructures. In this
particular case, the vulnerability function is defined as the distribution by heights of the number
of sections of infrastructures affected. No distinction is made between roads and railways, and
both are dealt with jointly, although their relative importance and consequences may not be the
same.

Figure 5.21 shows the results. The areas with highest risk are concentrated in very specific
locations in southern Brazil, Rio de la Plata, Central America and the Northern Caribbean
islands.

Figure 5.21: Risk levels for infrastructures (roads and rails) associated with 50-yr flooding event,
by extrapolating to 2040 changes detected in the past extreme probability density functions.
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5.3.2 Erosion risk

5.3.2.1 Erosion risk

For erosion risk assessment, the proposed methodology and global framework, introduced
and described in Chapter 1, is here followed.

The hazard term is defined by the probability of reaching each level of erosion under SLR.
Exposure term accounts for the beach length at each 5 km study unit. Note that if there is no
beach, no risk should be expected as only sandy beaches erosion is being considered in here .

Vulnerability in this case is evaluated as the erosion expected relative to the total area of
the beach, so that: V u = r/Ab, where r is the erosion reached with a certain probability and Ab
represents the beach surface area. Note that vulnerability increases when the erosion does. To
identify the double function of sandy beaches, as coastal protection and as recreational resource,
two different surface areas are considered: (1) only accounting for areas where urban frontlines
were found, and (2) total available surface area, independently of adjacent inhabited areas.
Results are shown below.

a) As coastal protection:

Considering just beaches on the maritime frontage of urban zones (i.e. urban beaches), Figure
5.22 shows the risk of erosion beaches from SLR by (a) extrapolating current tendencies and (b)
for a 1 m scenario, consistent throughout the LAC region.

In this case, the vulnerability term is defined by the area eroded relative to that available
on urban beaches. Greatest damage would occur on the coasts of Brazil, the Caribbean islands
and the southern Caribbean coast.

Concerning the erosion induced by rotation of the beach planform, Figure 5.23 shows the
results of risk for loss of beach surface considered as coastal protection, where only the areas with
a significant proportion of pocket beaches and urban frontage are susceptible of such a change.
The potential effects are mainly located in the south-east coast of the Caribbean and Brazil.
Note that the south-western coast, despite presenting a high proportion of pocket beaches, lacks
of adjacent population settlements and the risk is therefore low in that area. In areas with no
beaches of such a type or negligible shifts, no risk is expected.

b) As potential beach resource:

Taking into consideration the current available beach area, irrespective of whether it is located
on urbanized coasts, a beach can be studied as a resource, for example, for tourism. Using
information registered by satellite imagery for each unit of study, the total beach area available
at each unit is analyzed. With this information and the SLR erosion rates ([Losada et al., 2012]),
the erosion damage for each SLR threshold can be integrated. The damages, in this case,
particularly concentrate on the Caribbean coasts and islands where less beach area is available.
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Figure 5.22: Risk levels for coastal city settlements from rising sea-level erosion of beaches
conforming their urban coastal frontage by: (a) extrapolation of past changes to 2040 and (b)
with 1 m above current mean sea-level.
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Figure 5.23: Risk levels for coastal urban settlements from beach planform rotation for pocket
beaches conforming their urban coastal frontage, by extrapolation of past changes of the mean
energy flux to 2040.
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Figure 5.24: Risk levels for available beach resources (depending on beach area) for beach erosion
from rising sea level by: (a) extrapolation of change tendencies to 2040 and (b) with 1 m above
current mean sea-level.
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5.4 Conclusions

An assessment of potential impacts on coastal areas has become increasingly important con-
sidering identified past changes in sea-levels, surges and waves. Being Latin America and the
Caribbean a region of the world especially sensible to environmental changes and stresses, while
a general development and population growth is also expected, a risk-based approach to coastal
areas impacts assessment was necessary from a management perspective. Not only rising sea-
levels are considered in the study but also the wave climate, tides and surges, in a combined
manner. This ultimately resulted in the analysis of inundation from sea-level rise and coastal
flooding due to extreme sea-levels, from the combination of tides, surges and wave set-up. Beach
erosion was also studied from a simple relation with sea-level rise, although erosion rates were
also identified from changes in the wave mean energy flux direction, with special focus on Baja
California, southern Brazil and some Caribbean islands.

The risk methodology followed in the work is based on the analysis of the probability of
occurrence of certain coastal hazards and their potential consequences, distinguishing the terms
of exposure and vulnerability separately, but not considering the economic dimension of the
problem. In particular the impacts of inundation, coastal flooding extreme events and beach
erosion are addressed through an integrated risk-based approach which relies on the statistical
analysis of both instrumental and numerical datasets for wave climate and sea-level components,
distinguishing astronomic tide, storm surge and mean sea-level. For computation of trends,
regression techniques were employed while for the specific study of extremes a non-stationary
extreme model was required.

To allow the analysis of the vulnerability terms, a geospatial analysis was performed for
several datasets, including: population density (GRUMP-CIESIN), land uses (Land cover and
GlobCover), coastal typology and roads and railways (DCW). The coastline of the region was
divided into 14,494 units of study where the different data were combined and integrated.

Results showed that largest inundation risks due to rising sea-levels concentrate in the urban
areas of the Atlantic coast and the Caribbean islands. However, should a situation of 1 m of
increase in mean water level occur, the areas at higher risk would be the Caribbean islands
and the east coast of Brazil, alongside with Central America, Ecuador and Peru. These results
further support the special concern that must be taken with El-Niño events in the Pacific coast
when compared with sea-level rise past changes.

Temporary flooding events, from the combined action of tides and extreme sea-levels, due to
effect of winds, pressure and waves, have also been taken into consideration. It has been shown
to be a factor of the greatest relative importance in some coasts. Trends in the region of 10
mm/yr were found for the Rio de la Plata area from a combination of trends in sea-level rise
and storm surges extremes. The pacific coast of Mexico also showed 6 mm/yr of change over
the last decades. In the rest of the region, flooding trends remain close to sea-level rise rates.

The analysis was performed through a non-stationary extreme value model so that changes
in the probability density functions were possible to be identified. The probability of certain
values, associated with a given return period, seems to have varied accordingly. Larger changes
in recurrence of extremes values concentrate in the southern Atlantic coast, although, from a
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relative increment point of view, southern coast of Brazil, Uruguay and certain areas of the
Caribbean have undergone changes about a 30 and 40% during the last 6 decades in the 50-yr
flooding event. Despite not considering hurricanes behavior adequately for the tropical areas in
the present analysis, results seem to be revealing in those latitudes.

In terms of risk, the coasts at highest risk for coastal population are located in Brazil and
Mexico and on the Caribbean islands. The main factor configuring these risks is the urban
agglomerations. Another area of concern is the Rio de la Plata region due to concentration of
population and strong trends in flooding levels. Considering roads and railways in the coastal
areas, the zones of greatest risk are concentrated in highly specific locations in southern Brazil,
Rio de la Plata, Central America and the Northern Caribbean islands. Whether these affections
would present different relative importance and how it will affect the transport system for local
communities is out of the scope of the present research, but an interesting factor for measuring
the consequences in monetary terms.

In light of these results, pocket beaches in the region could have undergone erosion in line
with changes in mean wave energy direction sustainedly during the last years and may remain in
the near future. This combined with increases in sea-levels imply risks from coastal protection
and available beach resource. Coasts of Brazil and the Caribbean present the highest risks in
terms of coastal protection, while the Caribbean coasts are the most threatened areas in terms
of beach resource losses.





Chapter 6

Conclusions and future research

“Don’t judge each day by the harvest you reap but by the seeds that you plant”

Robert L. Stevenson, Scottish writer

6.1 General overview

This Thesis has addressed the study of the global wave climate and its temporal variability
to determine some of the potential coastal and technological implications under a risk-based
framework. Several steps were taken towards such an aim.

First of all, it was necessary to develop a new database of global wave data with adequate
time span and sufficient quality along the continental coastal margins. Based on it, an analysis of
wave climatology was performed with a planetary scope and facing different time scales, covering
from the seasonal to the inter-annual and long-term changes.

Subsequent to the understanding of wave climatology and its variability, the problem of
potential consequences for the human system was raised. It was intended to face the problem
from a risk analysis perspective since changes by themselves do not provoke consequences. It
is indeed the combination of the probability of hazards with the possible consequences on the
system which would utterly lead to a successful diagnosis of the situation. For this, an integral
methodology for risk assessment was adapted from the disaster risk state of art and applied to
coastal specific problems.

From the myriad of potential effects of a changing climate, the work focused, in particular,
on some of the technological and environmental effects of a changing wave climate. Specifically,
one of the problems tackled was the implications for the wave energy technologies of changing
wave energy resources and varying wave extremes, in terms of operations and survivability. For
coastal zones, the aim fell on the study of erosion and coastal flooding in Latin America and the
Caribbean, by way of example. Also, the impacts of the varying marine dynamics were combined
with a deep analysis of the exposure and vulnerability of the coasts in the region.
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Several advances and findings were found in the whole process which are outlined in this
section.

6.2 Contributions

The present work was aimed at studying the temporal variability and the long-term changes
in the global wave climate in order to provide a first insight into some coastal and technological
risks which may derive from them. To reach that end, in a holistic approach, it was needed to
develop an accurate wave dataset of enough time span and some other methods and tools to
analyze the data and the temporal variability.

A global wave dataset (GOW) was firstly simulated with a planetary scope covering the
period from 1948 to 2008 and corrected with altimeter data from 1992 to 2008. Tropical cyclones
spurious data was statistically identified and rejected. The data was extensively validated with
altimetry and buoy observations in order to assure the statistical correspondence with the wave
conditions in different time scales. This dataset constitutes the basis for further analysis of the
wave climate, its variability and its potential effects.

A description of the global climatology followed although with great similarities to other
works. Special focus is given to the description of periods, important for wave energy study, and
to the directional behavior of the wave climate. These last two features have been less attended
in the current state of the art.

Concerning the variability of the wave climate, the variability of the wave heights, the mean
energy flux direction and the wave power have been studied in relation to many of the most
influencing climate patterns in the globe. From this analysis, consequences for coastal areas and
an estimate of their mean contribution to the wave climate parameters has been inferred. The
final conclusion is that rates of change and temporal variations in the wave climate are necessary
to be considered somehow in the coastal hazard zones.

Subsequent to the wave climate study, the GOW reanalysis was used to perform two main
tasks: (1) the evaluation of the global wave energy resources, describing its spatio-temporal
variability throughout different scales; and (2) a risk analysis of the absorbed wave power for
four offshore Wave Energy Converters with a twofold scope: (a) the impact of resources variation
in a life-cycle and (b) the survivability risk from expected variations in the 100-yr wave height.

For the evaluation of the global wave energy resource, the GOW database was validated with
buoy data in wave power levels for monthly and yearly scales. Results showed a good accordance
at both time scales. The correction applied to the numerical hindcast was also checked in terms
of wave energy estimates, revealing a considerable correction (over 40 %) along the continental
margins.

There exists a considerable controversy on the figures of the global wave energy resource.
In this work, a new method to assess the potential resource is proposed which should be more
realistic since it takes into account the direction of the wave energy and the coastal alignment.
The resource values, obtained from the GOW database on a hourly basis over the last six
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decades, were compared with the current state of the art. Long-term trends and influence of
climate patterns were also investigated yielding to the conclusion that they are factors to account
for in the wave energy studies.

Comprehensive information was provided in this work that may be useful in the wave energy
field. Some examples are the wave power scatter diagrams or the frequency of occurrence of the
combinations of wave heights and periods. They reflect the varying wave climate conditions and
further confirms the need for a site-specific design of converters for each region.

With the aim of contributing to clarify what could be reasonably expected from several
technologies at offshore depths, going beyond wave energy potential assessment, a risk-based
method was proposed to consider the impact of the variability of the available resource on real
devices. Unfortunately, since no detail information on matrix powers were available for different
wave climate conditions, a method for the scaling of devices was proposed and successfully
applied. The method was tested for four devices for which the risks from wave energy production
and the structural survivability degree of the installation were studied through a life-cycle.

Other sort of consequences exist from a changing climate, many of them implying coastal
impacts as research has recently shown. An assessment of the potential impacts on the coastal
areas has become increasingly important observed changes in sea-level, surges and waves. In
particular, Latin America and the Caribbean is a region of the world especially sensitive to
environmental changes and stresses. A general development and population growth is also ex-
pected, so a risk-based first approach to coastal areas impacts assessment is necessary from a
management perspective. In particular the impacts of inundation, coastal flooding associated
with extreme events and beach erosion were addressed through an integrated risk-based ap-
proach which relies on the statistical analysis of both instrumental and numerical datasets for
wave climate and sea-level components, including the astronomic tide, storm surges and mean
sea-level. Beach erosion was addressed from a simple relationship with sea-level rise, although
erosion rates were also identified from changes in the dominant direction of the wave energy.

The risk methodology followed in the work was based on the analysis of the probability of
occurrence of certain coastal hazards and their potential consequences, distinguishing the terms
of exposure and vulnerability separately, but not considering the economic dimension of the
problem.

For computation of trends and probability of hazards, regression techniques were employed
while for the specific study of the extremes, a non-stationary extreme model was required.

To allow for the analysis of the vulnerability terms, a geospatial analysis was performed for
several datasets, including: population density, land uses, coastal typology and distribution of
roads and railways. The coastline of the region was divided into 14,494 units of study where the
different data were combined and integrated.
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6.3 Results and conclusions

6.3.1 Wave modeling

• A wave hindcast was developed with the model Wavewatch III and driven by the
NCEP/NCAR reanalysis winds and ice fields. The resolution was of 1.5◦ longitude x
1.0◦ latitude on a global domain, covering the period from 1948 to 2008.

• Due to discrepancies with wave measurements, numerical data were corrected through the
application of a calibration method which used altimetry data from the period 1992-2008.
It ultimately leaded to a remarkable correction in the statistic distribution of the dataset,
specially noticeable for the continents coastal margins.

• Since the outliers due to tropical cyclones were not appropriately reproduced in the hind-
cast, because of a lack of resolution in the wind fields, the calibration of the dataset would
be affected by its presence. Caution was therefore taken in the calibration step. Such spu-
rious data were statistically identified and removed from the correction. Also the regions
prone to outliers appearance in dataset were identified.

• A verification of the calibration method was performed, obtaining a correction based on the
altimetry data from 1992 to 2005, while its effect was judged with the observations from
the period 2006-2008. It confirmed a regionally varying correction, specially remarkable
for high waves range and at the coastal regions.

• An exhaustive validation of the results was performed with altimeter and buoy measure-
ments. The diagnostic statistics showed a fine agreement both in the scatter data and in the
statistical distribution of wave heights, indicating that the new reanalysis reflects appro-
priately the wave characteristics identified by satellites from 1992 to 2008. The underlying
assumption is that it would also reflect the statistics of previous periods.

• Taking all into account, the spatial and temporal coverage of the dataset and the statistic
behavior obtained for the full range of wave heights, confirms that this new database is
suitable for further global variability analysis of wave climatology.

6.3.2 Wave Climatology and its variability

• Concerning wave climatology, special emphasis was placed on its directional behavior,
which was an original part of this work. In this respect, it was confirmed that during
the austral winter the swell waves coming from the Southern Ocean dominate these areas
provoking large shifts in the time series of the energy flux direction. This occurs due to the
widening and strengthening of the storms in the SH and the weakening in the NH. This
behavior is also reflected in the seasonal variations within the tropics.

• With regard to the long-term changes, results showed that not only the mean values are
increasing but also the high tail of the Hs distribution values do in general terms. Moreover,
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trends for the 90th percentile are more intense than for the mean values, at the same time
showing a lower correlation with the climate indices.

• However, there are regions of the oceans where extreme values are increasing and mean
conditions are not. Such are the cases of the Southern Atlantic or the Northwestern
Pacific. Differences were also identified in the North Atlantic where no significant changes
are obtained but for the northern area.

• Surprisingly, the trend pattern obtained for the available satellite period (1992-2008) sig-
nificantly differs from that computed for the last six decades (1948-onwards). This fact
indicates that longer time span in observations is needed to obtain meaningful trends of
change in wave height parameters from satellite altimetry. As a consequence, trend pat-
terns from this data source should be taken with caution so far.

• The analysis here developed also reveals that not only are the wave heights increasing but
also the number of extreme events at several areas of the global ocean. Additionally, the
proportional change in the extreme intensities is not uniform throughout the global ocean.

• The question of possible changes in the directional behavior of the dominant wave energy
was here explored. Sustained changes in the storm activity at both hemispheres seem to
be inducing large shifts in the mean energy flux direction, with a clockwise sense in the
south and counter-clockwise in the north. Greater shifts are found in the mid Pacific with
changes of more than 1 degree/yr. It is worth noting that the directional trends were
obtained from a regression model for directional data which was specifically designed for
this purpose in this Thesis owing to the lack of such modeling in this field.

• Inter-annual variability was studied by obtaining the correlation patterns with the most
prominent climate indices. The Artic Oscillation and the Southern Annular Mode are the
most influencing climate patterns in the Northern and Southern Hemisphere, respectively.
The correlation was obtained for the mean wave heights and a high percentile (90%).
Results showed that the influence is greater under mean conditions. The contribution of
the presence of each climate pattern (i.e. per unit of standardized index) was also shown
to be in the range of a 10% in large areas of the oceans, even exceeding a 25% in some
regions in particular. The influence varies spatially and in magnitude within the year but
the relative contribution is sustained in a great proportion.

• The inter-annual correlation patterns were also obtained for the anomaly of the mean
energy flux direction obtaining clear evidences of shifts with some climate patterns. Sout-
hern Annular Mode controls the direction of wave energy in the Southern Hemisphere as
already proved by previous research. However, the North Atlantic Oscillation, the Artic
Oscillation and the Pacific North American Index seems to hold great influence on the
Northern Hemisphere. This information constitutes a basis for further modeling on the
inter-annual influence of beach rotation, coastal flooding and sediment transport variations
on the global coasts.

• In the analysis of the results it was found that a global increase in the ocean wave power
over the last decades may have occurred. In principle, such sustained change could be
attributed to the numerical origin of the data or possible inhomogeneities. The former can
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not be discarded but the increase is strongly correlated with the Sea Surface Temperature.
Results have been confirmed with satellite wave data in the available altimeter period (1992
onwards). The causes of this correlation and whether it enables an extrapolation into future
of wave power based on variations in sea surface temperature needs further insight. Ocean
and storm activity are indeed linked and, should this relationship be confirmed, wave
energy could become an indirect measure of the climate change effect on storm activity.

6.3.3 Environmental and technological risks of a changing wave climate

The main conclusions from the technological risks study are listed below.

• The global offshore wave power is estimated in the region of 1 to 10 Twh (between 9,000 and
90,000 Twh/yr). A recent estimation was made in 32,000 Twh/yr considering all possible
directions. In this work a new approach was developed, through a computation of the
resource on a hourly basis in the period from 1948 to 2008 and taking also into consideration
the direction of the energy and the coastal alignment. The global gross theoretical wave
power was hence estimated approximately in 16,000 Twh/yr (corresponding with 1.8 Twh),
being the standard deviation over 1,000 Twh/yr and the mean rate of long-term change of
about 58 Twh/yr. This figure differs from previous estimations although when considering
the full range of directions the figures were in close agreement with previous works.

• Only about a fraction of a 25 % of the theoretical resource is roughly considered as an
indicator of possible technical absorption in the final converters.

• With respect to the spatial variability, the Southern Hemisphere showed a larger resource
alongside with a lower variability. Meanwhile, the North-Atlantic, despite its large mean
resource, revealed a large variance within the year. In general terms, the Northern He-
misphere evidenced a larger variability at high latitudes. Tropical areas are, however, more
stable and, therefore, provide a small but sustained resource throughout the year of 15 to
20 kw/m. In other regions of the globe, this variability is also a matter for consideration
in design and planning of wave farms. On a regional basis, it was also detected that the
western borders of the continents present a higher potential and higher variability.

• From the correlation patterns with the most prominent climate indices, the most outs-
tanding results were obtained for the Artic Oscillation, North-Atlantic Oscillation, East
Atlantic and Pacific North American indices in the Northern Hemisphere, while the Sout-
hern Annular Mode and the Southern Oscillation Index are the dominant modes in the
Southern Hemisphere.

• The mean contribution to wave power was also investigated. Although the effect of a
climate index in the wave power may be larger in magnitude when the resource is highest
(storm season), it has been revealed that during summer months, when the wave climate is
milder, the presence of a certain climate pattern will affect in a higher degree. However, in
the North Indian Ocean, a region with strong annual variability in the resource, the effect
of the climate patterns is significantly remarkable in winter, when the variability range is



6.3 Results and conclusions 233

larger. In the light of these results, it was confirmed that natural variability should be a
greater factor of concern for wave energy exploitation and design issues. Moreover, in some
cases (like in the Southern Hemisphere with the SAM) inter-annual variability contribution
are in the order of magnitude of the mean seasonality.

• Long-term trends were also addressed in this work. Especially remarkable were the trends
found in the Southern Hemisphere, in the region of 1 kw/m/yr and sustained throughout
the seasons. However, special caution must be taken regarding the fact that this area of
the globe is the less reliable from the numerical atmospheric reanalysis; so it is for the wave
reanalysis used in the analysis.

• In order to study the absorption of potential wave converters at a planetary scale, four
devices were theoretically optimized for different wave climate conditions. Scaling of the
four devices was based on Froude similitude so as each wave power matrix was transferred
to different wave climate types. About an 85 % of theoretical wave power resource lied in
the boundary of absorption (from combination of wave heights and periods) for all devices
assuming the scaling procedure. Different behaviors were identified at different latitudes
depending on the technology. The results, although a first estimate, demonstrated that
different devices are prone to show different performance depending on the wave climate
types. As a result, installation analysis should require a site-specific optimized design and
comparison of technologies.

• The trends in the absorbed wave power time series were studied for each device. It was
evidenced that should the past changes persist into the future, the different technologies
would not show the same response, being some of them more affected than others. For a
better assessment, this analysis should be extended to the study of changes in the combi-
nation of wave heights and periods, provided that these changes were somehow integrated
in terms of the total absorbed wave power.

• Although varying spatially, the results for the survival risk indicator, based on the expected
changes in the 100-yr significant wave height event, showed a generalized reduction of the
so defined security index. It is ultimately indicating an increase of the structural risk. The
former indicator could be related to design factors for future wave farms facilities.

Regarding the environmental risks of a changing climate, with the main focus on erosion and
flooding impacts, it should be stressed that:

• Results show that largest inundation risks due to the rising sea-levels concentrate in the
urban areas of the Atlantic coast and the Caribbean islands of the Latin America and
the Caribbean region. However, should a situation of 1 m of increase in mean water level
occur, the areas most at risk would be the Caribbean islands and the east coast of Brazil,
together with Central America, Ecuador and Peru. The results further supported the
special concern that must be taken with El-Niño events in the Pacific coast in comparison
with sea-level rise observations, so far.

• Temporary flooding events, from the combined action of tides and increased sea-levels due
to effect of winds, pressure and waves, have also been taken into consideration. It was
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confirmed as a factor of the greatest importance at some coasts. Trends in the region of 10
mm/yr were found for the Rio de la Plata area from a combination of trends in sea-level
rise and storm surges. The pacific coast of Mexico also showed a 6 mm/yr rate of change
over the last decades. In the rest of the region, flooding trends remain close to the sea-level
rise rates.

• Changes in the probability density functions were identified through a non-stationary ex-
treme value model. The probability of certain values (associated with a given return period)
seems to have varied accordingly. Larger changes in the recurrence of extreme values con-
centrate in the southern Atlantic coast, although, from a relative point of view, southern
coast of Brazil, Uruguay and certain areas of the Caribbean have undergone about 30 and
40% over the last 6 decades in the 50-yr flooding event. Despite not considering hurrica-
nes behavior adequately for the tropical areas in the present analysis, results seem to be
revealing in those latitudes.

• In terms of risk, the highest risk for coastal population was found in Brazil, Mexico and the
Caribbean islands. The main factor originating these risks is urban agglomeration. Another
area of concern is the Rio de la Plata region due to the concentration of population and
strong trends in flooding levels.

• Considering roads and railways in the coastal areas, the zones of greatest risk are con-
centrated in scatter locations in southern Brazil, Rio de la Plata, Central America and
the Northern Caribbean islands. Whether these affections would present different relative
importance and how it may affect the transport system for local communities fell out of
the scope of the present research, but it is an interesting factor to be addressed.

• In light of the results, pocket beaches in the region could have undergone erosion in line
with changes in mean wave energy direction steadily during the last years and may remain
in the near future. This, combined with increases in sea-levels, imply risks for coastal
protection and the available beach resources. The coasts of Brazil and the Caribbean
present the highest levels of risk in terms of coastal protection. Meanwhile, the Caribbean
coast is the most threatened area in terms of available beach resource.

6.4 Future research

This Thesis constitutes a first step towards a further insight in different issues. These new
challenges are described below.

In the area of wave reanalysis and modeling:

• To develop a reanalysis of higher resolution than GOW, of 0.5◦, using the winds of
NCEP/NCAR (Reanalysis I) and other forcings of higher resolution (CFSR), in order
to obtain two datasets, one with longer time span and other with higher definition and
quality, especially interesting for design purposes. The final scope of this task would be to
provide accurate data for engineering design in offshore and coastal areas.
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• To compare the two datasets of higher resolution and analyze the common period from 1979
onwards in terms of statistics behavior, variability, trends and other differences. In case
that the most modern reanalyses are not updated in the future (to date finishing in 2010),
the long-time span of the original results from NCEP/NCAR could be complemented or
corrected based on the common period and its comparison.

• Future projections based on Global Circulation Models could be easily performed in a
similar manner to the hindcast past data.

• Wave modeling based on NOAA-CIRES forcing for the period 1971-2008 could be helpful
for an understanding of wave climate, although the quality of the results would be lower
and similar to those obtained for the future projections.

Concerning the study of wave climate and variability, future research could address:

• The development of response models for climate indices and coastal impacts and dynamics.
Some efforts have already been made in this regard for wave heights and sea-level anomaly
for some of the publications already sent or under preparation which have resulted from
this work (see [Reguero et al., 2012a]).

• Development of a new approach and framework for the consideration of the inter-annual
variability and coastal risks in the coastal management practices. Since many areas are
prone to be more affected by this scale variability rather than by the long-term changes,
an insight into these problems would be more than worthy. Insurance efforts are already
facing these problems in many areas of the world.

With regards to risk analysis and other related studies, advances may be taken in the
following regards:

• Including the economic dimension in the risk analysis. Indirect affections should also be
considered.

• Vulnerability terms should be a function of time and an insight into this matter would be
an important advance. However, a main drawback is unfortunately imposed by the limited
availability of data. Specific studies on vulnerability and exposure of detailed areas, from
regional to urban scale, present enough entity by themselves as to be a topic of research.
Many efforts are currently being invested in these issues globally.

• A more detailed study on coastal impacts such as erosion due to storm events and hurricanes
should be made in specific areas identified from the diagnosis performed in this work.
Higher resolution of data and specific models are available for such a challenge.

• An analysis of the safety degree of sea works such as vertical or rubble-mound breakwaters
would be interesting, provided the design conditions (e.g., 500-yr significant wave height)
have considerably varied in the last decades. This could be done through Hudson stability
number and computing its changes in time and along the global coastline. A comparison
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with current structures designs and with past failures would constitute a valuable valida-
tion.

• Works like [Mendelsohn et al., 2012], where socio-economic development is coupled with
the past tropical cyclones damages, could also be extended to other coastal impacts like
sea-level, non-hurricane flooding and adaptation. This matter is linked with the evolution
of vulnerability with time, with damage even in the absence of changes in the hazards, and
the economic dimension of the problem.

• Statistics based simulation techniques, such as previous experiences in USACE, could also
be widely extended to coastal engineering practices for risk evaluation of projects.

• For Wave Energy Converters, an optimization of design based on an intensive and accurate
knowledge (and forecast) of the wave climate, its spectral definition and the temporal
variability in the resources is also ahead of us.

• One of the most prominent challenges would be introducing a risk-based decision frame-
work for projects and programmes. Their implementation is being extended in engineering
practices at several areas of the world, worth mentioning the USA, but such an approach
is lacking in other regions. Introduction of a risk dimension, quantitatively and methodo-
logically, would be a great advance and a very useful tool.



Appendix A

Statistical methods to study time variability

A.1 Introduction

This annex describes the methods and techniques used along the work for the analysis of the
time variability in the global wave climate, focusing on their mathematical foundation. It first
explains the basis of the study of temporal variability: inter-annual variability and long-term
trends. Note that when the methods did not present enough entity to be included in this annex,
or were case specific, their explanation is included in the corresponding chapter. However, this
was not the rule.

Most of the techniques are well known in the discipline but an original contribution should
be remarked since it constitutes a new approach for directional study of long-term trends. The
circular regression model used for the directional variables was originally developed for this work,
which is explained in section A.2.5.

A.2 Methods for the study of long-term trends, inter-annual
variability and trend extrapolation

A.2.1 Introduction

A trend is generally taken to mean a (non-random) smooth function with a systematic,
generally monotonic, variation in time series. The phenomenon of trend is ubiquitous in climate
data. The simplest example case is a linear trend observed in many atmospheric time series,
such as that in recent global surface temperature, which has become known as global warming.

The detection of long-term trends is affected by a number of factors, including the size
of trend to be detected, the time span of available data, and the magnitude of variability and
autocorrelation of the noise in the data ([Weatherhead et al., 1998]).The number of years of data
necessary to define the trend depend on, among other factors, the size of the trend, the magnitude
of the variance and the autocorrelation coefficient of the noise. As a result, some environmental
variables allow an easier detection of trends (e.g., sea-level rise) than others because of their
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low variability and autocorrelation (e.g., wave direction or extremes). To this end, different
models and techniques are needed, depending on: the variable to study, whether they are scalar
or directional and the noise of the signal with respect to the size of the trend. The different
techniques explored in the present work are explained hereafter.

Environmental time-series show greater variability than the long-term trends over the periods
of several years, seasons or months. Large scale climatic patterns affect other related climate
variables such as wave climatology or sea-levels. The study of these factors is necessary to
determine the influence and quantitative contribution of the different time scales.

A.2.2 Linear regression

Regression analysis is a statistical technique which allows modeling the functional dependency
between two variables and make predictions of one variable when other variables are known. It
has been widely used in many different engineering, financial and science applications.

Linear regression also has an important application in the definition of trends, i.e. the long-
term movement in time series data after other components have been accounted for. It tells
whether a particular dataset has increased or decreased over a certain period of time. A trend
line could simply be drawn by eye through a set of data points, but their position and slope is
calculated more properly using statistical techniques like linear regression. Trend lines typically
are straight lines, although some variations use higher degree polynomials depending on the
degree of curvature desired.

This technique for trend detection is not valid in cases where other potential changes can
affect the data (e.g. ENSO influence in time-series of sea-level rise), but is a simple and widely
used approach. Researchers usually include several covariates in their regression analysis in an
effort to remove factors that might produce spurious correlations.

Regression analysis consists in, based on data, calculating the regression coefficients based
on the following assumptions:

1. There is a linear relationship between dependent and independent variables, as the scatter
diagram indicates.

2. X observations are error free, but predictor variable Y has an error term ε which has zero
mean and an unknown but constant variance σ2 implying that the spread in data about
the regression line is constant.

3. Errors are uncorrelated and normally distributed.

Either simple or multilinear, a linear regression analysis can be expressed as:

Y = Xβ + ε, (A.1)

where Y contains n observations of the dependent variable, X is the design matrix of size
n× (p+ 1) where xij is the observation of the ith regressor variable in the jth data set, β is the
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regression coefficients vector to be determined with p components, and ε are uncorrelated and
identically distributed normal random variables with zero mean and unknown constant variance.

There are several methods to estimate the parameters. If the least-squares method is used
to estimate the parameters the following problem is solved:

Minimize
β

SSE = εTε = (Y −Xβ)T (Y −Xβ) . (A.2)

The (1− α) confidence interval for each parameter is equal to:

βup
j = β̂j + t(1−α/2,n−p−1)σ̂j , j = 0, 1, . . . , p

βlo
j = β̂j − t(1−α/2,n−p−1)σ̂j , j = 0, 1, . . . , p,

(A.3)

where t(1−α/2,n−p−1) is the Student’s t-distribution (1− α/2) quantile with n− p− 1 degrees of
freedom and σ̂j is the estimated standard deviation for parameter j:

σ̂j =

√
ε̂T ε̂

n− p− 1

[(
XTX

)−1
]
jj
, (A.4)

where
[(
XTX

)−1
]
jj

is the j-th diagonal element of the inverse matrix.

More details on statistic and probabilistic theory can be consulted in [Cox and Hinkley, 1974,
Mukhopadhyay, 2000, Bickel and Doksum, 2000].

A.2.3 Heteroscedastic regression model

Consider the standard linear regression model

y = Xβ + ε, (A.5)

where y = (y1, y2, . . . , yn)T is a n× 1 response variable vector, X is a n× k matrix of predictor
variables often called “design matrix”, β is a k×1 vector of regression coefficients or parameters,
and ε = (ε1, ε2, . . . , εn)T is a n × 1 vector of random errors assumed to be jointly normally
distributed random variables ε ∼ N(0, σ2V ), where σ2V is a positive definite variance-covariance
matrix.

Regression parameters β are usually estimated using the WLS method,

Minimize
β

εTWε = Minimize
β

(Y −Xβ)T W (y −Xβ) , (A.6)

where W = V −1. For model (A.5), WLS coincides with the maximum likelihood (ML) estima-
tion method. Note that, for homoscedastic models, W corresponds to the identity matrix, i.e.
wii = 1; i = 1, . . . , n; wij = 0; i, j = 1, . . . , n and i 6= j, and (A.6) becomes the traditional least
squares (LS) method.
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When the homoscedastic assumption (constant variance) does not hold, it is often possible
to transform the response variable to stabilize the variance by using certain transformations to
the response variable. However, here a nonlinear heteroscedastic regression model is adopted.

An intrinsically (nonlinearizable) nonlinear regression model can be written as

yi = fµ(xi;β) + εi; i = 1, 2, . . . , n, (A.7)

where the function fµ is known and nonlinear in the parameter vector β, and εi; i = 1, . . . , n are
jointly normally distributed ε ∼ N(0, σ2V ) errors as in model (A.5).

Like in (A.6), the standard NWLS method, for W = V −1 diagonal, can be stated as

Minimize
β

εTWε = Minimize
β

n∑
i=1

wii (yi − fµ(xi;β))2 , (A.8)

where n is the number of observations. Note that analogously to the linear case, nonlinear
regression models can also be used including weights in the formulation.

For wave hindcast data, a simple scatter plot of hindcast versus instrumental data allows
observing how the variance of the regression model changes over the regression function. Conse-
quently, we consider a nonlinear heteroscedastic regression model in which the standard deviation
σi of the ith error is a function of the predictor variable (xi):

σi = fσ(xi;θ) = w
−1/2
ii , (A.9)

where θ is a new s×1 vector of coefficients or parameters. If the parameter vector θ were known,
estimation of the parameter vector β could be based on the NWLS method (A.8). However,
the values of θ are usually unknown, and can be estimated using maximum likelihood methods.
Thus, assuming that random errors are uncorrelated and normally distributed random variables
each with mean zero and standard deviation given by (A.9), the whole set of model parameters
(β and θ) can be jointly estimated maximizing the log-likelihood function:

`(β,θ) = −
n∑
i=1

log (fσ(xi;θ))− 1

2

n∑
i=1

(
yi − fµ(xi;β)

fσ(xi;θ)

)2

. (A.10)

The estimates β̂ that maximize the log-likelihood function (A.10), and solve (A.8), allow
calculating the residual vector ε̂, which is defined as:

ε̂ = y − fµ(x; β̂) . (A.11)

The maximization of the log-likelihood function can be done using any of the available solvers.
The algorithm here used has been the Trust Region Reflective Algorithm under Matlab software,
also capable of dealing with upper and lower bounds through the function fmincon. For further
details about the method, [Mı́nguez et al., 2011] can be consulted.
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A.2.4 Trend-EOF analysis

In the last several decades, atmospheric scientists have contributed major efforts in cli-
mate data analysis to extract patterns from simulated and observed large gridded data-
sets. Various methods have been developed to find patterns of variability from the high-
dimensional weather/climate system. Among these methods, Empirical Orthogonal Functions
(EOFs) have been the most widely used in atmospheric science since the late 1940s (e.g.,
[Obukhov, 1947, Obukhov, 1960, Lorenz, 1956]; see also [Craddock, 1973] for a discussion of
eigenanalysis in meteorology).

EOF technique relies on the identification of the Principal Components (PCs) of a dataset.
The goal of principal component analysis is to identify the most meaningful basis to re-express
a data set so that this new basis filters out the noise and reveal hidden structure.

Various trend detection methods exist in the literature. These methods are mainly devised
for univariate time series. There is, however, no general method for gridded data, although EOFs
and a few related methods have been used for that purpose.

However, EOFs are not precisely designed for trend detection. EOF analysis (e.g.,
[Lorenz, 1956]; [Obukhov, 1960]; [Kutzbach, 1967]) finds linear combination of the different va-
riables of a gridded spatio-temporal field that successively maximizes variance subject to orthogo-
nality constraints. The obtained linear combinations are the (uncorrelated) principal components
(PCs) and the spatial (orthogonal) EOF patterns are the loadings of the PCs.

Given the importance of trends and because EOFs and closely related methods are unable,
in general, to capture trends, Trend-EOF analysis was suggested by [Hannachi, 2007] as an
alternative technique for the extraction of robust trend patterns from a space-time gridded
dataset. The method consists of an eigen-analysis of the covariance matrix, similar to traditional
EOFs, but takes the inverted ranks (the time positions of the sorted observations) instead of the
direct observations. Since sequences of inverse ranks provide a robust measure of monotonicity,
the maximization of the variance of a linear combination of inverse ranks corresponds to the
maximization of monotonicity, yielding robust space-time trend patterns.

Let Xi = {x1, x2, ..., xn} be a time series, for times t = {t1, t2, ..., tn}, of a geophysical variable
at grid points =1, 2, ..., p, thus configuring a data matrix of nxp values. To resolve the issue of
trend, the concept of monotonicity was included. The solution is obtained by looking for a
new transformation that gives a measure of monotonicity, so the original data are firstly sorted
(e.g. in decreasing order.) Then the position in time of each value from the sorted series is
used to constitute a new dataset, Qi = {q1, q2, ..., qn}, of time positions of sorted data (i.e. the
inverse-ranks of the data). Inverse ranks in the matrix Q need to be weighted by the cosine
of the corresponding latitude in order to correct for the non-uniform data distribution on the
geographic grid.

To better understand the transformation, a simple illustration case is included. Let con-
sider a simple time series for a certain location with five elements (time positions): x =
(0.4, 0, 0.2, 0.9,−0.3). The new transformed time series is obtained by sorting in order:
(−0.3, 0, 0.2, 0.4, 0.9). The new data would therefore be conformed of: q = (5, 2, 3, 1, 4), which is
a permutation of the original time series.
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Then, maximum correlation between time positions of the sorted data identify times when
the different time series are increasing (or decreasing) together. The leading modes based on this
new correlation (or covariance) provide the answer to trends as is explained next. For further
explanations, [Hannachi, 2007] can be consulted.

We require the following correlations (or covariances):

ρ(Xa, Xb) = cov(Qa, Qb) (A.12)

for a, b = 1, 2, ..., p. Trend-EOFs and trend-PCs (TPCs) are then provided respectively by
the ‘EOFs’ and the ‘PCs’ using the newly obtained covariance (or correlation) matrix:

Γ = [ρ(Xa, Xb)] =
1

n
·QT ·HT ·H ·Q (A.13)

where H = (In − 1
n1Tn1n) is the centring operator, In the nxn identity matrix, and 1n a

column vector of length n containing only ones. So, if v is a eigenvector resulting from the eigen-
decomposition above, the TPC (i.e. PC time series) in physical space is given by w = HXv, and
the corresponding spatial pattern is composed of the regression coefficients between the TPC and
the anomaly time series of the original field. The first TPC will maximize the total monotonicity,
and will not be correlated with the second one, and, therefore will include the long-term trend
if it exists ([Hannachi, 2007]; [Barbosa and Andersen, 2009]).

This technique presents several practical advantages that can be outlined
([Barbosa and Andersen, 2009]):

• Physical interpretability and continuity: as the total monotonicity is maximized for the
whole domain the resultant long-term trend shows continuity along different locations and
will not be affected by spurious data if existed.

• Separation of different trend patterns: because the second TPC maximizes the monotoni-
city but subjected to be uncorrelated with the first one (long-term trend), no residue is
found in the other patterns.

• Inter-annual variations: this technique finds a long-term trend unaffected by inter-annual
variations in the time series, like ENSO related data, which is particular useful for certain
parts of the globe.

• Short time span: it is particularly useful for short time series, such as the ones based on
satellite data.

A.2.5 Circular regression model

Data that describes directions, such as the mean wave directions, cannot be analyzed in the
same manner as ordinary linear variables that measure, for example, size or quality. Standard
statistical methods for linear responses cannot be applied because the variables are cyclical
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in nature, limited to 0 to 2π. Statisticians have developed special ways to analyze circular
variables in earth sciences (e.g., [Mardia, 1972, Fisher, 1993, Mardia and Jupp, 2000]). The use
of circular response models are also extent in other fields (see for example [Schmidt et al., 2009]
with application in neuroscience). Here, a method based on iterative optimization is proposed
to be used in the identification of long-term trends in circular variables.

The regression problem for a circular variable (i.e. wave directions) when varying in time
(i.e. linear variable) is a complex task that cannot be addressed by linear regression analysis like
in a linear-linear response. The linear variable, in this case time, can vary from an initial time
reference, t0, to an end date, tn. However, the circular response is restricted to [0, 2π] radians.
The circular data are therefore bounded to a close space where the concept of origin is arbitrary
or undefined. [Fisher and Lee, 1992] suggest that when the distribution of the circular variables
are not too dispersed, the regression problem can be handled satisfactorily by transforming the
data to continuous linear variables. This solution is adequate for most of the ocean basins owing
to low variability in wave directions. However, it is not valid for a global analysis, especially at
tropical latitudes where the range of variation is over 180◦ as is shown in chapter 3 for the seasonal
behavior of the mean direction of wave energy. For this reason, a circular-linear regression is
proposed, expressed as:

θ = β0 + β1 · t (A.14)

where θ represents the circular data and βi are the coefficients of the regression to be esti-
mated. Note that the proposed regression model resembles a cylindrical response in time and it
hence can be represented in cylindrical coordinates, as a circular response (i.e. polar axis) var-
ying in time (i.e. z axis). As previously said, θ values range from 0 to 2π, and consequently for
each value, θi, there are two options of distance to the regression line: θi− θ̂i and 2π− (θi− θ̂i).
The basic difficulty lies on determining which is the minimum distance (i.e. residual) to the
regression line (unknown and that needs to be determined). Figure A.1 illustrates the problem
for two sample cases where the circular data and the regression line vary within the circle limits.
The main objective is to minimize the square of residuals to the regression line, similarly to
linear regression, but subjected to certain restrictions. This is expressed as:

Minimize
β0, β1

∑n
i=1 fi · ε2i

being

εi = min(|2π − (θi − θ̂i)|, |θi − θ̂i|);∀i
θ̂i = β0 + β1 · ti; ∀i
βi,low ≤ βi ≤ βi,up

where fi represents possible relative weights that can be introduced in the optimization
problem.

As graphically seen in the representation of the problem, the derivatives are not continual
and the problem is not convex. Consequently, it needs an iterative method to be optimized. This
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has been performed through a parallelized optimization algorithm searching for local minima in
a certain range of values for each parameter.

Once the optimum regression line is obtained, or equivalently, the minimum distances to the
regression line defined, they are replaced in the original dataset and, this time, linear regression
is used to compute the regression model, confidence intervals and rest of statistics, since the
circular data values are not further restricted to [0, 2π].

An application of the proposed model is shown in chapter 3 for detection of long-terms trends
in the global mean wave energy direction. A cylindrical representation of the model can also be
consulted therein.

Figure A.1: Sketch of evolution in time of two circular variables, showing the non-continual
regression line and the two possible circular lengths (L1 and L2) for each data value

A.2.6 Inter-annual variability

Climate variability refers to variations in the mean state and other statistics of the climate
on spatial and temporal scales beyond individual weather events ([Solomon et al., 2007]). Many
geophysical variables depend on large-scale changes in the atmosphere-ocean system, which are
often represented by regional climate patterns expressed through different indices. This work
is not intended to be limited to long-term trend analysis but the inter-annual variability is also
explored.
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To assess the influence of these climate patterns on wave climatology and sea-level variables,
herein is proposed a regression model between each climate index time series and other climate
variables (Y ), as follows:

Y (t)− µm
σm

= β
CI(t)− µCI

σCI
(A.15)

where Y represents the monthly time series of each climate variable anomaly, after being
de-trended and standardized to have unit variance and zero mean.

In a regression model, the correlation between two variables (Y and X) can be expressed
as a function of the slope of the regression line and the standard deviations of the two varia-
bles ([Rodgers and Nicewander, 1988]). The relationship between correlation and regression can
therefore be portrayed in:

r = βY X · (σX/σY ) (A.16)

where βY X is the slope of the regression line for predicting variable Y from X and σ denotes
the standard deviation of each variable.

The regression model proposed above presents an useful characteristic. The standardized
slope of the data (β) represents the Pearson’s correlation coefficient between the climate index
anomaly and the variable time series. From this relationship, the contribution per unit of the
standardized climate index can also be studied for each variable by incorporating the correspon-
ding monthly standard deviation.

In the following chapters different wave climate variables, like wave heights, directions or
wave power, are related with inter-annual variability by these means.

A.2.7 Extreme value analysis

The study of extreme events and its temporal variability need to be addressed with a specific
approach. Recent advances in the extreme value theory (see [Coles, 2001, Katz et al., 2002] as
general references) allow modeling the natural variability of extreme events of environmental
and geophysical variables. These methods introduce time-dependent variations within a certain
time scale (year, season or month), improving our knowledge on some important processes which
are time dependent. Additionally, a key issue is the possibility to construct regression models to
show how the variables of interest may depend on other measured covariates such as the North
Atlantic Oscillation or El Niño related events.

Several possible techniques have been used to characterize extreme events: high annual
percentiles (e.g., [Woodworth and Blackman, 2004, Nicholls, 2011]), maxima in a block of time
(e.g., [Araujo and Pugh, 2004, Méndez et al., 2007]), maxima of r-largest maxima method (e.g.,
[Guedes Soares and Scotto, 2004, Marcos et al., 2009]), and the peaks over a certain threshold
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(POT; see [Goda, 2000, Zhang et al., 2009, Méndez et al., 2007]). Another possibility is to fit a
distribution using monthly maxima (e.g. [Panchang and Li, 2006]). In general, these methods
assume a homogeneous distribution for the extreme population data within a year. However, the
hypothesis of homogeneity is not adequately satisfied, since the effects of seasonality are evident
([Holthuijsen, 2007]).

In an attempt to model the seasonal behavior of the maximum significant wave height within a
year, [Carter and Challenor, 1981] proposed a month-to-month distribution, assuming that data
are identically distributed within a given month and analyzing them separately. Subsequently,
an annual distribution is obtained by combining the monthly distributions.

A similar analysis is performed by [Morton et al., 1997], applying a seasonal POT model
to wind and significant wave height data. Recently, [Méndez et al., 2007] developed a time-
dependent POT model for extreme significant wave height which considers the parameters of
the distribution as functions of time (harmonics within a year, exponential long-term trend,
climate indices as covariates, etc.). However, that work focuses on the definition of the higher
extreme events of the year (values exceeding a given threshold) and disregards the extreme events
within milder seasons, therefore being unable to model the entire variability within a year.

[Menéndez et al., 2009] and [Izaguirre et al., 2011] developed a time-dependent model based
on the GEV distribution that accounts for seasonality and inter-annual variability of extreme
monthly significant wave height. The non-stationary behavior is parameterized using functions of
time (harmonic functions and covariates) for the parameters of the distribution. All these models
try to reproduce the behavior of extreme value variables using sophisticated parameterizations.

To select the best parametrization and the corresponding optimal parameter estimates based
on the Generalized Extreme Value (GEV) distribution the method proposed in [Mı́nguez, 2010].
The method minimizes the Akaike Information Criterion (AIC; [Akaike, 1974]), which establishes
a compromise between obtaining a good fit and using a simple model. The main advantage of the
method is that it converges monotonically to the final solution incorporating one single parameter
at a time. The parameter at each iteration is included based on sensitivity analysis and/or
perturbation techniques from the last solution obtained, thus reducing the number of different
parameterizations tested drastically. Therefore, it it reduces considerably the computational
time, providing analogous results as alternative methods.

A.2.7.1 Regression model based on time-dependent GEV distribution

The justification for using the GEV distribution is that it corresponds to the class of all
possible limiting distributions for maxima. Moreover, the POT approach converges to the GEV
distribution.

Time-dependent methods within a certain time scale, use time series of block maxima for
successive periods (xt), which are called maxima series, where xt is the selected maxima for a
given period (e.g., month) t.

Therefore, monthly maxima series (MMS) Xt of the variable for month t follows a GEV dis-
tribution with time-dependent location parameter µt, scale parameter ψt, and shape parameter
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ξt, with probability density function (PDF) given by:

g(xt;µt, ψt, ξt) =



exp

{
−
[
ξt

(xt − µt)
ψt

+ 1

]−1/ξt

+

}

ψt

[
ξt

(xt − µt)
ψt

+ 1

]1+
1

ξt

+

; ξt 6= 0,

exp

{
µt − xt
ψt

− exp

(
µt − xt
ψt

)}
ψt

; ξt = 0,

where [a]+ = max(0, a), and the support is xt ≤ µt−ψt/ξt if ξt < 0 (Weibull), xt ≥ µt−ψt/ξt
if ξt > 0 (Fréchet), or −∞ < xt <∞ if ξt = 0 (Gumbel).

Note that we consider Xt as the random variable associated with the maximum at time t, and
xt a particular instance, value or data of the corresponding random variable. The corresponding
cumulative distribution function is then given by:

F (xt;µt, ψt, ξt) =


exp

{
−
[
ξt

(xt − µt)
ψt

)}
; ξt 6= 0,

exp

{
µt − xt
ψt

− exp

(
µt − xt
ψt

)}
; ξt = 0,

The GEV distribution includes three distribution families corresponding to the different
types of the tail behavior: Gumbel family, the case ξt = 0; Fréchet distribution, with ξt > 0; and
Weibull family, with ξt < 0 and a bounded tail.

To introduce seasonality, possible long-term trends and the influence of different covariates,
the model proposed by [Menéndez et al., 2009] is extended as follows:

µt = β0 +

Pµ∑
i=1

[β2i−1 cos(iwt) + β2i sin(iwt)] + βLTt+

Qµ∑
k=1

βco
k nk,t (A.17)

log (ψt) = α0 +

Pψ∑
i=1

[α2i−1 cos(iwt) + α2i sin(iwt)] + αLTt+

Qψ∑
k=1

αco
k nk,t (A.18)

ξt = γ0 +

Pξ∑
i=1

[γ2i−1 cos(iwt) + γ2i sin(iwt)] , (A.19)

where t is given in years, log (ψt) ensures positiveness of the scale parameter (ψt > 0), β0,
α0, and γ0 are mean values, βi, αi, and γi are the amplitudes of harmonics considered in the
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model, w = 2π/T is the angular frequency, T is one year, and Pµ, Pψ and Pξ are the number of
sinusoidal harmonics to be considered within the year, associated with the location, scale and
shape parameters, respectively. Note that it is possible to consider the effects of long-term trends
and covariate influences for both location and scale parameters, through the coefficients βLT,
αLT, βco

k ; k = 1, . . . , Qµ and αco
k ; k = 1, . . . , Qψ, where Qµ and Qψ are the number of covariates

considered (e.g., climate indices, monthly mean sea level pressure principal components, etc.)
for location and scale parameters, respectively. nk,t is the value of covariate k at time t. It is
assumed that long-term and covariate components related to the shape parameter are negligible,
nevertheless, it could be incorporated easily in the methodology. In conclusion, the model is
complex enough to account for seasonality, covariates and long-term trends.

Note that the distribution present time-dependent parameters (µt, ξt and ψt). This implies
that the properties of the statistical distribution change in time and, as a result, the probability
of a certain extreme value may vary within a year, in several years or along decades (i.e. if the
long-term trend is significant).

For non-stationary or time-dependent GEV, the calculation of time-dependent return-level
quantiles qt,T associated with a return period R (in years) can be carried out as:

qt,R =


µt − ψt

ξt

[
1−

(
− log

(
1− 1

T

))−ξt]
, if ξt 6= 0,

µt − ψt log

(
− log

(
1− 1

T

))
, if ξt = 0.

(A.20)

Confidence intervals are obtained, assuming approximate normality for the maximum like-
lihood estimators, using the delta method ([Rice, 1994]).

The estimation of the return quantile qR for a certain year t is obtained by solving:

1− 1/T =


exp[−

∫ ti+L
ti

(1 + ξt
qT−µt
ψt

)]
−1/ξt
+ dt] if ξt 6= 0,

exp[−
∫ ti+L
ti

(exp(µt−qTψt
)]dt], if ξt = 0.

(A.21)

where L corresponds to one year.

For any model including a certain number of model parameters Pµ, Pψ, Pξ, Qµ, and Qψ
represented by the following parameter vector:

θ = (β0, βi, βLT, β
co
k , α0, αi, αLT, α

co
k , γ0, γi), (A.22)

and for nd observations of monthly maxima xt occurring at time t, model parameters are esti-
mated using the method of maximum likelihood (see details in [Mı́nguez, 2010]).

Based on [Menéndez et al., 2009], the quality of the model is determined using the Akaike
Information Criterion (AIC, [Akaike, 1974]), which establishes a compromise between obtaining
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a good fit and keeping the model as simple as possible. The best model is, therefore, selected
based on minimizing the following objective function:

Minimize
θ

AIC = −2`∗(x, t;θ) + 2np (A.23)

where `∗(x, t;θ) is the maximum log-likelihood optimal objective function for given parameters
θ, and np is the number of parameters (harmonics, trends and/or covariates) included in θ. The
term −2`∗(x, t;θ) measures the goodness of fit, while the number of parameters np favors the
simplicity of the model. The automatic model selection is computed following the algorithm
developed by [Mı́nguez, 2010].
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