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Preface 
The reactivity of multinuclear transition metal polyhydride complexes is of special interest 

in the area of organometallic chemistry, because of their potential applicability to organic syn-

thesis. A particular example is the multinuclear ruthenium polyhydride complexes, containing 

only C5Me5 (Cp*) as auxiliary ligands, which exhibit diverse reactivity toward a variety of 

substrates. A deep understanding of the chemical processes is required to control and to de-

velop more efficient ways of synthesis. This can be achieved through the knowledge of the 

detailed reaction mechanism. On the other hand theoretical (computational) chemistry starts 

to be of increasing use for a better understanding of chemical processes at the molecular level. 

In this work the computational chemistry methods have been applied to study the chemistry of 

a diruthenium tetrahydride complex CpRu(μ-H)4RuCp.  

Another subject studied in the thesis is the fluxional behavior of hydride bridged species. 

Multinuclear transition metal polyhydride complexes reveal a high fluxionality due to the 

presence of multiple metal centers and mobility of hydrides. It applies to the derivatives of the 

above mentioned tetrahydride complex, the μ-silylene complexes {Cp*Ru(μ-H)}2(μ-

SiPhMe)(μ-SiMe2) and (Cp*Ru)2(μ-SiMe2)(μ-CMe)(μ-H).  

The silylium cation [C6(SiMe2)(SiHMe2)5]+ is another example of hydride bridged species. 

The hydride bridges stabilize the cation and due to the presence of multiple agostic bonds it 

demonstrates a unique dynamical behavior. The described fluxional processes have been stud-

ied in this work using computational chemistry methods.      

In the following seven chapters of this work are briefly highlighted. Chapter 1 reviews the 

structure and reactivity of transition metal polyhydride complexes. Particular attention is paid 

to multinuclear cyclopentadienyl-containing metal polyhydride complexes. Moreover, the re-

activity of silylium cations, the ways of their stabilization and the dynamic behavior of hy-

dride bridged silylium cations are briefly discussed. Chapter 2 considers the electronic struc-

ture calculation methods used in the following chapters. The goals of the thesis are summa-

rized in Chapter 3. 

An interesting aspect of the polyhydride complexes is the relation between the mobility of 

the hydride ligands and the reactivity. Chapter 4 discusses the theoretical study of intermo-

lecular hydrogen exchange between hydride ligands in the diruthenium complex CpRu(μ–

H)4RuCp and dihydrogen discovered in the experimental study.  

Chapter 5 considers the computational study of the C–H bond activation and hydrogena-

tion of ethylene on diruthenium complex CpRu(μ–H)4RuCp to yield bis(vinyl) complex 

CpRu(η2-C2H4)(η1,η2-C2H3)2RuCp. The theoretical study of the mechanism of the subsequent 

vi 



C–C coupling between coordinated ethylene and μ–vinyl ligands in the latter complex is de-

scribed in Chapter 6.  

The computational study of the fluxional behavior of diruthenium bis(μ-silylene) com-

plexes {CpRu(μ-H)}2(μ-SiPhMe) (μ-SiMe2) and (CpRu)2(μ-SiMe2)(μ-CMe)(μ-H) is discussed 

in Chapter 7.  

The results of a detailed study of the dynamical behavior of the polyagostic cation 

[C6(SiMe2)(SiHMe2)5]+ are considered in Chapter 8.  
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1. Introduction 

1.1. Overview of transition metal polyhydride complexes  

The discovery of a nearly intact H2 molecule coordinated to a metal complex by Kubas et 

al.1 in 1983 was a breakthrough in the historical development of coordination chemistry. 

Since then, dihydrogen complexes of transition metals have been the subject of large interest 

because they present models for the metal-induced activation of the hydrogen molecule,2,3 

either through oxidative addition or heterolytic cleavage.2– 5  

Originally, all hydrogen containing transition metal complexes were considered as polyhy-

drides. After the discovery by Kubas1 many of them were reattributed as dihydrogen com-

plexes.3 The H–H distance defines the difference between a classical polyhydride (> 1.6 Å), a 

non-classical polyhydride (0.8 ÷ 1.0 Å), and stretched dihydrogen complexes with intermedi-

ate H–H lengths. Stretched H2 complexes are described now as complexes containing two hy-

drogen atoms moving almost freely in a large region within the coordination sphere of the 

metal.6,7  
 

 
 

Figure 1. Two ways of splitting the H–H bond on transition metal complexes. 
 

The bonding between transition metal and dihydrogen can be described within the Dewar-

Chatt-Duncanson model8 of donation and back-donation. The σ(H–H) occupied orbital do-

nates electrons to an empty orbital of the metal, while an occupied orbital of the metal donates 

them back to the σ*(H–H) empty orbital. Consequently, both contribute to the lengthening of 
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1.1. Overview of transition metal polyhydride complexes 

the H–H bond with respect to free dihydrogen molecule H2 (where the bond length equals to 

0.741 Å)9 through the loss of electron density from the bonding orbital and a partial occupa-

tion of the anti-bonding orbital. The H–H bond can be cleaved and two metal–hydride bonds 

can be formed, when these two interactions are strong enough.6,7 It is an example of a homo-

lytic cleavage of the H–H bond (Figure 1). The metal center cooperates with a heteroatom of 

the adjacent ligand during the heterolytic cleavage of the H–H bond. This type of cleavage 

has been observed as a part of the mechanism of Noyori’s asymmetric hydrogenation sys-

tems10 and hydrogen activation in hydrogenase enzymes.11 

A number of quantum chemical studies on the electronic structure and the relative energies 

of classical and nonclassical isomers have been reported. The role of the central metal was 

investigated on the complexes MHn(PH3)m, CpMHnL4-n, (M = Ru, Os, Rh, Ir), CpMHnL6-n, 

MHn(CO)mLp, and MHnClmLp (with 4d and 5d metals from groups 6 to 9).6 It was found that 

the classical hydrides are preferred for early transition metals with more diffuse d orbitals. 

Similarly, down a triad, the classical hydrides are more common for the heaviest elements. 

For the transition metals from the same row, the non-classical structure is preferred for the 

later metal. For ruthenium, both classical and nonclassical complexes may exist.  

The chemistry of ruthenium complexes containing nonclassical hydride ligands was pio-

neered by Chaudret et al. with the synthesis of the hexahydride complex of formula 

[Ru(H2)2(H)2(PCy3)2] (Cy=cyclohexyl).12 This species was proven to possess a unique struc-

ture with two classical hydrides and two molecular dihydrogen ligands in mutually cis posi-

tions,12c as confirmed recently by neutron diffraction for [Ru(H2)2(H)2(PCyp3)2] (Cyp = 

cyclopentyl).  

The auxillary ligand can play an important role in the M–H2 interaction. Systematic calcu-

lations on MHnL4-nCp (n = 1–4), where M = Ru, Rh, Os, and Ir and L = PH3 and CO, indicate 

that most polyhydrides with Cp ligand adopt classical isomers. The strong σ- and π-donating 

ability of the Cp ligand increases the transfer of metal d electrons to hydrides and stabilizes 

the classical isomers.13 

Ziegler and coworkers14 studied relativistic effects on the relative stabilities of the classical 

and nonclassical isomers of M(PH3)3H4 with M = Fe, Ru, and Os by using nonlocal, quasire-

lativistic density functional method. The dihydrogen complex is found to be most stable for 

Fe and Ru while the hydride complex is the isomer of lowest energy for Os, in accordance 

with experimental observations. Without relativity all three metal centers prefer nonclassical 

isomer. The observed preference for a dihydride complex in the case of the heavier osmium is 

explained by a relativistic destabilization of the 5d orbital which makes the metal center more 

basic. 
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1. Introduction 

Occasionally dihydrogen complex can exist in equilibrium with the corresponding dihy-

dride.3 The classic example is the original system of Kubas,3a with [(PPri
3)2(CO)3(H2)] dis-

playing a 4:1 mixture of M(η2-H2) and M(H)2 isomers at room temperature. The oxidative ad-

dition to yield the dihydride complex proceeds with the ΔG≠ barrier of about 14 kcal/mol. 

Such a high barrier indicates a deep well for the M(η2-H2) precursor, i.e. making it kinetically 

rather stable. It is consistent with the large number of dihydrogen complexes now known.6,7  

Quantum chemical calculations together with isotopic substitution studies of the cation 

[Cp*Ru(dppm)(η2-H2)]+ have showed that the H…H distance in the dihydrogen moiety 

changes with temperature.6 MH2 moieties in stretched dihydrogen systems are characterized 

by very flat, anharmonic potential surfaces, and thermal population of low-lying excited vi-

brational states with large amplitude displacements has a significant effect on the H…H dis-

tance.  

Classical and nonclassical transition metal polyhydride complexes present a great diversity 

of dynamic processes involving hydrogen atoms coordinated to the metal. Despite the 

strength of the M-H bonds,15 hydride ligands show a great mobility, and hydride site ex-

change is often observed. Because of their intermediate electronegativity, the nondirectional-

ity of the 1s orbital and the absence of steric hindrance, the hydrogen ligands readily switch 

positions. The nature of these exchange processes and their thermodynamics can be explored 

with variable-temperature NMR spectroscopy, however their explicit assignment is difficult. 

Therefore, theoretical calculations have contributed to the understanding of the mechanisms 

of these dynamic processes. Maseras et al.6 reviewed the theoretical studies of hydride-

exchange mechanisms in mononuclear polyhydride complexes, like the pairwise exchange, 

the polytopal rearrangement, dihydrogen rotation and others.  

The polytopal rearrangements take place in the stereochemically nonrigid high-coordinate, 

usually seven-, eight-, or ninecoordinate polyhydrides. This has been explained by the various 

geometries available in these complexes.16 

The hydrogen atoms of a dihydrogen ligand can exchange their positions by a rotation 

about the M–H2 axis. A small rotation barrier is generally found for H2 metal complexes. The 

rotational barrier was shown to be sensitive mainly to the dπ–σ* back donation. It is preserved 

during the rotation, and the d-orbitals that are responsible for the back-donation in the differ-

ent orientations of H2 have similar energies and shapes.6 

The pairwise exchange in addition to the rotation of dihydrogen involves the initial cou-

pling of hydrides. In this mechanism, the formal oxidation state of the metal may change 

along the exchange pathway.6 
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1.1. Overview of transition metal polyhydride complexes 

Thus, in mononuclear complexes hydrogen is found either as a hydride ligand (H) or as di-

hydrogen (η2-H2). In polynuclear metal complexes, however, hydrogen may occupy a variety 

of different positions with respect to the metal centers that are not available to mononuclear 

complexes, including bridging, face-bridging and interstitial locations (Figure 2). 
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Figure 2. Hydrogen bonding modes observed in polynuclear complexes; terminal hydride (H), dihydrogen com-

plex (η2-H2), bridging hydride (μ-H), face-bridging hydride (μ3-H) and interstitial hydrides (μ5- and μ6-H). 
 

The examples of the complexes with μn-H binding modes, characterized by neutron dif-

fraction method, are (μ-H)Ru3(CO)9(μ3-η2-CCCMe3),17 (μ3-H)4Co4(η5-C5Me4-Et)4,18 [(μ5-

H)2Rh13(CO)24]3–,19 and [(μ6-H)Ru6-(CO)18]–.20 The terminal hydride and dihydrogen ligands 

are sufficiently rare in cluster chemistry, and they remain uncharacterized by neutron diffrac-

tion.  

A bimetallic species with a dihydrogen ligand (η2-H2)(isoPFA)Ru(μ-Cl)2(μ-H)RuH-

(PPh3)2 (isoPFA = {η5-C5H5}Fe(η5-C5H3(CHMeNMe2)-PiPr2}) was investigated by X-ray and 

NMR methods.21 It should be noted, that it is a rare case of the structure with three different 

binding modes of H. The NMR spectroscopic data for this compound revealed fast exchange 

between the η2-H2 and the μ-H at 20 °C and a slower exchange of these three hydrogen atoms 

with the terminal hydride.  

 The complex Cp*Ru(μ-H)4RuCp*, synthesized by treatment of (Cp*RuCl2)2 with LiAlH4 

and ethanol,22 is a rare example of the tetrahydride bridged complex M(μ-H)4M. The molecu-

lar structure of tetrahydride complex 1 determined on the basis of the X-ray and NMR method 

is shown in Figures 3 and 4. The core of the molecule consists of four bridging hydrogen at-

oms tightly clustered around the ruthenium-ruthenium vector, and four hydride ligands are 

essentially arrayed at the vertices of an approximate square put perpendicularly to the Ru-Ru 

bond (Figures 3 and 4). The average H–H distance of 1.46 Å strongly indicates that there are 

no bonding interactions among the hydride ligands in 1. It was therefore concluded that com-

plex 1 is a η2-H2 complex rather than a classical σ-bonded metal hydride complex.22 
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1. Introduction 

 
 

 

Figure 3. Molecular structure of 1.22
 

 

Figure 4. View of the Ru2H4 core of the molecule along 

the Ru-Ru axis, showing the approximate square formed 

by four bridged hydrides.22

 

The Fe and Os analogues, Cp*Fe(μ–H)4FeCp*23 and Cp*Os(μ–H)4OsCp*,24 as well as the 

related heteronuclear complex Cp*Ru(μ-H)4OsCp*24a have similar structure. The Os–Os bond 

distance of 2.4567(6) Å24 is nearly identical to the 2.463(1) Å Ru–Ru distance found for 

Cp*Ru(μ–H)4RuCp*22 and the 2.4663(5) Å distance seen in the mixed–metal compound 

Cp*Ru(μ–H)4OsCp*,24a but longer than the 2.202(2) Å distance seen in the iron compound 

Cp*Fe(μ–H)4FeCp*.23 

The dinuclear complex 1 is the 30 electron complex (Ru(III), d5, 8 electrons are donated by 

four μ–H and 12 electrons – by two Cp* rings). Therefore, according to the 18-electron rule 1 

should have a triple bond between Ru atoms. However, the theoretical study performed by 

Morokuma et al.25 of the model complex CpRu(μ–H)4RuCp showed the absence of a direct 

metal–metal bond. The calculations were performed at the RHF//MP2 level using effective 

core potential together with the corresponding double-ζ basis set for Ru,26 3-21G basis set for 

hydrides27 and STO-3G28 for Cp. The Ru atoms do not have enough orbitals to form so many 

bonds as suggested by the 18-electron rule. 
   

 
Figure 5. Ab initio canonical orbitals of CpRu(μ–H)4RuCp. Orbital energies are given in atomic units.25 
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1.1. Overview of transition metal polyhydride complexes 

The σ and σ* orbitals, which are bonding and antibonding combinations of the Ru or-

bital, respectively, are shown in Figure 5. These orbitals are occupied and therefore there is no 

direct net bonding interaction between the Ru  orbitals. Thus, there are four hydride-

bridged, 3c–2e bonds (Ru–H–Ru) between the two Ru atoms in 1. The direct Ru–Ru interac-

tion is repulsive and the four hydrides work as glue to connect the repulsive fragments.  

2yd

2yd

 

 
 

Figure 6. The localized MO representing a hydride-bridged Ru–H–Ru bond of 1.25 
 

The H2 dissociation reaction to give CpRu(μ-H)2Cp is endothermic by 57 kcal/mol at the 

HF//MP2 level. The high endothermicity of the reaction was explained by the loss of the 

strong metal-hydride bonding. The Ru–H–Ru bond energy was estimated using Eq. 1  

D(Ru–H–Ru) = [E(CpRu(μ–H)2Cp + 2 × E(H) – E(CpRu(μ–H)4Cp)]                        (1)  

as 74 kcal/mol at the HF//MP2 level. 

Fowe et al.29 came to the similar conclusion after studying the nature of the metal-metal 

bonding interaction in the cationic dinuclear arene ruthenium complexes [η6-C6Me6)2Ru2(µ-

H)3]+, [η6-C6Me6)2Ru2(µ-H)2(µ-1,4-SC6H4Br)]+, [η6-C6Me6)2Ru2(µ-H)(µ-1,4-SC6H4Br)2]+ and 

[η6-C6Me6)2Ru2(µ-1,4-SC6H4Br)3]+. The study was performed at the density functional theory 

level employing different bond analysis techniques, such as, molecular orbital (MO) theory, 

bond order (BO) analysis, bond decomposition energy (BDE), electron localization function 

(ELF) and Laplacian of the density methods. The results show that there is no direct bond be-

tween the two ruthenium atoms in these complexes, the MO interaction within the diruthe-

nium backbone being stabilized by the bridging ligands. For complex [η6-C6Me6)2Ru2(µ-

H)3]+, the ELF clearly shows that the bond within the diruthenium backbone is through the 

three bridging hydride ligands, which act as a sort of glue by forming three-center two-

electron bonds characterized by (Ru, H, Ru) basins with 1.8e mostly located in the H atomic 

basin. 

 

As an extension of bimetallic activation, the trimetallic polyhydride cluster has attracted a 

notable attention. A cationic triruthenim hexahydride cluster [{(Cp*)Ru(μ-H)2}3](X) (2) was 

obtained by the reaction of 1 with an acid HX.  
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1. Introduction 

 

     
 

The complex 2 was characterized as a classical hydride complex by the NMR and X-ray 

methods. Treatment of the cationic cluster 2 with a base afforded a neutral pentahydride clus-

ter trinuclear pentahydrido complex [{Ru(C5Me5)}3(μ–H)3(μ3–H)2]  (3). 

The complex 3 contains two different types of bridged hydrides.30 Three doubly bridging 

hydrogen atoms and two triply bridging ones bond three ruthenium atoms, which occupy the 

vertices of a nearly equilateral triangle (Figure 7). The average interatomic distance between 

μ3–H and μ–H atoms in 3 is 2.07 A, indicating that 3 is a typical classical hydrido complex. 
 

 
Figure 7. Molecular structure of 3.30  

 

Very recently the synthesis of the Os analogs of the complexes 2 and 3 was reported.31 

The series of tetranuclear complexes having several combinations of the auxiliary 

cyclopentadienyl ligands, [(CpRu)4H6] (4a), [{(C5H4Me)Ru}4H6] (4b), [{(1,3-

Me2C5H3)Ru}4H6] (4c), [(Cp3Cp*Ru4H6] (5), [(Cp2Cp*2Ru4H6] (6) and [(CpCp*3Ru4H6] (7) 

were studied by using X-ray diffraction technique.32 The clusters 4a–c, 6 and 7 adopt a 

pseudo-tetrahedral structure. The corresponding bonds within each of the clusters have similar 

lengths. Four of the six hydride ligands in 4a–c triply bridge (μ3–H) each of the Ru3 faces, the 

other two hydride ligands bridge the two (μ–H) short Ru–Ru bonds (Figure 8).  

 
Figure 8. The Ru4H6 core of 4b. C5H4Me groups are omitted for clarity.32
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1.1. Overview of transition metal polyhydride complexes 

The pentaruthenium heptahydride clusters Cp5Ru5H7 (8a) and Cp4Cp*Ru5H7 (8b), accord-

ing to the X-ray study, have a trigonal-bipyramidal geometry.33 However, the location of the 

seven hydrogen atoms directly bound to the ruthenium atom was not found.  

Complex 8a exhibits a new type of fluxional behavior that involves exchange of the CpRu 

groups among the axial sites and the equatorial sites. The site exchange requires the cleavage 

and the formation of the Ru–Ru bond. The most probable pathway that accounts for this proc-

ess (Scheme 1) is an intramolecular Ru–Ru bond cleavage and re-formation that closely re-

sembles the Berry pseudorotation.  
 

 
Scheme 1. The mechanism of the exchange of CpRu groups among the axial and equatorial sites in 8a.33

 

 

The heterobimetallic complex Cp*Ru(μ–H)3IrCp* is an example of the trihydride bridged 

complex with different metal centers M(μ–H)3M′. It was characterized as a classical trihy-

dride complex by the NMR method.34  

The binuclear heterometallic pentahydride complex Cp*Ru(μ–H)3Re(H)2Cp* has both 

terminal and bridged hydrides.52 Their exchange, as well as the site exchange among the 

bridged hydrides was observed for this complex by the NMR methods.  
 

                    
 

                                
 

The exchange of terminal (Ha) and bridged (Hb and Hc) hydrides proceeds with a moderate 

energy barrier (ΔH≠
298 = 15.5 kcal/mol, ΔS≠298 = 11.5 cal/mol⋅K and ΔG≠

298 = 12.1 kcal/mol). It 

was proposed that both processes occur through the intermediate η2–H2 complex, formed as a 

result of a coupling between the corresponding hydride ligands.52   

The terminal or bridging hydride in polyhydride complexes can undergo site exchange 

with hydrogen in a ligand. For example, the exchange between the bridged hydride and the 

methylidene hydrogen has been observed in the trimetallic nonacarbonyl complex 
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1. Introduction 

M3(CO)9(μ–H)3(μ3–CH), where M = Fe, Ru, Os.35 The computational study36 of this process 

for the Os and Ru complexes carried out at the RHF//MP2 level of theory revealed that the 

reaction can proceed in two distinct pathways. Both pathways include the following steps: the 

initial migration of the bridged hydride to an equatorial position to form a seven-coordinated 

intermediate; the rearrangement of three carbonyls and the hydride; and the insertion of the 

hydride to M–C bond. The activation barrier for the Os compound is about 22 kcal/mol, while 

for Ru analog it is lower by about 4 kcal/mol.  

Thus, transition metal polyhydride complexes present a variety of coordination modes of 

hydride ligands. These complexes exhibit diverse fluxionality, which, in particular, provides 

their high reactivity discussed in the next section. 

  

1.2. Reactivity of multinuclear transition metal polyhydride complexes 

The reactivity of transition metal cluster complexes has been of special interest recently, in 

the area of organometallic chemistry, because of their potential applicability to organic syn-

thesis.37 Polynuclear transition metal complexes often exhibit unusual reactivities that are not 

found in mononuclear complexes.38 The diverse reactivity of multinuclear ruthenium polyhy-

dride complexes, containing pentamethylcyclopentadienyl C5Me5 (Cp*) as auxiliary ligands, 

toward a variety of substrates, developed and reviewed by Suzuki et al.39 has attracted a sig-

nificant interest. The synthesis of di-,22 tri-,30 tetra-,32 and pentanuclear33 ruthenium polyhy-

dride clusters having several kinds of cyclopentadienyl groups as auxiliary ligands was re-

ported. The multiruthenium polyhydride complexes, containing pentamethylcyclopentadienyl 

C5Me5 (Cp*) as auxiliary ligands, have been found to be efficient in bond activation reactions, 

such as those leading to H–H,40 C–H,41 Si–H and Si–C,42 C–C,43 P–C44, C–S,45 C–N,46 and 

N–N47 bond cleavages. Also, these complexes have been shown to favor reactions affording 

new C–H,48 C–Si,49 C–C,41a,50 and C–O bonds.51 Subsequently synthesized multinuclear het-

erometallic polyhydride complexes have also shown a high reactivity in these processes.34,52  

Many unsaturated multimetallic complexes coordinate H2 to give hydride species. It is of-

ten a reversible process, and after the removal of the H2 atmosphere the starting complex is 

regenerated. Therefore many of these complexes undergo rapid H/D exchange, when placed 

under a D2 atmosphere.  

Suzuki and co-workers have found that the hydride ligands of the dinuclear tetrahydride-

bridged complex Cp*Ru(μ–H)4RuCp* (1) exhibit intermolecular hydride exchange with di-

hydrogen under mild conditions. Exposure of a toluene solution of Cp*Ru(μ–D)4RuCp* (1-

d4) to dihydrogen results in the exchange of the deuteride ligands for hydride:  
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1.2. Reactivity of multinuclear transition metal polyhydride complexes 
 

       Cp*Ru(μ–D)4RuCp* + 2H2 = Cp*Ru(μ–H)4RuCp* + 2D2.                        

The proposed mechanism of this process is discussed in details in the Chapter 4. 

The heterodinuclear polyhydride complexes have been found reactive towards the H/D ex-

change as well.34,52  

In the course of a study of the reaction of 1 with a number of olefins, Suzuki and cowork-

ers found that a C–H bond of ethylene was cleaved under mild conditions to produce a dinu-

clear divinyl complex Cp*Ru(η2-C2H4)(μ–CH=CH2)2RuCp* (9).41b  
 

                        
 

The release of ethane molecules suggests that the coordinatively unsaturated sites are gener-

ated on 1 by way of a hydride transfer from the ruthenium center to the ethylene ligand, i.e., 

hydrogenation of ethylene. 

The more intriguing reaction discovered by Suzuki and coworkers is the subsequent C–C 

coupling reaction between coordinated ethylene and two vinyl ligands in 9 to yield a ruthena-

cyclopentadiene complex Cp*Ru(η2-C2H4)(CMe=CH–CH=CMe)RuCp* (10).41b  
 

 
 

It is a rare example of the functionalization of alkenyl groups formed as a result of C–H 

bond activation in alkenes by transition metal complex. The proposed mechanisms of the C–H 

bond activation and the C–C coupling reactions are discussed in details in the Chapters 5 and 

6.  

Ruthenacycle 10 was further converted into a μ-η2:η2:η2-5-methylhepta-2, 4, 6-trien-2-yl 

complex 11 upon heating.41b The formation of 11 was interpreted by the mechanism involving 

an insertion of the coordinated ethylene ligand into one of the Ru–C σ bonds of 10. Subse-

quent β-H elimination from the resulting intermediary ruthenacycloheptadiene yields 11. 
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1. Introduction 

 

The reaction of 1 with various organosilanes provided evidence for the concerted activa-

tion of the Si–C and Si–H bonds, in which the two ruthenium atoms cooperatively affect the 

silane molecule. The stepwise transformation from the μ-silane complex to the μ-silyl com-

plex and further μ-silylene complex was observed in the reaction of 1 with secondary silanes. 

Each metal center mutually took the role of a binding and an activation site.39 
 

 
 

For instance, the reaction of 1 with a secondary silane R2SiH2 afforded bis(μ-silyl) com-

plexes {Cp*Ru(μ-η2-HSiR2)}2(μ-H)(H) (12a, R = Ph; 12b, R = Et)42a and a μ-silane complex 

{Cp*Ru(μ-H)}2(μ- η2:η2-H2SiR2) (13, R = tBu).42b  
 

H

H

H
H

H

Cp*Ru RuCp*

1

Si

H

Si

Cp*Ru RuCp*

12a; R = Ph
12b; R=Et

R R

H

H

R R

Si

Cp*Ru RuCp*

13

tBu tBu

H

H

H
R2SiH2

(R = tBu)
R2SiH2

(R = Ph, Et)

     
 

The complexes are characterized by the 3c-2e interactions involving metal center, silicon 

and hydride ligand. These agostic interactions can be cleaved upon heating to form Ru-Si σ 

bonds.  

Further treatment of 13 with phenylsilane resulted in the formation bis(μ-silyl) complex 

(Cp*Ru)2(μ-η2-HSitBu2)(μ-η2-HSiPhH)(μ-H)(H) (12c) through oxidative addition of η2-

coordinated Si-H bond.42b   
 

 
   

 
11



1.2. Reactivity of multinuclear transition metal polyhydride complexes 
 

The two η2-coordinated Si-H bonds of the bis(μ-silyl) complex 12a were cleaved upon 

heating to produce a bis(μ-silylene) complex {Cp*Ru(μ-SiPh2)(μ-H)}2 (14).   
 

Si

H

Si

Cp*Ru RuCp*

12a

Ph Ph

H

H

Ph Ph

-H2

Si

H

Si

Cp*Ru RuCp*

Ph Ph

H

Ph Ph
14  

 

Reaction of 1 with a tertiary silane, dimethylvinylsilane resulted in formation of the μ-

dimethylvinylsilane complex, {Cp*Ru(μ–H)}2{μ-η2:η2-HSiMe2(CH=CH2)} (15) (Scheme 2), 

as a result of coordination through both the Si–H and C–C bonds.42d One of the hydride 

ligands in 15, according to X-ray crystallography, is bridged between Ru and Si, forming the 

3c-2e interaction.42d The Si–H distance, 1.68(6) Å, is reasonably longer than those reported 

for organosilicon compounds (1.48 Å).53  
 

 
 

Scheme 2. The proposed mechanism of the reaction of Cp*Ru(μ-H)4RuCp* (1) with dimethylvinylsilane. 
 

The 1H NMR studies of this process revealed that the coordination of the Si–H bond of 

dimethylvinylsilane precedes the coordination of the vinyl group.42d The elimination of two 

hydride ligands as dihydrogen takes place after the coordination of the Si–H bond of di-

methylvinylsilane. The vacant space generated is then occupied by the vinyl group. In this 

reaction dimethylvinylsilane plays the role of a trapping reagent for the dinuclear coordina-

tively unsaturated species. 
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Further thermolysis of complex 15 afforded a μ-silylene, μ-ethylidyne complex 

(Cp*Ru)2(μ–SiMe2)( μ–CCH3)(μ–H) (16).  
 

                 
 

The dinuclear complex 16 is formed as a result of Si–C(sp2) bond cleavage followed by in-

sertion of the C=C double bond into one of the Ru-H bonds. The site-exchange of methyl 

groups at the bridging silicon in 16 was monitored by the NMR technique.42d The mechanism 

of the fluxional process is considered in the Chapter 7. 
 

 
Scheme 3. The proposed mechanism of the reaction of Cp*Ru(μ-H)4RuCp* (1) with Ph3SiH. 
 

Reaction of the diruthenium complex 1 with triphenylsilane occurs in a similar way to vi-

nylsilane to yield a mixture of the bis(μ-diphenylsilylene) complex {Cp*Ru-(μ–SiPh2)(μ–

H)}2 (17) and the mono(μ-diphenylsilylene) complex {Cp*Ru(μ–H)}2(μ–SiPh2) (18).42e This 

reaction demonstrates a successful activation of Si–C(aryl) bond of Ph3SiH. The cleavage is 

most likely to proceed through the formation of the μ-triphenylsilane intermediates B and E 

shown in Scheme 3.  
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1.2. Reactivity of multinuclear transition metal polyhydride complexes 
 

Triruthenium pentahydride [{Ru(C5Me5)}3(μ–H)3(μ3–H)2] (3) is an unsaturated 44-

electron cluster and is able to capture a weakly coordinating substrate such as dihydrogen or 

benzene in a triangular reaction site. As a result, 3 readily underwent an H/D exchange reac-

tion between the hydride ligands and D2 or hydrogen atoms of aromatic rings, benzene-d6, 

toluene-d8, or o-xylene-d10 to produce 3-d5.30 The latter process proceeds as the result of the 

C–H bond activation in η2-arene intermediate complex.  

The reactions of complex 3 with substituted alkynes, acetylene, dienes,54 cyclic dienes,43b,55 

1,1-disubstituted alkenes,56 and n-alkanes57 result in the formation various hydrocarbyl 

ligands. Some of these hydrocarbyl ligands underwent skeletal rearrangement reactions in a 

different manner from those of monometallic complexes. For instance, the regioselective C–C 

bond cleavage of 1,1-disubstituted alkenes and cleavage of one of the three Ru–Ru bonds 

yields a closo-ruthenacyclopentadiene complex. Another example is the reaction of 3 with 

acetylene.58 The C2 moiety underwent transformation on the cluster to form μ-vinyl, μ-

ethylidene, μ3-ethylidyne, μ-vinylidene, and μ3-(||)-ethyne ligands sequentially.  

Heating a solution of 3 in various alkanes resulted in the formation of novel trinuclear 

closo-ruthenacyclopentadiene complex 19a–f.57  
 

      
 

In this reaction, six C–H bonds of the alkanes were successively cleaved on the trimetallic 

site. The n-alkane molecule is probably incorporated into the complex from one of the methyl 

termini at the initial stage of the reaction. These skeletal rearrangement reactions occur due to 

the cooperative action of the neighboring metal centers, but details of the reactions are still 

uncertain.    

The triruthenium hydride cluster 3 can effectively activate benzothiophene and diben-

zothiophene under relatively mild conditions to cleave their C–S bonds selectively due to the 

cooperative action of the metal centers.45 Cleavage of the C–S bond of thiophenes by transi-

tion metal complexes has attracted the attention of many inorganic and organometallic chem-

ists in connection with hydrodesulfurization from petroleum feedstock. The reaction of 3 with 
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benzothiophene in toluene afforded a (μ3–phenethylidyne)(μ3–sulfido) complex {Cp*Ru}3(μ–

H)2(μ3–S)(μ3–CCH2Ph) (20) as a result of the successive cleavage of two C–S bonds.45 
 

    
 

The reaction proceeds through an intermediary triruthenacyclohexadiene complex 21, which 

was isolated from the resulting mixture. 

The reaction of 3 with dibenzothiophene produced 22 and biphenyl.45 

 

        
 

Steric bulk around the sulfur atom in dibenzothiophene is much greater than that in ben-

zothiophene. The mechanism of this reaction, therefore, is expected to be quite different from 

the previous one. However, no intermediates have been isolated and the mechanism of this 

reaction still remains unclear. 

The triruthenium hydride cluster 3 effectively activates the nitrogen-nitrogen bond of 

monosubstituted hydrazines, such as MeNHNH2 and PhNHNH2, to form a nonsymmetrically 

capped bis(μ3-imido) complex, (Cp*Ru)3(μ3-NR)(μ3-NH)(μ-H) (20a, R = Me; 20b, R = 

Ph).47a The reaction of 3 with more bulky ligand, as 1,2-diphenylhydrazine predominantly 

yielded a monocapped imido complex, (Cp*Ru)3(μ3-NPh)(μ3-H)3 (21).47a More recently Su-

zuki et al. have shown that the complex 3 can effectively cleave a nitrogen-nitrogen double 

bond of azobenzene to produce (Cp*Ru)3(μ3-NPh)(μ-H)3 (22) and (Cp*Ru)3(μ3-NPh)2(μ-H) 

(23) via independent routes.47c Moreover, it was found that the polyhydride complex 3 can 

catalyze the hydrogenation of both azobenzene and 1,2-diphenylhydrazine to yield aniline.  

The reaction of 3 with cyclopentadiene leading to formation of the trinuclear 2-

methylruthenacyclopentadiene at ambient temperature has attracted substantial attention 

(Scheme 4).43b It is the first example of selective C–C bond activation by three cooperating 

metal centers. This unprecedented reaction was studied computationally by Khoroshun et al.59 
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1.2. Reactivity of multinuclear transition metal polyhydride complexes 
 

Contrary to Suzuki et al.’s original hypothesis, it was found that the reaction proceeds through 

an associative mechanism with a large number of intermediates. In this mechanism, many 

processes known in organometallic chemistry, such as oxidative addition, hydride-dihydrogen 

ligand isomerism, agostic interactions play an important role. The calculated reaction mecha-

nism59 is summarized in the Scheme 4. 
 

 
 
Scheme 4. The Gibbs free energy profile (kcal/mol, 298 K, 1 atm) along the proposed mechanism for the re-

action [{Ru(C5Me5)}3(μ–H)3(μ3–H)2] + C5H6.59 The spectator Cp ligands are omitted. The models of the experi-

mentally observed species are outlined: reactant, A1, intermediate, A13, product, B8. The B3LYP Gibbs free 

energies are in kcal/mol, relative to separated A1 and C5H6. 

 

The reactivity of triruthenium species [cyclo-Ru3(μ2–X)3]0,3+ (X = H, BH, CH2, NH2, OH, 

Cl, NH, CO, O, PH2, CF2, CCl2, CNH, N3) was very recently studied theoretically in terms of 

aromaticity.60 All [cyclo-Ru3(μ2–X)3]0,3+ species, except [cyclo-Ru3(μ2–H)3]3+, were predicted 

to be aromatic molecules. In contrast, the [cyclo-Ru3(μ2–H)3]3+ species exhibits a high an-

tiaromatic character. The versatile reactivity of the isocycle [cyclo-Ru3(μ2–H)3]3+ is related to 

a strong antiaromaticity of this species. The aromaticity or antiaromaticity of the isocycles 

was verified by the nucleus-independent chemical shift, NICS(0), NICS(1), NICS(-1), 

NICSzz(1), and NICSzz(-1), along with the NICS scan profiles. 
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Thus, multinuclear polyhydride complexes exhibit diverse reactivity towards a variety of 

substrates. They are even capable to activate the inert C–H bond of n-alkanes and C–C bond 

of cyclopentadiene. Their reactivity is attributed to the cooperativity of multiple metal centers, 

as well as the mobility of hydride ligands. Hydride ligands play important roles in the activa-

tion of a substrate, especially in the stage of generating a coordinatively unsaturated site on 

the cluster. When the substrate is coordinated to one ruthenium center, hydrides can be readily 

removed from the cluster as dihydrogen or by hydrogenation of an unsaturated molecule, such 

as alkenes.  

Another example of a highly reactive species is a silylium cation [C6(SiMe2)(SiHMe2)5]+. 

The role the hydrides play in case of the silylium cation is discussed below.  

 

1.3. Hydride mobility in silylium ions  

Carbenium and silylium cations are species of a high Lewis acidity, though the silylium 

cations are much more reactive. It is provided by a larger size and a lower electronegativity of 

silicon atom.61,62 The electrophilicity of silylium cations is so high that they readily react 

even with very weak nucleophiles.63– 69 For example, silylium cation Et3Si+ is capable to acti-

vate the aliphatic carbon–fluorine bonds of perfluoroalkyl groups, the C–F bond is converted 

to the C–H bond under mild conditions.70 The overall process can be considered as a Si–H/C–

F metathesis. Later a new class of carborane-supported, silylium compounds acting as cata-

lysts for hydrodefluorination of trifluoromethyl and nonafluorobutyl groups was reported.71 

The trialkylsilylium carboranes [R3Si(CHB11Cl11)]– and [R3Si(CHB11R5Br6)]–, R = H, Me 

dramatically lower the temperature of the ring-opening polymerization of chlorophosphazene 

trimer [N3P3Cl6].72  

However, the tricoordinate silylium requires a severe sterical protection to benefit its high 

reactivity.73,74 In the very recent studies71,72,75 the silylium cations are protected by closo-

carboranes [RCB11X11]– and [(HCB11R5Y6)]– with R = H, alkyl; X = F, Cl, Br and Y = Cl, Br 

chemically robust, weakly coordinating anions. These are often termed as "innocent" counte-

rions.   

Another way of stabilizing silylium ions is provided by formation of a 3c-2e bridging bond 

(R3Si–H–SiR3)+, usually within a ring structure.76– 79 Müller and coworkers have synthesized 

and characterized the disilyl cation 24 with a symmetric SiHSi bridge.76 Later, Sekiguchi et 

al. have characterized the silyl cation 25 using NMR spectroscopy.77 Reed and colleagues ob-

tained the carborane salts of simple hydrogen-bridged disilyl cations 26 in crystalline form.78 
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1.3. Hydride mobility in silylium ions 

Although disilyl cation 24 is stable at room temperature, the high reactivity prevented a 

thorough study of its chemistry.76 More recently, Müller et al. have synthesized disilyl cation 

27 with an 1,8-naphthalenediyl backbone, which was found to be more stable than 24.79 The 

SiHSi linkage is symmetrical, corresponding to a single minimum potential. 
 

 
 

Nikonov et al. recently reported80 the synthesis and characterization of cations 

[C6(SiMe2)(SiHMe2)5]+ (28) and [1,4-C6(SiMe2)(Me)(SiHMe2)4]+ (29). These are obtained by 

the hydride abstraction from the neutral species, C6(SiHMe2)6 and C6(Me)(SiHMe2)5, corre-

spondingly.  

            
     

               
 

The cations were characterized using the IR and NMR spectra as well as by the DFT calcu-

lations.80 Cation 28 has a symmetric Si–H–Si bridge with two equivalent strongly elongated 

α-Si–H bonds. This α-Si–H–Si bridge is supported by agostic Siα···Hβ interactions, which 

contribute to electronic saturation of the α-silicon atoms. The Si–Hβ bonds are also length-

ened, but to a lesser extent than the Si–Hα bonds. In contrast, the Si–Hγ bonds are only 
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slightly stretched, with a Siβ···Hγ separation being too large for a significant interaction. The 

NMR study of the cation 28 revealed its fluxional character.80 It was proposed that the hy-

dride bridge in 28 can migrate throughout the ring. However, the detailed mechanism of this 

process remains unclear. The possibility that it occurs through a simple shift of one or several 

hydrogens was rejected, since then a nonequivalent structure with a different conformation of 

β- and γ-silyls would arise.80 

The analogous cation [1,4-C6(SiMe2)(Me)(SiHMe2)4]+ (29)  has a completely different 

structure. It has a single silicon cationic center supported by two strong agostic Si–H bonds. 

Such a diagostic bonding is unprecedented in the silicon cation chemistry. Two Siβ–H–Siα 

bridges are equivalent to each other, but asymmetric with respect to the hydrogen position. 

The NMR study indicated the absence of fluxionality in the cation 29.80 

Two important observations can be done from comparison of the cations 27 and 28. First, 

the replacement of a SiMe2H group by a methyl changes the coordinational motif of the cat-

ionic fragment from a symmetric Si–H–Si bridge in 27 to the agostic coordination in 28. It 

suggests that intrinsically the bridges are very labile. On the other hand, the lack of fluxional-

ity in 6 implies that the methyl acts as an "insulator", while cation 27 presents a "conducting" 

medium with a relatively free motion of the cationic "hole" position. The cation 27 can serve 

as model for future ionic conductors based on the Si–H chains. 
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2. Electronic structure calculations 
This chapter reviews the computational methods used in the following chapters. Section 

§2.1 introducing the DFT method consists of six paragraphs. The first one discusses the 

Hohenberg-Kohn theorems that provide the justification for using the electron density as the 

central quantity in electronic structure calculations. The next paragraph considers the Kohn-

Sham equations giving a route to practical calculations in DFT. The different approaches to 

the implementation of the Kohn-Sham scheme are given in §2.1.3–2.1.6.  

The modern quantum chemical calculations are typically performed within a finite set of 

basis functions, particularly, within most commonly used Gaussian-type functions and these 

are viewed in §2.2. The calculations of the species containing heavy elements are usually per-

formed using effective core potentials, which are briefly discussed in §2.3. Sections §2.4 and 

§2.5 summarize molecular dynamics methods utilized in the following chapters.  
 

2.1. Density functional theory 

The aim of an electronic structure calculation is to calculate properties of a system from 

only the knowledge of the constituent atoms. When done without explicit recourse to experi-

mental data (with the exception of the use of fundamental constants and comparison with ex-

perimental results), these can be termed ab initio calculations.  

Traditionally electronic structure calculations have found the energy of a system by solv-

ing the time-independent Schrödinger equation81 
 

                    =                                      (2) 1
ˆ( ,.., )H Nr r 1( ,.., )Ψ Nr r 1( ,.., )EΨ Nr r

 

where  is the electronic wave function and  is the electronic Hamilto-

nian describing the motion of N electrons in the field of M point charges,  
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where  is the Laplacian operator, is the distance between ath nucleus and ith electron, 

 is the distance between ith nucleus and jth electron, is the atomic number of nucleus a. 

2
i∇ iaR

ijr aZ

The first term in the Eq. (3) is the operator of the kinetic energy of the electrons, the second 

term represents the coulomb attraction between electrons and nuclei and the last term stands 

for the electron-electron repulsion. 
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2. Electronic structure methods 

Electronic structure calculations have proved useful in many areas chemistry and physics, 

especially with the rapid growth in computer power. An alternative to wavefunction based 

methods, density functional theory (DFT) has become widely used over the past 20 years.82 

The DFT provides an (in principle) exact method for calculating the energy of a system of 

interacting electrons in terms of a set of single electron equations. In certain cases the accu-

racy of DFT calculations is equal to those of more computationally demanding quantum 

chemical calculations.82b  

The motivation of the DFT is that the ground state properties of a system can be described 

by considering the ground state electron density. The density can be found from the electronic 

wavefunction  by 1 2( , ,.., )nΨ r r r
 

   .                        (4) 1 1 2( ) ( , ,.., ) ( , ,.., ) ..N dρ ∗= Ψ Ψ∫ n 1 2 n 2r r r r r r r d nr r

 

This has an obvious advantage over the wavefunction approach; for N electron system, the 

wavefunction is a complex function of 3N variables or 4N, if spin is included, while the 

charge density is a function of 3 or 4 variables, respectively. The usefulness of the DFT arises 

as the ground state properties of a system are determined by the ground state density, which is 

a unique function of the potential for a given number of electrons.  

The earliest work in this spirit was that of Thomas and Fermi.83,84 Here the energy was 

given by the kinetic energy of a uniform electron gas and the classical electrostatic interaction 

between the electrons and nuclei for an electron gas of a given energy. It was extended by 

adding the exchange energy of the electrons from the work of Dirac.85 The Thomas-Fermi 

(TF) theory gave poor results due to the crude approximations for the kinetic energy.86 It was 

the work of Kohn, Hohenberg, and Sham87,88 that provided a route to useful calculations, 

which will be discussed in the following sections. Whereas the TF approach involves the elec-

tron density only, the Kohn-Sham (KS) approach reintroduced one-electron orbitals. These 

can be found from solving one-electron equations involving an orbital-dependent kinetic en-

ergy functional and a local effective potential. 

 

2.1.1. The Hohenberg–Kohn Theorems 

The approach of Hohenberg and Kohn is to formulate density functional theory as an exact 

theory of many-body systems. Density functional theory is based upon two theorems first 

proved by Hohenberg and Kohn.87  
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2.1. Density functional theory 

Theorem 1. Every observable of a stationary quantum mechanical system (including en-

ergy), can be calculated, in principle exactly, from the ground-state density alone, i.e., every 

observable can be written as a functional of the ground-state density. 

Thus, the ground state energy of a system of electrons is a unique functional of the ground 

state density, i.e. . 0 0[ ( )]E E ρ= r

Theorem 2. The ground state density can be calculated, in principle exactly, using the 

variational method involving only density.           

So, the Hohenberg-Kohn theorem states that the ground state electron density minimizes 

the energy functional  
 

                   [ ] [ ] ( ) ( )HK extE F vρ ρ ρ= + d∫ r r r                                                       (5) 

 

where is the external potential, which represents the electron-nuclear attraction extv
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aZ  is the charge of an a-th nucleus (atomic number), |  is the distance between a 

given electron and the nucleus a.  

|

ρ

−aR r

HKF  is a universal functional of the electron density: 
 

                                                                              (7) [ ] [ ] [ ] [ ]HK NCF T J Eρ ρ ρ= + +
 

here  is the kinetic energy,  is the classical Coulomb energy [ ]T ρ [ ]J ρ
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and  is the non-classical electron-electron interaction energy. [ ]NCE ρ

Furthermore the minimum value of E is E0, the ground state electronic energy. This intro-

duces the concept of electron density as a fundamental variable. If the functional  can be 

minimized with respect to the electron density, this will yield the ground state electronic en-

ergy and density of the system. 

[ ]E ρ
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2.1.2. Kohn-Sham Equations 

The Hohenberg-Kohn theorems show that it is possible to use the ground state density to 

calculate properties of the system. The Kohn-Sham equations provide a route of finding the 

ground state density. A main advantage of this scheme is that it allows a straightforward de-

termination of a large part of the kinetic energy in a simple way.  

Central to the Kohn-Sham method88 is the introduction of a fictitious system, which mim-

ics in some way the true many-electron system. This fictitious system differs from the real 

one by the electron-electron repulsive interaction switched off. This is often called a system 

of non-interacting electrons. The ground state wavefunction of this system is far less compli-

cated due to the absence of interactions between the particles. In fact, one can write the 

ground state wavefunction explicitly in terms of simple one-electron orbitals. The only com-

plication is that the full wavefunction, , must still satisfy exchange anti-symmetry. This is 

achieved by placing one-electron wavefunction  in a Slater determinant,

SΨ

iψ
89 as follows: 

 

               1 2
1 det{ ( ) ( ) ( )}

!
S i j

N
ψ ψ ψΨ = ⋅⋅ ⋅x x xk N

ρ

r

                                (9) 

 

Kohn and Sham repartitioned88 the total energy functional into following parts: 
 

                                          (10) [ ] [ ] ( ) ( ) [ ] [ ]s ext xcE T v d J Eρ ρ ρ ρ= + + +∫ r r r

 

where  is the kinetic energy of non-interacting electrons. However, electrons still inter-

act with nuclei, which is represented by the second term of the right-hand side of the Eq. (10). 

 is the classical Coulomb energy, which is given by the Eq. (8). The last term, , is 

called the exchange-correlation energy. It includes the non-classical electron-electron interac-

tion energy and the part of the kinetic energy corresponding to the fully interacting system 

.  

[ ]sT ρ

[ ]J ρ [ ]xcE ρ

[ ]T ρ

Representing the electron density by a set of occupied one-electron orbitals {  gives }iψ

 

                                 ,                                                   (11) 
.

1

( ) ( ) ( )
occ

i i
i

ρ ψ ψ∗

=

= ∑r r

 

                                             21[ ]
2

N

s i
i

T ρ ψ ∗= − ∇∑ i iψ .                                            (12) 
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2.1. Density functional theory 
 

If the orbitals are required to be orthonormal, i.e. 
 

                                    ,                                                    (13) ( ) ( )i j dψ ψ δ∗ =∫ r r r ij

j d

 

then a functional of the orbitals can be defined  
 

                         [ ] [ ] ( ) ( )i ij i
i j

Eψ ρ ε ψ ψ∗Ω = − ∑∑ ∫ r r r ,                                         (14) 

 

where  are Lagrange multipliers to ensure the orbitals are orthonormal. Minimization of 

 with respect to  gives the Kohn-Sham equations 

ijε

[ ]iψΩ ( )iψ
∗ r

 

                           21 ( ) ( ) ( )
2 i eff i i iv ψ εψ

⎡ ⎤
− ∇ + =⎢ ⎥
⎢ ⎥⎣ ⎦

r r r ,                                              (15) 

 

where  is the Kohn-Sham potential defined as ( )effv r

 

                       ( )
( ) ( ) ( )

| |eff ext xcv v d v
ρ ′ ′= + +

′−∫
rr r r

r r
r ,                                      (16) 

 

The second term in the Eq. (16) is often termed as Hartree potential . The last term is 

the exchange-correlation potential  

Hv

 

                                         ( )
( )
xc

xc
Ev δ

δρ
=r

r
.                                                            (17) 

 

On going from the Eq. (14) to (15) a unitary transformation is performed to obtain the ca-

nonical form of the Kohn–Sham equations.88 As can be seen the Eq. (15) is of the same form 

as the single particle Schrödinger equation with an effective local potential  defined in the 

Eq. (16). This is in contrast to the Hartree-Fock equations,

effv

81 which contain a non-local poten-

tial in the one-electron equations. 

The third term in the effective potential Eq. (16) is the exchange-correlation potential. This 

is of central importance for the accuracy of DFT calculations, and there has been much work 

in finding accurate approximations of .xcv 82  
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2. Electronic structure methods 

The Kohn-Sham equations derived in this section are summarized in the flow chart in Fig-

ure 9. An actual calculation employs a numerical procedure that successively changes  and 

 to approach the self-consistent solution.  

effv

ρ

Initial guess 

( )ρ r  

Calculate effective potential 

Heff ext xcv v v v= + +r r r( ) ( ) ( ) ( )

   
 

Figure 9. Schematic representation of the self-consistent loop for solution of Kohn-Sham equations. 

 

 

2.1.3. Local Density Approximation 

First implementations of the Kohn-Sham method were using the local approximations to 

the exchange correlation energy. The density is treated locally as a uniform electron gas in 

No 

Yes

r  

Solve Kohn-Sham equation 

21
( ) ( ) ( )

2 i eff i i i
v ψ ε ψ

⎡ ⎤
⎢ ⎥− ∇ + =⎢ ⎥⎣ ⎦

r r r  

Calculate electron density 
2( ) | ( ) |

i i
i

cρ ψ= ∑r r  

Self-
consistent? 

Output quantities 
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2.1. Density functional theory 

this simplest approximation. The exchange correlation energy at each point in the system is 

the same as that of a uniform electron gas of the same density. This approximation was origi-

nally introduced by Kohn and Sham88 and holds for a slowly varying density. The exchange-

correlation energy for a density  is given by ( )ρ r

 

                       ,                                                     (18) hom( ) ( )LDA
xc xcE ρ ε= ∫ r r dr

 

where  is the exchange-correlation energy per particle of an uniform electron gas of den-

sity ρ . The exchange-correlation potential is then given by 

hom
xcε

 

                  
hom

hom [ ]
[ ] [ ]

LDA
LDA xcxc
xc xc

EV
δε ρδρ ε ρ ρ

δρ δρ
= = + .                               (19) 

 

This can then be inserted into the Eq. (18) for use in calculations. However, for practical 

utilization of the LDA it is necessary to determine the exchange-correlation energy for the 

uniform electron gas of a given density. It is common to split  into exchange and correla-

tion potentials . The simplest form of the exchange potential is given by 

the Dirac functional

hom
xcε

hom hom hom
xc x cε ε ε= +

85 
 

                            
1
3hom 3 3[ ]

4xε ρ
π

⎛ ⎞⎟⎜= − ⎟⎜ ⎟⎜⎝ ⎠
ρ

|

.                                                        (20) 

 

Accurate values for  have been determined from Quantum Monte Carlo (QMC) calcu-

lations.

hom
cε

90

 

2.1.4. Generalized Gradient Approximations 

As the LDA approximates the energy of the true density by the energy of a local constant 

density, it fails when the density undergoes rapid changes such as in molecules. An improve-

ment to this can be made by considering the gradient of the electron density. The first step 

beyond the local approximation is a functional of the magnitude of the gradient of the density 

 as well as the value  at each point. Such a Gradient Expansion Approximation (GEA) 

was suggested in the original paper of Kohn and Sham

| ρ∇ ρ
88, and carried out by Herman et al.91 

However the GEA does not lead to consistent improvement over the LDA. It violates the sum 
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2. Electronic structure methods 

rules and other relevant conditions91 and, indeed, leads to worse results. The basic problem is 

that gradients in chemical systems are so large that the GEA breaks down.  

The term Generalized Gradient Approximation (GGA) stands for a variety of ways pro-

posed for functions that modify the behavior at large gradients, while preserving the desired 

properties.  

Symbolically this can be written as 
 

                                                                       (21) hom( ) [ , ]GGA
xc xc xcE Fρ ε ρ ρ= ∫ r d∇ r

d

  

where  is dimensionless and  is the exchange-correlation energy of the uniform elec-

tron gas. 

xcF
hom
xcε

In practice,  is usually split into its exchange and correlation contributions  GGA
xcE

 

                                   =   +                                                     (22) GGA
xcE

GGA
xE

GGA
cE

 

and two terms are approximated individually. 

The exchange part can be written as  
 

                           4/3( ) ( )GGA LDA
x x xE E F s ρ= − ∫ r r                                            (23) 

 

where the argument of the function F is the reduced density gradient  
 

                                    
4/3

| ( )
( )

( )
s

ρ
ρ
∇= rr
r

|                                                              (24) 

 

s(r) can be interpreted as a local inhomogeneity parameter. For example, the values of s(r) in 

the region close to nuclei (large density gradients and large densities) are of the range of the 

s(r) values in the bonding and tail regions (small density gradients and small densities).      

For the function  two main approaches were proposed.xF
92 The first one is based on a 

GGA exchange functional developed by Becke93 (abbreviated as B or B88) 
 

                
2

1/3
1

( )
[ ( )] 2

1 6 sinh ( )
x

s
F s

s s
β

β
−

−
=

+
rr

r
                                                 (25) 

 

where β optimized using Hartree-Fock exchange energies of noble gas atoms (β = 0.0042). 
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2.1. Density functional theory 

The functionals utilizing the described approach include among others the PW91 exchange 

functional94 and the CAM functionals developed by Handy and coworkers.95 

The second class of GGA exchange functionals use for F a rational function of the reduced 

density gradient. For example, free of semiempirical parameters F function of Perdew’s 1986 

exchange functional96 is given below 
 

       

1/152 4

86
2 1/3 2 1/3 2 1/3

1 1.296 14 0.2
(24 ) (24 ) (24 )

x
s s sF
π π π

⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎟⎜ ⎟ ⎟ ⎟⎜ ⎜ ⎜⎜ ⎟ ⎟ ⎟= + + +⎜ ⎜ ⎜⎜ ⎟ ⎟ ⎟⎜ ⎜ ⎜⎜ ⎟ ⎟⎜ ⎜ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎟⎜⎝ ⎠

6

⎟⎟⎟⎟

d

             (26)    

 

The other widely known functionals of this type are the early functionals by Becke 

(B86)97, the functional by Lacks and Gordon98 and PBE by Perdew, Burke and Ernzerhof.99  

The corresponding gradient-corrected correlation functionals have even more complicated 

analytical forms. They are discussed briefly here, since they cannot be understood by simple 

physically motivated reasoning. Among the widely used correlation functionals is the P86 

(also termed as P) functional.96 It is the counterpart of the 1986 Perdew exchange functional. 

It employs an empirical parameter, which was fitted to the correlation energy of the neon 

atom. Another popular correlation functional is the LYP functional.100 It is based on an ap-

proximate formula for the correlation energy of the helium atom by Colle and Salvetti101. It 

differs from the other GGA in that it contains some local components. It should be noted that 

all these correlation functionals are based on systems that only include dynamical correlation 

effects. Widely used GGAs can now provide accuracy required for density functional theory 

to be widely adopted by the chemistry community.  

 

2.1.5. Hybrid functionals 

The exchange part of the exchange-correlation energy is significantly larger in absolute 

numbers than the corresponding correlation effects.82 From the other hand the exchange en-

ergy of a Slater determinant can be computed exactly.81 Therefore hybrid functionals, which 

combine elements of Hartree-Fock (HF) and Kohn-Sham (KS) methods, have become popular 

in electronic structure calculations. The starting point of this approach is the adiabatic con-

nection formula  
 

                                                                   (27) 
1

0
XC XCE Eλ λ= ∫
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2. Electronic structure methods 

where λ is an electronic coupling-strength parameter that  switches  on  the  Coulomb  repul-

sion  between electrons. The formula connects the non-interacting KS reference system (λ = 

0) to the fully interacting real system (λ = 1), through a continuum of partially interacting sys-

tems (0 ≤ λ ≤ 1), all sharing a common density ρ . It is not practical to perform this integral 

analytically and so it must be approximated. The simplest approximation to Eq. (27) is a lin-

ear interpolation102 
 

           0 11 (
2XC XC XCE E E= + )

8 91

E

                                                 (28) 

 

where  is the exchange-correlation potential energy of the non-interacting reference sys-

tem. As there are no electronic interactions in this system there is no correlation term and so 

corresponds to the pure exchange energy of the Kohn-Sham determinant and can be cal-

culated exactly. is the exchange-correlation potential energy of the full-interacting real 

system. It is usually approximated by common density functionals. An application of the Eq. 

(28) is the so-called half-and-half approach, which is obtained when =  (Hartree-

Fock exchange energy) and  =  (the local spin density approximation to exchange 

and correlation).

0
XCE

0
XCE

1
XCE

0
XCE

HF
XE

1
XCE

LSD
XCE

102  

A more valuable approach has been obtained by Becke103 using a three-parameter equa-

tion: 
 

3 8( )B LSD HF LSD B PW
XC XC X X X CE E a E E bE cE= + − + +                        (29) 

 

where  and  are the Becke (B88) exchange functional and the Perdew and Wang’s 

1991 (PW91)

B
XE

91PW
CE

104 correlation functional, respectively. The three semi-empirical parameters a, 

b, and c have been determined by fitting the heats of formation of a standard set of mole-

cules.103 

In B3LYP, one of the most often used hybrid functionals, the PW91 correlation functional 

is replaced by the LYP functional. 
  

3 88(1 ) (1 )B LYP LSD HF B LYP LSD
XC X X X C CE a E aE bE cE c= − + + + + −           (30) 

 

The values for the parameters are a = 0.20, b = 0.72, and c = 0.81. 
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2.1. Density functional theory 

For some hybrid functionals these parameters were proposed on the basis of theoretical 

considerations. In particular, Adamo and Barone developed105 a parameter free hybrid func-

tional PBE0:  
 

                                                       (31) 0 0.25( )PBE PBE HF PBE
XC XC X XE E E E= + −

 

where the weight 0.25 was determined by the lowest order of Gorling-Levy perturbation the-

ory,106 which  provides  an  accurate  description  of the dependence of   upon . XCE λ

 

2.1.6. The basic machinery of DFT programs 

The Kohn-Sham orbitals can be expanded in basis functions exactly like the Hartree-Fock 

orbitals. The Kohn-Sham equations can then be expressed in a matrix form, identical in form 

to the Roothaan-Hall equations81 
 

                                                                                                        (32) =HC SCE
 

In this matrix equation the elements of the Kohn-Sham matrix H are given by: 
 

  2
1

1

( )1( ) [ ] ( )
2 | |

M

a
xc

aa

ZH dμν μ ν
ρφ φ

=

⎧ ⎫⎛ ⎞⎪ ⎪′⎟⎜⎪ ⎪⎟ ′⎜= − ∇ − + +⎨ ⎬⎟⎜ ⎟⎪ ⎪′−⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
∑∫ ∫

rr r
R r r

v dr r r               (33) 

 

The first two terms are straightforward and are equal to the core contribution, . The 

Coulomb repulsion contribution can be expanded in terms of the basis functions and the den-

sity matrix, : 

coreHμν

P
 

* * *( ) ( ) ( ) ( ) ( ) ( ) ( )
( |

| | | |
d d P d d Pμ ν μ ν λ σ

λσ λσ
λσ λσ

φ ρ φ φ φ φ φ
μν λσ

′ ′ ′
′ ′= =

′ ′− −∑ ∑∫∫ ∫∫
r r r r r r r

r r r r
r r r r

)

c

 

 

For a closed-shell system with N electrons the elements of the density matrix are given by: 
 

                                                                                                     (34)    
/2

2
N

i i
i

P cμν μ ν= ∑
 

This is just the same as for the Roothaan-Hall approach to Hartree-Fock theory. The over-

lap matrix, S, is defined similarly: 
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2. Electronic structure methods 

                                                     ( ) ( )Sμν μ νφ φ= d∫ r r r

φ r

r

χ r

                                                (35)    

 

The overall procedure to achieve self-consistency is very reminiscent of that used in Har-

tree-Fock theory, involving first an initial guess of the density by superimposing atomic den-

sities, construction of the Kohn-Sham and overlap matrices, and diagonalization to give the 

eigenfunctions and eigenvectors from which the Kohn-Sham orbitals can be constructed and 

thus the density for the next iteration. This cycle continues until convergence is achieved. 

Thus, density functional programs are built in a similar way to the Hartree–Fock programs. 

The main difference of the DFT program is that exchange integrals are replaced by integrals 

with the potential from the XC functionals.82 In Hartree–Fock program the Fock matrix ele-

ments for Coulomb and exchange are calculated together.81 Computational time is dominated 

by the calculation of the two-electron integrals. 

In DFT calculation only the Coulomb part is needed, except for hybrid functionals. The 

Coulomb contribution has a special structure that can be used together with further approxi-

mations to increase the efficiency of the program. For the calculation of the Coulomb part of 

the Kohn–Sham matrix all integrals ( ,  over all basis functions are required. This 

method scales like M4, where M is the number of basis functions. For this reason other ap-

proximate methods for the calculation of the Coulomb energy are used. 

)μν λσ

 

Resolution of identity (RI) method. The electron density is defined as 
 

                                                                 (36) *( ) ( ) ( )Pμν μ ν
μν

ρ φ= ∑r r

 

The product of two atom-centered basis functions is a new function 
 

                                                                      (37) *
( )( ) ( ) ( )μν μ νχ φ φ=r r

 

The density is therefore described exactly in a basis of the size M2. 

The basic idea of the method is to use an approximate description of the density instead of 

the exact one, where the new basis ( ) is only slightly larger than the basis used for the orbi-

tals ( ). 

αχ

μφ

 

                                                                        (38) ( ) ( )cα α
α

ρ ≈ ∑r
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2.1. Density functional theory 

Then the contribution to the Kohn–Sham matrix  
 

*( ) ( ) ( )
( |

| |
cF c d d cμ ν α
μν α α

α α

φ φ χ
μν α

′
′= =

′−∑ ∑∫∫
r r r

r r
r r

)

dr

              (39) 

 

This technique was originally suggested by Baerends et al.107 for STO basis functions and 

later extended by Sambe et al.108 to contracted GTO basis sets. The method scales like M3. 

Special basis sets for the electron density have to be used that match the basis sets for the 

wavefunctions. Typically these basis sets have three times more functions than the wave func-

tion basis. The expansion coefficients cα can be calculated minimizing the difference to the 

exact electron density 
 

                                                                (40) 2[ ( ) ( )]F ρ ρ= −∫ r r

 

or preferentially by minimizing the Coulomb self-repulsion of the residual density, 
 

 [ ( ) ( )][ ( ) ( )]
'

| |
d d

F
ρ ρ ρ ρ′ ′− −=

′−∫∫
r r r r r

r r
′r

r r

Bχ r

                                (41) 

 

This method is implemented in many quantum chemistry codes, like Turbomole,109 Gaus-

sian 03,110 DeMON.111 

 

Local expansion of density. The local expansion of density is based on similar ideas as 

the RI methods, but instead of looking for a global approximation to the density separate ap-

proximations to all pair densities are used. 
 

                                                  (42) 
,

( ) ( ) ( )AB

A B

Pαβ α β
αβ

α β

ρ

∈ ∈

= Φ Φ∑r

 

                                             (43) ( ) ( ) ( )A
AB

A B

c cμ μ ν ν
μ ν

ρ χ
∈ ∈

≈ +∑ ∑r r

 

The pair density of atoms A and B is expanded in a basis located at the atoms A and B. 

The advantage of this method is that the calculation of the expansion coefficients is done lo-

cally and is therefore independent of the size of the molecule. The disadvantage lies in the 

limitation of the expansion to the functions on the same atoms. To achieve good results large 
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2. Electronic structure methods 

basis sets (with high angular momenta) have to be used. This method is used in the program 

ADF.112 

The exchange-correlation contribution to the Kohn-Sham matrix elements (the final term 

in Eq. (33)) is invariably evaluated using a grid of points. This is a consequence of the com-

plexity of the functionals employed. For the evaluation of the exchange and correlation con-

tribution, in the spin unpolarized case, the following operations82 are performed:  

1) collocation of * φ r ; ( ) ( ) ( )Pμν μ ν
μν

ρ φ= ∑r r

2) numerical approximation of ρ∇  based on the values of ( )ρ r  on the grid; 

3) evaluation of xcε  and its derivatives xcδε
δρ

 and xcδε
δ ρ∇

 on each point of the grid; 

4) computation of xcv  on the grid  

xc xc
xcv

ρδε δε
δρ δ ρ ρ

⎛ ⎞⎟∇⎜ ⎟⎜= − ∇ ⋅ ⎟⎜ ⎟⎜ ∇ ∇ ⎟⎜⎝ ⎠
; 

5) calculation of the matrix element of the sum of xcv  and the Hartree potential Hv  be-

tween the Gaussians dr r . ( )H( ) ( ) ( ) ( )xcv v μ νϕ ϕ+∫ r r r

ij jϕ

If a DFT program uses a basis set containing K functions and employs either a grid-based 

integration scheme with P points or an auxiliary basis set with P functions then the computa-

tional complexity of the calculation scales as K2P. As P is often linearly related to K, density 

functional theory is often said to scale as the cube of the number of basis functions, K3. This 

contrasts with the fourth-power scaling for conventional Hartree-Fock calculations.  

 

2.2. Basis Sets 

The quantum chemical methods aim to compute properties of interest without recourse to 

experimental data. It requires finding the wavefunction, which is generally unknown. There-

fore the latter is usually expanded in terms of a set of known functions. The one-electron or-

bital can be written as 
 

                                      ,                                                (44) 
1

i
j

cφ
∞

=

= ∑

 

where jϕ  form a complete set of functions. Obviously it is impossible to use an infinite num-

ber of basis functions so the sum in Eq. (44) is taken over a finite number of functions. This 
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2.3. Treating core electrons 
 

introduces another source of error into the calculations as it is not then possible to describe 

components of Ψ along the missing functions.  

For isolated atoms and molecules the wavefunction exponentially decays to zero at large 

distances. This implies that the basis functions used for these calculations should behave in a 

similar way.  

The functions correctly describing the radial part of the atomic orbitals and called Slater 

orbitals were proposed by Zener113 and Slater114 
 

                       * 1 expn Z sr
n

−
∗

⎛ − ⎟⎜− ⎟⎜ ⎟⎜⎝
r

⎞
⎠

r−

2r−

                                                          (45) 

 

where n* is the effective quantum number, s is the the screening constant, and Z is the atomic 

number. n and s parameters are defined by the Slater’s rules. The exponential dependence on 

distance is the same as for the hydrogen atom.  

Later, Roothaan and Bagus115 introduced for the LCAO method the functions called Slater 

type orbitals (STO). STOs have the following form (in spherical coordinates) 
 

                ,                                    (46) 1( , , ) ( , ) exp( )nlm n
STO n lmr N Y rζϕ θ ϕ θ ϕ ζ−=

 

where Nn is a normalization constant, l, m and n are the principal, azimuthal and magnetic 

quantum numbers, respectively;  is a spherical harmonic corresponding to l and m, 

and ζ is the orbital exponent. The ζ parameters were optimized variationally with respect to 

each total atomic energy.  

( , )lmY θ ϕ

The Gaussian functions, generally named Gaussian type orbitals (GTO), are the usual al-

ternative functions to the STOs in the molecular calculations. The spherical GTOs were pro-

posed for the first time by Boys116 and McWeeny117. They have the following form 

 

                .                                    (47) 1( , , ) ( , ) exp( )nlm n
GTO n lmr N Y rζϕ θ ϕ θ ϕ ζ−=

 

In both cases the angular dependence of the wavefunction is contained in the spherical 

harmonics, where the l, m values determine the type of the orbital (e.g. l = 0 is a s type orbital, 

l = 1 a p orbital, etc). 

The main difference between STO and GTO is the power of r in the exponent. The r2 de-

pendence in the exponent in the GTOs is a poorer representation than that of the STO. GTOs 

have a zero slope at the nucleus (r = 0), whereas STOs have a cusp. These factors suggest that 
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2. Electronic structure methods 

more GTOs are needed to form a suitable basis set than STOs, roughly three times as many 

are needed to achieve the same accuracy. However, two-electron integrals can be evaluated 

analytically by using GTOs. This computational efficiency more than compensates for the ad-

ditional number of functions needed, so GTOs are more commonly used in calculations.  

In practice the electronic structure calculations are performed with the so called contracted 

GTOs (CGTO), each of them given by a fixed linear combination of primitive GTOs.  
 

                                  .                                                      (48) CGTO GTO
a a

a

dτϕ = ∑ τϕ

 

Molecular orbitals then are a linear combination of the CGTOs and the coefficients  are 

obtained in the electronic molecular calculation. However, neither the exponents of the primi-

tive GTOs nor the coefficients  are changed along the calculation. The main idea behind 

the contraction of the basis set functions is that the inner atomic shells do not experiment 

great changes in the chemical bond formation. It is assumed that their description in the mo-

lecular environment is similar to their description in the atom.  

ad τ

ad τ

The use of CGTO allows the saving in storage and computational time in the molecular in-

tegral calculations. Taking that K and n are the number of primitive and contracted GTOs, re-

spectively, the contraction process reduces in (K/n)4 the number of integrals to be calculated 

and stored.  

The accuracy of the calculation strongly depends on the size of the basis set. As a mini-

mum requirement for useful calculations it is necessary to have at least a double-zeta quality 

for valence orbitals. Additional higher angular momentum (d, f orbitals) basis functions may 

also be added to account for polarization effects. 

 

2.3. Treating core electrons 

Since ruthenium is a moderately heavy element, it can be beneficial to make use of effec-

tive core potentials (ECPs), in which the inner-shell electrons are replaced with a model po-

tential. Typically the ECPs are constructed on a grid using all-electron numerical (relativistic 

or non-relativistic) wavefunctions. The total pseudopotential is then fit to the analytical 

form,118  
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2.3. Treating core electrons 
 

where the sum over α is over only those atoms having a pseudopotential. For atom α, riα is 

the distance and Ωiα is the solid angle of electron i measured from α, lmax  is the largest orbital 

angular momentum among the core orbitals, and   is a local pseudopotential for atom α 

that depends only on riα and the angular momentum l. The spherical harmonics  act as pro-

jection operators, imposing orthogonality between the missing core and the valence wave 

function. The functions  determine the actual form of the ECP and are obtained on a grid. 

For molecules they are then fit to a linear combination of Gaussians for ease of integration, 

i.e. 

lU
α

lmY

lU
α

 

                             2
2
1( ) exp( )kln

l kl
k

U r d r b r
r

= ∑ kl− ,                                 (50) 

 

where dkl, nkl and bkl are fitting parameters. 

It is generally recognized that the outermost (n – 1)s2 and (n – 1)p6 core electrons should 

not be replaced by an ECP, but should be retained in the calculations. Small-core ECPs are 

more reliable than large-core ECPs, where only the (n)s and (n – 1)d electrons of the transi-

tion metals are calculated. Several groups developed valence basis sets in conjunction with 

small-core ECPs119 -122 for the transition metals.  

An important theoretical aspect for calculating transition metal compounds concerns the 

effect of relativity. It is well known that relativistic effects must be considered in the calcula-

tion in order to obtain reliable geometries and energies of second- and third-transition metal-

row molecules.123 Elements of the first transition metal row are little influenced by relativity, 

except for copper.123,124 The most convenient way to include relativistic effects in the calcula-

tions is the use of quasi-relativistic ECPs. The techniques of relativistic ECPs for molecules 

containing transition metals and other heavy atoms have recently been reviewed.118  

 

2.4. Ab initio molecular dynamics  

The aim of molecular dynamics (MD) is to model the detailed microscopic dynamical be-

havior of many different types of systems as found in chemistry, physics or biology. The his-

tory of molecular dynamics goes back to the mid 1950’s when first computer simulations on 

simple systems were performed.125  
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2. Electronic structure methods 

The nuclear motion of the particles is modeled using the laws of classical mechanics 

within MD. For a set of nuclei treated as classical masses with an interaction energy 

dependent on the positions of the particles { , the equations of motion are  { }  IE ⎡ ⎤
⎣ ⎦R }IR

 

               [{ }]I I I I
I

EM ∂= − =
∂

R F
R

R

tes: 

                                         (51) 

 

Such equations can be solved analytically only in the small-amplitude harmonic approxi-

mation. In general, they are solved by numerical simulations using discrete time steps based 

on discrete equations such as the velocity Verlet algorithm.126 The advantage of this tech-

nique is that it uses as basic variables positions and velocities at the same time instant t. The 

velocity Verlet algorithm appears like a Taylor expansion for the coordina
 

          2( )
( ) ( ) ( )

2I I
I

t
t t t t t

M
+ Δ = + Δ + ΔFR R V t                       (52) 

 

This equation is combined with the update for the velocities 
 

         2( ) ( )
( ) ( )

2 I

t t t
t t t

M
+ Δ ++ Δ = + ΔF FV V t                       (53) 

 

The key property of the velocity Verlet algorithm is that the errors do not accumulate. De-

spite the fact that the equations are only approximate for any finite Δt, the energy is conserved 

and the simulations are stable for long runs.  

Classical molecular dynamics simulations are well established as a powerful technique to 

study dynamic and thermodynamic properties of atomic and molecular systems at a finite 

temperature.125 Advances in electronic structure calculations have made MD simulations pos-

sible with forces derived directly from the electrons with no parameters. These are often 

termed ″ab initio″ or ″first principles″ MD simulations.127 Most often the ″electronic part″ is 

calculated by the DFT method. The length and time scales of typical ab initio molecular dy-

namics simulations are currently given by approximately 10 to 1000 atoms and 1 to 100 ps.  

Born–Oppenheimer (BO) molecular dynamics is a commonly used form of ab initio mo-

lecular dynamics simulations. The interaction energy { }  IE ⎡ ⎤
⎣ ⎦R in the molecular dynamics 

method has the same physical meaning as the Kohn-Sham energy within the Born-

Oppenheimer approximation. The Kohn-Sham energy depends only on the nuclear positions 
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2.4. Ab initio molecular dynamics 

and defines the hypersurface for the movement of the nuclei. The Lagrangian for the BO dy-

namics is therefore127  
 

          (2

{ }
1

1( , ) min { };
2 i

N
N

BO I I KS i
I

L M E
ψ

ψ
=

= = −∑R R R R ) ,                               (54) 

 

and the minimization is constraint to orthogonal sets of { . The equations of motions are }iψ
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The forces in BOMD (with the optimized Kohn–Sham orbitals) are 
 

                     ( ) KS
KS I ij i j

I Iij

EF C ψ ψ∂ ∂= − +
∂ ∂∑R
R R

                             (56) 

 

The accuracy of the forces used in BOMD depends linearly on the accuracy of the minimi-

zation of the Kohn–Sham energy.127 

To perform a computer experiment the initial values for positions and velocities have to be 

chosen together with an appropriate time step Δt. The initial positions of the atomic coordi-

nates are usually taken from the optimized geometry of the system. For BOMD, the time step 

used in the propagation of the atomic coordinates is only dependent on the frequency spec-

trum of the atomic system. The velocities can be assigned randomly selecting from a Max-

well-Boltzmann distribution at the temperature of interest:   
 

                   
1/2 21( ) exp

2 2
i

ix
B B

mp v
k T k Tπ

i ixm v⎡ ⎤⎛ ⎞⎟⎜ ⎢ ⎥= −⎟⎜ ⎟⎜ ⎢ ⎥⎝ ⎠ ⎣ ⎦
                                         (57) 

 

The Maxwell-Boltzmann equation provides the probability that an atom i  of mass m , has 

a velocity  in the  direction at a temperature T . A Maxwell-Boltzmann distribution is a 

Gaussian distribution, which can be obtained using a random number generator. The initial 

velocities are often adjusted so that the total momentum of the system is zero. Having set up 

the system and assigned the initial velocities, the simulation can start. At each step the force 

on each atom must be calculated by differentiating the potential function.  

xv x

The first part of the simulation is the equilibration phase in which strong fluctuation may 

occur. Once all important quantities are sufficiently equilibrated, the actual (″production″) 

simulation is performed. Finally, observables are calculated from the trajectory. 
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2. Electronic structure methods 

The parameters that are used to characterize whether equilibrium has been reached depend 

to some extent on the system being simulated. The kinetic and potential energies would be 

expected to fluctuate in a simulation in the microcanonical ensemble (constant NVE), but the 

total energy should remain constant. The components of the velocities should describe a Max-

well-Boltzmann distribution (in all three directions x, y and z) and the kinetic energy should 

be equally distributed among the three directions x, y and z. It is usually desired to perform a 

simulation at a specified temperature and so it is common practice to adjust the temperature of 

the system by scaling the velocities during the equilibration phase. During the production 

phase the temperature is a variable of the system. 

 

2.5. Metadynamics method 

One of the main advantages of molecular dynamics is the ability to simulate complex 

chemical reactions. However, a straightforward application of MD techniques is frustrated by 

the timescale problem, since typical reaction rates far exceed the affordable simulation times. 

This is the well-known rare event problem for which many solutions have been proposed.128 

The classical approach of quantum chemistry to this problem is to determine local minima 

and saddle points on the potential energy surface (PES). The minima determine the possible 

equilibrium configuration, while saddle points determine reaction pathways. The classical ap-

proach is powerful, but fails when the PES is complex or when entropy effects play an impor-

tant role.  

These intricacies can be overcome using the recently developed metadynamics method.129 

It is based on the ideas of the extended Lagrangian130 and coarse-grained non-Markovian dy-

namics.131 The first crucial step in the method is to choose a set of collective variables (CV) 

S, which are functions of the ionic coordinates RI. The CVs must include all the relevant 

modes that cannot be sampled in the time scale of the simulation, as well as be able to distin-

guish between reactants and products. The method will not sample motions along slow modes 

that are not included in the collective variables. Examples of collective variables are distances 

between atoms, dihedral angles, coordination numbers, or any other function of the ionic co-

ordinates RI. The aim of the method is to explore the FES F(s) of a limited set of collective 

variables sα. The extended Lagrangian within the Born–Oppenheimer molecular dynamics is 

given by 
  

       21 1 [ ( ) ] ( , )
2 2BO IL L M s k S s V t sα α α α α

α α

= + − − +∑ ∑ R 2                        (58) 
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2.5. Metadynamics method 

The second term on the right-hand side is the total kinetic energy of the fictitious particles, 

which for large enough masses are adiabatically separated from the ionic and electronic de-

grees of freedom. Each fictitious particle s is connected to its actual collective variable 

by a harmonic spring. For large enough force constants k , the springs restrain the 

molecular configuration close to the slowly moving particles s . The total potential energy of 

the harmonic springs gives rise to the third right hand-side term in Eq. (56). The last term, the 

history-dependent biasing potential is written in the discrete form as 

α

( )Sα IR α

α
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                    (59) 

 

Here t indicates the actual simulation time, i counts the metadynamics steps, the first expo-

nential gives the hill's shape in the direction perpendicular to the trajectory, whereas the sec-

ond exponential tunes the shape along the trajectory. In this form, the width of the hill along 

the trajectory is determined by the displacement in the space of collective variables, walked 

between two consecutive metadynamics steps, 
1/2

|| 1 2( )i i
i bs f s sα α

α

+⎡ ⎤
⎢ ⎥Δ = −
⎢ ⎥⎣ ⎦
∑ . The factor , the 

hill height h and the width of hill in perpendicular to the trajectory direction  are input 

parameters.  

bf

is
⊥Δ

V( , )t s  describes a slowly growing multidimensional Gaussian tube, with its axis along the 

trajectory. This biasing potential is a sum of repulsive Gaussian-shaped potential hills, each 

with height h. The history-dependent potential builds up until it counterbalances the underly-

ing free energy well, allowing the system to escape via a saddle point to a nearby local mini-

mum, where the procedure is repeated. When all minima are “filled” with Gaussian potential 

hills, the system moves barrier-free among the different states. The FES is obtained as129   
 

                                                                                             (60) ( , ) ( )tV t s F s→∞ = −

 

to arbitrary accuracy, depending on hill size h and time interval Δt.
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3. Objectives 
The five chapters (Chapters 4–8) of the thesis, where the main results are presented, can be 

grouped into two parts. 

The first part deals with the chemistry of the diruthenium tetrahydride complex CpRu(μ-

H)4RuCp (1). It includes the next reactions: the intermolecular exchange of hydrides in the 

complex 1 with dihydrogen (Chapter 4); the C–H bond activation in ethylene on the complex 

1 to give the bis(vinyl) complex CpRu(C2H4)(μ-η1:η2-CHCH2)2RuCp (10) (Chapter 5); the 

subsequent coupling reaction in the bis(vinyl) complex 10 among coordinated ethylene and 

two vinyl ligands to yield ruthenacyclopentadiene complex CpRu(η2-C2H4)(CMe=CH–

CH=CMe)RuCp (Chapter 6). The main aim is to establish a detailed mechanism of these reac-

tions, taking into account Suzuki’s suggestion, by locating possible intermediates and the 

transition states. A special attention will be paid to the characteristic features of the reactions, 

such as the cooperativity of multiple metal centers in activation of C–H bond in ethylene and 

C–C bond formation on binuclear ruthenium complex. 

The second part includes the study of the fluxional behavior of two μ-silylene complexes 

(Chapter 7) and a silylium cation (Chapter 8). The site-exchange of hydride ligands and 

methyl groups of μ–SiMe2 bridge was observed for the complex μ-silylene complexes 

{Cp*Ru(μ-H)}2(μ-SiPhMe)(μ-SiMe2), while only the latter process was monitored for the 

complex (Cp*Ru)2(μ-SiMe2)(μ-CMe)(μ-H). In this work the main aim is to establish which 

pathway is responsible for the site-exchange of hydride ligands and methyl groups of μ-SiMe2 

bridge in these complexes.  

The work presented in Chapter 8 is a joint experimental and theoretical study of the dynam-

ics of hydrogen bridges in cation [C6(SiMe2)(SiHMe2)5]+ (28). The temperature-dependent 

NMR studies performed by Dr. G. Nikonov demonstrated that cation 28 exhibits an intriguing 

dynamics that deserves a special examination. There are two processes taking place, both re-

sulting in a shift of the Si–H–Si bridge position. From our side the DFT calculations of the 

energetics of this cation have been performed to elucidate the detailed mechanism of the hy-

dride transfer. The static DFT studies have been complemented by the ab initio molecular dy-

namics simulations. 
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4. DFT study of hydride exchange in binuclear ruthenium 
complex 
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ABSTRACT 

 

This paper presents a DFT study of hydrogen exchange in the binuclear 

polyhydride complex CpRu(μ-H)4RuCp (1) with molecular hydrogen. Both dissociative 

(through the CpRu(μ-H)2RuCp intermediate) and associative mechanisms (through 

hydrogen coordination to yield intermediates Cp2Ru2H6 and subsequent hydrogen 

dissociation) are considered. The calculations show that the dissociative pathway has a 

prohibitively high barrier for hydrogen dissociation, with Δ about 34 kcal·mol-1. The 

associative mechanism is much more favorable. There are, in turn, two possible 

pathways, going through either cis-Cp(H)2Ru(μ-H)2Ru(H)2Cp (2a) or trans-

Cp(H)2Ru(μ-H)2Ru(H)2Cp (2b). The cis pathway is more favorable, with Δ barriers 

for the rate-determining step of 24 kcal·mol-1. The intermediate 2a can either dissociate 

directly or undergo isomerization processes involving interchanging of bridging and 

terminal hydrides. Overall, the calculations support the associative pathway for the 

hydrogen exchange, but show that the details of the mechanism are rather complicated.  

http://dx.doi.org/10.1021/om060700y
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ABSTRACT 

The reaction is substantially exothermic the calculated total reaction enthalpy 

ΔH298
° between 1 + 6C2H4 and 26 + 3C2H6 is about −90 kcal·mol−1. The reaction occurs 

through a number of stages, each including ethylene coordination, at least two hydride 

migrations, and ethane elimination. The rate-determining step of the mechanism is the 

initial coordination of the first ethylene molecule to the reactant 1 to give the ethylene π 

complex (H)2CpRu(μ-H)2RuCp(η2-C2H4) (2). The free energy barrier is about 27 

kcal·mol−1 according to the static DFT calculations. Metadynamic simulations of the 

coordination process yield a ΔG298 barrier of about 20 kcal·mol−1.  

Another high-barrier step is the ethylene coordination to CpRu(η2:η1-CH

CH2)2RuCp (25) to give the final product 26. In total, the title reaction is a sophisticated 

multistep reaction with a large number of possible pathways. The mechanism of the 

reaction is largely determined by the flexibility of hydride ligands and by cooperation 

between both Ru centers. 

http://dx.doi.org/10.1021/om7012309
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ABSTRACT 

 

We have performed a computational study of the C–C coupling reaction between 

coordinated ethylene and two vinyl ligands in the binuclear bis(vinyl)-ethylene complex 

CpRu(η2-C2H4)(μ-η1:η2-CHCH2)2RuCp (1) to yield the ruthenacyclopentadiene 

complex CpRu(η2-C2H4)(CMe=CH–CH=CMe)RuCp (28), described by Takao et al. 

This reaction is a sophisticated multistep process with a large number of possible 

pathways. Agostic interactions and the cooperativity of both Ru centers play a crucial 

role in the mechanism of the reaction. Our calculations provide support for Takao et 

al.’s proposal that the conversion of the reactant 1 to the final product 28 proceeds 

through the intermediate Cp(H)Ru(μ-H)(CMe=CH–CH=CMe)RuCp (20). However, the 

pathway originally proposed by Takao et al. leading to the intermediate 20 is 

unfavorable (Δ≠G°298 = 33 kcal·mol–1). We found a new, more favorable pathway 

with a Δ≠G°298 of 20 kcal·mol–1. The rate-determining step of the mechanism is 

ethylene coordination to the intermediate CpRu(μ-H)(CHMe=CH–CH=CMe)RuCp 

(22). The free energy barrier is about 29 kcal·mol–1 and 24 kcal·mol–1 at BP86 and 

MPWLYP1M level, correspond-ingly. 
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ABSTRACT 

 

The paper presents a computational study of the fluxional behavior of diruthenium 

bis(μ-silylene) complexes {CpRu(μ-H)}2(μ-SiPhMe) (μ-SiMe2) (1) and (CpRu)2(μ-

SiMe2)(μ-CMe)(μ-H) (2). Two new pathways have been discovered for the site-

exchange of hydrides in 1. The exchange of methyls in 1 proceeds as a result of the 1,2-

shift of the μ–SiMe2 (Path 2) in accordance with the Suzuki et al.’s original proposal. 

The Path 1 involving the isomerization to the terminal silylene was rejected for both 

complexes, 1 and 2. 

The exchange of methyls in 2 occurs by the hydride transfer through the μ–SiMe2 

ligand (Path 2) with the free energy barrier of 17.2 kcal/mol. It is in a reasonable 

agreement with the experimentally determined value (ΔG≠333 = 15 kcal/mol). The 

migration of the hydride through the μ–CMe2 requires a significantly higher ΔG≠333 

barrier of 26 kcal/mol. 
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DFT calculation - Reaction mechanism - Fluxional behavior - Bridged silylene 

complex - Hydride ligands - Binuclear – Ruthenium. 
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ABSTRACT 

 

The silylium ion [C6(SiMe2)(SiHMe2)5]+ offers an amazing example of multiple 

Si···H interactions. It exhibits a symmetric Siα–H–Siα motif supported by two 

additional Siβ–H···Siα agostic interactions. This cation is highly fluctional in NMR 

spectra at room temperature due to shift of the hydride bridge. The DFT calculations 

show that the hydride shift is related to internal rotation of silyl groups. We performed 

NMR, static DFT, and dynamics studies of this process and found two possible 

mechanisms of this process, associated with internal rota-tion of either β- or γ-silyls. 

The energy barrier is largely caused by the silyl internal rotation, whereas the hydride 

transfer itself is intrinsically quite easy. The γ-silyl rotation is somewhat more favorable 

than the β-silyl rotation. Vibrational dynamics of the cation is also discussed. 

 



 

9. Results and discussion 
This section briefly summarizes all the results reported in the Chapters 4–8. 

  

9.1. DFT study of hydride exchange in binuclear ruthenium complex  

The associative pathway. The hydrogen exchange in 1 occurs via formation of hexahy-

dride complexes 2a and 2b with ΔG≠
298 barriers of 25 and 28 kcal/mol, respectively. The hy-

drogen association is strongly affected by the entropy effects. Further elimination of dihydro-

gen from 2a and 2b is an exothermic process with ΔG≠
298 barriers of 8 and 12 kcal/mol, corre-

spondingly. This mechanism is mainly in accord with that suggested by Suzuki.41b 
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Scheme 5. The calculated steps of the hydrogen exchange reaction. Relative Gibbs free energies are in kcal·mol–

1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1.The ΔG°298 values were calculated using the 1H iso-

tope of hydrogen. The relative Gibbs free energies were calculated at BP86/BS1 level, where BS1 corresponds to 

the effective core potential + double-ζ valence basis set for Ru, 6-311G(d,p) for C, H and 6-31G(d,p) for Cp. 
 

Both 2a and 2b are classical hydride complexes. We found that along with them there exist 

the corresponding dihydrogen complexes 2a′–2a′′′ and 2b′–2b′′′. The H2 ligand in 2a′′′ and 
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9. Results and discussion 

2b′′′ is collinear to the Ru–Ru vector. Our calculations predict fast dihydrogen–bis(hydride) 

exchange for the hexahydride complexes.  

Alternatively, in the cis route the hydrogen exchange can proceed through an additional 

isomerization of 2a''' to 2c with ΔG≠
298 = 5 kcal/mol. All these steps are summarized in the 

Scheme 5. 

The dissociative pathway. The Gibbs free energy ΔG°298 for the dissociation of 1 to give 

CpRu(μ-H)2RuCp is 27.3 kcal·mol–1, while ΔEe is even about 37 kcal·mol–1. The dissociation 

occurs asymmetrically, with two of the bridging hydrides of 1 moving toward one of the ru-

thenium atoms and finally eliminating dihydrogen. The ΔG≠
298 barrier is 33.2 kcal·mol–1. The 

ΔG°298 and ΔG≠
298 for the hydrogen dissociation are by far less favorable than the corresponding 

values for the associative mechanism. Therefore, the dissociative mechanism should be dis-

carded, in agreement with Suzuki’s suggestion. 41b 

 

9.2. Computational study of the C–H bond activation in ethylene on binu-
clear ruthenium complex 

The whole mechanism was divided into four parts (Schemes 6–9). The Part 1 connects the 

reactant 1 and the intermediate 7, Parts 2A and 2B describe two alternative pathways of the 

consequent conversion of 7 into 13a, corresponding to the experimentally observed interme-

diate B, and in the Part 4 the conversion of the latter into the final product 26a is considered. 

 

Part 1. The first step of the associative mechanism is the coordination of ethylene to complex 

1 to yield ethylene π-complexes 2a–c through the corresponding transition states TS(1-2a), 

TS(1-2b), and TS(1-2c). The coordination requires substantial ΔG≠
298 barriers of +26.6, +29.6, 

and +26.9 kcal·mol–1, correspondingly. Nevertheless, they are lower than the free energy bar-

rier for the H2 dissociation from 1 to give CpRu(μ–H)2RuCp (ΔG≠
298 = +34.2 kcal·mol–1; see 

Scheme 6).  

There is a direct pathway from the ethylene π-complexes 2a and 2b to 7, as a result of re-

ductive coupling of terminal hydrides and the subsequent dihydrogen elimination (ΔG≠
298 = 

10.4 and 11.5 kcal·mol–1, correspondingly). However, the experimental data indicate that the 

direct H2 elimination does not occur. 41b 

The insertion of ethylene into the Ru–H bond in 2a–c to produce ethyl complexes 4a and 4b 

occurs through the β-agostic complexes 3a–c. The free energy barriers of these transforma-

tions are +13.8, +14.4, and +11.8 kcal·mol–1, respectively.  
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9. Results and discussion 

 

 
 

Scheme 6. The calculated steps of the first part of the C–H bond activation reaction mechanism. Relative Gibbs 

free energies are in kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1. Here and further the 

relative Gibbs free energies were calculated at BP86/BS1 level, where BS1 corresponds to the effective core 

potential + double-ζ valence basis set for Ru, 6-311G(d,p) for C, H and 6-31G(d,p) for Cp. 
 

The migration of a bridging hydride to ethyl ligand in 4a and 4b yields an ethane σ-com-

plex 5 (Scheme 6). The migration of hydride through TS(4b-5) is more preferable (ΔG≠
298 = 

+9.6 kcal·mol–1).  

The elimination of ethane yields the unsaturated dihydride complex CpRu(μ-H)2RuCp (6) 

(Scheme 6). Therefore, the following coordination of the second ethylene molecule to 6 to 

give 7 proceeds without a barrier. The ethylene π-complex 7 has an isomer 7' with asymmet-

rically bridged ethylene. The free energy barrier of the conversion of 7 to 7' is 3.4 kcal·mol–1. 

The geometry of 7' suggests that this is an intermediate on the way of the transformation from 
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the ethylene complex to the vinyl-hydrido one. Thus, the conversion of 7 to 7' should facili-

tate the C–H bond activation in ethylene. 

Part 2. For the further stages of the reaction mechanism, two pathways are possible, as 

shown in Schemes 7 and 8. The first one starts from the intramolecular C–H bond activation 

in ethylene in 7' to give the monovinyl complex 8 with the energy barrier of +10.4 kcal·mol–1 

(Scheme 7).  
 

 
 

Scheme 7. The calculated steps of the second part of the C–H bond activation reaction mechanism. Relative 

Gibbs free energies are in kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1.  
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The coordination of the third ethylene molecule to 8 can proceed in a number of ways. 

Four resulting structures are possible: cis-9a, trans-9a, cis-9b, and trans-9b (Scheme 7). The 

formation of cis-9a and trans-9a is somewhat more preferable than of cis-9b and trans-9b. 

Therefore, from here on, only cis-9a and trans-9a are considered. 

The ethylene coordination to 8 to yield cis-9a and trans-9a proceeds with moderate energy 

barriers (ΔG≠
298 = +14.8 and +14.9 kcal·mol–1, correspondingly). Ethylene attack is accompa-

nied by the rearrangement of hydrides in TS(8–cis-9a) and TS(8–trans-9a).  

The π-complexes cis-9a and trans-9a undergo ethylene insertion into Ru–H bond to yield 

the ethyl complexes cis-11a and trans-11a through the agostic complexes cis-10a and trans-

10a, correspondingly (Scheme 7).  

The two terminal hydrides in cis-11a readily collapse to give the structure cis-11a' (ΔG≠
298 

= +2.2 kcal·mol–1). For trans-11a such a rearrangement of terminal hydrides is complicated 

sterically by the adjacent Cp ring. The bridging hydride in cis-11a' further migrates to the 

ethyl ligand to directly produce the vinyl-hydride complex 12 (Scheme 7). The migration pro-

ceeds through the transition state TS(cis-11a'–12) with the free energy barrier of +11.9 

kcal·mol–1. Our calculations show that the ethane σ-complex is not formed and ethane leaves 

immediately. 

The coordination of the fourth ethylene molecule to 12 to yield 13a (Scheme 7) proceeds 

without a barrier. This is in line with a high exothermicity of the coordination process (ΔH°298 

= –33.4 kcal·mol–1, ΔG°298 = –20.8 kcal·mol–1). We have also examined the possibility of eth-

ylene coordination to the other ruthenium atom in 12 to yield 13b. This way of coordination is 

less exothermic (ΔG°298 = –13.7 kcal·mol–1) and proceeds with a significant barrier (ΔG≠
298 = 

+11.1 kcal·mol–1).  

 

Part 3. Alternatively to the C–H bond activation in 7, the coordination of the third ethyl-

ene molecule can occur. The incoming ethylene can attack either in the cis or trans position 

with respect to the coordinated ethylene ligand in 7 to yield the bis(ethylene) complexes cis-

14 or trans-14 (Scheme 8). The energy barriers of the coordination are significant (ΔH≠
298 = 

+8.3 and +6.9 kcal·mol–1; ΔG≠
298 = +18.3 and +16.4 kcal·mol–1, respectively).  

The insertion of ethylene into the Ru–H bond in bis(ethylene) complexes cis-14 and trans-

14  to yield ethyl complexes cis-16 and trans-16 occurs through the agostic complexes cis-15 

and trans-15 (Scheme 8). The formation of cis-15 and trans-15 proceeds with significant en-

ergy barriers (ΔG≠
298 = +15.5 and +17.1 kcal·mol–1) through transition states TS(cis-14-cis-15) 
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and TS(trans-14-trans-15), correspondingly. The conversion of cis-15 and trans-15 into re-

spective cis-16 and trans-16 proceeds without a ΔG≠
298 barrier.  

 

 
 

Scheme 8. The calculated steps of the third part of the C–H bond activation reaction mechanism. Relative Gibbs 

free energies are in kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1.  

 

The next step is the cleavage of the C–H bond in ethylene in cis-16 to give vinyl-hydride 

complex 18. The activation proceeds through the transition state TS(cis-16–18). The free en-

ergy barrier of this process is ΔG≠
298 = +4.1 kcal·mol–1. Further the resulting terminal hydride 

migrates to the ethyl ligand in 18 to yield ethane σ-complex 19 via transition state TS(cis-18–

19) (ΔG≠
298 = +4.6 kcal·mol–1).  
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Part 4. The final part of the mechanism (Scheme 9) starts from the coordination of the fifth 

ethylene molecule to 13a or 13b to produce a bis(ethylene) complex 20. The coordination 

proceeds with a lower barrier (ΔG≠
298 = 11.8 kcal·mol–1) for the less stable 13b compared to 

13a (ΔG≠
298 = 14.2 kcal·mol–1). 

 

 
 

Scheme 9. The calculated steps of the fourth part of the C–H bond activation reaction mechanism. Relative 

Gibbs free energies are in kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1.  

 

Two subroutes, denoted “a” and “b”, are possible from here on (Scheme 9). The subroute 

“a” eventually leads to the product 26a, while “b” yields the alternative complex 26b. The 
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insertion of ethylene in both pathways to yield ethyl complexes 22a and 22b occurs through 

agostic complexes 21a and 21b, correspondingly. Since 21a is a very shallow minimum, in 

the ethylene insertion should be considered as one-step process leading directly from 20 to 

22a with considerable energy barrier (ΔG≠
298 = 18.7 kcal·mol–1). The formation of 22b pro-

ceeds with lower barriers ΔG≠
298 = 14.7 and 3.9 kcal·mol–1 through transition states TS(20-

21b) and TS(21b-22b), correspondingly.  

The C–H bond cleavage in 22a to give vinyl-hydride complex 23a is a low barrier step 

(ΔG≠
298 = 5.0 kcal·mol–1). Further, the ethane σ-complex 24a is formed through the transition 

state TS(23a–24a) with a ΔG≠
298 barrier of 6.8 kcal·mol–1. In 22b both processes occur in a 

concerted manner through the transition state TS(22b–24b) with the ΔG≠
298 barrier  

14.3 kcal·mol–1. 

The reductive elimination of ethane from 24a and 24b yields bis(vinyl) complexes 25a and 

25b, correspondingly. The coordination of ethylene to 25a proceeds with a rather high energy 

barrier (ΔH≠
298 = 13.3 kcal·mol–1, ΔG≠

298 = 22.2 kcal·mol–1). It can be attributed to loss of the α-

agostic interaction in 25a in the course of the coordination. The formation of 26b proceeds  

easier (ΔH≠
298 = 2.6 kcal·mol–1, ΔG≠

298 = 14.0 kcal·mol–1, respectively). Thus, the pathway lead-

ing to the final product 26a is in general harder to overcome than that leading to 26b. How-

ever, the former is more exothermic. 

Metadynamics results. As seen, the highest energy barrier step of the mechanism is the co-

ordination of the first ethylene molecule to the reactant 1 to yield ethylene π-complexes 2a–c 

(ΔG≠
298 is about 27–29 kcal·mol–1). The metadynamics simulation yields an estimate of the 

Gibbs free energy difference ΔG°300 between 1 + C2H4 and 2a–2c of  about –8 kcal·mol–1. This 

compares reasonably with the static DFT value of –9.4 kcal·mol–1. The activation free energy 

obtained from the metadynamics is about 20 kcal·mol–1. 

  

9.3. Computational study of C–C coupling in diruthenium  

bis(μ-vinyl) ethylene π–complex  

 
The proposed mechanism is divided into three parts. The Part 1 (Scheme 10) describes the 

initial two steps leading to the intermediate 3. The Part 2A and Part 2B (Schemes 11 and 12) 

represent possible pathways of the formation of the intermediate ruthenacycle 18. The final 

conversion of the latter to the product complex 26 is described in the Part 3 (Scheme 13).  
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Part 1. According to the mechanism proposed by Suzuki and coworkers the first step is the 

activation of a Cα(sp2)–H bond of the vinyl group in 1 to form the μ-vinylidene species 2 

(Scheme 10). The following insertion of the remaining vinyl group into a newly formed Ru–H 

bond produces the μ-ethylidene-μ-vinylidene intermediate 3. From here on several pathways 

are possible (see Schemes 11 and 12).  
 

 
 

Scheme 10. Part 1 of the mechanism of the C–C coupling reaction. Relative Gibbs free energies are in kcal·mol–

1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1. Here and further the relative Gibbs free energies 

were calculated at BP86/BS1 level, where BS1 corresponds to the effective core potential + double-ζ valence 

basis set for Ru, 6-311G(d,p) for C, H and 6-31G(d,p) for Cp. 

 

Part 2A. The routes starting with the C–H bond activation in ethylene in 3, as proposed by 

Suzuki et al.,41b are described in this part (Scheme 11). Subject to which of the carbon atoms 

is involved in the C–H bond cleavage two isomeric vinyl-hydrido intermediates 4 and 4' are 

possible.  

Route 2A.1. The transition state TS(3–4) is only 0.6 kcal/mol higher in energy than 4 on 

the ΔG°298 scale. Thus, 4 is a very shallow minimum and the reverse step (4→3) virtually pro-

ceeds without a barrier. The subsequent step is the C–C coupling between the Cα atoms of the 

vinyl and vinylidene group in 4 to yield 5. The coupling proceeds with a moderate energy bar-

rier of 14.5 kcal/mol. However, taking into account that the energy barrier of the conversion 

4→3 is very low, the energy difference of 32.6 kcal/mol between TS(4-5) and 3 should be 

taken as the activation barrier ΔG≠
298 of the reaction from 3 to 5. It is a rather high energy bar-

rier and therefore this route was rejected. 

We have examined the possibility of ethane formation in 4 by the way of hydrogenation of 

μ-ethylidene. The hydride migration to the Cα atom of the ethylidene group in 4 yields ethyl 

species 6. The insertion of the μ-ethylidene into the Ru–H bond is facile (ΔG≠
298 = 4.3 

kcal/mol). Further C–H bond activation at Cα atom of the vinyl ligand in 6 can yield a hydride 

ligand. However, the extensive potential energy scans revealed, that the C–H bond cleavage is 

sterically hindered by the neighboring Cp ring in 6. 

Route 2A.2. The isomeric to 4 vinyl-hydrido species 4' is higher in energy than the corre-

sponding transition state TS(3–4') by 0.2 kcal/mol on the ΔG°298 scale. However, it can be eas-
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ily (ΔG≠
298 = 1.2 kcal/mol) converted to the more stable by 3.0 kcal/mol positional isomer 4'' 

via the internal rearrangement. The subsequent C–C coupling in 4'' can proceed in two ways 

(Scheme 11). The first possibility is the coupling between Cα atoms of μ-vinyl and μ-

ethylidene ligands to yield 7. The conversion is thermodynamically favorable (ΔG°298 = -11.5 

kcal/mol), however there is a high energy barrier to overcome (ΔG≠
298 = 36.7 kcal/mol). Oth-

erwise, the coupling can take place between Cβ atom of μ-vinyl and Cα atom of μ-vinylidene 

to produce 8. In contrast, this step is endothermic (ΔG°298 = 8.4 kcal/mol), but it also proceeds 

with a high energy barrier (ΔG≠
298 = 32.6 kcal/mol). 

 

 
 

Scheme 11. Part 2A of the mechanism of the C–C coupling reaction. Relative Gibbs free energies are in 

kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1. 

 

Thus, the pathways, proposed by Suzuki et al.,41b proceed with prohibitively high energy 

barriers. The new pathways discovered in this work are described in the next part.   

 

Part 2B. In principle, the direct C–C coupling can occur in 3. Two alternative pathways 

are possible here.  

Route 2B.1. The coupling between μ-vinylidene and the coordinated ethylene yields me-

thylene ruthenacyclobutane species 9 (Scheme 12). The latter is only 4.6 kcal/mol less stable 
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than 3 on the ΔG°298 scale. The coupling proceeds with a substantial energy barrier ΔG≠
298 of 

24.2 kcal/mol. The next step is the C–H bond cleavage at Cα of the μ-ethylidene ligand in 9 

with the perspective of the following C–C coupling between the ruthenacyclobutane and μ-

CCH3 ligand. The C–H bond cleavage proceeds with the energy barrier ΔG≠
298 of 7.6 kcal/mol. 

than with the less saturated μ-vinylidene group. 
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Scheme 12. Part 2B of the mechanism of the C–C coupling reaction. The new pathways discovered in this work 

are presented. Relative Gibbs free energies are in kcal·mol–1. The numbers above arrows are ΔG≠
298 values in 

kcal·mol–1. 

 
Route 2B.2. Alternatively the coupling between the μ-ethylidene and the coordinated eth-

ylene yields methyl ruthenacyclobutane species 12. The resulting complex 12 is 13.9 kcal/mol 

less stable than 3 on the ΔG°298 scale. This step proceeds with substantial ΔG≠
298 barrier of 28.5 

kcal/mol. Therefore it is relatively easily (ΔG≠
298 = 10.0 kcal/mol) cleaved to produce 13.  

Additional routes arise if one considers the possibility of the Cα–H bond activation in the 

μ-ethylidene in 3 taking place before the corresponding C–C coupling step (Scheme 12). The 

C–H bond activation at Cα atom of the μ-ethylidene ligand in 3 produces 14 with the energy 

barrier ΔG≠
298 of 7.5 kcal/mol. It is very close to the value of the energy barrier of the C–H 

bond cleavage in 9. 
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Route 2B.3. The C–C coupling in 14 yields a different from 10 product, μ-but-1-ene-2,4-

diyl species 15. Thus, the change in the order of two steps: C–H bond cleavage and C–C cou-

pling leads to the different products, 10 and 15 (Scheme 12). The reason for this is that the 

terminal hydride in 14 hinders the η2-coordination of the methylene part of the C4 species. As 

a consequence the energy barrier of the C–C coupling in 14 (ΔG≠
298 = 19.6 kcal/mol) is lower 

by 4.6 kcal/mol than that in 3. The following step is the C–C coupling step between μ-but-1-

ene-2,4-diyl and μ-CCH3 ligand to produce 16. It is converted into 17 without a barrier as a 

result of C–H bond cleavage. The next step is the insertion of the methylene group into the 

newly formed Ru–H bond to give agostic ethyl complex 18. The energy barrier of this process 

is 14.7 kcal/mol. The agostic ethyl complex 18 is a shallow minimum lying close to the corre-

sponding transition state on the PES. It is only 0.3 kcal/mol below the transition state TS(17–

18) on the ΔG°298 scale. It is readily converted to the much more stable (ΔG°298 = -27.5 

kcal/mol) non-agostic ethyl complex 19. There is virtually no barrier for this process (ΔG≠
298 = 

0.1 kcal/mol). The internal rearrangement, enclosing the rotation of the latter in the direction 

perpendicular to the Ru–Ru vector, yields 20.    

Route 2B.4. The coupling between the coordinated ethylene and μ-CCH3 in 14 was exam-

ined. However, the extensive PES scans revealed that there is no minimum energy path for 

this transformation. The expected coupling product, 10, is, probably, formed indirectly in the 

course of the route 1 described above.   

 

Part 3. The conversion of the experimentally obtained intermediate 20 into the final prod-

uct 28 is described in this part.   

Route 3.1. The direct ethylene coordination to the (bis)hydrido-ruthenacycle 20 to yield 

ethylene π-complex 21 is a largely endothermic step (ΔG°298 = +43.1 kcal/mol) with a very 

high energy barrier (ΔG≠
298 = 63.1 kcal/mol). The coordination of the upcoming ethylene is 

hindered by the terminal hydride.  

Route 3.2. In the alternative pathway the terminal hydride migration to the Cα atom of the 

ruthenacycle in 20 takes place before the ethylene coordination step. The insertion of ruthena-

cycle into Ru–H bond yields 22 through the transition state TS(20-22) at a low energy barrier 

(ΔG≠
298 =  2.9 kcal/mol). The subsequent coordination of ethylene to 22 proceeds with the free 

energy barrier of 28.6 kcal/mol, which is lower than the energy barrier of the direct coordina-

tion by 34.5 kcal/mol.   
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Scheme 13. The final part of the mechanism of the C–C coupling reaction. Relative Gibbs free energies are in 

kcal·mol–1. The numbers above arrows are ΔG≠
298 values in kcal·mol–1.  

 

At the following steps the coordinated ethylene is hydrogenated and eliminated as ethane. 

The insertion of the coordinated ethylene into the Ru–H bond yields agostic ethyl species 23. 

The insertion proceeds through the transition state TS(23–24) with the energy barrier ΔG≠
298 of 

12.0 kcal/mol. The agostic ethyl complex 24 is readily converted to the much more stable 

(ΔG°298 = -19.6 kcal/mol) non-agostic ethyl complex 25. There is virtually no barrier for this 

process (ΔG≠
298 = 0.5 kcal/mol). The subsequent migration of hydrogen to the ethyl ligand pro-

duces an ethane σ-complex 26. The elimination of ethane from 26 yields the ruthenacycle 27. 

It is a favorable step mostly due to the entropy effects (ΔH°298= -2.4 kcal/mol, ΔG°298= -13.1 

kcal/mol).  

The final step, the coordination of the second ethylene molecule to 27 can proceed in two 

ways (Scheme 13). The incoming ethylene can attack either in the cis or trans position with 

respect to the ruthenacycle to produce the final product 28 or its isomer 28'. The formation of 

28 proceeds via the transition state TS(27-28) with much less effort (ΔH≠
298= 2.7 

kcal/mol, ΔG≠
298= 12.6 kcal/mol), than of 28' via the transition state TS(27-28') (ΔH≠

298= 12.2 
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kcal/mol, ΔG≠
298= 22.5 kcal/mol). In both cases the entropy effects are of importance for the 

energy barrier. 

 

9.4. DFT study of fluxional behavior of diruthenium μ-silylene complexes  

Exchange of hydride ligands in 1. The first step is the formation of the non-classical inter-

mediate with η2-coordinated Si–H bond. This intermediate is formed whether through the 

bridge μ-SiMe2 or μ-SiPhMe to afford, correspondingly, h1 or h3.  

Path 1. h1 and h3 are formed through the transition states TS(1–h1) and TS(1–h3) with ΔG≠
300 

barriers of 7.4 and 7.9 kcal/mol, respectively. These data indicate that the nature of the sub-

stituent on the silylene bridge (μ-SiMe2 and μ-SiPhMe) has a little effect on the ΔG≠
300 value.  

 Further the hydride migrates through the transition states TS(h1–h2) and TS(h3–h2). The 

calculations show that the rotation of the silyl group does not occur. The intermediates h1 and 

h3 are readily converted into h2 with ΔG≠
298 barrier of 1.2 and 1.1 kcal/mol, correspondingly.   

 

 
Chart 1. Free energy profile of the site-exchange of hydrides in 1: two subroutes of the Path 1. Here and further 

the relative Gibbs free energies were calculated at BP86/BS2 level, where BS2 corresponds to the effective core 

potential + double-ζ valence basis set for Ru, 6-31G(d,p) for C, H and 6-31G(d) for Cp.  
 

The intermediate h2 has a geometrical isomer h2a. They differ by the relative position of 

the terminal hydrides with respect to the substituents at the μ-silylene. Due to existence of two 

intermediates h2 and h2a the additional subroute, Path 1a, arises. The free energy profile of 

both subroutes is summarized in the Chart 1. The difference in the energy barriers of forma-

tion of the non-classical complexes formed through the bridge μ–SiMe2 (h1 or h1a) and μ–

SiPhMe (h3 or h3a) is rather small. Hence, the reaction can proceed in both directions.    
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Two subroutes have quite similar free energy profiles. Though, the minima h1a and h3a are 

somewhat deeper than those h1 and h3, correspondingly. Still all the intermediates are rather 

shallow minima, which makes difficult the assignment of the rate-limiting-step. Taking all 

this into account, one can conclude that the activation barrier should be the average value 

within 7–9 kcal/mol. The energy barrier is somewhat underestimated, when compared to the 

experimental ΔG≠
300 value of 11.8 kcal/mol.          

Path 2. The second pathway includes additionally the direct hydride exchange in h2 and h2a 

through the transition states TS(h2–h2') and TS(h2a–h2a'). The ΔG≠
300 barriers of this step 

are 7.7 and 7.8 kcal/mol, correspondingly. 
    

 

Chart 2. Free energy profile of the site-exchange of hydrides in 1: four subroutes of the Path 2  
 

The free energy profile of the Path 2 is summarized in the Chart 2. There are four subroutes 

in this pathway. The Chart 2 presents only the first half of each subroute, since they are sym-

metric with respect to the transition state TS(h2–h2').  

Two alternative conclusions can be made about the rate-determining step, as well as about 

the whole mechanism of hydride exchange from the analysis of the Chart 2. First, if one takes 

that all the intermediates are shallow minima, then the activation barrier of the Path 2 should 

be within 13–14 kcal/mol. In this case the described above Path 1 with the activation barrier 

of 7–9 kcal/mol is preferable.  

From the other hand, one can consider at least those minima lying 2 kcal/mol below the cor-

responding transition state as deep enough. Then the activation barrier would be within 7–9 
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kcal/mol, like of Path 1, and both pathways become equivalent. This paradigm can be re-

solved by means of molecular dynamics simulations, which are planned to be performed in 

near future.  

Exchange of methyl groups in 1. The Path 1 was rejected, since no stationary point was lo-

cated on this pathway.     

The Path 2 starts with the formation of the non-classical complex h1 or h1a. The latter is 

converted into the classical complex m1 or m1a via the transition state TS(h1–m1) or 

TS(h1a–m1a), respectively, as a result of loss of the agostic Ru–η2-Si–H interaction. The 

ΔG≠
300 barrier of this step is 4.0 and 4.5 kcal/mol, correspondingly.  

 

 

Chart 3. Free energy profile of the site-exchange of methyl groups in 1: four subroutes of the Path 2  
 

The key step, 1,2-shift of the μ-SiMe2 bridge, can take place in two ways in m1 and m1a 

through four transition states TS1(m1–m1'), TS2(m1–m1'), TS1(m1a–m1a') and TS2(m1a–

m1a'). The corresponding ΔG≠
300 barrier values are 6.7, 7.7, 6.1 and 6.9 kcal/mol, respectively.  

The free energy profiles of the four subroutes of the Path 2 are summarized in the Chart 3. 

The intermediates h1 and m1 do not play a significant role in the estimation of the energy 

barrier of the exchange of methyls. It is estimated as the difference between the transition 

state TS1(m1–m1'), TS2(m1–m1'), TS1(m1a–m1a') or TS2(m1a–m1a') and the starting 

 
192



9. Results and discussion 

complex 1 to give, respectively, 15.5, 16.5, 13.1 or 13.9 kcal/mol. The experimentally deter-

mined ΔS≠300 value of -7.8 cal/mol⋅K also agrees reasonably with the calculated ones -7.7, -

11.8, -6.2 and -5.7 cal/mol⋅K.          

Exchange of methyl groups in 2. Three pathways have been proposed for the site-

exchange of methyl groups in 2. The Path 1 was rejected, since no stationary point was lo-

cated on this pathway. The exchange of methyl groups in 2 proceeds in two steps in the Path 

2: initial cleavage of the bridging Ru–H bond and the following transfer of the hydride to the 

other side of the RuCRuSi plane. Taking into account the flatness of the minimum b1, the 

ΔG≠
333 barrier has to be calculated as the difference in ΔG°333 of TS(b1–b1') and 1, i.e. 17.2  

kcal/mol.  

The Path 3 is quite similar to the described above Path 2. The exchange of methyls on the 

Path 3 proceeds with the free energy barrier of 25.5 kcal/mol.  

Thus, the exchange of methyls in 2 occurs by way of more preferable Path 2 with the free 

energy barrier of 17.2 kcal/mol. This value is in a reasonable agreement with the experimen-

tally determined ΔG≠
333 barrier of 15 kcal/mol. 

 

9.5. Dynamics of Si–H–Si bridges in agostically stabilized silylium ions 

This work was done in the collaboration with the group of Dr. G. I. Nikonov from the 

Chemistry Department of Brock University, where all the NMR studies of the dynamical be-

havior of the cation [C6(SiMe2)(SiHMe2)5]+ have been carried out. Our contribution to this 

work is the computational study of this system using static DFT and molecular dynamics 

methods.     

The DFT calculations show that the dynamic processes are only possible when an internal 

rotation of a silyl group takes place. We found two possible mechanisms of this process, asso-

ciated with internal rotation of either β- or γ-silyl groups. The general picture of the hydride 

transfer obtained from the calculations is as follows. Rotating a β-silyl group forces the Siα–

Hβ distances increase, which increases the electrophilicity of the corresponding α-silyl. The 

bridging Hα then moves toward the Siα, which in turn makes the other α-silyl more electro-

philic. As a consequence, the β-hydride moves too, turning to the bridging one. In the first 

mechanism, the complete shift of the bridging position occurs by a full 180° rotation of the β-

silyl group. In the second mechanism, a full rotation of the γ-silyl group takes place, which 

due to steric effects causes some internal rotation of the β-silyl. Thus, two mechanisms with 

two different barriers can take place, which is in line with experiment. The static DFT calcula-
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tions yield ΔG298 barriers of 7.9 kcal·mol–1 for γ-silyl rotation and about and 11.5 kcal·mol–1 

for β-silyl rotation, the latter value is in good accord with experimental result. 
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Figure 10. Free energy profile of the γ-silyl rotation from the metadynamics simulation 
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Figure 11. Free energy profile of the β-silyl rotation from the metadynamics simulation 
 

A more complete description of the hydride transfer process was obtained from a metady-

namics study, with respective γ- and β-rotation dihedral angles taken as collective variables. 

These calculations yield the γ-silyl and β-silyl rotation barriers of 10 and 16 kcal·mol–1, re-

spectively, in acceptable agreement with the static DFT results (Figures 10 and 11). 

We also tried to estimate what proportion of the barrier is due to silyl internal rotation 

(which is of sterical nature) and what is due to hydride transfer. The first estimation based on 

the comparation of the rotation barriers of the cation 1a and the neutral system C6(SiHMe2)6 

gives the value of the intrinsic hydrogen transfer barrier of about 2.5 kcal·mol–1. The statisti-
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cal analysis of the relevant internal coordinates in the course of dynamics predicts notably 

lower barrier of approximately 0.5 kcal·mol–1. 

The analytic harmonic frequency analysis as well as vibrational dynamics reveals a clear 

difference between α-, β, and γ-vibrations. According to the vibrational dynamics results, the 

Si–H bond exhibits moderate anharmonicity. At 15 K the vibrations are rather localized, 

whereas at 161 K and 304 K there is a substantial, though incomplete, mixing of Si–H bonds, 

such that the β-silyls partly get an α-bridge character and vice versa. 
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10. Conclusions 
1. We have considered both dissociative and associative mechanism for the hydrogen ex-

change in (CpRu(μ-H)4RuCp) (1). The former proceeds through the dissociation of dihydro-

gen to afford CpRu(μ-H)2RuCp. The barrier for this process, with ΔG≠
298 about 33.2 kcal·mol–

1, is prohibitively high. 

Much more affordable is the associative mechanism, which occurs through hexahydride in-

termediates Cp2Ru2(H)6. The reaction steps of the associative mechanism with their respective 

intermediates and transition states are summarized in Scheme 2. There are in turn two possi-

ble pathways, going either through the cis complex 2a′′ or trans complex 2b. The ΔG≠
298 barri-

ers are 23.7 and 27.1 kcal·mol–1, respectively. This turns out to be the rate-determining step. 

Therefore, the cis pathway is preferred. The subsequent hydrogen elimination from 2a′′ to 

yield 1 (denoted as 1-d2 in Scheme 2) has a ΔG≠
298 barrier of 7.5 kcal·mol–1. Alternatively, the 

intermediate 2a′′ can transform via 2a′′′ and TS(2a′′′-2c) to 2c with the total ΔG≠
298 barrier of 

6.7 kcal·mol–1. Thus, the direct dihydrogen elimination competes with the isomerization proc-

esses involving interchanging of bridging and terminal hydrides.  

In the reverse step, which is a low-barrier process, terminal hydride in 2c can be exchanged 

by a bridging hydride. The intermediate 2a′′′ can also undergo dihydrogen elimination to 

eventually afford 1. 

Note that the initial hydrogen coordination to give 2a′′ or 2b is strongly affected by entropy 

effects. As seen from the rightmost column of Table 1, the entropy contributes to about 6–

8 kcal·mol–1 to the ΔG°298 (and ΔG≠
298) of this process in the gas phase. However, in solution the 

entropy effect is typically halved. On the other hand, the barrier calculated at B3LYP level, 

which is presumable superior, is about 3 kcal·mol–1 lower than the BP86 value. Thus, the ac-

tual barrier for the rate-determining step is expected to be below 20 kcal·mol–1. 

By and large, our calculations support Suzuki’s conclusion that the associative mechanism 

for the hydrogen exchange is more favorable than the dissociative one. On the other hand, our 

study demonstrates that the actual mechanism is by far more complicated that a simple hydro-

gen coordination and elimination, with many intermediates found. These intermediates can 

interchange bridging and terminal hydrides, thus contributing to the hydrogen exchange. 

  

2. We have presented a scheme of the whole mechanism of the conversion of the diruthenium 

tetrahydride complex 1 into ethylene bis(vinyl) complex 31 involving the C–H bond activa-

tion in ethylene with participation of both metal centers. The reaction is substantially exo-
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thermic – the calculated enthalpy difference ΔH°298 between 1 (A) + 6C2H4 and 31a (K) + 

3C2H6 is about 90 kcal·mol–1. The rate-determining step of the mechanism is the initial coor-

dination of the first ethylene molecule to the reactant 1 to give the ethylene π-complexes 2a–

c. The free energy barrier is about 27–29 kcal·mol–1 according to the static DFT calculations, 

while metadynamic calculations of the coordination process yield a slightly lower ΔG°298 bar-

rier of about 21 kcal·mol–1. Another high-barrier step is the ethylene coordination to 30a to 

produce the final product 31a. The corresponding free energy barrier is 22 kcal·mol–1 accord-

ing to the static DFT calculations. 

The results obtained indicate that the C–H bond activation of ethylene on dinuclear ruthe-

nium species is a sophisticated multistep reaction with a large number of possible pathways. 

The mechanism of the reaction is largely determined by the flexibility of hydride ligands. The 

hydride ligands easily change from the bridging coordination to the terminal one. For in-

stance, the initial ethylene coordination to 1 is accompanied by the conversion of two bridged 

hydrides into terminal ones. Further, in the course of the ethylene insertion into Ru–H bond 

they collapse occupying a generated vacant space in 4. This change between bridging and 

terminal coordination of hydrides is also inherent to the ethylene coordination to 8 and the 

following insertion step described in Part 3 (Scheme 3). Essentially, the bridging hydrides 

play a role of an electron-mediating “buffer” facilitating the coordination of the incoming eth-

ylene on the adjacent metal center and its further transformations. 

The presented computational results provide further support for the concept of cooperation 

between two Ru centers in a multistep transformation. The cooperative involvement of the 

two Ru centers in the C–H bond activation, as well as in the agostic interaction with the C2H5 

fragment at various stages of our mechanism, is evident from Schemes 2–5. For instance, the 

C–H bond cleavage in ethylene π-complex 7 occurs through the structure 7' (Fig. 6) with an 

asymmetric coordination of ethylene, π-bonded to one Ru atom, while through agostic bond 

to the other. The existence of 7' should facilitate the C–H bond activation in ethylene. 

Another example of the unusual reactivity of the binuclear complex attributed to the coop-

erativity of the metal centers is the C–H bond cleavage in ethylene in the complexes 22a and 

22b. The cleavage proceeds simultaneously with the migration of the resulting hydride to 

ethyl ligand stipulated by the closeness of the latter and asymmetrically bridged ethylene in 

22a and 22b. 

The role of the hydride mobility can be best seen in the initial stages of the reaction 

(Scheme 2). First, a migration of the bridging hydride in 1 opens a vacant coordinaton site 

suitable to accept the incoming ethylene. Subsequently, the ethylene captures one of the re-

maining bridging hydrides to form an ethyl ligand. Simultaneously, a terminal hydride from 
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the other ruthenium center turns to a bridging one, thus optimizing the coordination environ-

ment of the ruthenium. This bridging/terminal hydride interconversion is a major source of 

flexibility of the studied diruthenium hydride complexes, contributing essentially to the rich-

ness of their chemistry. 

 

3. We present the computational study of the C–C coupling reaction between coordinated 

ethylene and two vinyl ligands on a binuclear bis(vinyl)-ethylene complex 1 to yield a 

ruthenacyclopentadiene complex 28. 

The rate-determining step of the mechanism is the coordination of the first ethylene mole-

cule to the intermediate 22 to give the ethylene π-complex 23. The enthalpy barrier Δ≠H°298 is 

18 kcal·mol–1, and Δ≠G°298 barrier is about 29 kcal·mol–1 at BP86 level. On the other hand, the 

barrier calculated at MPWLYP1M level is about 5 kcal·mol–1 lower than the BP86 value. 

Thus, the actual barrier for the rate-determining step is expected to be below 24 kcal·mol–1. It 

should be also borne in mind that the actual Δ≠S° of a coordination reaction in solution is 

much less negative than in the gas phase. Thus, the actual ethylene coordination barrier in so-

lution is expected to be about 20 kcal·mol–1. Another high-barrier step is the C–C coupling 

between the coordinated ethylene and μ-vinylidene in 14 to yield 15. The corresponding free 

energy barrier is 20 kcal·mol–1. 

The calculations show that, in general, the C–C coupling occurs more readily between less 

saturated carbon atoms. For instance, the C–C coupling between μ-vinyl and μ-vinylidene li-

gands in 4 has a much lower energy barrier (Δ≠G°298 = 14 kcal·mol–1) than the C–C coupling 

between μ-vinyl and μ-ethylidene in 4" (Δ≠G°298 = 37 kcal·mol–1). The coordination environ-

ment of both ruthenium atoms also strongly influences the coupling barrier. For example, the 

C–C coupling between the coordinated ethylene and μ-vinylidene in 3 proceeds with a higher 

energy barrier (Δ≠G°298 = 24 kcal·mol–1) than in 14 (Δ≠G°298 = 20 kcal·mol–1). 

Our computational study shows that the mechanism originally proposed by Suzuki et al. 

needs some modifications, since the subsequent C–C coupling steps 3→4→5 turns out to pro-

ceed with a very high barrier. 

A new, more favorable pathway has been found. The actual C–C coupling occurs in the vi-

nyl-hydride complex 14, which results from the C–H bond activation in μ-ethylidene in 3. 

The ruthenacyclopentyl complex 16 is then formed as a result of two consecutive C–C cou-

pling steps in this pathway. The following hydrogenation and rearrangement steps yield the 

ruthenacyclopentadiene complex 20 that corresponds to the experimentally isolated inter-

mediate B in Scheme 1. 
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We have demonstrated that the intermediate 20 can be transformed to the final product 28 

with an affordable free energy barrier (below 24 kcal·mol–1). Thus, the presented computa-

tional results provide the evidence for the Suzuki et al.’s conclusion that conversion of the 

reactant 1 to the final product 28 occurs through the ruthenacyclopentadiene complex 20. 

In summary, the title reaction is a sophisticated multistep reaction with a large number of 

possible pathways. 

  

4. This paper presents the computational study of the fluxional behavior of diruthenium 

bis(μ-silylene) complexes {CpRu(μ-H)}2(μ-SiPhMe) (μ-SiMe2) (1) and (CpRu)2(μ-SiMe2)(μ-

CMe)(μ-H) (2). Two new pathways have been discovered for the site-exchange of hydrides in 

1. It was found that the hydride migration occurs without silyl internal rotation in the Path 1. 

The hydride exchange in the Path 2 occurs directly in the classical dihydride complexes h2 

and h2a without formation of a dihydrogen complex.  

The conclusion about the favorable pathway of the hydride exchange in 1 hinges on the ki-

netical stability of the intermediate species. First, if one takes that all the intermediates are 

rather shallow minima, then the activation barrier of the Path 2 should be within 13–14 

kcal/mol. In this case the described above Path 1 with the activation barrier of 7–9 kcal/mol is 

preferred.  

From the other hand, one can consider at least those minima lying 2 kcal/mol below the cor-

responding transition state as deep enough to be stable kinetically. Then the activation barrier 

would be within 7–9 kcal/mol, like of Path 1, and both pathways become equivalent. Thus 

this process requires additional molecular dynamics simulations studies to resolve this di-

lemma.  

The exchange of methyls in 1 proceeds as a result of the 1,2-shift of the μ–SiMe2 (Path 2) in 

accordance with the Suzuki et al.’s original proposal. The Path 1 involving the isomerization 

to the terminal silylene was rejected for both, 1 and 2, since no stationary point was located in 

this pathway.  

The exchange of methyls in 2 occurs by the hydride transfer through the μ–SiMe2 ligand 

(Path 2) with the free energy barrier of 17.2 kcal/mol. It is in a reasonable agreement with the 

experimentally determined value (ΔG≠
333 = 15 kcal/mol). The migration of the hydride through 

the μ–CMe2 requires a significantly higher ΔG≠
333 barrier of 26 kcal/mol. 

 

5. We have performed a detailed study of the dynamical behavior of the cation 

[C6(SiMe2)(SiHMe2)5]+. The variable-temperature NMR experiments performed in the group 
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of Dr. Nikonov indicate that there are two processes taking place, both resulting in a shift of 

the Si–H–Si bridge position. The higher of the respective ΔG barriers is roughly estimated to 

be about 10 kcal·mol–1. 

The DFT calculations show that these processes are only possible when an internal rotation 

of a silyl group occurs. Either a β- or γ-silyl group can rotate, giving rise to two different hyd-

ride transfer mechanisms. The general picture of the hydride transfer obtained from the cal-

culations is as follows. Rotating a β-silyl group forces the Siα–Hβ distances increase, which 

increases the electrophilicity of the corresponding α-silyl. The bridging Hα then moves to-

ward the Siα, which in turn makes the other α-silyl more electrophilic. As a consequence, the 

β-hydride moves too, turning to the bridging one. In the first mechanism, the complete shift of 

the bridging position occurs by a full 180° rotation of the β-silyl group. In the second mecha-

nism, a full rotation of the γ-silyl group takes place, which due to steric effects causes some 

(but not complete) internal rotation of the β-silyl. Thus, two mechanisms with two different 

barriers can occur, which is in line with experiment. The static DFT calculations yield ΔEe 

barriers of 7.9 kcal·mol–1 for γ-silyl rotation and about 11.5 kcal·mol–1 for β-silyl rotation, the 

latter value is in good accord with experimental estimates. 

A more complete description of the hydride transfer process was obtained from a metady-

namics study, with respective γ- and β-rotation dihedral angles as collective variables. These 

calculation yield the γ-silyl and β-silyl rotation barriers of 10 and 15 kcal·mol–1, respectively, 

in acceptable agreement with the static DFT results. 

We also attempted to estimate what proportion of the barrier is due to silyl internal rotation 

(which is of steric nature) and what is due to hydride transfer. These estimates indicate that 

the intrinsic hydrogen transfer barrier is between 0.5 and 2.5 kcal·mol–1, while the remaining 

part of the barrier is due to the steric effects. 

The analytic harmonic frequency analysis as well as vibrational dynamics reveals a clear 

difference between α-, β, and γ-vibrations. According to the vibrational dynamics results, the 

Si–H bond exhibits moderate anharmonicity. At 15 K the vibrations are rather localized, 

whereas at 161 K and 304 K there is a substantial, though incomplete, mixing of Si–H bonds, 

such that the β-silyls partly get an α-bridge character and vice versa. 

Thus, the [C6(SiMe2)(SiHMe2)5]+ cation is a rather labile and fascinating dynamic system. 
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