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Abstract

As autonomous agents become increasingly sophisticated and we allow them to perform

more complex tasks, it is of utmost importance to guarantee that they will act in align-

ment with human values. This problem has received in the AI literature the name of

the value alignment problem. Current approaches apply reinforcement learning to align

agents with values due to its recent successes at solving complex sequential decision-

making problems. However, they follow an agent-centric approach by expecting that

the agent applies the reinforcement learning algorithm correctly to learn an ethical be-

haviour, without formal guarantees that the learnt ethical behaviour will be ethical. This

thesis proposes a novel environment-designer approach for solving the value alignment

problem with theoretical guarantees.

Our proposed environment-designer approach advances the state of the art with a process

for designing ethical environments wherein it is in the agent’s best interest to learn

ethical behaviours. Our process specifies the ethical knowledge of a moral value in terms

that can be used in a reinforcement learning context. Next, our process embeds this

knowledge in the agent’s learning environment to design an ethical learning environment.

The resulting ethical environment incentivises the agent to learn an ethical behaviour

while pursuing its own objective.

We further contribute to the state of the art by providing a novel algorithm that, fol-

lowing our ethical environment design process, is formally guaranteed to create ethical

environments. In other words, this algorithm guarantees that it is in the agent’s best

interest to learn value-aligned behaviours.

We illustrate our algorithm by applying it in a case study environment wherein the

agent is expected to learn to behave in alignment with the moral value of respect. In

it, a conversational agent is in charge of doing surveys, and we expect it to ask the

users questions respectfully while trying to get as much information as possible. In the

designed ethical environment, results confirm our theoretical results: the agent learns

an ethical behaviour while pursuing its individual objective.



Resum

A mesura que els agents autònoms es tornen cada cop més sofisticats i els permetem

realitzar tasques més complexes, és de la màxima importància garantir que actuaran

d’acord amb els valors humans. Aquest problema ha rebut a la literatura d’IA el nom

del problema d’alineació de valors. Els enfocaments actuals apliquen aprenentatge per

reforç per alinear els agents amb els valors a causa dels seus èxits recents a l’hora de

resoldre problemes complexos de presa de decisions seqüencials. Tanmateix, segueixen

un enfocament centrat en l’agent en esperar que l’agent apliqui correctament l’algorisme

d’aprenentatge de reforç per aprendre un comportament ètic, sense garanties formals

que el comportament ètic après serà ètic. Aquesta tesi proposa un nou enfocament

de dissenyador d’entorn per resoldre el problema d’alineació de valors amb garanties

teòriques.

El nostre enfocament de disseny d’entorns proposat avança l’estat de l’art amb un procés

per dissenyar entorns ètics en què és del millor interès de l’agent aprendre comportaments

ètics. El nostre procés especifica el coneixement ètic d’un valor moral en termes que

es poden utilitzar en un context d’aprenentatge de reforç. A continuació, el nostre

procés incorpora aquest coneixement a l’entorn d’aprenentatge de l’agent per dissenyar

un entorn d’aprenentatge ètic. L’entorn ètic resultant incentiva l’agent a aprendre un

comportament ètic mentre persegueix el seu propi objectiu.

A més, contribüım a l’estat de l’art proporcionant un algorisme nou que, seguint el nostre

procés de disseny d’entorns ètics, està garantit formalment per crear entorns ètics. En

altres paraules, aquest algorisme garanteix que és del millor interès de l’agent aprendre

comportaments alineats amb valors.

Il·lustrem el nostre algorisme aplicant-lo en un estudi de cas on s’espera que l’agent

aprengui a comportar-se d’acord amb el valor moral del respecte. En ell, un agent

de conversa s’encarrega de fer enquestes, i esperem que faci preguntes als usuaris amb

respecte tot intentant obtenir la màxima informació possible. En l’entorn ètic dissenyat,

els resultats confirmen els nostres resultats teòrics: l’agent aprèn un comportament ètic

mentre persegueix el seu objectiu individual.
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Chapter 1

Introduction

As autonomous agents become more prevalent in our society, ensuring that they act

in accordance with human values (i.e., value-aligned) has become a critical challenge

[Russell et al., 2015, Soares and Fallenstein, 2014]. It is therefore of great concern to

develop trustworthy AI [Chatila et al., 2021] aligned with ethical principles. Such AI

needs to be capable of respecting human values in various emerging application domains,

such as social assistive robotics [Boada et al., 2021], self-driving cars [Hansson, 2001],

and conversational agents [Casas-Roma and Conesa, 2020]. The Machine Ethics [Rossi

and Mattei, 2019, Yu et al., 2018] and AI Safety [Amodei et al., 2016, Leike et al., 2017]

communities have recently shown a rising interest in using Reinforcement Learning (RL)

to address the critical problem of value alignment. This interest is due to the recent

successes of reinforcement learning in solving a plethora of complex problems such as

winning at many arcade video games [Mnih et al., 2013], mastering competitive games

such as go or StarCraft [Garisto, 2019, Silver et al., 2017], crewless aerial vehicles [Azar

et al., 2021], and finding novel ways of fast matrix multiplication [Fawzi et al., 2022]

among others. For this reason, reinforcement learning has gained traction in both AI

communities as a promising candidate for solving the value alignment problem.

The standard approach these two communities share involves designing an environment

with incentives encouraging ethical learning. In such an approach, an agent receives

rewards through an exogenous function based on ethical knowledge (e.g., [Abel et al.,

2016, Balakrishnan et al., 2019, Noothigattu et al., 2019, Riedl and Harrison, 2016,

Vamplew et al., 2021, Wu and Lin, 2018]) employing a two-step process. First, the

ethical reward function is specified from some ethical knowledge. Afterwards, rewards

are aggregated to the agent’s learning environment through an ethical embedding process.

However, ensuring that agents learn to behave ethically in such an environment remains

an open problem. The typical approach is agent-centric: to expect that the agent

1
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applies the learning algorithm appropriately without formal guarantees that it will learn

to behave ethically.

Against this background, this thesis follows a mechanism design approach [Vlassis, 2009]

and aims to automate the design of ethical environments, taking an environment-centric

approach. In an ethical environment, rewards are tailored so that it is in the agents’

best interest to behave ethically-aligned with human values. Our proposed ethical en-

vironment design process is founded in multi-objective reinforcement learning (MORL)

[Hayes et al., 2022, Roijers and Whiteson, 2017, Rădulescu et al., 2019]. This process

computes how to reward the learning agent so that it is incentivised to learn an ethical

behaviour.

This chapter is structured as follows. Section 1.1 motivates the research questions of this

thesis. Section 1.2 continues by enumerating the research questions. After that, Section

1.3 summarises the contributions provided to answer the research questions. Section 1.4

outlines the structure of this thesis. Finally, Section 1.5 enumerates all the published

work derived from this thesis.

1.1 Motivation

In this section, we further introduce the open problem of value alignment and the tools

we currently have for solving it. The main ideas explored here motivate all the research

questions in this thesis. Next, Section 1.1.1 introduces an explanation of the value

alignment problem and discusses its importance. Then, Section 1.1.2 explains the ba-

sic concepts of reinforcement learning and its applicability to solve the value alignment

problem. We continue in Section 1.1.3 by summarising the current research in reinforce-

ment learning applied to value alignment and its open problems. Finally, Section 1.1.4

illustrates the potential of an environment-designer approach to solving the previously

presented open problems.

1.1.1 The value alignment problem

Autonomous agents are becoming progressively more intelligent, and hence they increas-

ingly imbue our daily lives. However, the advent of artificial intelligence comes with a

big caveat: we need to ensure that agent’s objectives and human objectives will not

eventually become mismatched, which could have catastrophic consequences [Russell

et al., 2015]. It becomes of utmost importance that we design methods for guaranteeing

that agents always comply with human values, as expressed by Gabriel [2020]. This

pressing challenge has received the name of the value alignment problem.
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The value alignment problem is the problem of guaranteeing that agents act in align-

ment with human values [Russell et al., 2015, Soares and Fallenstein, 2014]. An agent

exhibiting a value-aligned behaviour ought to always pursue objectives beneficial to hu-

mans [Arnold et al., 2017, Russell et al., 2015, Soares and Fallenstein, 2014, Sutrop,

2020]. Value alignment is still a novel research area, and thus there is still a lack of

a standard definition of what a human value is when referring to the value alignment

problem. In this thesis, we follow the philosophical views of Arnold et al. [Arnold et al.,

2017, Gabriel, 2020, Sutrop, 2020] by defining values as: natural or non-natural facts

about what is good or bad, and about what kinds of things ought to be promoted, from

an ethical point of view. Moral values provide us with the ethical knowledge needed for

our daily life. They tell us that, for example, behaving civilly and safely is good and

that promoting inequality is wrong. With our stance, we are remarking that to behave

value-aligned is to behave ethically. In the remainder of this thesis, we use both terms

(ethical and value-aligned) interchangeably.

1.1.2 Reinforcement Learning

In most scenarios, an agent is deployed for a certain amount of time to fulfil its own

objective (for example, reaching a goal position as fast as possible). This agent aims to

learn a sequence of actions to fulfil its own objective. That means that the problem of

guaranteeing that an agent acts ethically will require that when the agent is deployed, it

always selects actions considering their ethical consequences. Therefore, in this thesis,

we argue that the value alignment problem is, in essence, a sequential decision-making

problem.

Once we frame the problem of guaranteeing ethical behaviour as sequential, it becomes

natural to look at the reinforcement learning framework for value alignment (example

applications include [Abel et al., 2016, Balakrishnan et al., 2019, Noothigattu et al.,

2019, Wu and Lin, 2018]). Reinforcement learning is the most prominent framework

for sequential decision-making (with or without uncertainty) nowadays. Indeed, the

advent of reinforcement learning applications for guaranteeing value alignment is due

to its potential to solve complex sequential decision problems. Since the surge of Deep

Reinforcement Learning [François-Lavet et al., 2018], there has been an explosion of

algorithms to solve sequential problems that range from beating world champions of

chess and Go [Schrittwieser et al., 2019, Silver et al., 2017] to winning at realistic racing

simulators like Gran Turismo [Wurman et al., 2022].

In reinforcement learning, an agent learns its behaviour via a trial-and-error scheme:

while learning, the agent keeps acting upon its environment, and after each action, it
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receives a reward as feedback that can be either positive, negative, or null, and also ob-

serves how its action changes the environment [Littman, 2015, Sutton and Barto, 1998].

By repeating this State-Action-Reward-State (SARS) loop, the agent eventually learns

the sequence of actions that maximises its accumulation of rewards. Formally, rewards

are specified in the reward function of the environment, and the behaviour capable of

maximising the accumulation of rewards from its reward function is called the optimal

policy. A reinforcement learning environment is known as a Markov Decision Process if

there is a single learning agent or a Markov Game if there are multiple learning agents.

Typically, the learning environment of the agent is assumed to be single-objective. The

agent has a unique sequential problem to solve and receives a reward signal accordingly.

When the agent has to deal with two or more objectives simultaneously, the environment

is then formalised as a Multi-Objective Markov Decision Process [Hayes et al., 2022, Roi-

jers and Whiteson, 2017, Rădulescu et al., 2019]. In a multi-objective environment, the

agent has as many reward functions as objectives. The paradigmatic example in this

thesis is an agent that has, apart from its original reward function regarding his individ-

ual objective, an extra ethical reward function. For the agent to learn to consider both

objectives, the natural approach is to model its learning environment as multi-objective.

However, notice that there is no guarantee that a learning agent in a multi-objective

environment learns to behave ethically when employing a MORL algorithm. The learnt

behaviour will depend on whether it prioritises the ethical objective, but the environment

designer has no guarantees that the latter will occur. Therefore, we argue for our

environment-designer approach of incentivising ethical behaviour learning by designing

ethical single-objective environments. Such a single-objective environment encapsulates

the two previous without increasing the learning complexity of the agent.

Finally, in this thesis, we advocate for providing formal guarantees for our ethical en-

vironment design approach. We want to theoretically guaarntee that in the designed

ethical environment, the agent is incentivised to behave value-aligned. Therefore, in this

thesis, we limit ourselves to applying tabular reinforcement learning algorithms. Despite

the impressive empirical results of deep reinforcement learning algorithms, they all share

an important problem: no algorithm is formally guaranteed to obtain an optimal policy.

Fortunately, tabular reinforcement learning (i.e., without deep learning) has been much

more profoundly studied and counts with algorithms that are mathematically proven to

yield optimal policies.
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Figure 1.1: The ethical environment design process for aligning the behaviour of
the agent to one moral value is performed in two steps: a reward specification and an
ethical embedding. Rectangles stand for objects whereas rounded rectangles correspond

to processes.

1.1.3 Ethics and Reinforcement Learning

As previously mentioned, one of the current mainstream approaches in the AI literature

is to use Reinforcement Learning (RL) to align the agent’s behaviour with human moral

values. In summary, the reinforcement learning approach to ethically align the behaviour

of an agent always follows the following two steps:

1. Reward specification: the ethical knowledge at hand is specified as an ethical

reward function that positively rewards those actions that are ethical (i.e., that

are valued as right from an ethical point of view) and penalises unethical actions.

In other words, we transform the ethical knowledge of the moral value so it can

be applied in reinforcement learning. It is the first process in Figure 1.1.

2. Ethical embedding: the ethical reward function is incorporated in the agent’s

learning environment so that the agent considers these ethical rewards. It is the

second process in Figure 1.1.

When the two steps are correctly performed, the agent will learn to behave ethically,

in alignment with a given moral value. However, as previously mentioned, the main

problem with state-of-the-art approaches is that they have no theoretical guarantees.

Hence, we only know if an agent will learn an ethical behaviour or not once we evaluate

its learnt behaviour. There is nothing to do on this front for the approaches using

deep reinforcement learning due to current theoretical limitations. However, we can

already tackle the problem of providing guarantees for learning agents applying tabular

reinforcement learning. Hence, the main focus of this thesis is on agents that learn

by applying tabular reinforcement learning. For such kind of agent, we provide formal

guarantees that it is in its best interest to behave ethically in the designed environment.
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A remaining important question is how to formalise moral values to include them in our

algorithms. This formalisation is indispensable to incorporate them into the behaviours

of artificial agents. We already find in the Artificial Intelligence community some pro-

posals to formally encode moral values (for instance, [Bench-Capon and Atkinson, 2009,

Luo et al., 2017, Serramia et al., 2018]). This thesis follows the formalisation used in

[Serramia et al., 2018] and adapts it to reinforcement learning environments.

We present now an example environment to illustrate the necessary elements that should

be present in a reinforcement learning formalisation of a moral value. This example is

called the Public Civility Game environment [Rodriguez-Soto et al., 2020]. In it, two

autonomous agents move through a narrow path towards their respective goal positions.

Despite being a small toy environment, it presents all the problems a learning agent

faces when dealing with ethical decision-making. In more detail, the agent at the left

faces this problem: someone has left a piece of garbage blocking its path. We expect the

agent to solve this problem in accordance with civility (the moral value considered in

this example) without disregarding its initial objective (reaching the goal). To proceed

towards its destination, the agent can choose between these three actions: (i) immedi-

ately throw the garbage away, which may hurt the other agent, (ii) wait until the other

agent is not nearby to push the garbage aside gently, or (iii) bring the garbage to the

nearest bin. Each of the three actions is increasingly more aligned with the moral value

of civility. For the agent to behave in alignment with such a moral value, we need to

have all the necessary ethical knowledge stored in our formalisation of the moral value.

In this case, throwing the garbage aside strongly demotes the value of civility, pushing

it aside is neutral to it, and bringing it to the bin strongly promotes the value.

For the agent to learn to behave ethically (to bring the garbage to the bin in the case of

the Public Civility Game), the agent must know for each possible action in the environ-

ment if it is ethical or not. The ethical reward function provides that ethical information

in the form of rewards. The design of such an ethical reward function is the objective

of the first step of our ethical environment design process: the reward specification pro-

cess. In the case of the Public Civility Game, the specified ethical reward function would

return a positive reward for bringing the garbage to the bin and a negative reward for

throwing the garbage away.

The specification of the ethical reward function extends the agents’ original learning

environment (the input environment in Figure 1.1) into a multi-objective one (the envi-

ronment resulting from the reward specification in Figure 1.1). As we have mentioned,

in this thesis we propose to use an environment-designer approach in which the agent

learns to behave ethically in an ethical single-objective environment. Therefore, in our

approach, the ethical embedding process transforms the learning environment into an
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(ethical) single-objective environment, the output in Figure 1.1. Recall that, in rein-

forcement learning, each objective is represented by its corresponding reward function.

Hence, to transform a multi-objective environment into a single-objective one amounts

to scalarising the vectoral reward function of the multi-objective into a scalar reward

function. That is, we aggregate the two different reward functions by giving each of

them a weight indicating their relative importance. This way, our ethical embedding

process returns an ethical single-objective environment.

Back to the Public Civility Game, suppose that the agent’s original reward function R0

provides a greater reward the sooner it reaches its destination. For simplicity, assume

that the reward for reaching the destination as fast as possible is R0(fast) = 10 while

the reward for reaching it later is R0(slow) = 5. Assume that the ethical reward Rv for

bringing the garbage to the bin is Rv(bin) = 1, and the ethical penalty for throwing it

to the other agent is Rv(throw) = −1. Then, we would need to select a weight w such

that:

R0(slow) + w ·Rv(bin) > R0(fast) + w ·Rv(throw).

In this particular case, any weight w > 2.5 is guaranteed to incentivise the agent to

behave ethically. That is, in the learning environment designed with the single reward

function R0 + w ·Rv with w > 2.5, the rational decision for the agent is to learn to be-

have ethically. Notice that we computed the value of the necessary weight analytically

instead of fine-tuning it empirically. This computation is the gist of our ethical embed-

ding process: to compute the weighting of the two objectives (individual and ethical)

analytically so that it is formally guaranteed to incentivise ethical behaviour learning.

In conclusion, in this thesis, we argue for applying a two-step process for designing

ethical environments that: (i) requires a formalisation of moral values which makes

explicit the relationship between actions and values, so agents can apply it (this way,

we will be able to encode all the ethical knowledge of a moral value as rewards of a

reinforcement learning environment). (ii) After the ethical rewards are formalised in a

multi-objective environment, we propose to scalarise the rewards for designing an ethical

single-objective environment.

1.1.4 The environment designer approach

Reinforcement learning mainly focuses on the learning process of a single agent in a given

environment. We refer to this as the agent-centric approach: to leave the environment

as-is and instead focus on developing sophisticated learning algorithms for an agent. We
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can also observe this approach in the current reinforcement learning proposal for value

alignment. Once the ethical rewards are specified and incorporated into the agent’s

environment, the focus is on designing algorithms that help an agent to learn an ethical

behaviour following the ethical rewards. Recall that the agent already has its own

objective. Thus, by incorporating a second (ethical) objective in the environment, we

expand it into a multi-objective environment.

Despite the predominance of the agent-centric approach in reinforcement learning, it has

several essential inconveniences. First of all, by leaving the multi-objective environment

unmodified, we would need that the agent uses more complex multi-objective learning

algorithms to take ethical rewards into account. Secondly, the agent-centric approach

not only makes the learning problem of the agent more complex: it also assumes that

the agent is willing to take ethical rewards into account, which might not always be the

case. Thirdly, it assumes that it can control the learning process of the agent, which

might not be the case for third-party agents.

For those three reasons, in this thesis, we propose to follow an environment-designer (or

environment-centric) approach: to design the environment so that it guarantees that it

is in the agent’s best interest to learn to behave ethically. Such an approach solves the

three previously discussed problems:

• By focusing on the environment, our purpose is to ease the learning problem

of an agent. The agent only needs to learn an optimal policy in our designed

ethical environment. In other words, the agent can use any reinforcement learning

algorithm, including the most basic ones: single-objective tabular algorithms.

• The environment-designer approach allows us to be robust against third-party

agents in which we cannot control their preferences or learning algorithms.

• In this thesis, we assume that the agent may have its individual objective, which

may not be completely compatible with behaving ethically. By giving ethical

incentives we guarantee that it is in the agent’s best interest to behave ethically.

Our environment designer approach draws inspiration from both the mechanism design

literature [Vlassis, 2009] and the social dilemmas literature [Kollock, 1998]. Mechanism

design assumes we have a multi-agent system in which each agent has its preferences.

These preferences cannot be modified, but instead, we can design a mechanism in the

form of incentives to lead the agents to reach a socially desired outcome.

Structural solutions represent a very similar idea in the social dilemmas literature [Kol-

lock, 1998]. A social dilemma represents a situation in which if each agent pursues its
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interests uniquely, then the reached outcome of the system is far from being the best

one. As it is popularly known: individual rationality leads to collective irrationality.

Structural solutions allow the agents to escape the negative outcome by changing the

rules of the environment, typically by adding new sanctions or rewards.

With our environment designer approach, we translate these two approaches to a re-

inforcement learning environment. We aim to strategically include ethical rewards or

penalties for incentivising ethical behaviour. Furthermore, since we need that value-

aligned is guaranteed, we also aim to provide a method that theoretically guarantees

that the chosen rewards are enough for incentivising the agent and a method to find

them.

1.2 Research questions

As previously stated, in this thesis, we propose to apply an environment-designer ap-

proach to the problem of guaranteeing value-aligned behaviour. Such an approach must

yield theoretical guarantees to ensure the agent learns to behave ethically. This approach

leads us to several research questions, which we summarise as follows:

1. Is the ethical environment design approach possible in reinforcement learning?

2. How do we automate the ethical environment design process?

3. Can we formally guarantee that our ethical environment design process always

succeeds?

4. Can we test our ethical environment design process with a case study?

The remainder of this section is devoted to enumerating and further detailing each

research question.

As mentioned in the previous section, state-of-the-art value-alignment approaches with

reinforcement learning apply a two-step process. First, the reward specification, in which

the ethical knowledge of a moral value is specified as rewards of a reinforcement learning

environment. In other words, an agent following exclusively ethical rewards should learn

a behaviour aligned with the moral value. The problem is that the agent already follows

other rewards related to its original objective. For that, in the second step, the ethical

embedding, rewards are embedded in the agent’s environment so that it will also take

them into account. If done without formal guarantees, we have no way of knowing if

the agent will pursue an ethical behaviour or not in the end.
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In this thesis, we are taking an environment-designer stance, and thus we assume that we

cannot modify the agent’s learning algorithm. Our objective is thus to design an ethical

learning environment that guarantees that it is in the agent’s best interest to learn a

value-aligned behaviour. Recall that the learning environment of the agent is multi-

objective: there is the individual objective of the agent and the ethical objective for

a given moral value. Following our environment-designer approach, we cannot assume

that the agent will consider the ethical objective while learning. We aim to guarantee

that even if the agent disregards the ethical objective, it learns to behave ethically.

The natural first question is: Is it possible to design an ethical environment? More

specifically:

Question Q1: Given an environment with some (already specified) ethical rewards, can

we design an ethical single-objective environment wherein the agent learns to behave

ethically?

If the answer to the previous question is affirmative, we can advance our research and

make further research questions. Then, if we can create an ethical environment, the next

question is obvious: how? and is there a way to computationally automate the design

of such ethical environments? Therefore, our next research question is developing an

ethical environment design algorithm. The output of such an algorithm would be an

environment wherein it is in an agent’s best interest to behave ethically with respect to

a moral value while pursuing its individual objective. We make this research question

explicit:

Question Q2: Given a moral value and an agent’s reinforcement learning environ-

ment, can we develop an algorithm for transforming the environment into an ethical

environment wherein it is in the agent’s best interest to behave ethically?

Recall that in Section 1.1.3, we explained that the process for designing an ethical

environment could be divided into two steps: (i) reward specification and (ii) ethical

embedding. Similarly, we divide Research Question Q2 into two questions. Each ques-

tion asks how to develop the two steps for designing an ethical environment, as shown

in Figure 1.1.

Given the two-step process for designing ethical environments, this thesis starts by

focusing on the second step: the ethical embedding process. Assuming that we have

the ethical knowledge already formalised as ethical rewards, we can tackle it with multi-

objective reinforcement learning. Then, the question becomes how to aggregate the

different reward functions (individual and ethical) so that the agent learns to behave

ethically:
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Question Q2.1: Can we develop an algorithm for the ethical embedding process so

that it designs an ethical environment wherein the agent learns to behave ethically?

With such an ethical embedding algorithm, we expect to obtain an ethical environment

where the agent behaves in alignment with a moral value. To perform the ethical

embedding process, we require the ethical rewards to be specified. In general, ethical

rewards might not be available, and we must perform the reward specification process

beforehand.

Back to the reward specification process, we can apply current formalisations of moral

values in the literature (such as [Serramia et al., 2018]) as a starting point. From them,

the next front to address is incorporating a moral value into a reinforcement learning

environment. In other words, how can an environment be extended to include the ethical

knowledge of moral values? This extension is limited to only affecting the rewards of

the environment. Formally:

Question Q2.2: Can we develop an algorithm for the reward specification process to

transform a moral value into an ethical reward function?

Answering Research Questions Q2.1 and Q2.2 would automatically answer Research

Question Q2. The developed ethical environment design algorithm receives the agent’s

environment and a moral value as input and returns the ethical environment, as illus-

trated in Figure 1.1.

However, developing an algorithm is not enough. To solve the value alignment problem,

we need to have formal guarantees that it is in the agent’s best interest to behave

value-aligned in the designed environment. Recall that because we are following an

environment-designer approach, we need to consider that our only impact in the agent’s

learning process is through the ethical reward function we provide.

Question Q3: Is our proposed ethical environment design process formally guaranteed

to create an environment wherein it is in the agent’s best interest to behave ethically?

If the answer to Research Question Q3 is positive, it means that the ethical environments

designed by our algorithm guarantee ethical-behaviour learning. Nevertheless, in this

thesis we consider that it is also important to further validate our algorithm with a case

study. That is, we would like to see the ethical environment design process applied to an

actual environment and observe the policy that the agent learns in the designed ethical

environment. For that, we require a multi-objective reinforcement learning environment

in which an agent faces ethical problems.

However, not even the main multi-objective reinforcement learning library, MO-Gymnasium

Alegre et al. [2022], contains an example environment with ethical problems. Due to the
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lack of value-alignment reinforcement learning environments in the literature, we need

to provide it ourselves:

Question Q4: Can we test the ethical environment design process in a reinforcement

learning environment to validate that an agent learns a behaviour aligned with a moral

value?

Next, Section 1.3 shows, as contributions, that it is possible to answer positively to all

research questions.

1.3 Contributions

The current thesis addresses all the previously-presented research questions through

this publication compendium. In short, we contribute to the state of the art with an

ethical environment design algorithm that returns an environment wherein an agent is

guaranteed to behave value-aligned. The general structure of our algorithm is shown in

Figure 1.1. Next, we present our contributions, each addressing its research question.

We divided this section into one subsection per chapter of this thesis. Each chapter

contains a single paper, following the chronological order of publication.

1.3.1 Designing an ethical environment

The paper in Chapter 2 provides our first contribution. We design an ethical environment

(ad hoc, without any algorithm) wherein the agents of a multi-agent game learn to behave

in alignment with a moral value:

• [Rodriguez-Soto et al., 2020]:

Manel Rodriguez-Soto, Maite Lopez-Sanchez, Juan A. Rodriguez-Aguilar, “A Struc-

tural Solution to Sequential Moral Dilemmas” Proceedings of the Nineteenth In-

ternational Conference on Autonomous Agents and Multiagent Systems (AAMAS

2020, Core A* conference) pp. 1152-1160. Auckland (New Zealand), May 9-13,

2020.

The designed ethical environment corresponds to the output environment in Figure 1.1.

As a preliminary step to developing an algorithm, in [Rodriguez-Soto et al., 2020], we

hand-craft the ethical environment instead of following the two-step process of Figure

1.1. Here, our way of embedding the ethical rewards in the original environment is by

directly aggregating them to the agents’ original reward function. That is, given the
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original reward function of each agent R0, and the new ethical reward function Rv, we

design an environment in which each agent has a scalarised reward function R = R0+Rv.

We show that agents learn to behave ethically after embedding the ethical rewards

in the learning multi-agent environment. The agents never exhibit ethical behaviour

when learning in the original environment (the input environment in Figure 1.1, without

ethical rewards). In summary, the main contribution of [Rodriguez-Soto et al., 2020] is

to answer Research Question Q1 with:

Contribution C1: Design of an ethical environment for the agents of a multi-agent

game in which the agents learn to behave in alignment with a moral value.

The environment used in [Rodriguez-Soto et al., 2020] is the Public Civility Game envi-

ronment. [Rodriguez-Soto et al., 2020]. In this environment, two agents need to learn in

alignment with the moral value of civility. We expect agents always to bring any piece

of garbage to the nearest bin. Results show how in the designed ethical environment,

agents behave civilly and put all the garbage in a bin. Afterwards, the agents go as fast

as possible to their respective goal position.

1.3.2 The ethical embedding process

MULTI-OBJECTIVE ENVIRONMENT
(MOMDP) PARTIAL

CONVEX HULL 
COMPUTATION

ETHICAL 
POLICIES 

EXTRACTION

EMBEDDING 
FUNCTION 

COMPUTATION

ETHICAL ENVIRONMENT
(MDP)

ETHICAL EMBEDDING PROCESS

INDIVIDUAL
OBJECTIVE

ETHICAL
OBJECTIVE

PARTIAL 
CONVEX HULL

ETHICAL
POLICIES

EMBEDDING
FUNCTION

Figure 1.2: The ethical embedding design process for aligning the behaviour of the
agent to an ethical reward function is performed in three steps: partial convex hull
computation, ethical policies extraction, and embedding function computation. Rect-

angles stand for objects whereas rounded rectangles correspond to processes.

Due to the success in designing an ethical environment in Chapter 2, the paper in

Chapter 3 starts building an algorithm for automating the design process of ethical

environments. Chapter 3 provides an algorithm for the ethical embedding process, the

second step of our ethical environment design process as shown in Figure 1.1. The

presented ethical embedding algorithm takes as input a multi-objective environment

with an ethical reward function already specified, as shown in Figure 1.2. From that

input, it creates an environment wherein an agent using any reinforcement learning

algorithm learns to behave in alignment with a single moral value. The contents of the

chapter correspond to the following publication:
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• [Rodriguez-Soto et al., 2021]:

Manel Rodŕıguez-Soto, Maite Lopez-Sanchez, Juan A. Rodŕıguez-Aguilar, “Multi-

Objective Reinforcement Learning for designing ethical environments”, 30th In-

ternational Joint Conference on Artificial Intelligence (IJCAI 2021 Core A* con-

ference) pp. 545-551. Montreal (Canada), August 19-26, 2021.

Given the positive empirical results found in [Rodriguez-Soto et al., 2020], we proceeded

in [Rodriguez-Soto et al., 2021] by proposing an algorithm to compute the desired ethical

single-objective environment wherein an agent learns an ethical behaviour (i.e., aligned

to a given moral value). This algorithm is built on top of a previous multi-objective

reinforcement learning algorithm [Barrett and Narayanan, 2008]. It automates the ag-

gregation of the two rewards of a Multi-Objective Markov Decision Process: the original

individual reward function of the agent and the ethical reward function obtained in a re-

ward specification process. In summary, we contribute to answering Research Question

Q2.1 with:

Contribution C2.1: Development of an embedding algorithm for designing an ethical

environment that guarantees that it is in an agent’s best interest to behave in alignment

with a moral value.

The ethical embedding algorithm presented in [Rodriguez-Soto et al., 2021] designs an

ethical environment in three steps, as illustrated in Figure 1.2. First, the algorithm re-

ceives as input a multi-objective environment with an original reward function R0 and an

ethical reward function specifying a moral value Rv. The objective of the algorithm is to

design an ethical single-objective environment with a scalarised reward function. Hence,

it has to find how much weight w to give to the ethical reward function concerning the

individual one. We expect that, in the ethical environment, any policy that maximises

the accumulation of scalarised rewards R0 + w · Rv is also a policy that maximises the

accumulation of ethical rewards Rv. Formally, we define an ethical policy (i..e, an ethical

behaviour) as a policy that maximises the accumulation of ethical rewards.

To compute the desired ethical weight, the ethical embedding algorithm starts by com-

puting the partial convex hull of the environment, which is a small subset of policies

that will include at least one ethical policy. Thereafter, in the next step, the algorithm

identifies an ethical policy to learn by finding the one that accumulates more ethical

rewards. Thirdly, in the last step, the algorithm compares the value of the ethical policy

with the rest of the policies of the convex hull. Comparing the ethical policy with this

small subset is enough to find the desired ethical weighting, which we refer to as the

ethical embedding function. Finally, the algorithm applies the embedding function to
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the multi-objective environment to obtain the ethical environment. The output ethical

environment is single-objective, with a reward function R0 + w ·Re.

1.3.3 The ethical environment design process and its formal guaran-

tees

In the previous section, we discussed how Chapter 3 provides an algorithm for one of

the two steps of the ethical environment design process, the ethical embedding. The

paper in the following Chapter 4 completes the ethical environment design process by

providing an algorithm for the remaining step: the reward specification. Thereafter,

Chapter 4 presents a complete ethical environment design algorithm that implements

the two steps in Figure 1.1. Furthermore, Chapter 4 provides the necessary theoretical

results for guaranteeing that indeed in the obtained ethical environment, it is optimal

for an agent to learn to behave in alignment with a moral value. The contents of this

chapter are published in:

• [Rodriguez-Soto et al., 2022]:

Manel Rodŕıguez-Soto, Marc Serramia, Maite Lopez-Sanchez, Juan A. Rodŕıguez-

Aguilar, “Instilling moral value alignment by means of multi-objective reinforce-

ment learning”, Ethics and Information Technology journal. Ed. Springer (ISSN

1388-1957, 2020 IF JCR: 4.449, Q1 Cat. Philosophy (19/317)). Vol 24:9.pp 1-17.

24 January 2022.

Developing an algorithm for automating the reward specification process is the first

objective of [Rodriguez-Soto et al., 2022]. The paper starts by providing philosophical

foundations for our chosen definition of moral value. After studying the Ethics literature,

we consider moral values as principles for discerning right and wrong actions. Moreover,

we argue that Ethics treats actions in two separate but related dimensions. First, there

is a normative dimension that states whether an action is morally obligatory, prohibited,

or permitted. Second, there is an evaluative dimension that states whether an action is

morally good, bad, or neutral. Typically any action bad to do is morally prohibited as

well. However, some actions that are good to do may be morally obligatory, while oth-

ers are just morally permitted [Chisholm, 1963, Urmson, 1958]. Therefore, any formal

definition of moral values needs actions to be considered from these two ethical dimen-

sions. Thus, we propose to define a moral value as a tuple of two elements, following

[Serramia et al., 2018]. The first element of the tuple is a set of norms classifying actions

as permitted, prohibited, or obligatory. The second element of the tuple, the evaluation

function, states numerically how good or bad the actions are.
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With the proposed definition of a moral value in Chapter 3 the next step consists in

including it in a reinforcement learning environment (Markov Decision Process). For that

reason, [Rodriguez-Soto et al., 2022] provides a procedure for obtaining an exogenous

reward function associated with a moral value that can be applied to any reinforcement

learning environment. Such reward function has two components, the counterparts of

those of the moral value: a normative reward component penalising prohibited actions,

and an evaluative reward component rewarding morally good actions. In this way, we

encapsulate all the ethical knowledge of the moral value as rewards. Formally, we answer

Research Question Q3 with:

Contribution C2.2: Development of an ethical reward specification process for trans-

forming the ethical knowledge of a moral value into an ethical reward function of a

reinforcement learning environment.

The ethical reward specification process presented in [Rodriguez-Soto et al., 2022] de-

signs an ethical reward function in two steps, which can be computed in any order.

They transform each component of the moral value into its corresponding reward com-

ponent. Regarding the normative component, each prohibition norm of the norm set is

transformed into a negative reward of the normative reward function RN to punish its

corresponding action. Then, for the evaluative component, each action the evaluation

function considers praiseworthy is transformed into a positive reward of the evaluative

reward function RE to incentivise the desired behaviour. Finally, since both components

are considered equally important, they are aggregated to obtain the ethical reward func-

tion Rv = RN +RE .

In [Rodriguez-Soto et al., 2022], we argue that, given a moral value, to behave aligned

with it means:

• First, for the normative component, an ethical behaviour needs to follow all the

norms within the value: refrain from doing any morally prohibited action, and per-

form all morally obligatory actions. Therefore, in reinforcement learning terms, an

ethical behaviour (ethical policy) needs to maximise the accumulation of normative

ethical rewards.

• Second, for the evaluative component, an ethical behaviour needs to act in the most

praiseworthy way possible: performing the most morally good actions. Therefore,

in reinforcement learning terms, an ethical behaviour (ethical policy) needs to

maximise the accumulation of evaluative ethical rewards.

Thus, we argue that an ethical behaviour (i.e., a behaviour aligned with a given moral

value) is naturally defined as the one that maximises the accumulation of normative and
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evaluative ethical rewards. For simplicity, we say that an ethical behaviour maximises

the accumulation of ethical rewards. This definition leads us to the following conclu-

sion: following our approach, behaving in alignment with a moral value is the same as

maximising the accumulation of ethical rewards in a reinforcement learning environment.

Moreover, because [Rodriguez-Soto et al., 2022] provides an ethical reward specification

process, combined with the ethical embedding algorithm from [Rodriguez-Soto et al.,

2021] we obtain a complete two-step process for designing ethical environments. This

algorithm answers Research Question Q2:

Contribution C2: Given a moral value and an agent’s reinforcement learning environ-

ment, we provide a two-step algorithm for transforming the environment into an ethical

environment that incentivises value-aligned behaviour.

Such an algorithm applies our two previous processes: the reward specification process

and the ethical embedding process. Furthermore, in[Rodriguez-Soto et al., 2022], we

provide formal guarantees for the proposed ethical environment design algorithm. Its

main result is Theorem 2, which states that optimal policies are ethical in the designed

ethical environment. That is, the designed ethical rewards incentivise the agent to

perform value-aligned behaviours.

Theorem 2 of [Rodriguez-Soto et al., 2022] requires a small formal assumption to hold in

a given environment. It is only possible to design an ethical environment if it is possible

to follow an ethical policy in the original environment. This condition follows this simple

logic: if we expect an agent to behave ethically, it should be possible for it to behave

ethically. Formally, Theorem 2 leads to the following contribution:

Contribution C3: Formal proofs of our ethical environment design algorithm. Given

the condition that behaving ethically is possible, our algorithm is guaranteed to yield

an ethical environment wherein it is in an agent’s best interest to behave in alignment

with a moral value.

1.3.4 Evaluating the ethical environment design process

After developing an ethical environment design algorithm with theoretical guarantees

in the previous chapter, there is only one remaining research question: to test the

algorithm. The paper in Chapter 5 answers this question by empirically evaluating the

ethical environment design algorithm in a case study. In that way, we illustrate how

to use it and the resulting behaviour of the agent. The contents of this chapter are

published in:
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• [Roselló-Maŕın et al., 2022]:

Eric Roselló-Maŕın, Maite Lopez-Sanchez, Inmaculada Rodŕıguez, Manel Rodŕıguez-

Soto and Juan A. Rodŕıguez-Aguilar, “An Ethical Conversational Agent to Re-

spectfully Conduct In-Game Surveys”, Frontiers in Artificial Intelligence and Ap-

plications: Artificial Intelligence Research and Development, IOS Press Vol 356,

pp. 335-344. October 2022.

In more detail, [Roselló-Maŕın et al., 2022] provides an empirical evaluation of our ethical

environment design algorithm for the following problem: a conversational agent that

needs to extract information from a human user while abiding by the moral value of

respect. This environment represents a case study with potential applications in the

real world.

In this case study, a user plays a video game while the conversational agent surveys the

user about the video game to elicit as much feedback information as possible. Results

showcase how a conversational agent that has learnt to behave in alignment with the

value of respect manages to avoid disturbing a user’s engagement. In summary, we

answer Research Question Q6.1 with:

Contribution C4: Validation in a case study of the ethical environment design algo-

rithm. The case study is the learning environment of a conversational agent that needs

to learn to behave in alignment with the moral value of respect. The evaluation of

the ethical environment design algorithm applied to the conversational agent’s environ-

ment shows that the agent abides by the moral value of respect in the designed ethical

environment.

Chapter 5 provides the last contribution of this thesis, which answers the last research

question. Hence, the papers presented in this thesis answer our four research questions.

1.4 Dissertation outline

Following the concepts introduced in this chapter, the rest of this thesis is structured as

follows.

• Chapter 2 presents our approach for designing ethical environments that moti-

vates the main results in this thesis. In this chapter, we argue that an environment-

designer approach incentivises agents to behave ethically by rewarding ethical

behaviour. We empirically show in a multi-agent game how agents behave value-

aligned in the designed ethical environment. The example problem used here is
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called the Public Civility Game. In it, we expect that two agents learn to behave

in alignment with the ethical objective of civility.

• Chapter 3 sets the first results towards guaranteeing ethical behaviour learning

in reinforcement learning environments. It introduces our first algorithm which

designs environments in which it is in the agent’s best interest to learn to behave

aligned with a given moral value. The provided algorithm automates the ethical

embedding process, the second step of our ethical environment design approach,

as shown in Figure 1.1.

• Chapter 4 proceeds by completing our ethical environment design algorithm.

It provides a procedure for automating the ethical reward specification process

which, when added to the previous algorithm, creates a complete two-step ethical

environment design process. Furthermore, it provides theoretical guarantees of

which environments the algorithm is guaranteed to succeed in incentivising ethical

behaviour learning.

• Chapter 5 provides an example application of the ethical environment design

algorithm. Here, the objective is to guarantee that a conversational agent learns

to behave following the moral value of respect. Our empirical results illustrate that

the agent behaves in alignment with the moral value of respect in the designed

ethical environment.

• Chapter 6 is devoted to enumerating the main contributions from this thesis,

discussing the conclusions extracted from them, and providing research directions

for future work.
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ABSTRACT
Social interactions are key in multi-agent systems. Social dilem-
mas have been widely studied to model specific problems in social
interactions. However, state-of-the-art social dilemmas have dis-
regarded specific ethical aspects affecting interactions. Here we
propose a novel model for social dilemmas, the so-called Sequential
Moral Dilemmas, that do capture the notion of moral value. First,
we provide a formal definition of sequential moral dilemmas as
Markov Games. Thereafter, we formally characterise the necessary
and sufficient conditions for agents to learn to behave ethically, so
that they are aligned with the moral value. Moreover, we exploit our
theoretical characterisation to provide a structural solution to a se-
quential moral dilemma, namely how to configure theMarkov game
to solve the dilemma. Finally, we illustrate our proposal through
the so-called public civility game, an example of a sequential moral
dilemma considering the civility value. We show the social benefits
obtained when the agents learn to adhere to the moral value.

CCS CONCEPTS
•Theory of computation→Multi-agent reinforcement learn-
ing; • Computing methodologies → Cooperation and coordina-
tion;
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2020. A Structural Solution to Sequential Moral Dilemmas. In Proc. of the
19th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2020), Auckland, New Zealand, May 9–13, 2020, IFAAMAS, 9 pages.

1 INTRODUCTION
The increasing presence of intelligent systems in human societies
has emphasised the need to consider numerous ethical questions
such as how to ensure that artificial intelligences are trustworthy
and do not pose any risk to humans [3, 4, 29, 39, 42]. It is of utter
importance to develop algorithms so that autonomous agents learn
to behave ethically, that is, in alignment with the ethical criteria
established in the societies where they are meant to operate. Value
alignment is of the utmost importance because Artificial Intelli-
gence (AI) applications in all areas could be seriously discredited if
ethical considerations are not taken into consideration. For exam-
ple, a cleaning robot could do more harm than good if it decided to
∗Research supported by projects AI4EU (H2020-825619), LOGISTAR (H2020-769142)
and PGC2018-096212-B-C33. Manel Rodriguez-Soto was funded by the Spanish Gov-
ernment with an FPU grant (ref. FPU18/03387).

Proc. of the 19th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2020), B. An, N. Yorke-Smith, A. El Fallah Seghrouchni, G. Sukthankar (eds.), May
9–13, 2020, Auckland, New Zealand. © 2020 International Foundation for Autonomous
Agents and Multiagent Systems (www.ifaamas.org). All rights reserved.

knock over a vase because it was the fastest way to clean a room [1].
Thus, the question being raised is: how can we instruct an agent to
act responsibly so that it can be integrated into our societies? [12]

Social dilemmas, such as the tragedy of the commons [14], repre-
sent conflicts between individual and collective interests [21]. They
present situations where if every agent tries to maximise only its
own benefit, the final outcome is worse for everybody. Recently,
social dilemmas have been studied in the context of temporally
extended scenarios in the so-called sequential social dilemmas (SSD)
[23, 40]. The cleanup game [19] constitutes an example of SSDwhere
agents aim to collect apples from a field while also needing to occa-
sionally clean the aquifer that supplies water to the apples. SSDs
are a particular case of Markov games (MG), the formal framework
of multi-agent reinforcement learning (MARL) [22, 24].

The formalism of SSDs serves as an effective way of modelling
classical social problemswhere our only goal is tomake agents learn
to cooperate, that is, to maximise the outcome for every agent [6].
However, actual-world social dilemmas can be much more complex
[5, 21]. Hence, here we argue that SSDs lack an ethical dimension:

(1) Actions can be as important as outcomes themselves. Agents’
behaviours may be constrained by norms they must obey.

(2) Actual-world agents pursue outcomes alignedwith themoral
values of the society they live in, even if they are not the
best outcomes for them.

Against this background, the purpose of this paper is twofold: (1)
to tackle the aforementioned issues via creating a model for social
dilemmas that includes a moral perspective; (2) and to develop a
solution for such social dilemmas that makes agents act ethically.

Firstly, we introduce the so-called Sequential Moral Dilemma
(SMD), an extension of Markov games where agents need to choose
between behaving ethically or pursuing their individual goals.

Secondly, considering that solutions to social dilemmas can be
strategic, motivational, or structural1 [21], we present a structural
solution for SMDs that changes the rules of the agent society. In
particular, we assume that agents learn to behave by applying a
classical MARL method, and thus, we modify agents’ rewards so
that they learn to behave ethically. Specifically, we propose an
ethical function that rewards alignment with a moral value and
that penalises non-compliance with established regulations.

Moreover, we provide theoretical results of the necessary and
sufficient conditions for an agent to learn to act ethically. We show
how to extend the rewards of an agent so that its behaviour be-
comes ethically-aligned. With this characterisation we also provide
a formal definition of a policy ethically-aligned to a moral value.

1According to [21], motivational solutions assume that agents are not completely
egoistic, strategic solutions assume egoistic actors, and structural solutions change
the rules of the game.
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Finally, we present an example of a sequential moral dilemma –
the so-called public civility game, which is related to keeping streets
clean – that illustrates our structural solution. After applying our
structural solution, we empirically show that agents are capable of
learning an ethically-aligned equilibrium with a simple Q-learning
algorithm. Furthermore, we evaluate the effects of the learnt be-
haviour with several social behaviour metrics [23] that quantify
the benefits of behaving ethically.

The remainder of the article is structured as follows. Section 2
presents some background. Section 3 introduces SMDs and Section
4 describes our structural solution for SMDs. Section 5 presents an
example of SMD, the public civility game, which is evaluated in
Section 6. Finally, Section 7 draws conclusions and outlines possible
lines of future work.

2 BACKGROUND
Definition 1 (Markov game). A (finite) Markov game (MG)

[22, 24, 28] of𝑚 agents is the multi-agent extension of Markov decision
processes. It is defined as a tuple containing a (finite) set S of the
possible states of the environment, and a (finite) set A𝑖 of actions
for every agent 𝑖 . Actions upon the environment change the state
according to the transition function 𝑇 : S × A1 × · · · × A𝑚 × S →
[0, 1]. After every transition, each agent 𝑖 receives a reward based on
function 𝑅𝑖 : S × A1 × · · · × A𝑚 × S → R.

Each agent 𝑖 decides which action to perform according to its
policy 𝜋𝑖 : S ×A𝑖 → [0, 1] and we call joint policy 𝜋 =

∏𝑚
𝑖=1 𝜋

𝑖 to
the union of all agents’ policies. The agents learn their respective
policies with the goal of maximising their expected sum of rewards

𝑉 𝑖
𝜋 (𝑠) = E[

∞∑
𝑘=0

𝛾𝑘𝑅𝑖𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠] (1)

for every state 𝑠 , where 𝛾 ∈ [0, 1] is called the discount factor and
is problem-dependant. Notice that 𝑉 𝑖

𝜋 depends on the joint policy.
When an agent 𝑖 tries to maximise its 𝑉 𝑖 with respect to all the

policies of the other agents (assuming the rest have fixed policies),
we refer to such policy as the best-response. When all agents reach
a situation such that all have a best-response policy, we say that we
have a Nash equilibrium (NE). NEs are stable points where no agent
would benefit from deviating from its current policy. Formally:

Definition 2 (Nash eqilibrium). Given a Markov game, we
define a Nash equilibrium (NE) [18] as a joint policy 𝜋∗ such that for
every agent, 𝑉 𝑖 ⟨𝜋𝑖∗,𝜋−𝑖∗ ⟩ (𝑠) = max𝜋𝑖 𝑉 𝑖 ⟨𝜋𝑖 ,𝜋−𝑖∗ ⟩ (𝑠) for every state 𝑠 .

Here, 𝜋−𝑖 refers to the joint policy of all the agents except agent 𝑖 .

3 SEQUENTIAL MORAL DILEMMAS
In this section, we model sequential moral dilemmas (SMD) as a
particular kind of Markov games where each agent is intended
to learn a policy aligned with a given moral value. We gradually
introduce the SMD concept. First, we propose a definition of the
so-called moral value signature in subsection 3.1 to build our model
on top of it. Then, in subsection 3.2, we show how this concept
can be introduced in Markov games. This allows us to formalise, in
subsection 3.3, what it means for a policy to be ethically-aligned
with respect to a moral value. After introducing all these concepts,
we can finally define sequential moral dilemmas in subsection 3.4.

3.1 Considering moral values
When considering a moral value, we propose to take into account
two main dimensions: (1) a normative dimension regulating those
actions that agents are obliged or forbidden to perform in order
to support a given moral value, and (2) an evaluative dimension
that considers praiseworthiness (with respect to the same moral
value) of actions performed by agents. Indeed, norms have been
extensively related to the values that they support [13, 33, 34, 38],
though they can also be related to legality [2]. Praiseworthy actions
follow a purely ethical perspective [17].

We call our model the signature of a moral value to emphasise
that we do not try to capture all the complexity and richness of
moral values, which is beyond the scope of this work. Instead, we
only aim at creating a workable model towards learning value-
aligned behaviours.

However, before defining the signature of a moral value, we
need to introduce the concept of norm. Norms are coordination
mechanisms that regulate (and constrain) the behaviour of agents
within a society. They have been extensively studied [8, 9, 27] and
are usually expressed in the form of prohibitions (𝑃𝑟ℎ), permissions
(𝑃𝑒𝑟 ) or obligations (𝑂𝑏𝑙 ) over given actions. Most often norms are
enforced in societies by means of punishments that are applied to
non-compliant agents. There is a myriad of norm definitions in the
normative multi-agent systems literature [8, 35]. The norm defini-
tion that we consider in this work is based on [26]. In our model
we expand their definition by including the concept of associated
penalty of a norm. Penalties or punishments have also been long
studied in the norm research community [32].

Definition 3 (Norm). A norm is a tuple ⟨𝑐, 𝜃 (𝑎), 𝑝⟩, where 𝑐 is a
condition for norm application, 𝜃 ∈ {𝑂𝑏𝑙, 𝑃𝑒𝑟, 𝑃𝑟ℎ} is a deontic oper-
ator regulating action 𝑎 ∈ A, and 𝑝 is a positive value representing
the punishment for non-compliance.

Note 1. Notice that the condition 𝑐 of a norm is a set of first-order
predicates 𝑝 (®𝜏), where each 𝑝 is a 𝑘𝑝 -arity predicate symbol and
®𝜏 ∈ T1 × · · · × T𝑘𝑝 is a vector of terms, and each T𝑖 is a set of terms of
a first-order language L.

Punishment 𝑝 is considered to be a positive penalty, as for speci-
fying the quantity that will be discounted from an agent’s outcome
upon non-compliance.

Example 1. In the public civility game (further detailed in Section
5), two agents walking in the street come across a piece of garbage.
In this context, we can think of a norm 𝑛1 that prohibits to throw
garbage at another agent to avoid aggressive behaviours and agents
being hurt. Following Def. 3, we define 𝑛1 as:

𝑛1 = ⟨(adj_agent, front_garbage), 𝑃𝑟ℎ(throw_to_agent), p1⟩ (2)
As previously mentioned, we consider norms promote (or sup-

port) moral values. Moral values are the object of study of moral
philosophy or ethics [11]. In particular, one of the main questions
of relevance to ethics is how we ought to resolve a moral dilemma
[5, 16]. Moral theories (such as Kantian or utilitarian ethics) provide
guidelines to accomplish ethically-aligned behaviours. These guide-
lines contain norms and also recommendations [37]. Recommenda-
tions are actions that are good to do but not bad not to do2. They are
2https://plato.stanford.edu/entries/supererogation/
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strongly related with praiseworthiness, since recommended actions
are also worthy of praise, a status that normative actions lack (since
the latter ones are the minimum expected for everybody). Hence,
recommendations can be regarded as praiseworthy actions.

Therefore, with the aim of giving the agents a framework to
learn to behave ethically, we propose that a moral value signature
is composed by: normative component containing a set of norms
that promote the value; and an evaluative component defined as
an evaluation function that signals how good (praiseworthy) are
actions according to the moral value:

Definition 4 (Moral value signature). The signature of a
moral value 𝑠𝑔𝑛𝑣 is a pair ⟨N𝑣, 𝐸𝑣⟩ such that:

• N𝑣 is a finite set of norms promoting the value.
• 𝐸𝑣 is an action evaluation function that, for a condition 𝑐 (ex-
pressed in a first-order language L) and an action ‘𝑎’, returns
a number in R meaning the degree of praiseworthiness of that
action to the moral value. Thus, given condition 𝑐 , the bigger
𝐸𝑣 (𝑐, 𝑎) > 0, the more praiseworthy an action ‘𝑎’ is according
to 𝑣 . Conversely, if 𝐸𝑣 (𝑐, 𝑎) < 0, it means ‘𝑎’ is considered a
blameworthy action, whereas 𝐸𝑣 (𝑐, 𝑎) = 0 represents a neutral
action with respect to 𝑣 .

Here, N𝑣 and 𝐸𝑣 satisfy the following consistency constraint:

• Given a norm 𝑛 = ⟨𝑐, 𝜃 (𝑎), 𝑝⟩ ∈ N𝑣 , if 𝑛 is such that 𝜃 =
𝑃𝑟ℎ, then 𝐸𝑣 (𝑐, 𝑎) < 0. Otherwise, if 𝜃 = 𝑃𝑒𝑟 or 𝑂𝑏𝑙 , then
𝐸𝑣 (𝑐, 𝑎) ≥ 0.

To simplify the notation, where there is no confusion, we will
write the signature of a moral value 𝑣 as 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, without
sub-indices.

Example 2. Back to our previous example, in the context of our
public civility game, we can consider the moral value signature of
civility 𝑠𝑔𝑛𝑐𝑖𝑣 that: promotes the action of throwing the garbage into
the wastebasket and considers that throwing it at other agents is
inadmissible. Thus, we include norm 𝑛1 into 𝑠𝑔𝑛𝑐𝑖𝑣 so to formalise
civility following Definition 4 as

𝑠𝑔𝑛𝑐𝑖𝑣 = ⟨{𝑛1}, 𝐸𝑐𝑖𝑣⟩, (3)

where 𝐸𝑐𝑖𝑣 is an evaluation function for the civility moral value
defined as: 𝐸𝑐𝑖𝑣 (front_garbage, garbage_to_wastebasket) = evalciv,
𝐸𝑐𝑖𝑣 ((adj_agent, front_garbage),throw_garbage) < 0 and 0 otherwise (i.e.,
for any other action and condition), being evalciv > 0 positive.

3.2 Extending Markov games with a moral
value signature

The next step is to introduce our formalisation of moral value
signatures inside the framework of Markov games. The most direct
way to do so is to extend the reward function of agents so they
take moral values into account. In this subsection we construct this
extension step by step.

We first need to define a couple of auxiliary functions to translate
the conditions of norms and moral values in terms of states. We
begin with the condition function, which describes the states in
which the deontic part of a norm holds, that is, where the conditions
of the norm hold.

Definition 5 (Condition function). Given a Markov game
with a set of states S and a first-order language L, with its associated
set of predicates P(L) , we define the Condition function 𝐶 : S →
2P(L) that maps every state to the set of predicates describing the
state.

Next, we proceed with the penalty function, which tells us in
which states 𝑠 an agent would receive a penalty for violating a norm
that is enforced (i.e., performing action 𝑎 when forbidden or failing
to perform it when obliged) and what is the value of such penalty.

Definition 6 (Penalty function). Given a norm𝑛 = ⟨𝑐, 𝜃 (𝑥), 𝑝⟩,
and a Markov game with a set of states S and a set of actions A𝑖 for
every agent 𝑖 , we define the penalty function 𝑃𝑖𝑛 : S × A𝑖 → {0, 𝑝}
of every agent 𝑖 as

𝑃𝑖𝑛 (𝑠, 𝑎𝑖 ) �


𝑝 if 𝑐 ∈ 𝐶 (𝑠), 𝜃 = 𝑃𝑟ℎ and 𝑎𝑖 = 𝑥

or if 𝑐 ∈ 𝐶 (𝑠), 𝜃 = 𝑂𝑏𝑙 and 𝑎𝑖 ≠ 𝑥 ,
0 otherwise,

(4)

where 𝑠 is a state of S and 𝑎𝑖 is an action of A𝑖 .

With the introduction of the penalty function we can now extend
the reward function of aMarkov gamewith a normative component,
ensuring that violating norms is penalised.

Definition 7 (Normative extension of a Markov game).
Given a set of norms N and a Markov game of 𝑚 agents with re-
ward functions 𝑅𝑖=1,...,𝑚0 , we define its normative extension as another
Markov game such that the reward function 𝑅𝑖 for each agent 𝑖 is
defined as 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N , where 𝑅𝑖N : S × A𝑖 → R− corresponds to
the normative reward function and is defined as

𝑅𝑖N (𝑠, 𝑎𝑖 ) � −
∑
𝑛∈N

𝑃𝑖𝑛 (𝑠, 𝑎𝑖 ) . (5)

The normative reward function 𝑅𝑖N accumulates the penalties (see Eq.
4) of all the norms in N enforced in a given state-action pair ⟨𝑠, 𝑎𝑖 ⟩.

Now that we have a method for incorporating norms in Markov
games, we can introduce the signature of a moral value in the same
vein. Thus, following Definition 4, our ethical extension of Markov
games has: i) a normative component identical to the one in Defini-
tion 7, and ii) an evaluative component that rewards praiseworthy
actions.

Definition 8 (Ethical extension of a Markov game). Given
a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩ and a Markov game of 𝑚
agents with reward functions 𝑅𝑖=1,...,𝑚0 , we define its ethical extension
as another Markov game such that the reward function 𝑅𝑖 of each
agent 𝑖 is defined as 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N + 𝑅𝑖𝐸 , where 𝑅

𝑖
N : S × A𝑖 → R−

is the normative reward function of norm set N applied to agent 𝑖
and 𝑅𝑖𝐸 : S × A𝑖 → R+ is is a function of the form

𝑅𝑖𝐸 (𝑠, 𝑎𝑖 ) = max(0, 𝐸 (𝐶 (𝑠), 𝑎𝑖 )) . (6)

We will refer to 𝑅𝑖𝐸 as the evaluative reward function of a moral
value signature, which rewards praiseworthy actions performed under
certain conditions.

Notice that the evaluative reward function 𝑅𝑖𝐸 from Eq. 6 is just
an adaptation of the action evaluation function 𝐸 from Def. 4 so it
can be used in Markov games, that have states instead of predicates.
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3.3 Defining ethically-aligned policies
Thanks to Definition 8, we can extend the agents’ rewards in a
Markov game to incorporate moral values. Thereafter, we move a
step further and define an ethically-aligned policy as one such that
the agent minimises the accumulation of normative punishments
and maximises the accumulation of evaluative rewards coming
from performing praiseworthy actions.

Likewise in previous subsections, we create the concept of an
ethically-aligned policy gradually. We start by defining norm com-
pliant policies as those that accumulate no normative penalty, and
then we expand this concept to define ethically-aligned policies as
policies that are norm-compliant and also accumulate the maximum
possible evaluative reward.

Prior to these definitions, it would be useful to count on functions
that measure the accumulation of normative and evaluative rewards
respectively. As explained in the background section above, Markov
games already have a function for the accumulation of reward
for each agent 𝑖: the state value function 𝑉 𝑖 . Furthermore, since,
according to Def. 8, in an ethically-extended Markov game the
reward can always be divided in three components (𝑅𝑖 = 𝑅𝑖0 +
𝑅𝑖N + 𝑅𝑖𝐸 ), we will also divide the state value function 𝑉

𝑖 in three
components (𝑉 𝑖 = 𝑉 𝑖

0 + 𝑉 𝑖
N + 𝑉 𝑖

𝐸 ) in order to obtain our desired
functions. Formally:

Definition 9 (Normative and evaluative state value func-
tions). Given a Markov game with state value functions 𝑉 𝑖

0 , and a
moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, we define the random variables
𝑅𝑖N𝑡

and 𝑅𝑖𝐸𝑡 such that they re-express the normative reward function

𝑅𝑖N and the evaluative reward function 𝑅𝑖𝐸 in the ethical extension in
the following way:

𝑅𝑖N (𝑠, 𝑎𝑖 ) = E[𝑅𝑖N𝑡+1 | 𝑆𝑡 = 𝑠, 𝐴𝑖
𝑡 = 𝑎𝑖 ], (7)

𝑅𝑖𝐸 (𝑠, 𝑎𝑖 ) = E[𝑅𝑖𝐸𝑡+1 | 𝑆𝑡 = 𝑠, 𝐴𝑖
𝑡 = 𝑎𝑖 ], (8)

where 𝑆𝑡 and 𝐴𝑡 are random variables. Moreover, we can respectively
define the normative state value function𝑉 𝑖

N and the evaluative state
value function 𝑉 𝑖

𝐸 of an agent 𝑖 as:

𝑉 𝑖
N𝜋

(𝑠) � E[
∞∑
𝑘=0

𝛾𝑘𝑅N𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠], (9)

𝑉 𝑖
𝐸𝜋

(𝑠) � E[
∞∑
𝑘=0

𝛾𝑘𝑅𝐸𝑡+𝑘+1 | 𝜋, 𝑆𝑡 = 𝑠] . (10)

Note that a policy 𝜋𝑖 that never violates any norm in a set N
will not receive a penalisation for its behaviour. Consequently, it
will generate no accumulated normative reward 𝑉 𝑖

N⟨𝜋𝑖 ,𝜋−𝑖 ⟩
. We will

refer to such policies as norm-compliant.

Definition 10 (Norm-compliant policy). Given aMarkov game
M and a set of norms N , we say that 𝜋𝑖 is a norm-compliant policy
with respect to N if and only if for every state 𝑠 of the normative
extension of M:

𝑉 𝑖
N⟨𝜋𝑖 ,𝜋−𝑖 ⟩

(𝑠) = 0. (11)

We canmake a similar observation for a policy 𝜋𝑖 that acts on the
most praiseworthyway possible according to an evaluation function
𝐸 of some moral value signature ⟨N , 𝐸⟩. Such policy will have the

maximum possible accumulated evaluative reward 𝑉 𝑖
𝐸⟨𝜋𝑖 ,𝜋−𝑖 ⟩

that
can be obtained. We will refer to those policies as praiseworthy.

Definition 11 (Praiseworthy policy). Given a Markov game
M and a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, we say that 𝜋𝑖 is a
praiseworthy policy with respect to 𝐸 if and only if for every state 𝑠
of the ethical extension of M:

𝑉 𝑖
𝐸⟨𝜋𝑖 ,𝜋−𝑖 ⟩

(𝑠) = max
𝜌𝑖

𝑉 𝑖
𝐸⟨𝜌𝑖 ,𝜋−𝑖 ⟩

(𝑠) . (12)

With these two definitions we can conclude this subsection enun-
ciating that a policy is ethically-aligned if it is both norm-compliant
and praiseworthy.

Definition 12 (Ethically-aligned policy). Given a Markov
game M and a moral value signature 𝑠𝑔𝑛 = ⟨N , 𝐸⟩, a policy 𝜋𝑖 is
ethically-aligned with respect to 𝑠𝑔𝑛 if and only if it is norm-compliant
with respect to N and praiseworthy with respect to 𝐸.

We will also use the term ethically-aligned joint policy when
every agent follows an ethically-aligned policy with respect to a
moral value signature 𝑠𝑔𝑛.

Notice that ethically-aligned policies with respect to a given 𝑠𝑔𝑛
do not necessarily exist. The trivial example would be a Markov
game with one state 𝑠 and only one action 𝑎 that violates some
norm 𝑛 of a moral value signature. For that reason, we need to
differentiate between two kinds of Markov games: those for which
an ethically-aligned policy is attainable and those for which it is
not.

Definition 13 (Ethically-attainable Markov game). Given
a Markov game M and a moral value signature 𝑠𝑔𝑛, then M is
ethically-attainable with respect to 𝑠𝑔𝑛 if and only if there is at least
one joint policy 𝜋 ethically-aligned to 𝑠𝑔𝑛 inM.

3.4 Characterising sequential moral dilemmas
With ethically-aligned policies characterised by Definition 12, we
are finally prepared to define sequential moral dilemmas as Markov
games such that, if every agent just follows its individual interests
(i.e. by maximising its 𝑉 𝑖 ), then, the result is an equilibrium joint
policy that is not ethically-aligned. In game-theoretical terms [21],
we will also refer to such equilibria as ethically deficient.

Definition 14 (Seqential moral dilemma). LetM be aMarkov
game, 𝑠𝑔𝑛𝑣 the signature of a moral value 𝑣 , Π∗ the set of all Nash
equilibria, and Π𝑣 the set of all ethically-aligned joint policies with
respect to 𝑠𝑔𝑛𝑣 . Then M is a sequential moral dilemma with respect
to 𝑠𝑔𝑛𝑣 if and only if

• there is at least one Nash equilibrium that is not ethically-
aligned with respect to 𝑠𝑔𝑛𝑣 (i.e., Π∗ ⊈ Π𝑣); and

• the Markov game M is ethically-attainable with respect to
𝑠𝑔𝑛𝑣 (i.e., Π𝑣 ≠ ∅).

In a SMD, we want the agents to avoid ethically-deficient NE.
For that reason we consider that a SMD is solved when agents learn
an ethically-aligned Nash Equilibrium. Next section details how we
propose to solve them.
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4 A STRUCTURAL SOLUTION FOR
SEQUENTIAL MORAL DILEMMAS

As mentioned above, SMDs are Markov games in which agents may
learn to behave unethically if they solely follow their individual
goals. Hence, in SMDs there are NE not ethically-aligned and we
aim at solving them by avoiding those ethically-deficient NE.

The game theory community has long studied problems where
there exist deficient NE under the label of social dilemmas. They
have proposed three alternative solutions: strategic, motivational,
and structural [21]. Strategic solutions assume egoistic actors, mo-
tivational solutions assume that agents are not completely egoistic,
and structural solutions change the rules of the game.

As a starting point in the study of SMDs, this paper proposes a
structural solution ensuring that agents learn to pursue an ethically-
aligned policy. Specifically, this solution extends the Markov game
of a SMD into a new one that is no longer a dilemma. More formally,
if the problem of SMDs is that the set of NE Π∗ is not a subset of
the set of ethically-aligned joint policies Π𝑣 , we will transform the
game to ensure that Π∗ is indeed a subset of Π𝑣 .

As explained in the previous section, the natural way to create
such extension will be to reshape the reward functions of the game
through an ethical extension following Def. 8.

In aMarkov game, there always exists at least one NE [10]. Hence,
our structural solution will extend the rewards so that no ethically-
deficient joint policy can be a NE in the extended Markov game.
By elimination, any remaining Nash equilibrium will be ethically-
aligned. The only condition for application of this approach is that
ethically-aligned policies do exist in the original Markov game in
the first place (i.e., it is ethically-attainable).

Likewise in previous sections, we present our structural solution
step by step. First we characterise the properties that any structural
solution extending the rewards must fulfil and then we offer our
particular solution. We start with an initial result observing that
in a Markov game, every NE is ethically-aligned if and only if an
ethical policy is always the best response. Or, in other words, that
an unethical policy is never the best response. That is formally
captured by the following lemma:

Lemma 1. Given a Markov game, every Nash equilibrium joint
policy is ethically-aligned if for every joint policy 𝜋 with at least one
agent 𝑖 such that 𝜋𝑖 is not ethically-aligned, there is at least one state 𝑠
such that𝑉 𝑖

⟨𝜋𝑖∗,𝜋−𝑖 ⟩ (𝑠) > 𝑉 𝑖
⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠) for some other ethically-aligned

policy 𝜋𝑖∗ in ⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.
Proof. Apply the contrapositive of Def. 2. □

From this lemma we know that any structural solution must
extend the Markov game so that being ethical is the best response in
the extended Markov game. With that, we are ready to characterise
the conditions that must hold for a SMD so that its ethical extension
is not a SMD. In other words, the conditions that guarantee that in
its extension agents always decide to behave ethically. For that, we
just need to impose that the conditions of Lemma 1 hold for the
extended Markov game.

Theorem 1 (Structural solutions characterisation). Given
a sequential moral dilemmaM0 with respect to 𝑠𝑔𝑛𝑣 , the ethical ex-
tensionM ofM0 is not a sequential moral dilemma if for every joint

policy 𝜋 with at least one agent 𝑖 such that 𝜋𝑖 is not ethically-aligned,
there is at least one state 𝑠 such that

𝑉 𝑖
⟨𝜋𝑖∗,𝜋−𝑖 ⟩ (𝑠) > 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠) (13)

for some other ethically-aligned policy 𝜋𝑖∗ in ⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.
Proof. Extension M is not a SMD if every NE is ethically-

aligned. Use Lemma 1 to reword the relation as in Theorem 1. □

Theorem 1 is telling us that an ethical extension will solve the
dilemma if and only if there is a reward surplus from being ethical.

Since Theorem 1 does not specify for which states inequation
13 must hold for every Nash equilibrium to be ethically-aligned,
we can assume that, in particular, it must hold at the initial state.
For Markov games that have more than one initial state, we can
simply divide them in several sub-Markov games with a different
unique initial state each. Therefore, without loss of generality, we
are going to assume from this point onwards that a Markov game
has only one initial state 𝑠0.

Corollary 1. Given a sequential moral dilemmaM0 with respect
to a moral value signature 𝑠𝑔𝑛𝑣 , the ethical extension M of M0 is
not a sequential moral dilemma if for every joint policy 𝜋 with at
least one agent 𝑖 such that 𝜋𝑖 is not ethically-aligned

𝑉 𝑖
⟨𝜋𝑖∗,𝜋−𝑖 ⟩ (𝑠0) > 𝑉 𝑖

⟨𝜋𝑖 ,𝜋−𝑖 ⟩ (𝑠0) (14)

at the initial state 𝑠0 for some other ethically-aligned policy 𝜋𝑖∗ in
⟨𝜋𝑖∗, 𝜋−𝑖 ⟩.

Proof. An initial state 𝑠 = 𝑠0 is still a state, so by Theorem 1 the
implication is true. □

In the particular case of a Markov gameM0 with only one initial
state 𝑠0, Corollary 1 tells us exactly where we need to check the
inequality. This corollary tells us that by conveniently setting the
values for penalties for violating norms and rewards for praisewor-
thy actions, no unethical policy will be a best response because we
will always have a better alternative (that is also ethically-aligned).
And in order to find these values, it will suffice to check the inequal-
ities at the initial state.

Corollary 1 presents the minimal conditions that any structural
solution affecting the initial state 𝑠0 must fulfil. In particular, the
solution here presented requires a more demanding condition so we
can detect if we have chosen the correct sets of penalties and ethical
rewards via checking only one inequality. Our solution demands
that, for every agent, even the best non-ethically-aligned policy
provides a worse payoff than the ethically-aligned best-response
policy in the worst situation for being ethically-aligned. Without
further ado, we present our formula to solve a SMD:

Corollary 2 (Structural solution). Given a sequential moral
dilemmaM0 with respect to a moral value signature 𝑠𝑔𝑛𝑣 , the ethical
extension M of M0 is not a sequential moral dilemma if for every
agent 𝑖 :

min
𝜋−𝑖

𝑉 𝑖
⟨𝐵𝑅𝑖

𝑣 (𝜋−𝑖 ),𝜋−𝑖 ⟩ (𝑠0) > max
𝜌∉Π𝑖

𝑣

𝑉 𝑖
⟨𝜌𝑖 ,𝜌−𝑖 ⟩ (𝑠0) (15)

at the initial state 𝑠0. Here, Π𝑖
𝑣 is the subset of joint policies where

at least the agent 𝑖 is ethically-aligned, and 𝐵𝑅𝑖𝑣 is a function that
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Figure 1: Left: garbage blocking the path of the agent at the
left. Right: Our simulation representing the same state.

returns, for any joint policy 𝜋−𝑖 , the best-response policy 𝜋𝑖 subject
to being ethically-aligned with respect to 𝑠𝑔𝑛𝑣 .

Proof. Cor. 2 is a particular case of Cor. 1. □

Corollary 2 proves that any SMD can be solved. We only need to
select the values to set normative penalties and evaluative rewards
so inequality 15 holds for every agent. However, while checking
the inequation is a simple calculation from a mathematical point of
view, it can be computationally expensive for MG’s relatively big.

In order to illustrate how our structural solution can be applied
in a small SMD, we present in next section the public civility game.

5 AN EXAMPLE OF SMD: THE PUBLIC
CIVILITY GAME

The public civility game is a SMD in which two agents move every
day from their initial position to their destinations. At some point,
they find a garbage obstacle blocking the way of one agent, who
may decide how to deal with it by considering (or not) the moral
value of civility. This value demotes the violence of throwing the
garbage to other agents and praises throwing the garbage to a
wastebasket. Left-hand-side of Figure 1 illustrates the game.

The right image in Figure 13 depicts how we model our case
study as a multi-agent system consisting on a 2-dimensional grid,
where two agents traverse grey cells in their way towards their
destination. For illustrative purposes, we represent agents as black
circles –labelled as L (Left) and R (Right)– whose starting positions
are the ones depicted in the figure and their destination (Goal) cells
appear marked as GL and GR respectively. Moreover, two agents
cannot populate the same cell simultaneously. Initially, the garbage
–which is depicted as a purple square– is randomly located at any
of the grey cells except for the initial positions of the agents.

Time is discrete and measured in time-ticks. An episode or day
(which lasts for 𝑀𝑎𝑥𝑡 ticks at most) corresponds to the period of
time both agents need to reach their destinations. Every tick agents
are allowed to perform a single action: moving to an adjacent cell
or pushing the garbage if it is located in front.

As for the pure Markov game setting, we consider a state 𝑠 ∈
𝑆 to be defined as 𝑠 = ⟨𝑐𝑒𝑙𝑙𝐿, 𝑐𝑒𝑙𝑙𝑅, 𝑐𝑒𝑙𝑙𝐺 ⟩ where 𝑐𝑒𝑙𝑙𝐿 and 𝑐𝑒𝑙𝑙𝑅

correspond to the position (cell) of agents L and R respectively and
𝑐𝑒𝑙𝑙𝐺 identifies the position of the garbage.

The set of actions each agent can perform in every scenario is
A = {𝑚𝐹,𝑚𝑅,𝑚𝐿, 𝑝𝐹, 𝑝𝑅, 𝑝𝐿}, where m stands for movement, p

3Drawing courtesy of Jordi Reyes Iso.

for push, 𝐹=Forward, 𝑅=Right, and 𝐿=Left. Actions𝑚𝐹 ,𝑚𝑅, and
𝑚𝐿 imply a change (if possible) in the agent position (𝑠 .𝑐𝑒𝑙𝑙𝐿 or
𝑠 .𝑐𝑒𝑙𝑙𝑅 ), whereas actions 𝑝𝐹 , 𝑝𝑅, and 𝑝𝐿 will change the garbage’s
position (𝑠 .𝑐𝑒𝑙𝑙𝐺 ) whenever the garbage is in front of the agent.

As for the reward functions, considering 𝑠 ∈ 𝑆 to be the current
state, 𝑎𝐿 ∈ A the action agent L performs, 𝑎𝑅 ∈ A the action
agent 𝑅 performs, and 𝑠 ′ ∈ S such that ⟨𝑠, 𝑎𝐿, 𝑎𝑅, 𝑠 ′⟩ is a transition,
we define a deterministic reward function 𝑅𝑖 (𝑠, 𝑎𝐿, 𝑎𝑅, 𝑠 ′) for each
agent, with 𝑖 ∈ {𝐿, 𝑅} to identify the agent that it is associated with.

Each agent’s individual goal is to reach its respective destination
Gi (GR or GL) as fast as possible while avoiding getting hurt, thus

𝑅𝑖0 (𝑠, 𝑎𝐿, 𝑎𝑅, 𝑠 ′) �




𝑀𝑎𝑥𝑡 if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖=Gi and 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 ≠ 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,
𝑀𝑎𝑥𝑡 − ℎ if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖=Gi and 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 = 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,
−ℎ − 1 otherwise if 𝑠 ′.𝑐𝑒𝑙𝑙𝑖 = 𝑠 ′.𝑐𝑒𝑙𝑙𝐺 ,
−1 otherwise.

(16)

By penalising the agent with a reward of -1 for being in any position
except its goal, we are encouraging it to never stop until it gets to
its goal. We also penalise getting hurt with a detrimental reward
of ℎ so agents try to avoid it. It is important to remark that other
formulations may be perfectly valid as well.

Finally, we describe three possible policies that an agent might
choose from upon encountering the garbage in front of it:

(1) Unethical policy: push the garbage away to reach the goal
as fast as possible.

(2) Regimented policy:wait until the other agent is not nearby
in order to push it awaywithout hurting anybody. This policy
is compliant with norm 𝑛1 defined in Eq. 2.

(3) Ethical policy: push it all the way to the nearest wastebas-
ket. This policy is ethically-aligned with civility as defined
in Eq. 3. Hence, this is the policy that we would want the

6 SOLVING THE PUBLIC CIVILITY GAME
We now apply our structural solution to the public civility game
to extend it to a new game where agents learn to behave civilly.
Afterwards, we let the agents choose their policy usingQ-learning, a
classical reinforcement learning algorithm. Once they have finished
learning, we evaluate the behaviour of our agents through several
experiments. Specifically, we ascertain whether the agents learn an
ethically-aligned NE: we check that each agent manages to find a
balance between pursuing its individual interests (reach the goal as
fast as possible) and societal ones (promote civility). Moreover, we
use several social behaviour measures to also assess if the multi-
agent society improves (as a whole) when they perform ethically.

Results illustrate (and corroborate) our theoretical findings and
show that agents can readily learn to behave ethically using a simple
RL algorithm if the environment structure is properly shaped.

6.1 Simulation Settings
In our experiments, we consider the following settings. The maxi-
mum amount of time-ticks per episode is set to𝑀𝑎𝑥𝑡 = 20, likewise
the reward function in Eq. 16 considers 𝑀𝑎𝑥𝑡 = 20, The damage
for being hurt is ℎ = 3. The discount factor is set to 𝛾 = 0.7.
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Agent R
E U

L

E
5.30

5.30
6.38

4.37

Ag
en
t

U
4.37

6.38
5.45

5.45
Table 1: Payoff matrix of the public civility game. Agent ac-
tions correspond to an unethical policy (U) and an ethically-
aligned policy (E). NE (in bold) is ethically-deficient.

With these settings, Table 1 shows the expected return 𝑉 𝑖
𝜋 (𝑠0)

(i.e., expected accumulated rewards per episode averaged for the
different initial states4 𝑠0) for the different joint policies. Notice that
the public civility game corresponds to a sequential moral dilemma
with the NE in the U-U (non-ethically-aligned) joint policy.

6.2 Solution
In order to ensure that agents learn an ethically-aligned policy,
we use our structural solution as explained in section 4. We do
so by extending the reward function of the Markov game defined
in subsection 5 in a way that shapes agents’ policies with ethical
components 𝑅𝑖 = 𝑅𝑖0 + 𝑅𝑖N + 𝑅𝑖𝐸 following Definition 8.

More in detail, we define the normative reward function 𝑅𝑖N
instantiating Eq. 5:

𝑅𝑖N (𝑠, 𝑎𝑖 ) = −𝑃𝑖𝑛1 (𝑠, 𝑎𝑖 ), (17)

and following Eq. 6, the evaluative reward function 𝑅𝑖𝐸 becomes:

𝑅𝑖𝐸 (𝑠, 𝑎𝑖 ) = max(0, 𝐸𝑐𝑖𝑣 (𝐶 (𝑠), 𝑎𝑖 )) . (18)

where 𝐸𝑐𝑖𝑣 (𝐶 (𝑠), 𝑎𝑖 ) only returns 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 from Eq. 3 if agent 𝑖 per-
forms any garbage pushing action (𝑝𝐹 , 𝑝𝑅 or 𝑝𝐿) that will put the
garbage into a wastebasket, and returns 0 or less otherwise.

Using our structural solution defined in Corollary 2, we have to
set 𝑝1 and 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 so even the ethically-aligned best-response in the
worst case (which from the point of view of agent 𝐿 corresponds
to the case E-U from Table 1) is better than the best possible non-
ethically-aligned policy (which from the point of view of agent 𝐿
corresponds to the case U-E from Table 1).

To ensure that inequality 15 holds, we set a punishment of p1 =
10 for not complying with norm 𝑛1 (see equation 2) and a reward of
10 for behaving civilly evalciv = 10 in equation 3. Other settings
might be valid as well, since the inequality has infinite solutions.

6.3 Social behaviour metrics
It may seem reasonable to think of a society composed by ethical
agents as a good one. In order to assess it, we can compare the
payoffs obtained in an ethical scenario versus an unethical one, as
we actually do in subsection 6.5. However, there are some global
aspects that can improve in an ethical scenario that are hard to study
by merely focusing on the rewards that individual agents receive.
For that reason, we have defined four social behaviour metrics [23]
for our public civility game.

4There are 6 initial states corresponding to the random initial positions of the garbage.

These four metrics measure the accomplishment of the societal
goals of the game: that agents reach their goals in a reasonable time,
that agents do not get hurt, and that streets are kept clean:

• Time: measures the average time-ticks each agent needs to
get to its goal.

• Violence: measures the degree of harmfulness of the soci-
ety as the ratio of episodes where an agent is hurt.

• Semi-civility:measures the number of episodes in which
the garbage ends up being on a side placewithout obstructing
agents’ way (i.e., red cells in Figure 1) divided by the total
number of testing episodes.

• Civility: measures the number of episodes in which the
garbage ends up being on a wastebasket (i.e., green cells in
Figure 1) divided by the total number of testing episodes.

6.4 Experiments
We compare the aforementioned social behaviour metrics and also
study the evolution of the obtained rewards in three scenarios.

First, an unethical scenario that corresponds to the original
Markov game. It represents an unregulated society where agents
only act on behalf of their own interests. This kind of amoral soci-
eties has been long studied by moral philosophy and moral politics
under the name state of nature [7, 15, 25].

A second, ethical scenario that corresponds to our ethically-
extended Markov game with respect to civility. It is a more sophis-
ticated scenario that represents the interactions of agents that have
internalised the moral value of civility. Moral philosophers have
also been interested in these proper –civil– societies that they study
under the name of social contract [30, 31].

A third, regimented scenario, that corresponds to a normative
extension of the Markov game with respect to norm𝑛1. To complete
the picture, we also study this intermediate scenario, that represents
a society where agents have not fully internalised the moral value of
civility but only its minimal, normative part. Similar scenarios have
been studied in moral philosophy and psychology, being the closest
example the intermediate stages of moral reasoning of Kohlberg’s
theory of moral development [20].

In each scenario, we use reinforcement learning (RL) in order to
let agents select the policy they want to achieve. We consider this
a natural solution for our problem if we take into account that we
have framed the public civility game as a Markov game.

In particular, agents use Q-learning [41] to learn their policies.
It is both easy to implement –since it is a model-free off-policy
algorithm– and capable of finding an optimal solution under the
right conditions. However, we consider it as an initial attempt to
tackle our problem, prior to trying more sophisticated algorithms
in further research. As for the training policy for Q-learning prior
to agents switching to their learnt policies, we use the well-known
𝜖-greedy policy [36] with a learning rate 𝛼 = 0.5.

In order to minimise the effects of randomness in the evaluation,
we repeat training-testing experiences (where each experience lasts
for 3000+1000 = 4000 episodes) 300 times per scenario.

6.5 Results
The reported results show the average metrics of the 3 · 300 = 900
experiments. The social behaviour metrics are measured after the
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Scenario Time Viol. Semi-civ. Civility
Unethical 3.68 ± 0.1 0.63 0.13 ± 0.0 0.13 ± 0.0
Regimented 4.05 ± 0.1 0.0 0.45 ± 0.1 0.45 ± 0.1

Ethical 4.08 ± 0.1 0.0 0.0 ± 0.0 1.0 ± 0.0
Table 2: Results in terms of our performance measures.

Figure 2: Evolution of the accumulated rewards per episode
in the three scenarios: unethical, regimented, and ethical.

agents finish training, whereas the reward analysis is measured
while the agents are learning.

6.5.1 Social behaviour metrics. Table 2 shows the results in
terms of our social behaviour metrics. The first row shows that in
the base-line unethical scenario agents take an average time of 3.68
ticks per trip, which represents a 23% of increment compared to the
3 ticks required for reaching the goal position without the garbage
blocking the way. The level of Violence is 63%, which indicates this
is a wild, aggressive scenario. As for Civility, both agents learn to
behave civilly only 13% of times because the garbage ends up on a
grey cell (i.e., blocking the way) 74% of the times, and the remaining
26% is equally distributed among red and green (wastebasket) cells.

The regimented scenario (see second raw in Table 2) tackles the
undesirably high aggressiveness in the unethical scenario by enact-
ing norm 𝑛1. Thus, agents learn this norm-compliant behaviour in
order to avoid the associated punishment. The effects of reducing
Violence down to 0 are two-fold. First, Time increases a 10%. Sec-
ond, the garbage ends up blocking the way far less times (10%) and
Civility and Semi-Civility increase because agents distribute
the garbage equally between red and green cells (45% each).

As for our ethical scenario (see third raw in Table 2), it does not
only keep Violence down to 0, but also increases Civility up to
1 by always throwing the garbage to the wastebasket. Obviously,
there is a price to pay related to the extra Time agents take to tidy
up the street. Thus, agents learn to sacrifice part of their individual
goal of reaching their goal as fast as possible to avoid violence and
to have clean streets, showing a praiseworthy behaviour.

6.5.2 Reward analysis. Figure 2 shows the averaged accumu-
lated reward that the agent obtains per episode5, which is the sum
of all the rewards the agent obtains during an episode6.
5Without lose of generality all results here only refer to the L agent, which are ex-
tremely similar to the results for agent R.
6For the sake of reducing the noise produced by the randomness while training, we
average these accumulated rewards considering a sliding window of last 100 episodes.

The unethical (blue) curve serves as the baseline curve. We can
appreciate that it starts at less than -20 (meaning that the agent
cannot even get to the goal position) and quickly this value rises in
less than 500 episodes up to 10. We observe that in 2000 episodes it
finally stabilises at around 15. This seems reasonable if we consider
that the maximum possible accumulated reward (when no garbage
blocks the way) is 𝑀𝑎𝑥𝑡 − 3 = 17, where 𝑀𝑎𝑥𝑡 = 20 and 3 comes
from the 3 cells that an agent has to cross to get to its goal position.

The regimented (orange) curve in Fig. 2 is almost equal to the
unethical one, except that it sometimes has a lower value due to
norm violations. We can see that at the end this difference is hard
to detect, which means that the agent has learnt to comply with 𝑛1
(see Eq. 2), the norm in place.

The ethical (green) curve is always the one that grows the most
(getting to up to 21), which was to be expected since only in the eth-
ical scenario the reward function gives an extra positive reward as-
sociated with throwing the garbage to the wastebasket. Specifically,
the maximum reward it can get is (𝑀𝑎𝑥𝑡 +𝑒𝑣𝑎𝑙𝑐𝑖𝑣)− (3+𝑑) = 27−𝑑 ,
where the 3 + 𝑑 comes from considering that the agent will need to
move itself thrice and also push the garbage 𝑑 times. Considering
that on average 𝑑 will have a value of 2, and that the agent only gets
the 𝑒𝑣𝑎𝑙𝑐𝑖𝑣 surplus half of the times (when the wastebasket is on its
side) its reward should stabilise at around (25 + 17)/2 = 21 which
is exactly what it does. This indicates us that the agent has both
learnt to throw the garbage to the wastebasket (to behave ethically)
and also an optimal policy from its point of view.

After studying analytically all these curves (and particularly
the one from the ethical scenario) we can claim that both agents
always manage to learn the best possible policy (since all the curves
stabilise at the highest possible reward values), and therefore we
obtain a Nash Equilibrium joint policy (that is also ethically-aligned
in the ethical scenario). In case you are interested, we have made
available some videos showing the learnt behaviours of agents in
all three scenarios 7.

We finish this subsection by remarking that these empirical
results are just a consequence of what was already asseverated by
Theorem 1: with the proper setting of our moral value signature,
every Nash equilibrium becomes ethically-aligned.

7 CONCLUSIONS
This paper proposes the inclusion of ethical aspects into Markov
game settings. In particular, we study value-alignment and propose
the so-called Sequential Moral Dilemma (SMD), which considers the
signature of a moral value. Subsequently, we characterise ethically-
aligned agent policies and discuss how to obtain them. Our solution
consists on extending the rewards of the Markov game with an
ethical component that ensures all NE become ethically-aligned.

We illustrate our proposal with the Public Civility game and solve
it with the tools herein presented. We empirically show that the
multi-agent society improves its overall performance in terms of
street cleanness and agents’ aggressiveness reduction.

As future work, we would like to further explore the formal
relationship between SSDs and SMDs, as well as the algorithmic
complexity of our structural solution.

7Unethical policy: https://youtu.be/20W3rAEpgJY. Regimented policy: https://youtu.
be/ICjrCNCCjcQ. Ethical policy: https://youtu.be/ZgM0vmlRvCU
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Abstract
AI research is being challenged with ensuring
that autonomous agents learn to behave ethically,
namely in alignment with moral values. A com-
mon approach, founded on the exploitation of Re-
inforcement Learning techniques, is to design en-
vironments that incentivise agents to behave ethi-
cally. However, to the best of our knowledge, cur-
rent approaches do not theoretically guarantee that
an agent will learn to behave ethically. Here, we
make headway along this direction by proposing
a novel way of designing environments wherein it
is formally guaranteed that an agent learns to be-
have ethically while pursuing its individual objec-
tive. Our theoretical results develop within the for-
mal framework of Multi-Objective Reinforcement
Learning to ease the handling of an agent’s indi-
vidual and ethical objectives. As a further contri-
bution, we leverage on our theoretical results to in-
troduce an algorithm that automates the design of
ethical environments.

1 Introduction
As artificial agents become more intelligent and pervade our
societies, it is key to guarantee that situated agents act value-
aligned, that is, in alignment with human values [Soares and
Fallenstein, 2014; Russell et al., 2015]. Otherwise, we are
prone to potential ethical risk in critical areas as diverse as
elder caring [Barcaro et al., 2018], personal services [Wyns-
berghe, 2016], and automated driving [Lin, 2015]. As a con-
sequence, there has been a growing interest in the Machine
Ethics [Yu et al., 2018; Rossi and Mattei, 2019] and AI Safety
[Amodei et al., 2016; Leike et al., 2017] communities in the
use of Reinforcement Learning (RL) [Sutton and Barto, 1998]
to deal with the urging problem of value alignment.

Among these two communities, it is common to find pro-
posals to tackle the value alignment problem by designing an
environment that incentivises ethical behaviours (or penalises
unethical ones) by means of some exogenous reward function
(e.g., [Riedl and Harrison, 2016; Abel et al., 2016; Wu and
Lin, 2017; Noothigattu et al., 2019; Balakrishnan et al., 2019;
Rodriguez-Soto et al., 2020]). We observe that this approach
consists in a two-step process: first, the ethical knowledge is

encoded as rewards (reward specification); and then, these re-
wards are incorporated into the agent’s learning environment
(ethical embedding).

The literature is populated with embedding solutions that
use a linear scalarisation function for weighting the agent’s
individual reward with the ethical reward (e.g. [Wu and Lin,
2017; Rodriguez-Soto et al., 2020]). However, to the best
of our knowledge, there are no studies following the lin-
ear scalarisation approach that offer theoretical guarantees
regarding the learning of ethical behaviours. Furthermore,
[Vamplew et al., 2018] point out some shortages of adopt-
ing a linear ethical embedding: the agent’s learnt behaviour
will be heavily influenced by the relative scale of the individ-
ual rewards. This issue is specially relevant when the ethical
objective must be wholly fulfilled (e.g., a robot in charge of
buying an object should never decide to steal it [Arnold et al.,
2017]). For those cases, the embedding must be done in such
a way that ethical behaviour is prioritised, providing theoret-
ical guarantees for the learning of ethical policies.

Against this background, the objective of this work is
twofold: (1) to offer theoretical guarantees for the linear em-
bedding approach so that we can create an ethical environ-
ment, that is, an environment wherein it is ensured that an
agent learns to behave ethically while pursuing its individ-
ual objective; (2) and to automate the design of such ethi-
cal environment. We address such goals within our view of
ethical environment design process, as depicted in Figure 1.
According to our view, a reward specification task takes the
individual and ethical objectives to yield a multi-objective en-
vironment. Thereafter, an ethical embedding task transforms
the multi-objective environment into an ethical environment,
which is the one wherein an agent learns. Within the frame-
work of such ethical environment design process, we address
the goals above, focusing on the ethical embedding task, to
make the following novel contributions.

Firstly, we characterise the policies that we want an agent
to learn, the so-called ethical policies: those that prioritise
ethical objectives over individual objectives. Thereafter, we
propose a particular ethical embedding approach, and for-
mally prove that the resulting learning environment that it
yields is ethical. This means that we guarantee that an agent
will always learn ethical policies when interacting in such en-
vironment. Our theoretical results are based on the formalisa-
tion of the ethical embedding process within the framework
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Figure 1: The process of designing an ethical environment is performed in two steps: a reward specification and an ethical embedding. Our
algorithm computes the latter. Rectangles stand for objects whereas rounded rectangles correspond to processes.

of Multi-Objective Reinforcement Learning (MORL)[Roi-
jers et al., 2013], which provides Multi-objective MDPs
(MOMDPs) to handle both individual and ethical objectives.
Thus, MOMDPs provide the model for the multi-objective
environment that results from reward specification (Figure 1).

Secondly, based on our theoretical results, we propose an
algorithm to implement our ethical embedding. This novel al-
gorithm tailors current developments in the MORL literature
to build an ethical environment as a single-objective MDP
from the multi-objective MDP that stems from the reward
specification process. Since the resulting single-objective
MDP encapsulates the ethical rewards, the agent can thus
apply a basic RL method to learn its optimal policy there.
Specifically, we ground ethical embedding algorithm on the
computation of convex hulls (as described in [Barrett and
Narayanan, 2008]) as the means to find ethical policies.

To summarise, in this paper we make headway in building
ethical environments by providing two main novel contribu-
tions: (i) the theoretical means to design the learning envi-
ronment so that an agent’s ethical learning is guaranteed; and
(ii) algorithmic tools for automating the configuration of the
learning environment.

In what follows, Section 2 presents our formalisation of
the ethical embedding problem that we must solve to create
an ethical environment. Next, Section 3 studies how to guar-
antee the learning of ethical policies in ethical environments,
and Section 4 introduces our algorithm to build ethical envi-
ronments. Subsequently, Section 5 illustrates our proposal by
means of a simple example, the public civility game. Finally,
Section 6 concludes and sets paths to future work.

2 Formalising the Ethical Embedding
Problem

In this section we propose a formalisation of the ethical em-
bedding of value alignment problems in which an ethical ob-
jective must be fulfilled and an individual objective is pur-
sued. Our main goal is to guarantee that an agent will learn to
behave ethically, that is, to behave in alignment with a moral
value. In the Ethics literature, moral values (also called ethi-
cal principles) express the moral objectives worth striving for
[van de Poel and Royakkers, 2011].

As mentioned above, the value alignment problem can be
divided in two steps: the reward specification (to transform
ethical knowledge into ethical rewards) and the ethical em-
bedding (to ensure that these rewards incentivise the agent to
be ethical). Although both are critical problems in the Ma-
chine Ethics and AI Safety community, in this paper we fo-

cus on the ethical embedding problem, and likewise we as-
sume that we already have a reward specification in the form
of a Multi-Objective Markov Decision Processes (MOMDP)
[Roijers et al., 2013]. This way we can handle an ethical ob-
jective and an agent’s individual objective within the same
learning framework. Precisely, MOMDPs formalise sequen-
tial decision making problems in which we need to ponder
several objectives. Formally:
Definition 1. A (finite)1 n-objective Markov Decision Pro-
cess (MOMDP) is defined as a tuple 〈S,A, ~R, T 〉 where S is
a (finite) set of states, A(s) is the set of actions available
at state s, ~R = (R1, . . . , Rn) is a vectorial reward func-
tion with each Ri as the associated scalar reward function
to objective i ∈ {1, . . . , n}, T is a transition function. Each
MOMDP has its associated multi-dimensional state value
function ~V = (V1, . . . , Vn) in which each Vi is the expec-
tation of the obtained sum of i-objective rewards.

In order to transform an MOMDP into a single-objective
MDP, the vectorial reward function ~V can be scalarised by
means of a scalarisation function f . With f , the agent’s prob-
lem becomes to learn a policy that maximises f(~V ), a single-
objective problem. It is specially notable the particular case in
which f is linear, because in such case the scalarised problem
can be solved with single-objective reinforcement learning al-
gorithms. We refer to any linear f simply as a weight vector
~w. Any policy that maximises f(~V ) = ~w · ~V is thus optimal
in the MDP 〈S,A, ~w · ~R, T 〉.

We define an ethical MOMDP as an MOMDP encoding the
reward specification of a value alignment problem in which
the agent must consider both its individual objective and an
ethical objective. The first component in the corresponding
vectorial reward function characterises the individual agent’s
objective (as usually done in RL), whereas the subsequent
components represent the ethical objective [Horgan and Tim-
mons, 2010]. Following the Ethics literature [Chisholm,
1963; Frankena, 1973; van de Poel and Royakkers, 2011;
Etzioni and Etzioni, 2016], we define an ethical objective
through two dimensions: (i) a normative dimension, which
punishes the violation of normative requirements; and (ii) an
evaluative dimension, which rewards morally praiseworthy
actions. Formally:
Definition 2 (Ethical MOMDP). Given a MOMDP

M = 〈S,A, (R0, RN , RE), T 〉, (1)

1Thorough the paper we refer to a finite Multi Objective MDP
simply as an MOMDP. We also assume that policies are stationary.
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where R0 corresponds to the reward associated to the indi-
vidual objective, we say thatM is an ethical MOMDP if and
only if:

• RN : S × A → R− is a normative reward function
penalising the violation of normative requirements; and

• RE : S×A → R+ is an evaluative reward function that
(positively) rewards the performance of actions evalu-
ated as praiseworthy.

Having two separate ethical reward functions allows us to
avoid the ethical problem of an agent learning to maximise
its accumulation of praiseworthy actions while disregarding
some of its normative requirements.

In the ethical embedding, we transform an ethical MOMDP
into a single-objective MDP (in which the agent will learn
its policy) by means of scalarisation function fe, which we
call the embedding function. In the particular case that fe is
linear, we say that we are applying a linear embedding or a
weighting.

Ethical MOMDPs pave the way to characterise our notion
of ethical policy: an ethical policy is a policy that abides to all
the norms while also behaving as praiseworthy as possible. In
other words, it is a policy that adheres to the specification of
the ethical objective. We capture this notion by means of the
normative and evaluative components of the value function in
an ethical MOMDP:
Definition 3 (Ethical policy). LetM be an ethical MOMDP.
We say that a policy π∗ is an ethical policy inM if and only if
its value function ~V π∗ = (V π∗

0 , V π∗
N , V π∗

E ) is optimal for its
ethical objective (i.e., both its normative VN and evaluative
VE components):

V π∗
N = max

π
V πN ,

V π∗
E = max

π
V πE .

For the sake of simplicity, we refer to a policy that is not
ethical in the sense of Definition 3 as an unethical policy.

With ethical policies, we can now define formally ethical-
optimal policies: the policies that we want an agent to learn.
Ethical-optimal policies correspond to those policies in which
the individual objective is pursued subject to the ethical ob-
jective being fulfilled. Specifically, we say that a policy is
ethical-optimal if and only if it is ethical and it also max-
imises the individual objective V0 (i.e., the accumulation of
rewards R0). Formally:
Definition 4 (Ethical-optimal policy). Given an MOMDP
M = 〈S,A, (R0, RN , RE), T 〉, a policy π∗ is ethical-
optimal in M if and only if

V π∗
0 = max

π∈Πe

V π0 ,

where Πe is the set of ethical policies.
Given an MOMDP encoding individual and ethical re-

wards, our aim is to find an embedding function that guar-
antees that it is only possible for an agent to learn ethical-
optimal policies over the scalarised MOMDP (as a single-
objective MDP). Thus, we must design an embedding func-
tion that scalarises the rewards received by the agent in such

a way that ensures that ethical-optimal policies are optimal
for the agent. In its simplest form, this embedding function
will have the form of a linear combination of individual and
ethical objectives

f(~V π) = ~w · ~V π = w0V
π
0 + wNV

π
N + wEV

π
E (2)

where ~w = (w0, wN , wE) is a weight vector with all weights
w0, wN , wE > 0 to guarantee that the agent is taking into
account all rewards (i.e., both objectives). Without loss of
generality, we fix the individual weight to w0 = 1.

Therefore, we can formalise the ethical embedding prob-
lem as that of computing a weight vector ~w that incentivises
an agent to behave ethically while still pursuing its individual
objective. Formally:
Problem 1 (Ethical embedding). LetM = 〈S,A, (R0, RN ,
RE), T 〉 be an ethical MOMDP. Compute a weight vector
~w with positive weights such that all optimal policies in the
MDP M′ = 〈S,A, w0R0 + wNRN + wERE , T 〉 are also
ethical-optimal inM (as defined in Def. 4).

Any weight vector ~w with positive weights that guarantees
that all optimal policies (with respect to ~w) are also ethical-
optimal is a solution of Problem 1. The next section proves
that such solutions always exist for any ethical MOMDP.

3 Solvability of the Ethical Embedding
Problem

This section is devoted to describe the minimal conditions
under which there always exists a solution to Problem 1, and
to prove that such solution actually exists. This solution (a
weight vector) will allow us to apply the ethical embedding
process to produce an ethical environment (a single-objective
MDP) wherein an agent learns to behave ethically (i.e., an
ethical-optimal policy).

For all the following theoretical results, we assume the fol-
lowing condition for any ethical MOMDP: if we want the
agent to behave ethically, it must be actually possible for it
to behave ethically2. Formally:
Condition 1 (Ethical policy existence). Given an ethical
MOMDP, there is at least one ethical policy (as defined by
Def. 3).

If Condition 1 holds, next Theorem guarantees that Prob-
lem 1 is always solvable, or in other words, that it is always
possible to guarantee that the learnt behaviour of an agent will
be ethical if we give a reward incentive that is large enough.
Furthermore, this Theorem also dictates that, without loss
of generality, we can assume that the normative and evalu-
ative weights in the solution weight vector ~w are identical
(wN = wE). We will be referring thus to wE as the ethical
weight. Formally:
Theorem 1 (Solution existence). Given an ethical MOMDP
M = 〈S,A, (R0, RN , RE), T 〉 for which Condition 1 is
satisfied, there exists a weight vector ~w = (1, wE , wE)
with wE > 0 for which every optimal policy in the MDP
M′ = 〈S,A, w0R0 + wNRN + wERE , T 〉 is also ethical-
optimal inM.

2In the Ethics literature this condition is summarised with the
expression Ought implies can [Duignan, 2018].
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Proof. We provide a sketch of the proof. The proof is done
in two steps: (1) First we prove that if for a weight vector
~w there is a deterministic ~w-optimal policy ρ that is an un-
ethical policy, then we can always increase the weight wE
in ~w enough so that ρ is strictly worse than an ethical policy
π (which exists thanks to Condition 1), so ρ is no longer an
~w-optimal policy.

(2) Once the first step is proven, we can identify the unethi-
cal policy ρ∗ that requires the greatest increase ofwE in order
to be ~w-suboptimal. After increasing wE for ρ∗, all unethi-
cal policies will become ~w-suboptimal. However, since there
always exists at least one deterministic ~w-optimal policy, by
this process of elimination all remaining ~w-optimal policies
must be ethical policies (and at least one exists thanks to Con-
dition 1), and therefore, they will be ethical-optimal.

4 Solving the Ethical Embedding Problem
This section is devoted to explaining how to compute a so-
lution weight vector ~w for the ethical embedding problem
(Problem 1). Such weight vector ~w allows us to combine
individual and ethical rewards into a single reward to create
an ethical environment in which the agent can learn its be-
haviour, that is, an ethical-optimal policy.

In what follows we detail an algorithm to solve the ethi-
cal embedding problem, the so-called Ethical Embedding al-
gorithm. Specifically, our algorithm performs the following
three steps:

1. Computation of the partial convex hull containing a sub-
set P of policies of an ethical MOMDPM that are op-
timal for some weight vector.

2. Extraction of the ethical-optimal policies Π∗ from the
partial convex hull P .

3. Computation of the embedding function: use the ref-
erence policies Π∗ to find a linear weighting ~w of the
rewards pondering individual and ethical objectives to
yield an ethical environment wherein the learning of eth-
ical policies is guaranteed.

The following three subsections provide the theoretical
grounds for computing each step of our algorithm. Then,
Subsection 4.4 presents the algorithm as a whole.

4.1 Computation of the Partial Convex Hull
Our algorithm applies a linear ethical embedding (a weight
vector) to solve Problem 1. Theorem 1 determines a struc-
ture for the solution weight vector ~w of Problem 1. In or-
der to compute a specific value for ~w, we resort to the multi-
objective RL concept of convex hull.

Given a MOMDPM, its convex hull [Roijers et al., 2013]
is composed of those policies that are strictly better than any
other policy for some linear weights. Formally:

Definition 5 (Convex hull). Given an MOMDPM, its con-
vex hull CH is the subset of policies ΠM for which there ex-
ists a weight vector ~w for which the linearly scalarised value
function is maximal:

CH(M) = {π∗ ∈ ΠM | ∃~w : π∗ ∈ arg max
π

~w · ~V π}. (3)

The convex hull of an ethical MOMDP naturally contains
all ethical-optimal policies by definition. Thus, it allows us
to derive the weight vector necessary to guarantee that all op-
timal policies are ethical-optimal, which we know that exist
thanks to Theorem 1. However, computing the whole con-
vex hull of an MOMDP can be computationally demanding.
Fortunately, Theorem 1 naturally characterises the minimal
convex hull that we need to compute to find the solution of
the ethical embedding problem, hence avoiding the computa-
tion of the whole convex hull. Formally:

Theorem 2. Given an ethical MOMDP M = 〈S,A, (R0,
RN , RE), T 〉 in which Condition 1 is satisfied, let P ⊆
CH(M) be the region of the convex hull of M, limited to
weight vectors of the form ~w = (1, wE , wE) with wE > 0.
Then, P contains all ethical-optimal policies.

Proof. From Theorem 1, we know that at least one ethical-
optimal policy is optimal for a weight vector ~w of the form
~w = (1, wE , wE) with wE > 0. Notice that by definition,
all ethical-optimal policies share the same vectorial reward
function and thus, all of them are optimal for the same weight.
Therefore, all of them belong to this partial region P of the
convex hull CH(M).

Henceforth, when referring to the partial convex hull, we
are referring to this particular region P shown in Theorem 2.

To finish this subsection, we remark that this partial region
of the convex hull can be computed by adapting state of the art
algorithms such as Convex Hull Value Iteration [Barrett and
Narayanan, 2008] –which compute the whole convex hull of
an MOMDP– to only compute a region of the convex hull.

4.2 Extraction of the Ethical-optimal Policies
After computing the partial convex hull P ⊆ CH(M), we are
ready to perform the second step of our algorithm, which is
the extraction of ethical-optimal policies from P . Notice that
a policy in P is ethical-optimal if and only if is ethical. Thus,
in order to know which policies in P are ethical-optimal, we
have to find the ones that maximise both the normative and
evaluative reward functions (VN and VE respectively) of the
ethical MOMDP. This corresponds to the process of ethical-
optimal policy computation. Formally, to obtain the ethical-
optimal policies within P we must compute:

Π∗ = arg max
π∈P

(V πN (s) + V πE (s)) for every state s. (4)

Here, Π∗ is the set of all ethical-optimal policies of P ,
which thanks to Theorem 2 it is also in fact the set of all
ethical-optimal policies of the ethical MOMDP M. Notice
that ~V πN and ~V πE are already available for any policy π in the
partial convex hull P because their computation was required
in order to obtain P .

4.3 Computation of the Embedding Function
In the last step of our algorithm, the computation of the em-
bedding function (the weight vector), we use the computed
partial convex hull and the ethical-optimal policies to find
the solution weight vector ~w = (1, wE , wE) that guarantees
that optimal policies are ethical-optimal. In other words, such
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Algorithm 1 Ethical Embedding

1: function EMBEDDING( Ethical MOMDP M = 〈S,A,
(R0, RN , RE), T 〉)

2: Compute P ⊆ CH(M) the partial convex hull ofM
for weight vectors ~w = (1, wE , wE) with wE > 0.

3: Find Π∗ the set of ethical-optimal policies within P
by solving Eq. 4.

4: Find a value for wE that satisfies Eq. 5.
5: Return MDPM′ = 〈S,A, R0 +wE(RN +RE), T 〉.
6: end function

weight vector ~w will create an ethical environment (a single-
objective MDP) in which the agent will learn an ethical-
optimal policy.

Finding the actual values of such weight vector is not
straightforward because ~w ∈ R3. However, thanks to our
previous result in Theorem 2, we can reduce our search space
from R3 to R. In more detail, in order to find our targeted
~w = (1, wE , wE), we only need to consider the problem
of finding the ethical weight wE that guarantees that ethical-
optimal policies are optimal in the partial convex hull P . For-
mally, we need to find a value for wE ∈ ~w such that:

~w · V π∗(s) > max
π∈P\Π∗

~w · V π(s), (5)

for every state s ∈ S . Here, Π∗ is the set of ethical-optimal
policies and π∗ is any policy within Π∗.

Notice that in Eq. 5 the only unknown variable is wE .
This amounts to solving a system of n · |S| linear inequali-
ties (where n is the number of policies in P ) with a single
unknown variable.

4.4 An Algorithm for Designing Ethical
Environments

At this point we now count on all the tools for solving Prob-
lem 1, and hence build an ethical environment where the
learning of ethical policies is guaranteed. Algorithm 1 im-
plements the ethical embedding outlined in Figure 1. The al-
gorithm starts in line 2 by computing the partial convex hull
P ⊆ CH(M) of the input ethical MOMDP M (see Sub-
section 4.1); and then in line 3 it obtains the set of ethical-
optimal policies Π∗ out of those in the partial convex hull P
(see Subsection 4.2). Thereafter, in line 4 our weighting pro-
cess searches, within P , for an ethical weight wE that satis-
fies Equation 5 (see Subsection 4.3). For the obtained weight
vector ~w = (1, wE , wE), all optimal policies of the single-
objective MDPM′ = 〈S,A, w0R0 + wNRN + wERE , T 〉
will be ethical. In other words, such weight vector will solve
the ethical embedding problem (Problem 1). Finally, the al-
gorithm returns the MDPM′ in line 5.

The computational cost of the algorithm mainly resides in
computing the partial convex hull of an MOMDP. The Con-
vex Hull Value Iteration algorithm requiresO(n · log n) times
what its single-objective Value Iteration counterpart [Clark-
son, 1988; Barrett and Narayanan, 2008] requires, where n
is the number of policies in the convex hull. In our case this
number will be n′ ≤ n since we are just allowing a particular

form of weights, as explained in previous subsections. No-
tice that after computing P j CH , solving Eq. 4 is a sorting
operation because we already have calculated ~V π for every
π ∈ P . Similarly, solving Eq. 5 requires to solve n · |S|
inequalities and then sort them to find the ethical weight wE .

5 Example: The Public Civility Game
This section illustrates our process of designing an ethical en-
vironment (Algorithm 1) with a simple example. We use a
single-agent version3 of the Public Civility Game [Rodriguez-
Soto et al., 2020], a value alignment problem where an agent
learns to behave according to the moral value of civility. This
example can be seen as an ethical adaptation of the irre-
versible side effects environment from [Leike et al., 2017].

Figure 2 (left) depicts the environment, wherein two agents
(L and R) move from their initial positions to their respec-
tive goal destinations (GL and GR). Since the L agent finds
garbage (small red square) blocking its way, it needs to learn
how to handle the garbage civically while moving towards its
goal GL. The civic (ethical) behaviour we expect agent L to
learn is to push the garbage to the bin without throwing it to
agent R, which, in our setting, has a fixed behaviour.

5.1 Reward Specification
The Public Civility Game represents an ethical embedding
problem where civility is the moral value to embed in the
environment. As such, we encode it as an ethical MOMDP
M = 〈S,A, (R0, RN , RE), T 〉 in which the agent’s individ-
ual and ethical objectives have been specified as follows.

On the one hand, the agent’s individual objective is to
reach its destination as fast as possible. Thus, the individ-
ual reward function R0 returns a positive reward of 20 to the
agent whenever located at its goal. Otherwise, it returns −1.

On the other hand, the ethical objective is to promote ci-
vility by means of:

• An evaluative reward function RE that rewards the agent
when performing the praiseworthy action of pushing the
garbage inside the bin with a positive reward of 10. It returns
0 in any other circumstance.
• A normative reward function RN that punishes the agent
with a negative reward for not complying with the moral re-
quirement of being respectful with other agents. Thus, agent
L will be punished with a negative reward of -10 if it throws
the garbage to agent R. Otherwise, it returns 0.

5.2 Ethical Embedding
We now apply Algorithm 1 to design an ethical environment
for the Public Civility Game. In what follows, we detail the
three processes involved in obtaining this new environment.
Partial convex hull computation. Considering M, our
ethical MOMDP, we compute the partial convex hull P ⊆
CH . Figure 2 (centre) depicts the resulting P for the initial
state s0. It is composed of 3 different policies named after the
behaviour they encapsulate: (1) an Unethical (uncivil) policy,

3Programmed in Python. Code available at
https://gitlab.iiia.csic.es/Rodriguez/morl-for-ethical-environments.
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Figure 2: Left: Initial state of the public civility game. The agent on the left has to deal with the garbage obstacle, which has been located
in front of it. Centre: Visualisation in Objective Space of the partial convex hull of M composed by 3 policies: E (Ethical), R (Regimented)
and U (Unethical). Right: Visualisation in Weight Space of the partial convex hull of M. Painted areas indicate which policy is optimal for
the varying values of the ethical weight wE .

Policy π Value ~V π(s0) wE ranges
Unethical (4.67, -10, 0) [0.0, 0.24]

Regimented (2.27, 0, 0) [0.24, 0.7]
Ethical (0.59, 0, 2.4) [0.7,∞)

Table 1: Policies π within the partial convex hull of the Public Civil-
ity Game and their associated values ~V π = (V π0 , V

π
N , V

π
E ). Weight

ranges indicate the values of wE for which each policy is optimal.

in which the agent moves towards the goal and throws away
the garbage without caring about any ethical implication; (2)
a Regimented policy, in which the agent complies with the
norm of not throwing the garbage to the other agent; and fi-
nally, (3) an Ethical policy, in which the agent behaves civi-
cally as desired. Table 1 provides the specific vectorial value
~V π = (V π0 , V

π
N , V

π
E ) of each policy π and the range of values

of the ethical weight wE for which each policy is optimal.

Extraction of the ethical-optimal policies. In our case, the
Ethical policy πE is the only ethical-optimal policy within
the partial convex hull P . Indeed, πE is the only policy that
maximises both the normative and the evaluative components
(VN and VE respectively). Last row in Table 1 shows the
value of πE for the initial state s0: ~V πE (s0) = (0.59, 0, 2.4).

Computation of the embedding function. Line 4 in Al-
gorithm 1 computes the weight wE in ~w = (1, wE , wE) for
which πE is the only optimal policy of P , by solving Eq. 5:

~w · V πE (s0) > max
ρ∈P\{πE}

[V ρ0 (s0) + wE · (V ρN (s0) + V ρE(s0))].

By solving it, we find that if wE > 0.7, then the Ethical
policy becomes the only optimal one. We can check it: 0.59+
0.7 · (0 + 2.4) = 2.27 ≥max((4.67 + 0.7 · (−10 + 0)),
(2.27 + 0.7 · (0 + 0)) = max(−2.33, 2.27).

Figure 2 (right) illustrates the scalarised value of the 3 poli-
cies for varying values of wE in [0,1] (for wE>1 tendencies
do not change). In particular, focusing on the green painted
area, we can observe that the Ethical policy becomes the only
optimal one when wE > 0.7.

Therefore, the last step in our algorithm returns an MDP
whose reward comes from scalarising the MOMDP by ~w =
(1, wE , wE), beingwE strictly greater than 0.7. Thus, adding

any ε> 0 will suffice. If, for instance, we set ε = 0.01 then,
the weight vector (1, 0.7+0.01, 0.7+0.01) = (1, 0.71, 0.71)
solves the Public Civility Game. More clearly, an MDP cre-
ated from an embedding function with such wE incentivises
the agent to learn the Ethical policy. Indeed, when we set
up the agent L to learn with Q-Learning [Sutton and Barto,
1998] in the designed ethical environment, it learns to bring
the garbage to the bin while moving towards its goal.

6 Conclusions and Future Work
Designing ethical environments for learning agents is a chal-
lenging problem. We make headway in tackling this problem
by providing novel formal and algorithmic tools that build
upon Multi-Objective Reinforcement Learning. In particular,
our problem consists in ensuring that the agent wholly fulfils
its ethical objective while pursuing its individual objective.

MORL is a valuable framework to handle multiple objec-
tives. In order to ensure ethical learning (value-alignment),
we formalise –within the MORL framework– ethical-optimal
policies as those that prioritise their ethical objective. Over-
all, we design an ethical environment by considering a two-
step process that first specifies rewards and second performs
an ethical embedding. We formalise this last step as the eth-
ical embedding problem and theoretically prove that it is al-
ways solvable. Our findings lead to an algorithm for automat-
ing the design of an ethical environment. Our algorithm en-
sures that, in this ethical environment, it will be in the best
interest of the agent to behave ethically while still pursuing
its individual objectives. We illustrate it with a simple exam-
ple that embeds the moral value of civility.

As to future work, we would like to further examine em-
pirically our algorithm in more complex environments.
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Abstract
AI research is being challenged with ensuring that autonomous agents learn to behave ethically, namely in alignment with 
moral values. Here, we propose a novel way of tackling the value alignment problem as a two-step process. The first step 
consists on formalising moral values and value aligned behaviour based on philosophical foundations. Our formalisation is 
compatible with the framework of (Multi-Objective) Reinforcement Learning, to ease the handling of an agent’s individual 
and ethical objectives. The second step consists in designing an environment wherein an agent learns to behave ethically 
while pursuing its individual objective. We leverage on our theoretical results to introduce an algorithm that automates our 
two-step approach. In the cases where value-aligned behaviour is possible, our algorithm produces a learning environment 
for the agent wherein it will learn a value-aligned behaviour.

Keywords  Value alignment · Reinforcement learning · Multi-objective reinforcement learning · Ethics

Introduction

As artificial agents become more intelligent and pervade our 
societies, it is key to guarantee that situated agents act value-
aligned, that is, in alignment with human values (Russell 
et al., 2015; Soares & Fallenstein, 2014). Otherwise, we are 
prone to potential ethical risks in critical areas as diverse as 
elder caring (Barcaro et al., 2018), personal services (Wyns-
berghe, 2016), and automated driving (Lin, 2015). As a con-
sequence, there has been a growing interest in the Machine 
Ethics (Rossi & Mattei, 2019; Yu et al., 2018) and AI Safety 
(Amodei et al., 2016; Leike et al., 2017) communities in the 

use of Reinforcement Learning (RL) (Sutton & Barto, 1998) 
to deal with the urging problem of value alignment.

Among these two communities, it is common to find pro-
posals to tackle the value alignment problem by designing 
an environment that incentivises ethical behaviours (i.e., 
behaviours aligned with a given moral value) by means of 
some exogenous reward function (e.g., Abel et al., 2016; 
Balakrishnan et al., 2019; Noothigattu et al., 2019; Riedl 
& Harrison, 2016; Rodriguez-Soto et al., 2020; Wu & Lin, 
2017). We observe that this approach consists of a two-
step process: first, the encoding of ethical knowledge as 
rewards (reward specification); and then, these rewards are 
incorporated into the agent’s learning environment (ethical 
embedding).

The literature is populated with reward specification 
approaches that encode ethical knowledge directly from 
observing human behaviour, which is presumed to be ethical 
(e.g. Hadfield-Menell et al., 2016; Noothigattu et al., 2019; 
Riedl and Harrison, 2016), or from a human that directly 
gives ethical feedback to the agent in form of rewards (e.g. 
Balakrishnan et al., 2019). These approaches are conveni-
ent because they relieve the agent designer from the burden 
of defining the expected ethical behaviour of the agent for 
every possible situation. However, these approaches also suf-
fer from well-known shortcomings, as discussed in Arnold 
et al. (2017), Tolmeijer et al. (2021), Gabriel (2020): (1) 
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observing (learning from) human behaviour may ensure 
alignment with human habits but does not guarantee the 
learnt behaviour to be ethical; (2) the knowledge acquired by 
the agent through learning condenses experience in a man-
ner that lacks of explicit representation (and reasoning) of 
the moral considerations that need to be taken into account 
(such as moral norms).

All the above-mentioned shortcomings are specially rel-
evant when there are some moral norms that must be wholly 
fulfilled (e.g., a robot in charge of buying an object should 
never decide to steal it Arnold et al. (2017)). For those 
cases, we argue that reward specification cannot be done 
by only observing human behaviour, and thus, we instead 
require an approach that is also rooted in solid philosophical 
foundations.

Against this background, the objective of this work is to 
design a value alignment process that produces a learning 
environment for the agent, in which the agent will learn to 
behave value-aligned while pursuing its individual objec-
tive. We consider that a value-aligned agent is one that 
behaves ethically, following a moral value by acting in the 
most praiseworthy way possible and always respecting moral 
norms. Furthermore, we also assume in this work that it is 
possible for the agent to behave ethically as we have defined 
it. These are the necessary assumptions for all our subse-
quent contributions.

We address our goal by proposing our view of the value 
alignment process, which is outlined in Fig. 1. According 
to such view, a reward specification step combines the indi-
vidual and ethical objectives to yield a multi-objective envi-
ronment. Thereafter, an ethical embedding step transforms 
the multi-objective environment into a single-objective ethi-
cal environment, which is the one wherein an agent learns. 
Within the framework of such value alignment process, we 
address the goal above, focusing on the reward specification 
and the ethical embedding steps separately. In particular, we 
address our goal by means of the following main contribu-
tion: a novel well-founded approach based on philosophi-
cal foundations for automating the whole value alignment 
process. Our approach tailors current developments in the 
Multi-Objective Reinforcement Learning literature to build 

an ethical environment in which the agent learns to behave 
ethically. Specifically, we construct our approach by means 
of the following four novel contributions.

1.	 We provide philosophical foundations that serve as a 
basis for formalising the notion of moral value and sub-
sequently the notion of ethical behaviour, which together 
allow us to characterise the concept of ethical objective 
of Fig. 1.

2.	 Based on such formalisations, we also characterise the 
particular ethical behaviours we want an agent to learn: 
those that prioritise ethical objectives over individual 
objectives.

3.	 We offer a solution to the reward specification problem 
that takes as an input the ethical and individual objec-
tives of the agent, as shown in Fig. 1, and creates a so-
called ethical reward function such that any agent trying 
to maximise it will be value-aligned.

4.	 We present a solution to the ethical embedding problem 
that, making use of our reward specification, creates 
a so-called ethical environment (shown as the output 
of Fig. 1), in which an agent learns to behave ethically 
while pursuing its individual objective.

In what follows, ‘Dealing with the value alignment problem’ 
introduces the value alignment problem as a two-step prob-
lem. Thereafter, ‘Case study: the public civility problem’ 
presents our running example of value alignment problem: 
the Public Civility Game. Then, ‘The reward specification 
problem’ presents our formalisation of the first step: the 
reward specification problem, and our solution to it. Sub-
sequently, ‘The ethical embedding problem’ presents our 
formalisation of the second one: the ethical embedding prob-
lem, and our solution to it. Next, ‘An algorithm for designing 
ethical environments’ introduces our algorithm to implement 
our solution to the value alignment problem. Subsequently, 
‘Related work’, summarises the related work in the value 
alignment literature. Finally, ‘Conclusions and future work’ 
concludes and sets paths to future work.

REWARD
SPECIFICATION

ETHICAL 
EMBEDDING

ETHICAL ENVIRONMENT 
(MDP)

INDIVIDUAL
OBJECTIVE

VALUE ALIGNMENT PROCESS

MULTI-OBJECTIVE
ENVIRONMENT 

(MOMDP)
ETHICAL 

OBJECTIVE

Fig. 1   The value alignment process is performed in two steps: a reward specification and an ethical embedding. Rectangles stand for objects 
whereas rounded rectangles correspond to processes
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Dealing with the value alignment problem

We devote this section to explaining what the value align-
ment problem is and to outlining our approach for tackling it.

Problem description

The value alignment problem is defined as the problem of 
ensuring that artificial intelligent agents are aligned with 
human values (Soares & Fallenstein, 2014; Russell et al., 
2015). Thus, a value-aligned agent should pursue goals 
and objectives that are beneficial to humans, as stated by 
Soares, Fallenstein, Russell, Arnold, and Sutrop, among oth-
ers (Soares & Fallenstein, 2014; Russell et al., 2015; Arnold 
et al., 2017; Sutrop, 2020).

There is an ongoing debate in the literature about what 
the exact meaning of a human value is when referring to 
the value alignment problem. We follow the philosophi-
cal stance of Arnold et al. (2017), Gabriel (2020), Sutrop 
(2020), and consider that values are: natural or non-natural 
facts about what is good or bad, and about what kinds of 
things ought to be promoted, from an ethical point of view. 
Hence, moral values state, for instance, that inequity is bad, 
and that civility and beneficence are good. In other words, 
we consider that values are more than simple preferences 
over actions, and that the objective of value alignment is 
to guarantee that agents behave ethically. For that reason, 
henceforward and by abuse of language, we will be using the 
terms ethical and value-aligned interchangeably.

The value alignment problem, as an ethical-technical 
problem, can be subdivided in two challenges, as observed 
by Gabriel (2020). The first one, the ethical one, is the chal-
lenge of deciding what moral theory (or a mixture of them) 
we ought to encode in artificial agents. The second one, the 
technical one, is then how to actually encode the chosen 
moral theory into the agents in a way that guarantees ethi-
cal behaviour. In this paper we will focus on the technical 
challenge.

Outline of our Reinforcement‑Learning approach

In order to tackle the technical challenge of value align-
ment, there has recently been a growing interest in the use 
of Reinforcement Learning. In reinforcement learning, an 
agent learns to behave by a trial-and-error-fashion: it can 
freely act upon its environment, but each action will have 
a corresponding reward or punishment (Littman, 2015). 
The agent learns to behave through a sequence of actions 
that maximises its obtainment of rewards. These rewards 
and punishments are defined by specifying what is called a 
reward function (R) (Kaelbling et al., 1996; Sutton & Barto, 
1998).

Hence, the technical challenge of value alignment is dealt 
with by the RL framework as a two-step process: the ethical 
knowledge is first encoded into a reward function (reward 
specification); and then, this reward function is incorporated 
into the agent’s learning environment (ethical embedding). If 
both processes are performed correctly, the agent then will 
behave ethically, that is, value-aligned.

Behaviours are typically formalised as policies in Rein-
forcement Learning (Kaelbling et al., 1996). A policy dic-
tates what action to perform in each possible state of the 
environment. In Reinforcement Learning, agents’ rationality 
is tightly bounded to maximise the accumulated reward, and 
the policy that maximises the accumulation of rewards is 
called the optimal policy (Kaelbling et al., 1996). Hence, the 
reward function can be interpreted as expressing the agent’s 
objective (Sutton & Barto, 1998; Roijers & Whiteson, 2017).

In reinforcement learning, it is also possible to con-
sider several objectives within the same environment. In 
such case, we model the environment as a Multi-Objective 
Markov Decision Process (MOMDP) (Roijers & Whiteson, 
2017). Multiple (n) objectives are characterised trough n 
separate reward functions R1,… ,Rn.

In this paper we will show that Multi-Objective MDPs 
constitute a useful tool for guaranteeing that agents learn to 
behave value-aligned. Specifically, we will consider environ-
ments in which the agent receives two sources of reward: 

1.	 An individual reward R0 that only considers the agent’s 
performance according to its original design objective 
(that is, without ethical considerations).

2.	 An ethical reward Rv that considers how ethical are the 
agent’s actions. This is the reward that needs to be speci-
fied in order to guarantee value alignment.

Figure 1 depicts the overall value alignment process. Firstly, 
the reward specification process on the left takes, as input, 
both the individual and ethical objectives. The ethical objec-
tive encapsulates the ethical knowledge needed to produce 
the corresponding reward ethical function Rv . Similarly, the 
R0 is naturally derived from the individual objective. Both 
reward functions Rv and R0 are then embedded into a result-
ing Multi-Objective MDP.

Secondly, the ethical embedding process on the right of 
Fig. 1 will transform this MOMDP into a single-objective 
MDP by combining these two reward functions into a single 
one. We will do this process in such a way that ensures that 
an agent will learn to behave ethically while pursuing its 
individual objective. Reducing a multi-objective MDP into 
a single-objective MDP eases the agent’s learning because it 
allows it to use a handful of single-objective RL algorithms 
such as Q-learning (Watkins & Dayan, 1992). Thus, we refer 
to this resulting MDP as ethical environment, and consider 
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it to be the solution to the value aligned problem as stated 
above.

Our proposed value alignment process is a refinement 
from the approach presented by Rodriguez-Soto et al. in 
Rodriguez-Soto et al. (2020), because it allows us to capture 
the specification into an MOMDP as we have mentioned, 
instead of directly into an single-objective MDP (as it was 
done in Rodriguez-Soto et al. (2020)). While their approach 
was meant for value-alignment in multi-agent system, here 
we make use of their reward specification for our single-
agent value-alignment process. We also provide philosophi-
cal foundations and theoretical guarantees for our reward 
specification process. Furthermore, we also provide an ethi-
cal embedding process with algorithmic tools to implement 
it, unlike in Rodriguez-Soto et al. (2020) in which there 
was no ethical embedding process nor any novel algorithm 
presented.

The subsequent sections are devoted to detail how we 
undertake these two processes (i.e., the reward specification 
and the ethical embedding). However, we first introduce the 
running example that we will use along the paper.

Case study: the public civility problem

To illustrate the concepts that will be introduced along 
this paper we use a single-agent version the public civility 
game. Initially introduced in Rodriguez-Soto et al. (2020) to 
explore moral dilemmas, we adapt it here to induce ethical 
behaviour. In short, the game represents a situation wherein 
two agents move daily from their initial positions (which can 
be their homes) to their respective target destinations (their 
workplaces, for instance). Along their journey, the agent on 
the left finds garbage on the floor that prevents it from pro-
gressing. Figure 2 represents this game scenario where the 
left agent can deal with the garbage in different ways:

–	 By throwing the garbage aside to unblock his way. How-
ever, if the agent throws the garbage at the location where 
the right agent is, it will hurt the other agent.

–	 By taking the garbage to the bin. This option is safe for 
all agents. However, it will delay the agent performing 
the action.

As for the agent on the right, it is endowed with a fixed 
behaviour for reaching its goal. Specifically, the right agent 
moves forward most of the time, just at the beginning it has 
a 50% chance of being still, to induce some randomness in 
the scenario.

In this scenario we aim at inducing the moral value of 
civility so that the left agent learns to pick the garbage and 
to bring it to a bin without throwing it to other agent. In the 
following sections we will refer back to the public civility 
game to illustrate how we can induce the agents to learn to 
behave aligned with the civility value.

The reward specification problem

In this section we focus on the formalisation of the notion 
of moral value and how it can be translated to rewards in a 
Reinforcement Learning scenario. First, in ‘Philosophical 
foundations’ we dive into the philosophy literature to iden-
tify the fundamental components of a moral value. Based 
on such findings, in Moral value specification’ we propose 
a novel formalisation of the notion of moral value as our 
approach to tackle the aforementioned ethical challenge of 
the value alignment problem. Then, we proceed to tackle 
the technical challenge of the value alignment problem, 
and in ‘From values to rewards’ we detail how to derive 
rewards from this definition. Finally, ‘Formal discussion on 
the soundness of the proposed solution’ is devoted to prove 
that our specification of rewards is sound, that is, they indeed 
translate our moral value formalisation.

Philosophical foundations

Ethics or moral philosophy is the branch of philosophy that 
studies goodness and right action (Audi, 1999; Cooper, 
1993; Fieser & Dowden, 2000; Frankena, 1973). Cit-
ing (Audi, 1999): Correlatively, its principal substantive 
questions are what ends we ought, as fully rational human 
beings, to choose and pursue. Thus, right action becomes 
closely related to the the core concept of moral value, which 
expresses the moral objectives worth striving for (van de 
Poel & Royakkers, 2011).

Prescribing how people ought to act is the subject of 
study of prescriptive ethics. Prescriptive ethics (also known 
as normative ethics), constitutes one of the main areas of 
research in ethics. Three of the most well-known types of 

Fig. 2   Possible initial state of a public civility game. The agent on the 
left must deal with a garbage obstacle ahead
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prescriptive ethical theories are: virtue ethics, consequential-
ist ethics, and duty ethics.

–	 Virtue ethics (developed by Socrates, Plato and Aristotle 
among other ancient Greek philosophers) states that by 
honing virtuous1 habits –such as being honest, just, or 
generous– people will likely make the right choice when 
faced with ethical challenges (van de Poel & Royakkers, 
2011).

–	 Consequentialist ethics holds that actions must be mor-
ally judged depending on their consequences. For exam-
ple, in utilitarianism (developed by Jeremy Bentham and 
John Stuart Mill in its classical form), actions are judged 
in function of how much pleasure (utility) or pain they 
cause. To act ethically is to act in a way that maximises 
the amount of goodness for the largest number of people 
(van de Poel & Royakkers, 2011).

–	 Duty ethics (or deontology, from the Greek deon, which 
means duty) states that an action is good if it is in agree-
ment with a moral duty2 that is applicable in itself, 
regardless of its consequences (van de Poel & Royak-
kers, 2011). Examples of duty ethics include Immanuel 
Kant’s theory or the Divine Commands theory, (in which 
for instance we find the moral norm of “thou shalt not 
kill”, under any circumstance).

It is important to remark that all these ethical theories are 
not opposing theories we need to choose from. They are all 
complementary and must be all taken into account (Camps, 
2013). For that reason, in this paper we aim at a formal 
definition of moral value that can be compatible with any of 
these ethical theories.

What all these prescriptive ethical theories share in com-
mon is that they were developed in historical contexts in 
which all actions were assumed to fall in either one of the 
following three categories (Heyd, 2016): 

1.	 Actions morally obliged because they are good to do.
2.	 Actions morally prohibited because they are bad to do.
3.	 Actions permitted because they are neither good nor bad 

to do.

	   That is, these theories translated evaluative notions 
(an action is either good, bad, or neutral) into normative 
notions (an action is either obliged, prohibited or permit-
ted). However, in the last century, an ethical discussion 
has developed around the existence of a fourth category 
(Chisholm, 1963; Urmson, 1958):

4.	 Actions that are good to do, but not morally obligatory.

These are actions that go beyond the call of duty (Urmson, 
1958), such as beneficence or charity, are termed supere-
rogatory actions.

This fourth category implies that the normative dimen-
sion alone is not enough to categorise actions morally. Thus, 
in order to fully judge an action morally, it is required to 
look at it from these two dimensions, as argued by Chisholm 
(1963), Frankena (1973), Etzioni and Etzioni (2016): (1) 
a deontic or normative dimension, considering whether it 
should be morally obliged, permitted, or prohibitted; and (2) 
an axiological or evaluative dimension, that considers how 
praiseworthy or blameworthy it is.

Therefore, as argued by Heyd (2016), the deontic dimen-
sion deals with the minimal conditions for morality, while 
the axiological dimension aims at higher (ethical) ideals 
which can only be commended and recommended but not 
strictly required.

In conclusion, we consider moral values as principles for 
discerning between right and wrong actions, and, moreover, 
we argue that they must be endowed with a normative and 
an evaluative dimension. Any action will thus need to be 
considered from these two ethical dimensions, in order to 
fully consider the four action categories identified above.

Moral value specification

As we just mentioned, we formalise moral values with two 
dimensions: a normative one and an evaluative one.

In the normative dimension, we formalise the moral 
norms that promote “good” actions and forbid “bad” actions 
(for example: “it is morally prohibited to kill others”3). 
These moral norms constitute the minimum that an agent 
should align with in order to co-inhabit with humans, as 
explained in Amodei et al. (2016), Leike et al. (2017).

Conversely, in the evaluative dimension we formalise how 
good or bad each action is. These two dimensions may not 
always apply to the same set of possible actions, since some 
actions may be evaluated as good without being obligatory 

1  The concepts of virtues and values may seem very similar at first. 
Indeed, many virtues such as honesty and generosity are also moral 
values. The difference strikes in that a virtue refers to the character 
traits of an agent that is truly realising this moral value (van de Poel 
& Royakkers, 2011).
2  Some theories consider that there is a unique supreme duty that 
needs to be followed, such as Kantian’s categorial imperative. Other 
theories argue that ther are several duties, for instance in Ross’s eth-
ics, in which we have the duties of beneficence, gratitude and justice 
among others (van de Poel and Royakkers, 2011).

3  Notice that although moral norms are the basis for legal norms 
(Audi, 1999; Cooper, 1993), they encompass a larger set of norms 
than what is legally obliged or prohibited. We use legal norms as 
examples because they are widely known, and hence easy to under-
stand.
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(and this is specially the case for supererogatory actions)4. 
In this paper we consider that an agent that performs those 
actions as value-aligned, following the same direction that 
Gabriel and Sutrop (Gabriel, 2020; Sutrop, 2020).

Notice that, since we will ethically evaluate actions, it is 
important to also consider the context where they are per-
formed when doing so. For instance, consider the action 
of performing an abortion to a woman that has already 
agreed to abort. The context where it takes place dictates 
how blameworthy or praiseworthy it is: performing it in 
many Western European countries is not seen as blamewor-
thy, whereas in many other countries it is seen even as very 
blameworthy and even morally (and legally) prohibited. In 
the next subsection we will see that this connection between 
contexts and actions is especially relevant in Reinforcement 
Learning, for which contexts receive the name of states.

In summary, in addition to the normative dimension –by 
which each value is defined in terms of the norms that pro-
mote good actions with respect to the value–, we will also 
include in our moral value definition an action evaluation 
function that enriches our ethical system with an evaluative 
perspective.

Therefore, we next introduce our formal definition of 
value, which includes these two dimensions as two value 
components (i.e., norms promoting the value and an action 
evaluation function). We adopt our definition of moral value 
from Rodriguez-Soto et al. (2020).

Definition 1  (Moral value) Given a set of actions A , we 
define a moral value v as a tuple ⟨Nv,Ev⟩ such that:

–	 Nv is a finite set of norms promoting good actions with 
respect to the value. We succinctly represent norms as 
n = �(a) , where � ∈ {Prh,Per,Obl} is a deontic operator 
with the semantics of Prohibiting, Permitting or Obliging 
the performance of action a respectively.

–	 Ev ∶ A → [−1, 1] is an action evaluation function that 
measures the degree of value promotion/demotion of an 
action a ∈ A . Specifically, Ev(a) = 1 means that the per-
formance of the action a strongly promotes the moral 
value; whereas Ev(a) = −1 stands for strong demotion.

Here, Nv and Ev satisfy the following consistency constraint:

–	 Given a norm n = �(a) ∈ Nv , if n is such that � = Prh , 
then Ev(a) < 0 . Otherwise, if � = Obl , then Ev(a) ≥ 0.

Observe that a moral value contains those norms that 
promote it, but our definition goes beyond norms, since the 

action evaluation function encapsulates knowledge about 
actions morally good but not obligatory. Moreover, it is 
worth noticing that we assume the moral value is defined so 
that it does not contain mutually exclusive (contradictory) 
norms. If that was the case, it would mean that the moral 
value encompasses genuine (unsolvable) moral dilemmas 
(for more information on moral dilemmas, see for instance 
(Conee, 1982; Zimmerman, 1987)). Moreover, paraphrasing 
Russell in Russell (2019), if for a given situation there is a 
true moral dilemma, then there are good arguments for all 
the possible solutions to it, and therefore artificial agents 
cannot cause more harm than humans even if they take a 
wrong decision. Hence, here we adhere to Russell’s reason-
ing and disregard moral dilemmas.

Example 1  Considering the scenario of the public civility 
game introduced in ‘Case study: the public civility prob-
lem’, we focus on two actions: bin, which corresponds to 
the action of throwing the garbage to a bin when having run 
into it (i.e., if the agent had previously found the garbage in 
front); and hit, which represents throwing garbage nearby 
and hitting the other agent when having run into it.

Then, we can define a norm n ∈ N prohibiting to perform 
action hit ( n = Prh(hit) ). Since this norm is aligned with 
the civility moral value, we include it in the definition of 
such value together with an action evaluation function Ev . 
In this manner, civility = ⟨{n},Ev⟩ where Ev(bin) = 1 since, 
in terms of civility, the action of bringing garbage to a bin 
is highly praiseworthy to perform; and, finally, Ev(hit) = −1 
since it is very blameworthy to perform (and even prohibited 
by the norm n).

Notice that what is morally prohibited according to the 
moral value of civility is to hit another agent with a piece of 
garbage, hence hurting it. Nevertheless, it is still permitted 
for the agent to throw the garbage aside if no other agent is 
harmed.

Since one of our objectives was the characterisation of 
ethical behaviour, we can now do so from the definition of 
moral value v. We expect an ethical agent to abide by all the 
norms of v while also behaving as praiseworthily as pos-
sible5 according to v. Formally:

5  It might be worth noticing that although our definition of ethical 
behaviour seems too restrictive, we encourage the reader to interpret 
it as a necessary requirement for providing the theoretical guarantees 
that the value alignment problem needs. Notice that our requirement 
is keen to the ones in other areas such as game theory, in which it is 
assumed that any rational agent tries to always maximise its utility 
function, and this assumption serves as the basis of its most important 
theoretical results.

4  One may argue those actions are indeed permitted, but we prefer 
not to abuse the semantics of permissions.
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Definition 2  (Ethical behaviour) Given a moral value v, an 
agent’s behaviour (the sequence of actions that it will per-
form) is ethical with respect to v if and only if: (1) it com-
plies with all the norms in Nv ; and also (2) it acts in the most 
praiseworthy way according to Ev.

Example 2  In the context of the public civility game, the 
only ethical behaviour is to bring the garbage to the bin 
(which implies to never throw it to the other agent).

From values to rewards

We now proceed to explain our approach for the first step 
of the value alignment process: the reward specification. 
Specifically, we detail how to adapt our formal definition 
of a moral value into a reward function of a Reinforcement 
Learning environment. Our approach consists on present-
ing the individual and the ethical objectives of the agent as 
two separate reward functions of a Multi-Objective MDP, 
as Fig. 1 illustrates.

As previously mentioned in ‘Dealing with the value 
alignment problem’, we formalise the agent learning envi-
ronment as a Markov Decision Process (MDP) M , which 
can have one or multiple objectives (MOMDP). States of 
such environment M are defined as a set S. Moreover, for 
each state s ∈ S , we consider A(s) to be the set of actions 
that the agent can perform in s. Then, the performance of a 
specific action a in a state s is rewarded according to each 
objective in M . We notate this by means of the reward func-
tion Ri(s, a) , which returns a real number –either positive or 
negative– with respect to the i-th objective in M.

This way, we associate how praiseworthy or blameworthy 
an action is with a reward from a so-called ethical reward 
function. Therefore, we can formalise the ethical reward 
specification problem as that of computing a reward func-
tion Rv that, if the agent learns to maximise it, the learnt 
behaviour is aligned with the moral value v. Formally:

Problem 1  (Ethical reward specification) Given a moral 
value v, and an MDP M with a set of states S and a set of 
actions A , compute an ethical reward function Rv such that 
an optimal policy for M with respect to Rv is value-aligned 
with respect to v.

We solve this problem by mapping the two components 
of a moral value ( Nv and Ev ) into two different reward com-
ponents ( RN  and RE , respectively) that we combine to obtain 
the ethical reward function Rv = RN + RE.

On the one hand, we create the normative component RN  
through two main steps: firstly, we identify which action-
state pairs do represent violations of the norms in Nv , and 
define the corresponding penalties; and, secondly, we aggre-
gate all these penalties into the normative reward function.

Thus, we first formalise the Penalty function for a norm 
n as the function Pn that returns -1 whenever performing 
action a in state s represents a violation of the norm. There-
fore, in fact, non-compliance stems from either performing 
a forbidden action or from failing to perform an obliged 
action. Our definition of the Penalty function is based on the 
one present in Rodriguez-Soto et al. (2020), adapted here for 
contextualised actions.

Definition 3  (Penalty function) Given a norm n = �(k) , and 
an MDP with a set of states S and a set of actions A , we 
define the penalty function Pn ∶ S ×A → {−1, 0} as

where s is a state of S and k, a are actions of A(s).

Second, we consider all norms in Nv and aggregate their 
penalties into a normative reward function RN  that adds 
these penalties for each state-action pair. Formally:

Definition 4  (Normative reward function) Given a set of 
norms N  and an MDP, we define the reward function of 
a set of norms N  as a reward function RN ∶ S ×A → ℝ− , 
defined as

The reward function RN  aggregates the punishments from 
all those norms that are violated (see Eq. 1) in a given state-
action pair ⟨s, a⟩.

The Normative reward function here present is a direct 
adaptation for MDPs of the one present in Rodriguez-Soto 
et al. (2020), which was designed for Markov games.

On the other hand, we translate the action evaluation 
function Ev in the moral value (see Definition 1) into the 
evaluative component RE in Rv by (positively) rewarding 
praiseworthy actions. Formally:

Definition 5  (Evaluative reward function) Given an action 
evaluation function Ev of a moral value v, and an MDP, 
we define the reward function of Ev as a reward function 
RE ∶ S ×A → ℝ

+ , defined as

The reward function RE rewards praiseworthy actions per-
formed under certain contexts (i.e., those states in the MDP 
where the action can be done).

(1)Pn(s, a) ≐

⎧
⎪
⎨
⎪
⎩

−1 if a = k, � = Prh and k ∈ A(s),

or if a ≠ k, � = Obl and k ∈ A(s),

0 otherwise,

(2)RN(s, a) ≐
∑

n∈N
Pn(s, a).

(3)RE(s, a) =

{
max(0,Ev(a)) if a ∈ A(s),

0 otherwise.



	 M. Rodriguez‑Soto et al.

1 3

9  Page 8 of 17

The Evaluative reward function here present is an adapta-
tion for MDPs of the one present in Rodriguez-Soto et al. 
(2020), which was designed for Markov games.

Notice that our evaluative reward function definition 
implies that Ev need not be defined for all the actions of 
an MDP. The environment designer just needs to define it 
for those that they explicitly consider praiseworthy to per-
form. Thus, from a pragmatic perspective, the environment 
designer must only focus on specifying RE for a limited sub-
set of state-action pairs out of all the possible ones in the 
MDP.

Moreover, it is worth mentioning that we set a reward of 0 
to any action that is not praiseworthy to perform –including 
those that are blameworthy but still permitted– not to further 
restrict the choices of the learning agent.

We are now capable of formally defining the ethical 
reward function Rv in terms of previous definitions of RN  
and RE . Following the Ethics literature (Chisholm, 1963; 
Etzioni & Etzioni, 2016; Frankena, 1973; van de Poel & 
Royakkers, 2011), we consider RN  and RE of equal impor-
tance, and, therefore, we simply define Rv as an addition of 
the normative reward function RN  and the evaluative reward 
function RE . Formally:

Definition 6  (Ethical reward function) Given a moral value 
v = ⟨Nv,Ev⟩ and an MDP, we define the ethical reward func-
tion of v as a reward function Rv ∶ S ×A → ℝ , defined as:

where RN  is the reward function of Nv , and RE is the reward 
function of Ev.

Finally, recall, from Fig. 1, that the output of the Reward 
Specification process we are describing here corresponds 
to a Multi-Objective MDP. This MOMDP extends the indi-
vidual objective –represented trough the R0 reward func-
tion– with an ethical objective by adding the value-aligned 
reward function Rv . Formally:

Definition 7  (Ethical extension of a Markov decision pro-
cess) Given a moral value v and an MDP with a reward func-
tion R0 , we define its ethical extension as a Multi-Objective 
MDP with a vectorial reward function � = (R0,Rv) , where 
Rv is the ethical reward function of v.

For simplicity, when there is no confusion, we refer to the 
ethical extension of an MDP simply as an ethical MOMDP.

Our definition of an Ethical extension of an MDP is a 
refined translation for Multi-Objective MDPs of an Ethical 
extension of a (single-objective) Markov game, as defined in 
Rodriguez-Soto et al. (2020). This modular framing of the 
objectives allows us to utilise multi-objective algorithms to 

(4)Rv(s, a) = RN(s, a) + RE(s, a),

later obtain the desired ethical environment, as we will see 
in the following section.

Example 3  Continuing with previous Example 1 about the 
moral value of civility = ⟨{n},Ev⟩ , we can formalise the pub-
lic civility game as an ethical MOMDP. In this MOMDP, 
states represent the positions of the agents and the garbage, 
and the individual objective for the learning agent is to reach 
its destination as fast as possible. Thus, the individual reward 
function R0 returns a positive reward of 20 to the agent 
whenever located at its goal. Otherwise, it returns a negative 
reward of −1 . Furthermore, we consider the ethical reward 
function Rv = RN + RE , and we proceed to first define the 
normative component RN  based on norm n = Prh(hit):

This normative component RN  of the ethical reward function 
punishes the agent for not complying with the moral require-
ment of being respectful with other agents. Thus, the agent 
on the left will be punished with a negative reward of −1 if 
it throws the garbage to the agent on the right.

Secondly, we define RE from Ev as:

Thus, our evaluative component RE of the ethical reward 
function rewards the agent positively (with a reward of 1) 
when performing the praiseworthy action of pushing the gar-
bage inside the wastebasket.

Formal discussion on the soundness of the proposed 
solution

This subsection is devoted to prove that the ethical reward 
function previously introduced actually solves Problem 1. 
In other words, we aim at showing that Rv guarantees that 
an agent trying to maximise it will learn a value-aligned 
behaviour according to Definition 2.

In order to do so, let us first recall, from ‘Dealing with the 
value alignment problem’, that agent behaviours are formal-
ised as policies in the context of MDPs. Thus, we refer to 
the ethical behaviour from Definition 2 as an ethical policy. 
Consequently, we consider a policy to be ethical if it com-
plies with all the norms of a moral value, and if it is also 
praiseworthy in the long term. In Reinforcement Learning, 
this notion of the long term is formalised with the state-
value function V� , that for any policy � it returns how many 
rewards will the agent obtain in total. In an MOMDP, there 
is a state-value function Vi for each objective i.

(5)RN(s, a) =

{
−1 if a = hit and hit ∈ A(s),

0 otherwise.

(6)RE(s, a) =

{
Ev(bin) if a = bin, and a ∈ A(s),

0 otherwise.
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Thus, we can formalise an ethical policy as a policy that: 
(1) never accumulates normative punishments; and (2) max-
imises the accumulation of evaluative rewards. Formally:

Definition 8  (Ethical policy) Let M be an ethical MOMDP. 
We say that a policy �∗ is an ethical policy in M if and only 
if it is optimal for both its normative VN  and evaluative VE 
components:

Our definition of ethical policy in an ethical MDP is an 
adaptation of the definition of ethically-aligned policy in 
an ethical Markov game from Rodriguez-Soto et al. (2020). 
Notice however that unlike in Rodriguez-Soto et al. (2020), 
our definition is a translation of the definition of ethical 
behaviour (Def. 2) to MDPs.

For all the following theoretical results, we assume the 
following condition for any ethical MOMDP: if we want the 
agent to behave ethically, it must be actually possible for it 
to behave ethically6. Formally:

Condition 1  (Ethical policy existence) Given an ethical 
MOMDP, there is at least one ethical policy (as formalised 
by Def. 8).

With Condition 1 we are capable of finally proving that 
our translation of moral values to reward functions solves 
Problem 1:

Theorem 1  (Specification soundness) Given a moral value v 
and an ethical MOMDP M with an ethical reward function 
Rv in which Condition 1 is satisfied, all optimal policies of 
M with respect to Rv are ethical policies with respect to v.

Proof  This theorem relies on the fact that any policy that is 
optimal with respect to an ethical reward function Rv given 
a moral value v = ⟨Nv,Ev⟩ will maximise the accumulation 
of VN + VE . Then, Condition 1 also implies that VN + VE will 
be maximised if and only if both VN and VE are maximised. 
Therefore, such optimal policy will be an ethical policy. 	
� ◻

V
�∗
N = 0,

V
�∗
E

= max
�

V�

E
.

The ethical embedding problem

Reward specification is followed, within the overall value-
alignment process, by the ethical embedding process. As 
depicted in Fig. 1, this ethical embedding process takes as 
input the MOMDP –which contains reward functions R0 and 
Rv – and produces an ethical (single-objective) MDP by lin-
early combining these reward functions. Next Formalising 
the ethical embedding problem’ specifies our formalisation 
of the so-called ethical embedding problem. Subsequently, 
‘Solving the ethical embedding problem’ details our pro-
posal to solve this problem.

Formalising the ethical embedding problem

As previously mentioned, our main goal is to guarantee that 
an agent will learn to behave ethically, that is, to behave in 
alignment with a moral value whilst pursuing its individual 
objective. With that aim, we combine the reward functions 
that represent these two objectives in the ethical MOMDP by 
means of a so-called embedding function to obtain an ethical 
(single-objective) MDP where the agent will learn its policy.

Although the previous section introduced ethical policies, 
in fact, we are interested in the so-called ethical-optimal 
policies. These policies pursue the individual objective sub-
ject to the ethical objective being fulfilled. Specifically, we 
say that a policy is ethical-optimal if and only if it is ethical 
(following Def. 8), and it maximises the individual objec-
tive V0 (i.e., the accumulation of rewards R0 ) among ethical 
policies. Formally:

Definition 9  (Ethical-optimal policy) Given an ethical 
MOMDP M , a policy �∗ is ethical-optimal in M if and only 
if it is maximal among the set Πe of ethical policies:

Due to the mathematical properties of MOMDPs, while 
there can be several ethical-optimal policies in an ethical 
MOMDP, all of them will share the same value vector (the 
vector of all the state-value functions of the agent). We refer 
to such value vector as the ethical-optimal value vector �∗.

Example 4  In the context of the public civility game, an 
ethical-optimal policy is a policy that brings the garbage to 
the bin (the ethical behaviour, as explained in Example 2) 
while getting to its goal as fast as possible (its individual 
objective).

In the literature on MOMDPs, any function that com-
bines all the objectives of the agent into a single one receives 
the name of a scalarisation function (Roijers & White-
son, 2017). We refer to this scalarisarion function as the 

V
�∗
0

= max
�∈Πe

V�

0
.

6  In the Ethics literature this condition is summarised with the 
expression Ought implies can (Duignan, 2018).
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embedding function in our case. In this manner, given an 
MOMDP encoding individual and ethical rewards, our aim 
is to find a scalarisation (embedding) function that guaran-
tees that it is only possible for an agent to learn ethical-opti-
mal policies over the scalarised MOMDP (i.e., the ethical 
MDP). Thus, our goal is to design an embedding function 
that scalarises the rewards received by the agent in such a 
way that it ensures that ethical-optimal policies are optimal 
for the agent. In its simplest form, this embedding function 
will have the form of a linear combination of individual and 
ethical objectives as:

where � = (w0,we) is a weight vector with weights 
w0,we > 0 to guarantee that the agent is taking into account 
all rewards (i.e., both objectives). We will be referring thus 
to w0 as the individual weight and we as the ethical weight. 
Without loss of generality, hereafter we fix the individual 
weight to w0 = 1.

Therefore, we can formalise the ethical embedding prob-
lem as that of computing a weight vector � that incentivises 
an agent to behave ethically while still pursuing its indi-
vidual objective. Formally:

Problem  2  (Ethical embedding) Let M be an ethical 
MOMDP with reward functions (R0,RN + RE) . The ethical 

(7)f (��) = � ⋅ �� = w0V
�

0
+ we(V

�

N + V�

E
)

embedding problem amounts to computing the weight vector 
� with positive weights such that all optimal policies in the 
MDP M′ with reward function R0 + we(RN + RE) are also 
ethical-optimal in M (following Def. 9).

A weight vector � with positive weights guaranteeing 
that all optimal policies are also ethical-optimal is a solution 
of Problem 2. Moreover, we aim at finding solutions of the 
form � = (1,we) that design a so-called ethical environment 
as similar as possible to the original one, in which the agent 
only cared for its individual objective. Therefore, we aim at 
knowing the minimal ethical weight we for which (1,we) is a 
solution of Problem 2 (i.e., for which �∗ is the only optimal 
policy).

Solving the ethical embedding problem

This section explains how to compute a solution weight vec-
tor � for the ethical embedding problem (Problem 2). Such 
weight vector � combines individual and ethical rewards 
into a single reward to create an ethical environment in 
which the agent learns an ethical behaviour, that is, an eth-
ical-optimal policy.

Figure 3 illustrates our proposed steps for solving this 
embedding problem. The first step focuses on obtaining the 
convex hull CH(M) (Roijers & Whiteson, 2017) of the ethi-
cal MOMDP. The convex hull is one of the main concepts of 

Fig. 3   a Example of convex hull 
CH(M) , represented in objec-
tive space. b Identification of 
the points of CH(M) corre-
sponding with the ethical-opti-
mal value vector �∗ (highlighted 
in green) and the second-best 
value vector ��∗ (in yellow). c 
Representation in weight space 
of CH(M) . The minimal weight 
value w

e
 for which �∗ is optimal 

is identified with a green verti-
cal line. (Color figure online)
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MOMDPs: it contains all the policies (and their associated 
value vectors) that are optimal for at least one linear scalari-
sation function � with positive weights (i.e., wi > 0 for all 
wi ∈ � , as it is actually the case in our embedding function). 
Figure 3a shows an example of CH(M) where black-rounded 
points constitute the convex hull while grey points are values 
of policies never maximal for any weight.

The second step requires the computation of the ethical-
optimal value vector �∗ . Figure 3b highlights in green �∗ , 
which accumulates the greatest ethical value (Y axis). This 
ethical-optimal value vector �∗ will serve as a reference 
value vector to find the minimal weight vector � = (1,we) 
that solves Problem 2. For such weight vector, � ⋅ �∗ is 
maximal (and the only maximal one) among all value vec-
tors of CH(M).

Computing the minimal ethical weight does not require 
to consider all value vectors on the convex hull. In fact, it 
suffices to consider the so-called second-best value vector 
(highlighted in yellow in Fig. 3b) to compute it. The second-
best value vector accumulates the greatest amount of ethical 
value after the ethical-optimal one.

Figure 3c plots how the scalarised values of the points 
in the convex hull CH(M) (Fig. 3a) change as the ethical 
weight increases. This figure illustrates how immediately 
after the line representing the ethical-optimal value vector 
�

∗ intersects the second-best value vector, �∗ becomes maxi-
mal. Computing such intersection point constitutes the last 
step to find the solution, as it provides a tight lower bound 
for the value of the ethical weight we (see the green vertical 
line for we = 0.7 in Fig. 3c).

To summarise, we compute the ethical embedding func-
tion � = (1,we) with the minimal ethical weight we in three 
steps: 

1.	 Computation of the convex hull (Fig. 3a).

2.	 Extraction of the two value vectors with the greatest ethi-
cal values (Fig. 3b).

3.	 Computation of the ethical embedding function (1,we) 
with minimal we (Fig. 3c).

The remaining of this section is devoted to provide some 
more details about these three steps.

1. Computation of the convex hull. The convex hull can 
be readily computed by means of the well-known Convex 
Hull Value Iteration algorithm (Barrett & Narayanan, 2008). 
Here, we illustrate the convex hull obtained for our running 
example:

Example 5  Considering M , the ethical MOMDP of the 
public civility game, we compute its convex hull CH(M)
7. Figure 4 depicts the result. It is composed of 3 different 
policies named after the behaviour they encapsulate: (1) an 
Unethical (uncivil) policy that would make the agent move 
towards the goal and throw away the garbage without caring 
about any ethical implication; (2) a Regimented policy that 
would allow the agent to comply with the norm that prohib-
its throwing the garbage to the other agent; and finally, (3) 
an Ethical policy that would make the agent behave civically 

Fig. 4   Left: Visualisation in Objective Space of the convex hull of 
the public civility game composed by 3 policies: E (Ethical), R (Regi-
mented) and U (Unethical). Right: Visualisation in Weight Space of 
the same convex hull. The painted areas indicate which policy is opti-

mal for the varying values of the ethical weight w
e
 : red for the Uneth-

ical policy, yellow for the Regimented one, and green for the Ethical 
one. (Color figure online)

Table 1   Policies � within the convex hull of the Public Civility Game 
and their associated values �� = (V�

0
,V�

N + V
�
E
) . Weight w

e
 ranges 

indicate the values of ethical weights for which each policy is optimal

Policy � Value ��
w
e
 ranges

Unethical (4.67, -0.5 + 0) [0.0, 5.2]
Regimented (1.43, 0 + 0.12) [5.2, 7]
Ethical (0.59, 0 + 0.24) [7, ∞)

7  Recall that the convex hull is formed by those policies that are opti-
mal for some weight vector with positive weights.
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as desired. Table 1 provides the specific vectorial value 
�

� = (V�
0
,V�

N
+ V�

E
) of each policy �.

Recall that we find these three policies (Unethical, Regi-
mented and Ethical) in the convex hull because they are the 
only three policies that are optimal for some weight vector 
with positive weights.

2. Extraction of the two value vectors with the greatest 
ethical values (as illustrated in Fig. 3b). Firstly, in order to 
find the value vector in the convex hull CH(M) that corre-
sponds to an ethical-optimal policy, we look for the one that 
maximises the ethical reward function ( RN + RE ) of the ethi-
cal MOMDP. Formally, to obtain the ethical-optimal value 
vector within CH(M) , we compute:

Secondly, we compute ��∗ , the so-called second-best value 
vector, which accumulates the greatest amount of ethical 
rewards in CH(M) if we disregard �∗ (i.e., when considering 
CH ⧵ {V∗} ). Formally:

In fact, we only need to compare �∗ and ��∗ , and hence dis-
regard the rest of value vectors in the convex hull, in order 
to find the minimal ethical weight we for which �∗ is the 
only maximal value vector. Thus, these two value vectors �∗ 
and ��∗ are all we need to compute the embedding function 
� = (1,we) with minimal ethical weight we . Notice that �∗ 
and ��∗ can be found simultaneously while sorting the value 
vectors of CH(M) . Furthermore, �N + �E are already avail-
able for these two value vectors because they are both part 
of the previously computed convex hull CH(M).

Example 6  In the case of the public civility game, the Ethical 
policy turns out to be the one that has associated the ethical-
optimal value vector. The third row in Table 1 indicates so, 
since it is the policy with greatest ethical value within the 
convex hull. Specifically, if we denote the ethical policy as 
�e , we have ��e = (V

�e
0
,V

�e
N + V

�e
E
) = (0.59, 0 + 0.24) and 

�
∗ = �

�e because �e is the only policy that maximises both 
the normative and the evaluative components ( VN  and VE 
respectively).

Similarly, the second most ethical value vector in 
CH(M) corresponds to the value of the Regimented policy 
�R , which (as the second row in Table 1 shows) has value 
�

�R = (V
�R
0
,V

�R
N + V

�R
E
) = (1.43, 0 + 0.12)  .  T h e r e fo r e , 

�
�∗ = �

�R.

3. Computation of the ethical embedding function (1,we) 
with minimal we . We use the two previously extracted value 

(8)�
∗ = argmax

(V0,VN+VE)∈CH

[VN + VE].

(9)�
�∗ ≐ argmax

(V0,VN+VE)∈CH⧵{V∗}

[VN + VE].

vectors �∗ and ��∗ to find the minimal solution weight vector 
� = (1,we) that guarantees that optimal policies are ethical-
optimal. In other words, such weight vector � will create an 
ethical environment (a single-objective MDP) in which the 
agent will learn an ethical-optimal policy. Specifically, we 
need to find the minimal value for we ∈ � such that:

for every state s ∈ S  , where �∗ = (V∗
0
,V∗

N
+ V∗

E
) and 

�
�∗ = (V �

0
,V �

N
+ V �

E
) . This process is illustrated in Fig. 3c. 

Notice that in Eq. 10 the only unknown variable is we.

Example 7  Back again to the public civility game, we can 
compute the weight we in � = (1,we) for which �e is the 
only optimal policy of CH by solving Eq. 10. This amounts 
to solve:

By solving it, we find that if we > 7 , then the Ethical policy 
becomes the only optimal one. We can check it (set 𝜖 > 0):

Figure 4 (right) illustrates the scalarised value of the three 
policies for varying values of we in [0,10] (for we > 10 the 
Ethical policy remains optimal). The painted areas in the 
plot help to identify the optimal policies for specific intervals 
of we . Focusing on the green area, we observe that the Ethi-
cal policy becomes the only optimal one for we > 7.

An algorithm for designing ethical 
environments

At this point, we now count on all the tools for solving the 
value alignment problem (formulated as Problems 1 and 2), 
and hence build an ethical environment where the learning 
of ethical policies is guaranteed.

The ethical environment design algorithm

Algorithm 1 implements the reward specification and ethi-
cal embedding processes outlined in Fig. 1. The algorithm 
receives as input an MDP M0 with an individual reward 
function R0 , and a moral value v. It starts in line 2 by com-
puting the associated ethical MOMDP that contains both 
the individual and the ethical objectives of the agent. This 
step corresponds to the whole reward specification process 
detailed in ‘The reward specification problem’.

Then, the rest of lines (from 3 to 6) deal with the ethi-
cal embedding process detailed in ‘The ethical embedding 

(10)V∗
0
+ we[V

∗
N
+ V∗

E
] > V �

0
+ we[V

�
N
+ V �

E
],

(11)V
𝜋e
0

+ we[V
𝜋e
N + V

𝜋e
E
] > V

𝜋R
0

+ we[V
𝜋R
N + V

𝜋R
E
].

0.59 + (7 + 𝜖) ⋅ (0 + 0.24)

= 2.27 + 0.24𝜖 > 1.43 + 7 ⋅ (0 + 0.12) = 2.27.
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problem’. In line 3, the algorithm computes the convex hull 
CH(M) of the ethical MOMDP M . Next, line 4 obtains the 
ethical-optimal value vector �∗ and the second-best value 
vector ��∗ out of those in CH(M) . Thereafter, line 5 applies 
�

∗ and ��∗ in Equation 10 to compute the minimal ethi-
cal weight we . The algorithm then builds a single-objective 

ethical MDP M′ with reward function R0 + we(RN + RE) 
where all optimal policies in M′ are ethical. Thus, since M′ 
solves the ethical embedding problem (Problem 2),—and 
hence, the whole value alignment problem—the algorithm 
returns M′ in line 6.

Algorithm 1 Ethical Environment Design

1: function ( MDP M0 with reward function R0, moral value v = 〈Nv , Ev〉 )
2: Compute an ethical MOMDP M with reward functions (R0, Rv), where Rv = RN +

RE is the ethical reward function associated with v.
3: Compute CH(M), the convex hull of M
4: Find V∗ the ethical-optimal value vector, and V′∗ the second-best value vector,

within CH(M) by solving Eq.’s 8 and 9.
5: Find the minimal value for we that satisfies Eq. 10.
6: Return the ethical MDP M′ with reward function R0 + we(RN + RE).
7: end function

We finish this subsection by proving that Algorithm 1 is 
complete, that is, for any finite MDP M and any moral value 
v, it returns another MDP M′ in which it is guaranteed that 
optimal policies are value-aligned with v. Formally:

Theorem 2  (Algorithm completeness) Let a moral value v 
(as formalised in Def. 1), and a finite MDP M in which 
condition 1 is satisfied, be the inputs of Algorithm 1. Then, 
Algorithm 1 returns an MDP M′ in which all optimal poli-
cies are ethical-optimal with respect to v.

Proof  If there exists an ethical weight we for which all opti-
mal policies are ethical-optimal, lines 4, 5 and 6 of our algo-
rithm can be computed guaranteeing that in the resulting 
MDP M′ all optimal policies are ethical-optimal.

To prove that there always exists a solution ethical weight 
for any input MDP with reward function R0 is equivalent to 
proving that �∗ always belongs to the convex hull. Consider 
the ethical-optimal value vector �∗ = (V∗

0
,V∗

N
+ V∗

E
) , and any 

value vector � = (V0,VN + VE) of an unethical (i.e., not ethi-
cal) policy of M such that V0 > V∗

0
 . We will prove that there 

is an we for which the value of �∗ is greater than � , hence 
proving also that �∗ indeed belongs to the convex hull.

Consider the lines that the two aforementioned value vec-
tors form in the weight space: (1 − w) ⋅ V0 + w ⋅ (VN + VE) 
for the unethical policy, and (1 − w) ⋅ V∗

0
+ w ⋅ (V∗

N
+ V∗

E
) for 

the ethical-optimal value vector. Consider the line of their 
subtraction as a function f depending of w:

f (w) = (1 − w) ⋅ (V∗
0
− V0) + w ⋅ (V∗

N
+ V∗

E
− VN − VE).

It is clear that f (0) < 0 and f (1) > 0 . Thus, by Bolzano’s 
Theorem, there exists another point 0 < we < 1 such that we 
is a root of f, that is, f (we) = 0 . Since f(w) is linear, then f(w) 
will be positive for any w ∈ (we, 1) . Therefore, if we select 
the unethical policy such that f(w) has the greatest root w∗

e
 , 

for any w ∈ (w∗
e
, 1) , the value vector of the ethical-optimal 

policy will be greater than that of any other policy. In con-
clusion, �∗ belongs to the convex hull. 	�  ◻

In practice, Theorem 2 ensures that Algorithm 1 will 
always yield an environment where the optimal policy is 
ethical-optimal. If an agent situated in such ethical environ-
ment is endowed with a learning algorithm capable of find-
ing the optimal policy, then the agent will learn an ethical 
behaviour.

It is important to highlight that an autonomous agent in 
our ethical environment is free to either behave ethically 
or not. Actually, when learning, an agent not following the 
norms is penalised. Our design of the environment makes 
that the optimal policy to learn, the one that gives more 
reward to the agent, fulfils all the norms of a given moral 
value and behaves as much praiseworthily as possible. This 
is what we refer to when we say that Algorithm 1 guarantees 
the learning of an ethical-optimal policy.

The next subsection illustrates, in our example, that a sim-
ple algorithm like Q-learning can do the job.

Example 8  For the public civility game, the last step in 
our algorithm returns an MDP M′ whose reward comes 
from scalarising the MOMDP by � = (1,we) , being we 
strictly greater than 7. Thus, adding any 𝜖 > 0 will suffice. 
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If, for instance, we set � = 0.1 then, the weight vector 
(1, 7 + 0.1) = (1, 7.1) solves the Public Civility Game. More 
specifically, an MDP created from an embedding function 
with such ethical weight we incentivises the agent to learn 
the Ethical (civic) policy. Such MDP will have the reward 
function R0 + 7.1(RN + RE).

Analysis: learning in an ethical environment

After creating the ethical environment M′ with reward 
function R0 + 0.71(RN + RE) for the public civility game, 
we can illustrate our theoretical results by letting the agent 
learn an optimal policy in M′ . With that aim, we endow the 
learning agent with Q-learning (Watkins & Dayan 1992) 
as its learning algorithm. In Q-learning, we need to spec-
ify two hyperparameters: the learning rate � ∈ (0, 1] and 
the discount factor � ∈ (0, 1] . In our case, we set them to 
� = 0.8 and � = 0.7 . A large discount factor � makes sense 
for environments that are episodic such as ours, while the 
impact of the value of the learning rate � is not significant 
in deterministic environments such as ours. Furthermore, 
we set the learning policy to be �-greedy (Sutton & Barto, 
1998), the simplest option. Applying Q-learning with the �
-greedy learning policy, the agent is guaranteed to learn an 
optimal policy if it trains during enough iterations (Sutton 
& Bar,m 1998).

After letting the agent learn for 5000 iterations, it ends 
up learning the Ethical policy: to bring the garbage to the 
wastebasket while moving towards its goal. The result was 
expected because: (1) Theorem 2 guarantees that all optimal 
policies are ethical-optimal; and (2) the use of Q-learning 
by the agent ensures the learning of the optimal policy (that 
is also ethical-optimal).

Figure 5 shows how the agent’s value vector � stabi-
lises, with less than 1500 episodes, at 0.59 ( V0 line) and 2.4 
( VN + VE line), which is precisely the value of the Ethical 
policy.

Related work

The AI literature on value alignment is typically divided 
between top-down, bottom-up, and hybrid approaches, as 
surveyed in Allen et al. (2005), Tolmeijer et al. (2021). In 
brief, top-down approaches focus on formalising ethical 
knowledge to encode it directly into the agent’s behaviour, 
whereas bottom-up approaches resort on the agent learning 
the ethical knowledge by itself. Hybrid approaches combine 
bottom-up and top-down approaches.

Some top-down proposals of formalising moral values 
include the work of Sierra et al. (2019), in which values are 
formalised as preferences, and also the work of Mercuur 
et al. (2019), in which values and norms are formalised as 
two distinct concepts, where values serve as a static compo-
nent in agent behaviour, whereas norms serve as a dynamic 
component. There has also been studies about the formal 
relationship between norms and values by Hansson and 
Hendricks (2018), and even some attempts at formalising 
supererogatory actions (for instance, in McNamara (1996), 
Hansson (2013)). Other top-down approaches more related 
with AI Safety focus on defining a set of safety constraints 
that an agent must comply with, hence formalising its prob-
lem as a Constrained MDP (Chow et al., 2018; García & 
Fernández 2015; Miryoosefi et al., 2020). Notice, however, 
that the framework of Constrained MDPs cannot express an 
ordering between objectives such as the one performed in 
this work. In summary, while all of the mentioned formal 
work is a clear contribution to the area, it is also widely 
accepted that pure top-down approaches cannot deal with 
the whole value alignment problem, as explained by Arnold 
et al. in Arnold et al. (2017).

Regarding bottom-up approaches, they almost exclusively 
focus on reinforcement learning for teaching moral values, 
following the proposed approaches of Russell, Soares and 
Fallenstein, among others (Russell et al., 2015; Soares & 
Fallenstein 2014). In particular, inverse reinforcement learn-
ing (IRL) (Abbeel & Ng 2004) has been proposed as a viable 
approach for solving the value alignment problem. Inverse 
reinforcement learning deals with the opposite problem of 
reinforcement learning: to learn a reward function from a 
policy. Hence, applying IRL, the agent would be able to 
infer the values of humans by observing their behaviour. 
Examples of the use of IRL for the value alignment prob-
lem include (Abel et al., 2016; Hadfield-Menell et al., 2016; 
Noothigattu et al., 2019; Riedl & Harrison, 2016; Wu & 
Lin, 2017).

One of the first criticisms that IRL received about tack-
ling the value alignment problem was expressed by Arnold 
et al. (2017). The authors claim that IRL cannot infer that 

Fig. 5   Evolution of the accumulated rewards per episode that the 
agent obtains in the ethical environment
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there are certain norms that the agent needs to follow. 
Arnold et al. propose instead to combine the strength of RL 
and logical representations of norms as a hybrid approach. 
Following the proposal of Arnold et al., an agent would learn 
to maximise a reward function while satisfying some norms 
at the same time. While we consider this approach related 
to ours, we differ in that we are capable of also integrating 
norms directly into the agent’s ethical reward function via 
carefully dividing it into two components.

Another major criticism of the majority of bottom-up 
approaches consider the problem of reward specification as 
equivalent to the whole value alignment problem. This has 
only recently started to be considered as a two-step process 
(reward specification and ethical embedding) that must take 
into account that the agent will have its own objectives (for 
instance, in Wu and Lin (2017), Noothigattu et al. (2019), 
Balakrishnan et al. (2019)).

While the value alignment literature typically considers 
a single learning agent, results for multi-agent systems are 
still scarce (notice how all the aforementioned works were 
approaches for a single agent). Some related areas for multi-
agent systems are mechanism design and co-utility. They 
both address the development of agent-interaction protocols 
or mechanisms in which no agent is worse off by participat-
ing (Domingo-Ferrer et al., 2017; Nisan & Ronen, 2001). In 
more detail, the problem in mechanism design is to design 
a mechanism for a multi-agent system that yields a socially 
desirable outcome. Similarly, co-utility aims at promoting 
a mutually beneficial collaboration between agents. Both 
methods differ from value alignment in that they only con-
sider the individual utility function of each agent, disregard-
ing any external ethical objective nor considering whether 
or not the maximisation of the agents’ utility functions is 
compatible with a value-aligned behaviour..

Finally, recent studies in cognitive science also remark 
the influence of the environment on human moral behav-
iour (Gigerenzer, 2010). According to Gigerenzer, moral 
behaviour in real environments is not based on maximising 
an ethical utility function, but instead on following some 
heuristics. This is also the point of our work: that instead 
of demanding the agent to maximise the ethical reward 
function, we design the environment in such a way that it is 
naturally inclined to behave ethically even with the simplest 
reinforcement learning algorithms.

Conclusions and future work

Designing algorithms for guaranteeing agents’ value align-
ment is a challenging problem. We make headway in tack-
ling this problem by providing a novel algorithmic approach 
for tackling the whole value alignment problem. Our 
approach builds upon formal philosophy and multi-objective 

reinforcement learning. In particular, our approach ensures 
that the agent wholly fulfils its ethical objective while pursu-
ing its individual objective.

Overall, we design a method for guaranteeing value-
alignment by considering a two-step process. It firstly speci-
fies ethical behaviour as ethical rewards, and then embeds 
such rewards into the learning environment of the agent.

We formalise the first step as the ethical reward specifica-
tion problem, and we provide a solution to it via specifying 
our formalisation of moral values with MORL, a valuable 
framework to handle multiple objectives. We do so by first 
formalising moral values based on moral philosophy. Our 
reward specification of a moral value guarantees that any 
agent following it will be value-aligned. We formalise the 
second and last step as the ethical embedding problem, and 
provide a method –within the MORL framework– to solve it.

Our findings lead to an algorithm for automating the 
whole value-alignment process. Our algorithm builds an 
ethical environment in which it will be in the best interest 
of the agent to behave ethically while still pursuing its indi-
vidual objective. We illustrate our approach by means of an 
example that embeds the moral value of civility.

As to future work, we would like to go beyond a sin-
gle moral value, as considered in this paper, and extend our 
approach to be capable of coping with multiple moral values 
in a value system. We expect to create such extension by, 
for instance, considering a (pre-defined) ranking over moral 
values that allows us to accommodate opposing moral norms 
in our approach. As a reference, we have identified the work 
in Serramia et al. (2018, 2020) as promising regarding how 
to tackle clashing norms that support different moral values.

We would also like to further investigate the potential 
applicability of our approach in more complex environments 
(such as P2P networks, multi-agent environments, agent-
human collaboration environments and so on) and study how 
to include an ethical reward function of a given moral value 
to those environments.
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Abstract. The improvement of videogames highly relies on feedback, usually gath-
ered through UX questionnaires performed after playing. However, users may not
remember all the details. This paper proposes an ethical conversational agent, en-
dowed with the moral value of respect, that interacts with the user to perform a sur-
vey during the game session. To do so, we use reinforcement learning and the ethi-
cal embedding algorithm to ensure that the agent learns to be respectful (i.e., avoid
gameplay interruptions) while pursuing its individual objective of asking questions.
The novelty is twofold: firstly, the application of ethical embedding outside toy
problems; and secondly, the enrichment of a survey oriented conversational agent
with this moral value of respect. Results showcase how our ethical conversational
bot manages to avoid disturbing user’s engagement while getting even a higher per-
centage of valid answers than a non-ethically enriched chatbot.

Keywords. Machine ethics, Reinforcement Learning, Conversational Agents, User
Experience Questionnaires, Video Games

1. Introduction

Human Computer Interaction (HCI) and User eXperience design are fast evolving fields
that pursue to improve the design of interactive systems [11]. In the context of UX em-
pirical studies, questionnaires [13] have proven to be useful tools for assessing the user
experience of using any computer application, and video games and virtual reality ex-
periences are no exception. Thus, game designers resort to playtesting, which usually is
conducted by first letting users play the game, and afterwards, once the playing session
has concluded, asking questions about their playing experience [12].

However, users may not remember all details by the end of the experience and, if
the number of questions is large, they may lead to user boredom or even user fatigue
[25], which hinders the quality of the gathered feedback. Moreover, this disadvantage is
aggravated when transitioning back to reality to perform a survey about a Virtual Reality
(VR) experience, which can lead to systematic bias as the user is no longer immersed in
the virtual world [1].
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Conversational agents –interactive systems (embodied or not) that engage in conver-
sation with the user [8]–, offer a new way to collect information, allowing to substitute
a traditional survey with an agent that prompts the questions to the user. Indeed, con-
versational agents have shown to be effective for this task, as they increase both user’s
commitment with the survey and the quality of the information elicited [10] .

Against this background, we propose to introduce a conversational agent that con-
ducts the survey in-game, as part of the game experience, with the aim of avoiding the
detrimental effects of post-game questionnaires, and to ease participation by allowing to
stay closer to the context of an ongoing exposure [17]. Nevertheless, this has also the
risk of disturbing the game flow [24] if the chatbot does not properly identify when to
prompt the user, or even result in the abandonment of the interview due to the player’s
cognitive overload [10]. Therefore, we argue that the conversational agent should be re-
spectful with the user’s engagement, and thus, we propose to embed the chatbot with a
moral value of respect, which should guide the agent to perform the questionnaire with-
out disturbing the user experience.

As social interactions must be considered when designing artificial agents [5], it is
becoming apparent that agents’ behaviour should align to human values [2]. Unfortu-
nately, although machine ethics [27,28] is an active research area, very little literature
is found on alignment of ethical principles in conversational agents. Some discussions
highlighted the need to furnish conversational agents with ethical awareness [7]. How-
ever, inducing an ethical behaviour requires some learning, since identifying at design
time all situations where this may be required constitutes a complex task.

Our proposal ensures the conversational agent learns to behave ethically by applying
ethical embedding, a reinforcement learning approach (see e.g., [18]). This methodology
for instilling moral value alignment is founded in the framework of Multi-Objective Re-
inforcement Learning [20] and the philosophical consideration of values [3] as ethical
principles that discern good from bad, and express what ought to be promoted. Examples
of human values2 include fairness, respect, freedom, security, or prosperity [9].

In particular, our proposal redesigns the conversational agent’s learning environment
so that it is ensured that the agent learns to pursue its individual objective of asking as
many questions as possible while fulfilling the ethical objective of being respectful with
the user’s engagement. This advances the state of the art as it showcases the application of
the ethical embedding method beyond toy problems and enriches current survey oriented
conversational agents with this moral value of respect.

2. Problem Formulation and Scenario

Intuitively, our problem is that of designing an ethical conversational agent that performs
in-game surveys. Briefly, we tackle this problem by transforming the learning environ-
ment of this agent so that it is guaranteed that the agent learns to be respectful with a
user playing the game while eliciting as much player feedback as possible. The learning
environment for the conversational agent is a (Multi-Objective) Markov Decision Pro-
cess (see Subsection 3.1) specified based on the game being played, which in this case
is a Pong game played by a simulated user. In this context, we understand respect as not

2Sociology and Psychology have also extensively studied human values, which are often defined as abstract
ideals that guide people’s behaviour [23].
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Figure 1. Screenshot of our Pong game illustrating an in-game period in which the chatbot is asking a question
(resources from Flaticon, by Freepik). Skip and N/A response options are considered non-valid answers.

hindering the user engagement. In what follows, we introduce engagement and all other
necessary elements that characterise our problem scenario.

2.1. Engagement

Within Human-Computer Interaction, engagement is a multi-stage process that becomes
key to adapt the designs to the user [16]. The different stages of engagement can be
distinguished by different levels of intensity of attributes [15] which, in video games
mainly correspond to challenge, aesthetic, feedback, novelty and interactivity.

We can distinguish five different engagement stages. First, the point of engagement,
is the stage where the user’s attention is captured. Next, the period of engagement lasts
while the attention and interest is maintained through feedback, novelty or challenge.
Then, disengagement can be followed by the stage of re-engagement, which closes the
cycle, or nonengagement, if the user engagement comes to an end.

In general, as game sessions consist on multiple engagement cycles of varying in-
tensity, we require the survey conversational agent to behave respectful with the user
by avoiding interrupting the user engagement, that is, just asking questions when the
intensity of the engagement attributes is low.

2.2. Interaction with the User

For the sake of simplicity, we have chosen a single-player three-level Pong game. Levels
in this game feature table-tennis games and are interleaved with several transition menus
greeting the user or showing the score at the end of each level. Figure 1 depicts an in-
game period, where the player uses keyboard arrow keys to move vertically the paddle
and hit the bouncing ball. These in-game periods will be the ones typically having high
user engagement, as they challenge the users and require from them higher interactivity
than menus.

As Figure 1 shows, the conversational agent remains visible at the bottom of the
screen throughout the whole game experience, and can prompt questions to the user
at any time. Questions are taken from a short version of the Game User Experience
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(a)

Ignore question Skip N/A
Starting menu 0% 60% 100%
In-game 10% 30% 40%∗0.5level

Other menus 0% 5% 30%∗0.5level

(b)

Figure 2. Model of our simulated user, illustrating (a) the rule tree that dictates behaviour and (b) the threshold
values of the probabilistic choice points for different in-game or in menu situations.

Satisfaction Scale (GUESS), the GUESS-18, which was designed to be used in iterative
game design, testing, and research [12]. Our chatbot asks questions from a pool of 12
questions about enjoyment (see Figure 1), usability/playability, visual aesthetics, etc.,
discarding those about narrative, audio and social connectivity that do not apply to Pong.

The user can answer any of these questions by selecting the corresponding button in
the user interface (see Fig 1). We distinguish two types of answers: valid and non-valid.
Valid answers belong to the Likert scale used in GUESS-18 and are the ones the chatbot
should gather to elicit useful data about the user’s game experience. Non-valid answers
correspond to “Skip” and “N/A”: Skip denotes the user is not willing to answer a specific
question, and thus it is discarded from the pool before being answered; and N/A (as in
Not Available), indicates the user does not know the answer to the question yet, and
should be asked at a later time, so the chatbot still has the chance to get a valid answer
later.

Moreover, notice that the player also has the option of ignoring the survey question
by simply continue playing. This leaves the chatbot waiting for an answer without being
able to pose more questions and without requiring any particular action from the user.

2.3. Simulated user

As previously mentioned, we propose our survey conversational agent to learn to be re-
spectful with the user by applying Reinforcement Learning (RL) [26] methods. However,
RL constitutes a data-hungry approach, requiring numerous episodes to learn a policy,
and human trials are expensive and time-consuming. Therefore, the repeatability and the
acquisition of participants pose a serious challenge [6]. In this context, automatic user
simulation tools [21] have been proposed as a handy alternative [14] for the first stages
of agents’ training, as they provide flexibility and repeatability [21]. Alternative simu-
lators have been proposed based on probabilistic, heuristic, or stochastic models (or a
combination of them) [6].

Following heuristic approaches [6] implemented by means of hierarchical patterns
(such as HAMs) and rule sets, we have built a simulated user that reproduces human
interactions by applying the rule tree in Figure 2a. Non-terminal nodes in the binary
tree represent probabilistic choice points [22], and terminal nodes indicate the action to
be taken. Whenever the chatbot asks a question, the simulated user traverses the tree
to decide its reaction. Thus, the probabilities associated to choice point nodes, which
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are shown in Figure 2b, allow the random selection of the outgoing edge (i.e., children)
to follow. These probabilities vary if the user is playing or not (i.e., in-game or in a
menu). We consider the user is collaborative and thus, it never ignores questions while
being in a menu (i.e., the “Ignore question” branch in Figure 2 has 0% probability of
being selected by the simulated user in Starting menu and Other menus) and just does it
10% in-game (which means it will select any other branch 90% of the times). Overall,
we set the probabilities in Figure 2b so that the simulated user will be more likely to
provide non-valid answers in-game (i.e., while playing) and in the starting menu than in
subsequent menus. Moreover, the further the player gets in the game, the less chances
of providing N/A answers. We include these probabilities in order to allow a degree of
lifelike randomness in the behaviour [14].

3. Background

As previously introduced, we study how a conversational agent can learn to be respectful
to the user while performing in-game surveys. The agent’s environment is initially spec-
ified as a Multi-Objective Markov Decision Process, which in our approach we trans-
form into a (single-objective) Markov Decision Process. This simplification of the en-
vironment is due to the fact that it is simpler for the agent to learn in a single-objective
MDP, and thus, it is here where the agent learns its behaviour. Furthermore, we create
such single-objective environment in a way that guarantees that the agent will learn a
value-aligned behaviour (i.e., policy). This section is devoted to provide the necessary
background to introduce our approach.

3.1. Markov Decision Process and Multi-Objective Markov Decision Process

In the context of Reinforcement Learning [26], the learning environment is characterised
differently depending on the number of the agent’s learning objectives:

Definition 1. A (single-objective) Markov Decision Process (MDP) is defined as a tuple
〈S,A,R,T 〉 where S is a set of environment states, A(s) is the set of agent actions available
at state s, R(s,a,s′) is a reward function specifying the reward the agent receives for
performing action a at state s when the next state is s′, and T (s,a,s′) is the function
specifying the probability of such transition.

Definition 2. An n-objective Markov Decision Process (MOMDP) is defined as a tuple
〈S,A,�R,T 〉 where S, A and T are as in an MDP, and �R = (R1, . . . ,Rn) is a vectorial reward
function composed of n scalar reward functions Ri, one per objective i.

The agent’s behaviour in an (MO)MDP is then described by a policy π , which in-
dicates for each state-action pair 〈s,a〉, the probability of performing action a in state s.
Moreover, a value vector

−→
V evaluates a policy π by computing the expected discounted

sum of rewards obtained when following it:

−→
V π(s) .

= E[
∞

∑
k=0

γk−→r t+k+1|St = s,π] for every state s ∈ S, (1)

where γ ∈ [0,1) is the discount factor and t is the time-step of each state s. An optimal
policy in a single-objective MDP is, then, one that maximises the expected discounted
reward accumulation for every state (π∗

.
= arg maxπV π ). π∗ constitutes the behaviour the
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Figure 3. The ethical environment design process (as in [19]) for value alignment.

agent should learn, or, in other words, the solution to the MDP. Its computation is more
complex for an MOMDP though, as it involves the optimisation of the value vector �V ∗

instead of a single V ∗ value function.

3.2. Value Alignment

MOMDPs facilitate learning value-aligned behaviours, as they can be used to design the
environment to incentivize ethical behaviour. Following the approach in [19], Figure 3
illustrates value alignment as a process consisting of two steps: reward specification and
ethical embedding.

Firstly, the reward specification defines an MOMDP by considering both the individ-
ual objective (the agent’s original objective translated into individual reward R0) and the
ethical objective (the moral value we introduce). This ethical objective encodes the moral
value into rewards and is composed of two dimensions: the normative reward function
RN , which punishes the violation of normative moral requirements; and the evaluative
reward function RE , which rewards morally praiseworthy actions. In this context, we fol-
low [19] and consider an ethical policy as one that abides to all norms while behaving as
praiseworthy as possible, and an ethical-optimal policy as one that maximizes the indi-
vidual objective as much as possible subject to being ethical. Formally, we refer to this
value-enriched MOMDP as an ethical MOMDP, and define it as 〈S,A,(R0,RN +RE),T 〉.

Secondly, Figure 3 (right) depicts how the ethical embedding process transforms this
ethical MOMDP into a single-objective MDP, where the agent is incentivized to learn
an ethical-optimal policy. That is, the resulting MDP guarantees that the agent learns
to fulfil the ethical objective while pursuing its individual objective (and, as it is single-
objective, just requires the agent to apply a basic reinforcement learning method).

The ethical embedding process applies this transformation by computing a linear
scalarisation function over the vectorial rewards �R in the MOMDP that results in a scalar
reward function R for an ethical MDP. This function has the form of:

f (�V π) = �w ·�V π = w0V π
0 +we(V π

N +V π
E ) (2)

Following [19], we fix the individual weight w0 = 1 so that the ethical embedding pro-
cess is reduced to looking for the ethical weight we > 0 that guarantees the learned be-
haviour in the resulting ethical MDP 〈S,A,R0 +we(RN +RE),T 〉 will prioritise the ethi-
cal objective over the individual one.

Algorithm 1 illustrates this computation. First, it applies Convex Hull Value Iteration
[4], a modification of the original Bellman’s Value Iteration algorithm [26] that allows
learning the optimal policies for all linear preference assignments over multiple objec-
tives. The resulting convex hull contains the subset of policies that are optimal for some
value of the ethical weight we. Thus, second line of the algorithm exploits the convex
hull to extract from it the value of the policy with the maximum amount of ethical value
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(VN +VE) (i.e., the value�V ∗ of the ethical-optimal policy π∗), and the value of the policy
with the second-best value (�V ′∗). Next, third line finds the values of we for which the
former policy becomes optimal by computing the minimal weight satisfying:

V ∗
0 (s)+we[V ∗

N(s)+V ∗
E (s)] > V ′∗

0(s)+we[V ′∗
N(s)+V ′∗

E(s)]. (3)

Algorithm 1 Ethical Embedding [19]
function EMBEDDING( Ethical MOMDP 〈S,A,(R0,RN +RE ),T 〉)
Compute the convex hull for weight vectors −→w = (1,we) with we > 0
Find

−→
V ∗ the ethical-optimal value vector, and

−→
V ′∗ the second-best value vector in the convex hull

Find the minimal value for we that satisfies Eq. 3
return 〈S,A,R0 +we(RN +RE ),T 〉

4. Environment design for an in-game survey agent to learn to be respectful

As previously mentioned, the ethical environment design process first defines an ethical
MOMDP to then transform it into an ethical MDP by applying the embedding algorithm.

In our particular setting (see Figure 2), we define our ethical MOMDP 〈S,A,�R,T 〉
so that states in S include information about current game status (level and if menu or
in-game) and user’s activity (if engaged3 or if the answer to last question was valid/non-
valid or quick/slow). Moreover, the agent can perform two actions A = {Ask, Wait} and
the reward vector �R = (R0,RN +RE) contains the individual and ethical reward functions:

• R0 (individual reward): promotes collecting as many valid answers as possible.

R0(s,a,s′) .
=

{
1, if a=Ask and valid answer(s′)

0, otherwise

• RN (normative reward): punishes i) asking questions when the user is engaged or
provides non-valid or slow answers; and ii) waiting (i.e., not asking questions)
when the user is not engaged, as these moments of low engagement should not be
wasted:

..RN(s,a,s′) .
=

⎧
⎨
⎩

−2, if ((a=Ask and (engaged(s) or not valid answer(s′) or slow answer(s′)))

or (a=Wait and not engaged(s)))

0, otherwise

• RE (evaluative reward): promotes asking questions that get a quick and valid re-
sponse without interrupting engagement:

..RE(s,a,s′) .
=

{
1, if (a=Ask and quick answer(s′) and valid answer(s′) and not engaged(s))

0, otherwise

Thus RN +RE encapsulates our notion of respect applied to the context of perform-
ing in-game questionnaires. Finally, state transition probabilities in T (s,a,s′) are approx-
imated by observing the frequencies of such transitions in 500 game executions.

Next, we apply the ethical embedding algorithm. Figure 4a visualizes the convex
hull, that is, those policies that are maximal for some value of we. Specifically, black dots
signal the ethical-optimal policy (�V ∗, the one that maximizes the ethical value function

3Notice that in our simple Pong game, engagement can be assumed if the user moves the paddle, but this
varies for different games. Moreover, although moving the paddle can only be done in-game, and thus we
assume low engagement in menus, it may also happen if the play is slow enough.
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(a) The convex hull for our ethical MOMDP. (b) Scalarized policies in the weight space.

Figure 4. The ethical embedding process: (a) visualizing the convex hull, and (b) finding the ethical weight.

(VN +VE)); the second-best ethical optimal policy (�V ′∗); as well as the (unethical) policy
that maximizes the individual value (V0). Next, we solve Eq. 3 and obtain a value of
we > 0.49237. In fact, this value can be empirically found by plotting, as in Figure 4b,
the scalarised values for these tree policies, and by identifying the value of we for which
the ethical-optimal policy has the highest scalarised value (and this is also the case for all
we values in the green area). Then, we set the weight to we = 0.5 and return the ethical
MDP 〈S,A,R0 +we(RN +RE),T 〉 as the environment that guarantees that the agent will
learn to behave ethically. Finally, it is worth mentioning that Theorem 1 in [19] formally
guarantees that the agent will still learn the same ethical optimal policy regardless of the
scale4 of the ethical rewards considered before scalarisation.

5. Results

The resulting ethical MDP provides a simple environment for our conversational agent
to learn to be respectful while asking survey questions. Here, we empirically prove so by
applying Q-learning [26]. Specifically, we set a learning rate α = 0.7, a discount factor
γ = 0.7, and an ε-greedy policy for exploration along 1000 episodes, where each episode
corresponds to a playthrough of our three-level Pong game5.

To better assess the impact of the ethical embedding. Figure 5a illustrates the con-
vergence, in terms of the accumulated reward, of the learning of two agents: in green, our
ethical agent; in red, an unethical agent that just considers the individual reward R0. Not
surprisingly, our ethical agent takes longer to learn, and accumulates negative rewards
as the RN reward is quite demanding and punishes the agent for not taking advantage of
all low engagement situations in slow play. However, this does not preclude our ethical
agent to elicit necessary information. In fact, as depicted in Figure 5b, once it learns, it
manages to get more valid answers than the unethical agent, which relies on the user to
answer questions even if interrupted.

Beyond checking that the ethical agent manages to accomplish its individual objec-
tive, we need to assess it learns a respectful behaviour, asking questions when the user’s
engagement is low, which typically happens while the user is in menus. Thus, we focus
on comparing the number of questions prompted in-game and in menus. Specifically,
Figure 5c shows how the green ethical agent manages to drastically reduce the number of
questions in-game (as opposed to the red unethical agent) and Figure 5d shows how the

4As long as the reward of praiseworthy actions are > 0 and the ones for blameworthy actions are < 0.
5Our code is publicly available at https://github.com/ericRosello/EthicalCA.

E. Roselló-Marín et al. / An Ethical Conversational Agent342



(a) Accumulated discounted reward. (b) % of questions that received a valid answer.

(c) Number of questions in-game. (d) Number of questions in menus.

Figure 5. Evolution of different metrics throughtout the learning process.

ethical agent focuses in asking most of the questions in menus (a behaviour that again
contrasts with the one of the unethical agent). Thus, overall, we can claim that our con-
versational agent has successfully learnt to ask survey questions without disturbing the
user play, that is, behaving in alignment with the moral value of respect.

6. Conclusions and Future Work

This paper proposes an ethical conversational agent in charge of gathering User eXperi-
ence data while the user is playing a game. The agent, applying the ethical embeddding
method, learns to respectfully conduct the in-game questionnaire. This method trans-
forms an ethical MOMDP into an ethical MDP that can be addressed by standard RL
algorithms. Specifically, we defined the learning environment based on the Pong game,
and used Q-learning with a simulated user to assess the ethical agent’s learning. The re-
sults show that our ethical agent asks the user questions in more appropriate situations
(low user engagement) than the unethical agent. Thus, it fulfils the ethical objective while
still pursuing the individual one (i.e obtain as much UX data as possible). Indeed, the
ethical agent obtained a higher proportion of valid answers than the unethical one, while
reducing gameplay interruptions.

Future work should explore the generalization of our approach to alternative games
and virtual reality experiences, as the activity of the user (and so engagement) is highly
dependent on the (game) mechanics. The study of other moral values (e.g. fairness) is
another interesting line of research.
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Chapter 6

Conclusions

This chapter provides a summary of the results and contributions obtained during this

thesis, a general discussion of them, and the conclusions of this work.

This chapter is structured as follows. First, Section 6.1 provides a detailed list of the

concrete answers to our research questions and discusses the results obtained. Then,

Section 6.2 provides the conclusions and main takeaways from this thesis, and also

directions for future work.

6.1 Results

During this work, we have addressed all the research questions posed in Section 1.2. In

this section, we detail our answer to each research question, divided by chapter, following

the order in which they were answered. Hence, each of the following subsections provides

a summary of the results provided in its respective chapter.

6.1.1 Designing an ethical environment

The paper in Chapter 2 provided our first contribution. It was the design of an ethical

environment wherein two agents of a multi-agent game learnt to behave in alignment

with a moral value. With this ethical environment, we aimed to prove the viability of

an environment-designer approach to align agents with moral values.

In [Rodriguez-Soto et al., 2020], we considered a multi-agent game in which agents

needed to behave in alignment with a moral value. The game was a reinforcement

learning environment in which each agent had its individual reward function R0. Then,

we aggregated the ethical reward function Rv directly into the environment so that the

71
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agents received the reward function R = R0+Rv. The environment with reward function

R was the hand-crafted ethical environment.

After letting the agents learn their policies in the ethical environment, both of them

learnt to behave in alignment with the moral value. In summary, we positively answer

Research Question Q1:

Question Q1: Given an environment with some (already specified) ethical rewards,

can we design an ethical single-objective environment wherein the agent learns to behave

ethically? Indeed, we show that given an example multi-agent environment, we can

design an ethical environment in [Rodriguez-Soto et al., 2020] (contribution C1).

We illustrated our proposal with the Public Civility Game, a multi-agent game in which

the agents need to behave in alignment with the moral value of civility. Recall that in

the Public Civility Game, both agents may find pieces of garbage in their way, which

we expect them to bring to the nearest bin.

We compared the policies learnt by the agents in the designed ethical environment and

the original environment. We empirically showed that the multi-agent system improves

its overall performance in terms of street cleanness in the ethical environment, because

garbage is always brought to the bin. Furthermore, in the ethical environment, we also

reduced the degree of violence of the environment by 100% (i.e., there was no violence)

because no agent threw the piece of garbage to the position of the other.

In summary, the positive results [Rodriguez-Soto et al., 2020] opened the possibility of

going from a hand-crafted to an automated ethical environment design process. There-

fore, the following two Chapters were devoted to developing an algorithm for designing

ethical environments.

6.1.2 The ethical embedding process

After the positive results of Chapter 2, we proceeded to develop an algorithm for au-

tomating the ethical environment design algorithm. Recall that the design of ethical

environments consists of two parts. First, the reward specification process creates an

ethical reward function Rv. Second, the ethical embedding process aggregates the ethi-

cal reward function Rv to the original function R0 of an environment to create an ethical

environment.

As mentioned in the Introduction section, in this thesis, we started with the second step,

the ethical embedding process. We assumed that the ethical reward function was already

provided to the environment designer so we could focus first on the problem of how to
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aggregate the two reward functions (R0 + w · Rv) to create an ethical single-objective

environment. The agent is expected to learn an ethical policy in the resulting ethical

environment.

The paper in Chapter 3 presented an ethical embedding algorithm that designs an

ethical environment in three steps. A general summary of the three steps is provided in

Section 1.3.2. The main idea is that it applies a multi-objective reinforcement learning

algorithm to compute the difference in rewards between behaving ethically and not.

After computing this difference, it can find the weight necessary to compensate behaving

ethically. Recall that a policy is ethical if it maximises the accumulation of ethical

rewards. Hence, it is likely that an ethical policy does not accumulate as many individual

rewards as an unethical one. With the computed weight, in the ethical environment, it

is optimal for the agent to behave ethically. Hence, our answer to Research Question

Q2.1 is yes:

Question Q2.1: Can we develop an algorithm for the ethical embedding process so that

it designs an ethical environment wherein the agent learns to behave ethically? Yes, the

Ethical Embedding Process presented in Algorithm 1 of [Rodriguez-Soto et al., 2021]

(contribution C2.1).

We illustrated the algorithm with a single-agent version of the Public Civility Game.

Again, the empirical evaluation confirmed that the learning agent learnt to behave civilly

(i.e., always bringing the garbage to the nearest bin) while going to its destination.

6.1.3 The ethical environment design process and its formal guaran-

tees

In [Rodriguez-Soto et al., 2021], we developed an algorithm for automating the ethical

embedding process, the second step of the ethical environment design process. This

result prompted us to complete the environment design algorithm by providing an algo-

rithm for the remaining step: the reward specification process.

The paper in Chapter 4 provided an algorithm for the reward specification process.

Given a moral value formalised following [Serramia et al., 2018] and a reinforcement

learning environment, in [Rodriguez-Soto et al., 2022], we explain how to obtain an

ethical reward function from them. Recall that a moral value is formalised as a tuple

of two elements: (i) a set of norms that tell us which actions are prohibited for the

value, and (ii) an evaluative function that quantitatively tells us how praiseworthy is

each possible action for the value.
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In [Rodriguez-Soto et al., 2022], we presented a reward specification process that in-

dependently transforms each element of the moral value into a component of a reward

function. The set of norms is transformed into a normative reward function RN , and

the evaluative function is transformed into an evaluative reward function RE . Finally,

since both components are considered equally important, they are aggregated to obtain

the ethical reward function Rv = RN + RE . Hence, our response to Research Question

Q2.2 is yes again:

Question Q2.2: Can we develop an algorithm for the reward specification process to

transform a moral value into an ethical reward function? Yes, the Reward Specification

Process is formalised in Definition 7 of [Rodriguez-Soto et al., 2022] (contribution C2.1).

The resulting ethical reward function specifies all the elements of a moral value in terms

of rewards of a reinforcement learning environment. Therefore, in [Rodriguez-Soto et al.,

2022], we argue that to behave ethically means to maximise the accumulation of rewards

from the ethical reward function. This proposed formalisation of ethical behaviour,

albeit restrictive, is formally precise. Our definition means that we only consider as

ethical the policy that maximises the accumulation of ethical rewards (i.e., optimal for

the ethical reward function). One could ask why a policy that obtains 95% of the

total possible ethical rewards should not be called ethical. Our reply to this is that if

there are some optional ethical actions that the agent is not required to do (known as

supererogatory actions in the Ethics literature, [Chisholm, 1963]), then it is a matter

of not including them in the formalisation of the moral value (or when specifying the

associated ethical reward). Nevertheless, it is interesting to consider a more relaxed

definition of ethical behaviour in future work.

The proposed reward specification process in [Rodriguez-Soto et al., 2022] completed

the ethical environment design process. After that, Chapter 4 presented the two-step

ethical environment design algorithm, which answers Research Question Q2:

Question Q2: Given a moral value and an agent’s reinforcement learning environment,

can we develop an algorithm for transforming the environment into an ethical environ-

ment wherein it is in the agent’s best interest to behave ethically? ? Yes, the Ethical

Environment Design Process presented in Algorithm 1 of [Rodriguez-Soto et al., 2022]

(contribution C2).

Our findings in [Rodriguez-Soto et al., 2022] lead to an algorithm for automating the

design of ethical environments. In the built ethical environment, it will be in the agent’s

best interest to behave ethically. Again, we illustrated our algorithm by applying it to

the single-agent version of the Public Civility Game.
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When developing Algorithm 1 in [Rodriguez-Soto et al., 2022], our primary focus was

on providing theoretical guarantees to it. We wanted to prove that optimal policies are

ethical in the designed ethical environment. We proved this theoretical conjecture in

Theorem 2 of [Rodriguez-Soto et al., 2022]. Thus, we proved that our ethical environ-

ment design process creates environments wherein the agent learns to behave ethically

when its formal assumptions are satisfied. In particular, there are two assumptions:

• The first one is that the reinforcement learning environment is finite. That is,

the number of states and actions is finite. This is a natural assumption usually

expected in all tabular reinforcement learning applications.

• The second one is that behaving ethically should be possible in the reinforce-

ment learning environment. That is, the agent can maximise the accumulation of

praiseworthy and normative rewards (the two components of the ethical reward

function). This assumption comes from the Ethics literature, in which if we de-

mand a moral agent to perform some ethical actions, it must be possible for them

to perform these actions. In the Ethics literature, this condition is known as Ought

implies Can [Duignan, 2018].

In short, we can answer positively Research Question Q3:

Question Q3: Is our proposed ethical environment design process formally guaranteed

to create an environment wherein it is in the agent’s best interest to behave ethically?

Yes, given two theoretical assumptions, as proven by Theorem 2 of [Rodriguez-Soto

et al., 2022] (contribution C3).

Theorem 2 in [Rodriguez-Soto et al., 2022] is the main result of this thesis. This result,

together with Algorithm 1 of [Rodriguez-Soto et al., 2022], advances the state of the art

by providing the first algorithm with theoretical guarantees of ethical-behaviour learn-

ing, which is paramount to releasing autonomous agents in real-world environments.

Furthermore, Theorem 2 validates all our previous empirical evaluations of ethical envi-

ronments theoretically, confirming that it was guaranteed that it is in the agents’ best

interest to behave ethically.

In the designed ethical environment, optimal policies are ethical. It is worth remark-

ing that we are assuming that the chosen learning algorithm of the agent must be at

least formally guaranteed to converge to the optimal policy. Since we have chosen an

environment-designer approach in this thesis, we assume that we have no control over

the agent, and we only assume that it is a rational agent pursuing to maximise its reward

accumulation.
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To conclude this section, we wanted to discuss the applicability of the ethical environ-

ment design process to deep reinforcement learning environments. Currently, no deep

reinforcement learning algorithm is formally guaranteed to converge to optimality. Such

(lack of) theoretical results means that:

1. With deep reinforcement learning algorithms, we cannot guarantee that in the

designed ethical environments it is optimal for an agent to behave ethically.

2. Even if we designed the ethical environment with tabular reinforcement learning by

brute force if the agent uses a deep reinforcement learning algorithm for learning,

there is no guarantee that it will converge to the ethical policy.

Nevertheless, considering that deep reinforcement learning is still a very recent research

area, it is to be expected that future work in this direction would lead to deep learning

algorithms with theoretical guarantees. In any case, the view in this thesis is that build-

ing a formal basis of algorithms for value alignment in tabular reinforcement learning

environments is necessary before jumping to deep reinforcement learning algorithms.

6.1.4 Evaluating the ethical environment design process

The theoretical results in Chapter 4 guarantee that optimal policies are ethical in any

ethical environment designed by our algorithm. However, as argued in the Introduction

section, we deem it important to illustrate our ethical environment design algorithm in

a case study.

Until Chapter 4 we only tested our ethical environment design process in the Public

Civility Game. The paper in Chapter 5 provided a second environment with potential

applications in the real world. As explained in Section 1.3.4, in [Roselló-Maŕın et al.,

2022] we presented the learning environment of a conversational agent. The learning

agent needs to extract user experience information from a human user that is playing

a video game. We expect the agent to align with the moral value of respect in this

environment. We expected the agent to ask the user while not disturbing the user’s

engagement with the video game.

After designing the ethical environment, we evaluated the policy learnt by the agent. As

expected, the empirical results confirmed our theoretical results. The evaluation results

showed that in the designed ethical environment, the agent abided by the moral value

of respect: the conversational agent managed to avoid disturbing a user’s engagement.

In summary, we answered Research Question Q4 with our case study:
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Question Q4: Can we test the ethical environment design process in a reinforcement

learning environment to validate that an agent learns a behaviour aligned with a moral

value? Yes, with the conversational agent presented in [Roselló-Maŕın et al., 2022].

We validate our algorithm in Section 5 of the paper (contribution C4).

In conclusion, the results found in the papers provided in this compendium answered all

the research questions posed in this thesis.
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6.2 Conclusions and Future Work

This thesis aimed to develop ethical environments in which an agent is formally guar-

anteed to learn to behave ethically. Founded on the Ethics literature and the Multi-

Objective Reinforcement Learning literature, we provided a two-step ethical environment

design algorithm and validated it theoretically and empirically.

Guaranteeing value alignment is a challenging problem. While most of the AI commu-

nity is following an agent-based approach to tackle this problem, here in this thesis,

we have argued instead for using an environment-designer approach. That is, instead

of modifying the agent’s learning algorithm, we modify its environment so that it is in

the agent’s best interest to learn an ethical behaviour. With our ethical environment

design process, we expected to ease the agent’s learning process. Indeed, as our empir-

ical evaluation confirms in the tested environments (The Public Civility Game and the

survey-oriented conversational agent case study), the agents can learn an ethical policy

using any tabular reinforcement learning algorithm. This is crucial because, as we have

discussed throughout this thesis, we will not always be able of guaranteeing that the

agent is willing to behave ethically. Our ethical environment design process provides a

method to know exactly how to tailor the agent’s reward function so it is optimal for

the agent to behave value-aligned.

In this thesis, we have provided an algorithm for guaranteeing that a single agent learns

to behave in alignment with a moral value. Hence, there are two natural future work

directions: (i) to develop an algorithm for designing an ethical multi-agent environment

for multiple agents, and (ii) to develop an algorithm for designing an ethical wherein

it is in the agent’s best interest to behave in alignment with multiple moral values. In

both cases, we would like to follow the same methodology we applied in this thesis and

provide theoretical guarantees for the eventual algorithms. Therefore, for the multi-

agent case, we would require our algorithm to be generalised for learning environments

with multiple agents (known in the reinforcement learning literature as Markov games).

Similarly, for the multi-valued case, we would require our algorithm to be generalised

for learning environments with many objectives (more than two). Both objectives are

achievable given the state of the art in multi-agent and multi-objective reinforcement

learning. In fact, our journal paper under review cited in the Introduction tackles the

multi-agent ethical environment design problem.

Another possible line of work would be, on the theoretical side, to generalise our The-

orems so that they hold in more general environments. In this thesis, our theorems

remain valid for finite Markov Decision Processes. However, in large environments, it

is common for the agent to learn with partial observations instead of considering the



Chapter 6. Conclusions 79

environment’s whole state at each step. Hence, it would be interesting to study how

to generalise them for partially-observable environments. In the same direction, as pre-

viously mentioned, it would also be interesting to study how to expand them to deep

reinforcement learning environments.

In summary, this thesis aimed to close an important gap in the AI value alignment

research area. Despite the popularity of applying reinforcement learning for value align-

ment, before our approach, no methods in the literature formally guaranteed that it

was in the agent’s best interest (i.e., optimal) to behave ethically. With its theoretical

guarantees, the presented ethical environment design process serves as a stepping stone

towards solving the value alignment problem because there will not be general artificial

intelligence if there is no value-aligned artificial intelligence.
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tural solution to sequential moral dilemmas. In Proceedings of the 19th International

Conference on Autonomous Agents and Multi-Agent Aystems (AAMAS 2020), 2020.

Manel Rodriguez-Soto, Maite Lopez-Sanchez, and Juan A. Rodriguez Aguilar. Multi-

objective reinforcement learning for designing ethical environments. In Zhi-Hua Zhou,

editor, Proceedings of the Thirtieth International Joint Conference on Artificial Intel-

ligence, IJCAI-21, pages 545–551. International Joint Conferences on Artificial Intel-

ligence Organization, August 2021. Main Track.

Manel Rodriguez-Soto, Marc Serramia, Maite López-Sánchez, and Juan Rodŕıguez-
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