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Abstract 

 
Catalysis is ubiquitous in chemical industries since it accelerates chemical reactions, 

thereby saving considerable amounts of energy. Most catalytic processes in industry are 

heterogeneous in nature, typically involving a solid catalyst and a gas or liquid phase 

containing the reactants and products. Although numerous types of materials are used, 

most heterogeneous catalysts are made of metals and/or metal oxides. Research towards 

improving the activity and selectivity of catalytic systems along with reducing the cost of 

the catalysts is crucial. In this thesis, different aspects regarding two relevant processes 

are investigated: (i) the improvement of CO2 electroreduction catalytic systems and (ii) 

atomic carbon interactions with transition metals (TMs), often present in many 

heterogeneous catalysts. 

In the first part, the electroreduction of CO2 (CO2RR) to valuable fuels for energy 

storage and environmental mitigation is studied through density functional theory (DFT) 

calculations on suitable models. Some findings are the result of collaborations with the 

experimental research groups of Prof. Boon Siang Yeo (NUS, Singapore) and Dr. 

Katsounaros (HI-ERN, Germany). Four-atom square islands on top of Cu(100) are 

identified as the active sites in oxide-derived Cu surfaces responsible for ethanol 

evolution. It is observed that the C2 product selectivity at the late stages of the CO2RR is 

dictated by the coordination of the different active sites. Moreover, adding Ag to Cu is 

shown to enhance the production of ethanol via the opening of an alternative pathway. 

Finally, it is shown how formic acid, usually considered a dead-end product of CO2RR, 

can be electroreduced to methanol at the oxygen vacancies of anodized titanium catalysts. 

In the second part, a broad and detailed atomistic view of the interaction of C with 

TM surfaces is given by determining its most stable sites, bond strength, possible 

subsurface stability, and diffusion kinetics, regarding the possible C poisoning or 

promoting role on the catalyst surface and the formation of TM carbides, also extendedly 

used as heterogeneous catalysts. Hundreds of simulations are performed within the DFT 

framework, and the resulting data are analyzed to find correlations and draw conclusions. 

Initially, it is observed that atomic C features preferential subsurface stability in the (111) 

facets of Cu, Ag, and Au surfaces and nanoparticles, which has important implications 



 

 ii 

when using those metals as catalysts. Dynamic simulations provided estimates of the 

lifetimes of surface and subsurface C species. Moreover, data analysis using different 

descriptors together with machine learning tools shows that both the thermodynamic and 

kinetic data are better described when using a combination of several descriptors. 
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Chapter 1 

 

Introduction 

 
Catalysis is the acceleration of the rate of a chemical reaction by a substance (the catalyst) 

that is neither consumed nor generated in the process. Specifically, a catalyst is defined 

by the IUPAC as:1 “A substance that increases the rate of a reaction without modifying 

the overall standard Gibbs energy change of the reaction. The catalyst is both a reactant 

and a product of the reaction.” Practically speaking, a catalyst decreases the activation 

energy (Ea) of a given reaction. Catalysts interact with the reactants to give intermediate 

species that will ultimately lead to products and the regenerated catalyst. They essentially 

provide an alternative reaction mechanism involving different intermediates and different 

transition-state energies compared to the non-catalyzed reaction. Since reactants and 

products are the same for both the catalyzed and the non-catalyzed reactions, the 

thermodynamics of the reaction is not modified. Thus, catalysis relies on changes in the 

kinetics of chemical reactions. Figure 1 shows a schematic representation of a reaction 

energy profile with and without the effect of a catalyst. 
 

 
Figure 1. Schematic representation of a reaction energy profile. The activation energy (Ea) is reduced in 

the presence of a catalyst, but the reaction energy remains unchanged. The reaction coordinate represents 

the progress along a reaction pathway from reactants to products. 
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Applications based on catalysis can be traced back to thousands of years ago with 

the discovery of fermentation to produce wine and beer through processes known today 

as enzymatic catalysis.2 However, it was not until 1835 that the term catalysis was coined 

by Berzelius. Later, in 1895, Ostwald was the first to scientifically define the term. 

Nowadays, catalysts are used in more than 90% of all chemical industrial processes, 

contributing directly or indirectly to around 35% of the world’s gross domestic product 

(GDP).3 Catalysis is key to numerous industrial applications, including the production of 

commodity, fine, and specialty chemicals as well as the manufacturing of 

pharmaceuticals, cosmetics, food, and polymers. Moreover, catalysis is central in the 

design of processes for clean energy provision and in environmental protection and 

remediation, both by eliminating environmental pollutants and providing alternative 

cleaner chemical synthetic procedures.4 

Catalysis is deemed heterogeneous when the catalyst and the reactants are in 

different phases and its interaction happens at the interface between those phases. 

Countless catalytic processes are heterogeneous, typically including a solid catalyst and 

reactants in either a gaseous or liquid phase. To a large extent, heterogeneous catalysts 

are made of metals or metal oxides, although numerous other compounds are used for 

such purpose (e.g., sulfides, phosphates, graphitic materials, carbides, and ion-exchange 

resins, among others).5-8 Metal catalysts, particularly those containing transition metals, 

have been proven to be especially useful in industrial catalysis, since they can easily 

activate simple molecules like H2, O2, N2, CO, and polyatomic organic molecules 

containing C-H, C-O, and C-N bonds.9 

Heterogeneous catalytic reactions start with the adsorption of the reactants onto the 

catalyst surface. The adsorption and the subsequent conversion reactions take place at 

particular atoms or ensembles of atoms of the catalyst surface, often called active sites or 

active centers.10 A particular atomic ensemble may be active or inactive for a given 

reaction by virtue of its specific structural arrangement of atoms. The electronic 

properties of the catalyst surface also play an important role in the adsorption and 

activation of the reactants. Therefore, the catalytic performance of a given catalyst is 

influenced by both its atomic structure and electronic properties. After the reactants have 

reached the active site, either through direct adsorption or by surface diffusion, they are 

converted into products. The products desorb from the catalyst regenerating it, that is, 

leaving the active sites available for new incoming reactants.10 In this way, the catalytic 

cycle can be repeated several times in each of the surface active sites. Note that, according 
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to the Sabatier principle,11 the interaction between the catalyst surface and the reactants 

should be neither too strong nor too weak. When the interaction is too weak, the reactants 

may not be able to adsorb on the surface and the reaction will not take place. On the other 

hand, when the interaction is too strong, either the reactants get completely decomposed 

on the surface or the products are not able to desorb and regenerate the active site, which 

ultimately deactivates the catalyst.12 

Electrocatalysis can be defined as the heterogeneous catalysis of electrochemical 

reactions, which occurs at the electrode-electrolyte interface and where the electrode 

plays both the roles of electron donor/acceptor and catalyst. Electrochemical processes 

for clean energy production, conversion, and storage, are a promising strategy to relieve 

our modern society reliance on fossil fuels by converting chemical energy into electrical 

energy.13-15 To take these promising technologies from the scale of fundamental research 

to real applications, active, selective, and durable catalysts are needed that facilitate the 

kinetics of electrochemical reactions.16 However, several challenges related to 

unsatisfactory catalytic efficiency, low selectivity, or high costs still need to be 

addressed.17 To do so, the electrocatalysis scientific community has devoted substantial 

efforts into revealing fundamental reaction mechanisms and structure-activity 

relationships, which are currently used to guide the fine-tuning of the composition, size, 

and morphology of electrocatalysts so as to achieve high activity and selectivity at 

reasonable costs.18,19 

The research work presented in this thesis consists of a fundamental study of CO2 

electroreduction and C interactions with transition metal systems by means of theoretical 

and computational methods. The manuscript is divided into four well-differentiated parts. 

A brief introduction to catalysis, heterogeneous catalysis, and electrocatalysis (Chapter 

1), a description of the theoretical methods used for the computational analysis of the 

systems of interest (Chapter 2), and two chapters showing the main results in the form of 

articles published in peer-reviewed journals (Chapters 3 and 4). Before each article, a 

summary is shown, mainly focused on the part of the work that I conducted. In Chapter 

3, several studies on the electroreduction of CO2 to valuable commodities are presented. 

Chapter 4 covers a detailed analysis of the interplay between C atoms and transition metal 

surfaces and nanoparticles. Finally, conclusions are drawn and a list of publications is 

provided. 
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Chapter 2 

 

Theoretical Methods 

 
2.1 The Schrödinger Equation 

 
The many-body Schrödinger equation governs the properties of any given chemical 

system through its wave function, which depends simultaneously on the positions of its 

nuclei and electrons. To understand chemistry at the microscopic level, it usually suffices 

to consider the non-relativistic time-independent Schrödinger equation: 

 

 !"Ψ(%, ') = *Ψ(%, ') (2.1), 

 

where Ψ(%, ') is the wavefunction of the system dependent on the positions of the nuclei, 

R, and electrons, r, and !" is the Hamiltonian operator. For M nuclei and N electrons, the 

Hamiltonian operator expressed in atomic units is given by: 
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where 1& and 2& are the mass and charge of nucleus A, respectively. The ∇!" and ∇&" 

Laplacian operators involve second derivatives with respect to the coordinates of the ith 

electron and the A
th nucleus, respectively. From left to right, the five terms of the 

Hamiltonian correspond to the kinetic energy of the electrons (34+), the kinetic energy of 

the nuclei (34,), the nucleus-electron attraction (54,+), the electron-electron repulsion (54++), 

and the nucleus-nucleus repulsion (54,,). 

To be able to solve the Schrödinger equation, the Born-Oppenheimer 

approximation is most often invoked.20 This approximation proposes that, since nuclei 

are considerably heavier than electrons, they move more slowly. Hence, one can consider 
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electrons to be moving in the field generated by fixed nuclei at certain positions. Within 

this approximation, the nuclear kinetic energy (34,) can be considered zero and the 

repulsion between nuclei (54,,) constant for a specific nuclear configuration. The 

remaining terms form the electronic Hamiltonian, (!"+-), which can be used to obtain the 

electronic energy (*+-) of the system: 
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 (2.3), 

 

 !"+-Ψ+- = *+-Ψ+- 	 (2.4), 

 

where Ψ+- is the electronic wavefunction, which still depends on the coordinates of 

electrons but has only a parametric dependence on the nuclear coordinates. The possible 

values of electronic energy in Equation 2.4 are not those corresponding to the solution of 

Equation 2.1. However, it can be shown that, once the 54,, term is included, the resulting 

quantity corresponds to the potential felt by the nuclei, which leads to the concept of 

potential energy surface, key to the microscopic mechanisms governing all chemistry in 

the ground or excited states. 

Unfortunately, Equation 2.4 only has an analytical solution for up to three particles, 

and the high dimensionality of Ψ+- makes solving the equation numerically extremely 

difficult. Therefore, several different approximate methods have been developed to solve 

this problem, including Hartree-Fock,21 Møller-Plesset perturbation theory,22 Coupled 

Cluster,23 Quantum Monte Carlo,24 and Density Functional Theory (DFT), among others. 

From all these different approaches one must choose the most adequate method for 

a target study. The nature and size of the system, the computational cost, and the accuracy 

of the method shall be considered when making the decision. Presently, DFT is the most 

widely used electronic-structure method in computational chemistry, as it provides a good 

compromise between computational cost and accuracy for a large number of systems, 

including the ones featured in this work. 
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2.2 Density Functional Theory 

 
The foundations of DFT were laid by Hohenberg and Kohn in 1964.25 They showed that 

the ground state energy, *., of a chemical system is a function of its electronic density, 

6('). Therefore, as far as ground-state chemistry is concerned, there is no need to know 

the wavefunction of the system. Specifically, they formulated and proved two theorems. 

The first theorem establishes that the electronic density of the ground state, 6.('), 

uniquely determines the external potential,	5('), hence, the non-degenerate ground-state 

energy is determined as a function of 6.('): 

 

 *. = *.[6.(')]	 (2.5). 

 

The second theorem shows that the electronic density that minimizes the energy is that 

of the ground state. Therefore, within DFT, the ground-state energy and, consequently, 

the corresponding potential energy surface, can be determined from the ground-state 

electronic density. 

 

 *. = 9/0[6] + ;5(') 6(')<'	 (2.6), 

 

where 9/0 is a universal, system-independent Hohenberg-Kohn functional of the 

electronic density (6(')), hereafter referred to as (6) for simplicity.  

However, the exact form of the 9/0 functional remains unknown. As a practical 

solution, Kohn and Sham proposed to consider an auxiliary system of non-interacting 

electrons in an effective potential (5+12), from which the ground-state energy can be 

approximated.26 In this formalism, one has 

 

																				*345[6] = 3[6] + ;5+12(')6<' + */[6] + *16[6]	 (2.7), 

 

where 3[6] is the kinetic energy of the non-interacting electrons, */[6] is the classical 

electron-electron Coulomb energy, and *16[6] is the exchange-correlation energy which 

includes all the terms that are not accounted for by the other terms (exchange and 
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correlation energies, the auto-interaction correction to the classical Coulomb interaction, 

and the difference between interacting and non-interacting kinetic energies). 

Note that finding the exact form of *16 is as complicated as for 9/0, but *16[6] is 

significantly smaller than 9/0[6]. Hence, any approximations made to *16[6] have less 

of an effect in the calculated ground-state energy than on 9/0[6]. 

Several different approaches have been used to approximate the *16 term, 

commonly referred to as exchange-correlation functionals. The choice of using a 

particular functional depends on the model system, computational cost, and desired 

accuracy. Jacob’s ladder is used to represent the different levels of exchange-correlation 

functionals, moving from the Hartree-Fock “earth” to the “heaven” of chemical accuracy, 

with errors smaller than or equal to 1 kcal/mol. From less to more complexity and 

computational cost, the rungs of the ladder include: (a) the local density approximation 

(LDA) functionals, which only depend on the local density, and offer an almost perfect 

description of a homogeneous electron gas (e.g. Vosko-Wilk-Nusair (VWN)),27 (b) 

generalized gradient approximation (GGA) functionals, which include the local density 

and its gradient to account for spatial variations of the electronic density (e.g. Perdew-

Burke-Ernzerhof (PBE)),28 (c) meta-GGA functionals, which also include the second 

derivative of the local density or kinetic-energy density (e.g. Tao-Perdew-Staroverov-

Scuseria (TPSS)),29 and (d) hybrid exchange-correlation functionals, which include a 

certain amount of exact Hartree-Fock exchange (e.g. PBE0).30 

Despite their simplicity and in view of the similarity between metals and 

homogeneous electron gases, LDA functionals can provide fairly accurate results of 

certain properties of metallic systems such as interatomic distances and lattice 

parameters. The main disadvantage of LDA functionals is that they usually overestimate 

bond energies and fail to describe highly correlated systems such as magnetic oxides.31 

GGA functionals generally provide better accuracy for bond energies but tend to 

overestimate bond distances.32 Meta-GGA functionals usually involve an improvement 

in thermochemical estimates of molecules, but generally do not feature an accuracy 

enhancement with respect to GGA functionals when describing extended transition 

metals.33 

Note that all these functionals suffer from self-interaction errors, since in these 

methods each electron interacts with its own electron density.34 That leads to an 

overestimation of the energetic stability of electronic configurations with electrons 

delocalized over various atoms,35 resulting in an accuracy loss when treating molecules, 
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clusters, or other strongly correlated systems. This problem may be solved by using 

hybrid functionals, since in Hartree-Fock the self-interaction is cancelled by the 

corresponding exchange term. However, including exact exchange highly increases the 

computational cost of the calculation and can lead to excessively localized electrons.36 

Based on the ideas of the so-called Hubbard Hamiltonian, a practical solution was 

proposed that includes contributions of on-site intra-atomic Coulomb interactions to the 

total energy.37 

 

 * = *345 +
=+77
2

,>! (1 − >!)	 (2.8), 

 

where =+77 is the effective on-site Coulomb interaction and >! is the occupation of the 

atomic orbitals to which this correction is applied. Due to the associated difficulties in the 

determination of =+77 for each system,38 the =+77 value is often obtained by trial and 

error to reproduce certain experimental observables.39 

In this thesis, all the DFT calculations were performed using the Vienna ab initio 

simulation package (VASP)40 with the Perdew-Burke-Ernzerhof (PBE) exchange-

correlation functional, which is known to be among the best functionals for the 

description of transition-metal systems.41 Occasionally, the Hubbard U approach was 

used for systems featuring localization problems. Note that all calculations were 

performed without spin polarization for non-magnetic metallic surfaces. As shown by 

Fajín et al.,42 results obtained for heterogeneously catalyzed reactions on non-magnetic 

metallic surfaces with and without spin polarization lead to the same description of the 

potential energy surface. For magnetic surfaces, such as the ones containing Ni, Fe, and 

Co, spin polarization was considered. 

In the Kohn-Sham formalism, the electron density is expressed as a single Slater 

determinant made of one-electron functions. This mathematic construction presents 

similarities with the orbitals derived from the Hartree-Fock theory. Hence, they are 

usually referred to as orbitals as well. In addition, as in the Hartree-Fock theory, the 

orbitals are chosen to minimize the energy in Equation 2.7. In practice, this is done by 

representing the one-electron Kohn-Sham orbitals as a linear combination of known and 

easy-to-treat functions to find a numerical solution of the Hartree-Fock equations. This 

set of functions is called a basis set and many families of them have been proposed. Local 

basis sets are the most popular choice for atoms and molecules, since they are highly 
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localized around each atom center. On the other hand, non-local basis sets are more 

appropriate for systems with highly delocalized electrons such as metals and other 

extended systems. 

When dealing with periodic systems, plane-wave basis sets are the most common 

choice. Their general form in real space is ?!89, where @ is a vector in the reciprocal 

space. Plane waves are not centered at the nuclei since they extend throughout the 

complete space. Their periodicity makes them appropriate for extended systems with 

translational symmetry. However, a large number of plane waves is required to describe 

all electrons accurately. Since numerous chemical properties of molecules and solids are 

determined by their valence electrons, while core electrons remain basically unmodified 

for different chemical environments, to make DFT calculations more affordable, the 

effect of core electrons can be handled by means of an effective core potential or 

pseudopotential. Several different methodologies have been developed to construct 

pseudopotentials, but the most commonly used with planes waves on periodic models are 

norm-conserving pseudopotentials,43 ultrasoft potentials,44 and the projector augmented-

wave (PAW)45 method. For the calculations featured in this thesis, we make use of 

pseudopotentials built within the PAW formalism, since it restores the pseudo 

wavefunction obtained from the construction of the pseudopotential to the all-electron 

wavefunction, importing advantages from all-electron basis sets. 

 
2.3 Periodic Solids 

 
By definition, crystalline solids present a periodically ordered atomic structure. Their 

periodicity allows for their easy depiction, focusing the study on a portion of the system, 

which, translationally repeated in the three-dimensional space, reproduces the totality of 

the solid. The structural unit that is repeated translationally throughout the crystal is called 

the unit cell, which contains a certain number of atoms known as the atomic base. The 

Schrödinger equation only needs to be solved for the atoms in the unit cell, under the 

condition that the wavefunction or the electronic density in a given point remain invariant 

when a translational operator based on the periodic crystalline structure is applied. The 
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crystalline lattice is defined by the three orthogonal vectors of the unit cell (A!), from 

which the translational operator (34) is built: 

 

 34 = >%AB% + >"AB" + >:AB:	 (2.9). 

 

Note that the operator in Equation 2.9 is not to be confused with the kinetic energy 

operator for which we used the same symbol previously. Moreover, note that the infinite 

array of discrete points that can be generated in Equation 2.9 is called “Bravais lattice”. 

There are infinite ways in which we can build a unit cell that describes a given 

periodic solid, but there is smallest and irreducible unit cell is unique. Such a cell is called 

the primitive cell. The most common types of unit cell are cubic, body-centered cubic 

(bcc), face-centered cubic (fcc), and hexagonal closed packed (hcp). See Figure 2 for a 

schematic representation of the most common types of unit cell and Figure 3 for a 

depiction of the fcc primitive cell. 

 

 
Figure 2. From left to right, a schematic representation of face-centered cubic, body-centered cubic, cubic, 

and hexagonal closed packed unit cells. Grey spheres denote atomic positions. Shades of grey are used to 

represent different depths. 

 

 
Figure 3. The fcc unit cell (in black) and its corresponding primitive cell (in blue). Shades of grey are used 

to represent different depths. 
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The use of the reciprocal space, also known as k-space, is convenient for analyzing 

periodic systems. The reciprocal lattice is a mathematical construction that facilitates the 

study of the properties of periodic crystalline lattices. Each crystalline lattice C =

{A%, A", A:} has a corresponding reciprocal lattice F = {G%, G", G:} that satisfies: 

 

 G! = 2H
A( × A;

A! · (A( × A;)
	∀!,(,;∈ {1,2,3} (2.10), 

 

 A! · G( = (2H)N!,( (2.11). 

 

Note that the volume of the unit cell of the reciprocal lattice is equal to (2H):/56, 

where 56 is the volume of the real space unit cell. Because the two volumes are inversely 

proportional, the larger the unit cell in the real space, the smaller in the reciprocal space. 

When working with periodic models, the theoretical framework used to analyze the 

expansion of the wavefunction in the reciprocal space is based on Bloch’s theorem.46 

Briefly, this theorem states that the values of all observables at a certain position of the 

unit cell are the same for the equivalent positions throughout the whole Bravais lattice. 

Thus, if a crystal is perfectly periodic, the potential in which the electrons move must 

satisfy: 

 

 345('⃗) = 5Q'⃗ + %R⃗ S = 5('⃗) (2.12). 

 

Hence, when moving a given point ('⃗) to an equivalent point Q'⃗ + %R⃗ S of a 

replicated cell using 34, the potential 5 remains identical. 

A plane inside a Bravais lattice is determined by the position of three non-colinear 

points. The different possible planes inside the lattice are usually named using Miller 

indices. These indices are defined as the inverse of the reciprocal intersections between 

the plane and the coordinate axis, then multiplied by the least common multiple. For 

example, if the intersections between the plane and the coordinate axes are located at 2x, 

3y, and 3z, the inverse values are 1/2, 1/3, and 1/3. If we then multiply by the least 

common multiple, we obtain the Miller indices, in this case (322). Note that if the plane 

does not intersect with one of the coordinate axes that index is 0. In Figure 4 the (100), 

(110), and (111) crystallographic planes inside a cubic unit cell are shown as an example. 
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Figure 4. From left to right, the (100), (110), and (111) crystallographic planes inside a cubic unit cell in 

the Miller indices notation. 

 

The study of solid surfaces is usually done using the periodic slab model. This 

model is easily built from the unit cell by increasing the size of the lattice vector 

perpendicular to the plane of interest. In this way, vacuum is introduced between replicas 

of the cell, avoiding interactions between them. Several atomic layers may be present in 

the slab to ensure a correct description of the bulk properties as well as the surface 

electronic properties. Usually, during optimization, the bottommost atomic layers are kept 

fixed at the converged bulk lattice constant to simulate the bulk environment, while the 

topmost ones are allowed to relax in all directions to represent the surface atoms. Note 

that when a perturbative element is to be introduced into the slab model (e.g., a surface 

defect or an adsorbed molecule) the slab model needs to be enlarged in the plane 

directions to ensure that there are no lateral interactions between the perturbative element 

and its replicas. An exemplary slab cell is shown in Figure 5. 
 

 
Figure 5. Schematic representation of a four-layered fcc(100) slab model unit cell with approximately 10 

Å of vacuum. 
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2.4 Adsorption Energies 

 
Most of the calculations featured in this thesis are based on DFT optimizations of the 

structure and position of adsorbed molecules on metallic surfaces. The main goal of these 

calculations is to obtain the adsorption energy (∆*=>?) of the molecule on one particular 

surface (slab model), which is then used to assess different aspects of interest such as the 

catalytic activity of a certain catalyst. To do so, several geometry optimization 

calculations involving different molecule conformations on various sites of the slab must 

be performed. Once the most favorable conformation and adsorption site are obtained, 

one can then calculate ∆*=>? in the way shown in Equation 2.13. 

 

 ∆*=>? = *'@A − *A − *' (2.13), 

 

where *'@A is the energy of the system containing the slab and the molecule in its most 

favorable position, *A is the energy of the slab, and *' is the energy of the isolated 

molecule. The calculated energy of isolated molecules (EM) within the generalized 

gradient approximation can present sizable errors. To correct these, a method where the 

errors are pinpointed based on the difference between calculated and experimentally 

determined formation energies is used.47  

In order to relate these calculations to macroscopic experimental observables like 

the Gibbs free energy, thermal effects must be included. At the macroscopic level, nuclei 

are permanently moving, and molecular vibrations must be considered. The energy 

contribution of these vibrations at 0 K is known as the zero-point energy (ZPE): 

 

 2U* =
1
2
, ℎW!

!
 (2.14), 

 

 

where ℎ is the Planck constant and W! corresponds to each of the vibrational frequencies 

of the adsorbed molecule. 

Moreover, entropy corrections (TS) for gas molecules have to be considered, which 

can be obtained from thermodynamic tables.48 For adsorbed molecules, only the 
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vibrational contributions to the entropy (TSvib) are considered. Those contributions are 

computed in the following way:49 

 

 3XB!C = Y*3, ln	(1 − ?
DEB!;"5)

!
−, ℎW!

!
(

1

?
EB!
;"5 − 1

) (2.15). 

 

Thus, the adsorption Gibbs free energy is given by: 

 

 ∆\=>? = ∆*=>? + ∆2U* − 3∆X (2.16). 

 

Furthermore, in electrocatalysis, solvent effects can play a key role in adsorption 

free energies and catalytic activity assessment. Thus, they should be taken into account 

when looking for a more quantitative estimation of the catalytic activity of a given 

system.50 Solute-solvent interactions can be computed mainly in two ways, with the 

explicit inclusion of solvent molecules or through an implicit continuum model. Both 

methods provide information on the electronic properties of the solute and its most stable 

geometry. The explicit approach involves adding a large number of solvent molecules 

into the calculation, making it more challenging and computationally expensive. On the 

other hand, treating the solvent as a continuum is more affordable but less accurate in 

cases when there are solute-solvent hydrogen bonds. When the solvent is treated 

implicitly, the solute is immersed in a bath of solvent the properties of which are 

determined by its electric permittivity (]). An alternative, intermediate approach, aiming 

to preserve the explicit solvent accuracy but avoiding high computational costs, is the use 

of ad-hoc corrections to the adsorption free energies. It consists of calculating the 

contribution of solvation to the adsorption free energies using supercells covered with 

and without a few explicit water molecules. The difference between the calculated 

adsorption free energies gives a fair estimation of the magnitude of the solvation effect 

for one specific adsorbate. Then, these solvation values can be extrapolated to other 

adsorbates based on their chemical similarity to the ones the correction was calculated 

for.51 

 



Theoretical Methods 

 16 

2.5 Computational Hydrogen Electrode 
 

All the computational electrocatalysis studies in this thesis are based on the computational 

hydrogen electrode (CHE).52 This method works on the basis that, at 1 atm, 0 V, and all 

pH values, protons and electrons are in equilibrium with gas-phase molecular hydrogen. 

 

 1
2
!"(G) ↔ !(=I)

@ + ?D (2.17). 

 

Thus, under these conditions, the electrochemical potential of an aqueous proton-

electron pair is equivalent to that of %
"
!"(G). Hence, rather than using the energetics of 

(!@ + ?D) as an electrochemical reference, those of %
"
!"(G) are used. The effect of the 

electrode potential can also be included into the equation as an ?= term, where ? is the 

charge of an electron and = is the electrode potential in V vs RHE. 

 

 1
2
_(!") − ?= = _(!@ + ?D) (2.18). 

 

RHE stands for reversible hydrogen electrode, which is a widely used experimental 

reference electrode. Reference electrodes are electrodes with stable and well-known 

equilibrium potentials and are used to measure the potential in electrochemical 

experiments. RHE measured potentials do not change with pH.53 

Most importantly, the CHE approach allows for the calculation of Gibbs free 

energies where proton-electron transfers are involved. In this way, free-energy diagrams 

can be built for reactions involving several proton-electron transfer steps. In Figure 6, one 

such diagram is shown featuring the energetics of 1-propanol oxidation to propanal on 

Pt(111) (orange) and PtRu(111) (blue). Note how all Gibbs free energies are referenced 

to the same molecule (1-propanol in this example) to be comparable between them. 

Moreover, different colors are used to depict the energetics of the reaction intermediates 

on different surfaces to ascertain those in which the reaction may proceed more favorably. 
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Figure 6. Free-energy diagram of the most favorable pathway at 0 V vs RHE for 1-propanol oxidation to 

propanal. In orange, Pt(111); in blue, PtRu(111). The calculated onset potentials and optimized geometries 

are also included. Pt, Ru, O, C, and H atoms are shown in grey, yellow, red, brown, and pink. This figure 

corresponds to panel a in Figure 4 of reference 54 and is included here to facilitate the reading of this thesis. 
 

The activity of the catalyst can be tackled by determining limiting potentials (=J), 

which are calculated based on the free energy of the largest uphill electrochemical step 

(∆\K=1) of a reaction involving several proton-electron transfers. In Figure 6 the limiting 

(or onset) potentials are shown as an inset. ∆\K=1 of the reaction on both surfaces is 

corresponds to the first step, namely, the deprotonation of 1-propanol to form a 

*CH3CH2CHOH intermediate on Pt(111) or a *CH3CH2CH2O intermediate on 

PtRu(111). This step is referred to as the potential-limiting step (PLS), and from its ∆\, 

=J can be computed. 

 

 =J = −∆\K=1/? (2.19). 

 

Finally, note that this is only a thermodynamic treatment and that electrochemical 

barriers are not considered. As noted recently by Rossmeisl et. al.,55 there is “not (yet) a 

method to obtain electrochemical barriers between realistic states at constant 

electrochemical conditions”. Hence, it is assumed that thermodynamics and kinetics are 
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proportional by virtue of Brønsted–Evans–Polanyi (BEP) relations, which linearly 

correlate a reaction step energy barrier (a kinetic quantity), Ea, with the corresponding 

reaction energy (a thermodynamic quantity), DE (see Figure 1).56-58 

 
2.6 Phase Diagrams 

 
In Chapter 4, where we analyze the interaction of C atoms with TM surfaces, we make 

use of pressure-temperature dependent phase diagrams to examine the most stable 

catalyst phase at working catalytic conditions. These are created following a a statistical 

thermodynamics approach from ab initio computed data.59. Briefly, for each calculated 

situation, one can obtain the adsorption or absorption free energy, DGad or DGab, 

respectively, as a function of the temperature (T) and gas pressure (p) of the system. For 

an example situation featuring the adsorption of a C atom on a (111) surface, the formula 

is: 

 

 
Δ\=>(3, a) ≈ −

1
C
c*2L2=-(dM , d') − *2L2=-(0, d') − dM(*M

2L2=-

+ *M
NOP) − dMΔ_M(3, a)f 

(2.20), 

 

where A is the surface area of the system, NC the number of carbon atoms, NM the number 

of metal atoms, and ∆_M  the chemical potential variation of carbon. Note the negative 

sign in front of Equation 2.20 is introduced just to turn most stable energies into the most 

positive ones, to facilitate the interpretation of the results. Moreover, it is worth noting 

that the %
&
 factor is not indispensable, and only included here to obtain surface free 

energies as a result. 

Equation 2.20 is only valid for a system with an invariant number of metal atoms, 

for a variant expression be referred to the literature.59 Furthermore, note that, for the clean 

surface Equation 2.20 equals zero, since in that case dM = 0, and *2L2=-(dM , d') =

*2L2=-(0, d'). As under working catalytic conditions it is not rigorous to consider a gas-

phase C atom, a linear combination of gas-phase molecules is used to represent it. 
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Specifically, we used _M =
%
"
(_M#/# − _/#), *M

2L2=- = %
"
Q*M#/#

2L2=- − */#
2L2=-S, and *MNOP =

%
"
Q*M#/#

NOP − */#
NOPS as a reference. Employing this reference implies that ∆_M =

%
"
(∆_M#/# − _∆/#). Thus, to calculate ∆_M , both C2H2 and H2 (hereon referred to as X 

molecules) chemical potential variations are computed as: 

 

 

Δ_Q(3, a) = −Y*3 gh> ij
2H1Q

ℎ"
k

:
" (Y*3)

R
"

aQ
l + ln m

Y*3

nQ
?SKF.,Q

o

−,h>

,

!$%

p1 − exp j
−ℏu!,Q
Y*3

kv + ln	(wQ
?T!,)x 

(2.21), 

 

where Y* is the Boltzmann constant, ℎ is the Planck constant, 1Q is the mass of the 

molecule X, aQ is the partial pressure of X, nQ
?SK is the classical symmetry number of X,60 

F. is the rotational constant, computed as ℏ
#

"V$
, where wQ is the moment of inertia of X, 

wQ = ∑ 1!'!
"

! . In the latter expression, 1! is the mass of the atoms in X, and '! is the 

distance of the z atom to the centre of mass of X. Moreover, u! are each of the vibrational 

normal modes of X, and wQ
?T!, is the ground-state electronic spin degeneracy. 

The first summand in Equation 2.21 stands for the translational free energy, 

computed as the translational partition function in the classical limit, assuming ideal gas-

phase behaviour. The second summand corresponds to the rotational free energy, 

computed as the rotational partition function within the rigid rotator approximation. The 

third summand stands for the vibrational free energy, computed as the vibrational 

partition function in the harmonic approximation. Notice that in previous literature59 there 

is a missing negative sign, which is duly incorporated in this work. Last, the fourth 

summand corresponds to the nuclear and electronic free energy, where the only 

significant term is the ground-state spin degeneracy. 

In summary, ad/absorption free energies can be calculated as function of 3 and a 

using Equations 2.20 and 2.21. The Δ\=> of the clean surface is zero. Hence, when the 

Δ\=> of the system containing the adsorbate is negative, it is less stable than the clean 

surface, when positive it is more stable, and when null it is as stable as the clean surface, 

indicating a phase transition point in between clean and carbon-containing phases.  
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Figure 7 shows how adsorption and absorption free energies depend linearly on the 

carbon chemical potential variation, whereas the clean surface {\ does not. The most 

stable scenario under a given chemical potential corresponds to the one with the highest 

positive {\, as shown by the thicker lines in Figure 7. The two C-containing scenarios 

described in it, Csur and Csub, have the same dependency on the chemical potential, hence 

the more stable of the two will remain the most stable under any 3 and a conditions. In 

this example, the point where the clean surface and Csub cross corresponds to the chemical 

potential at which these two situations are equally stable, namely at a {\=C of zero. Figure 

7 is assembled at a constant temperature, e.g., it could be at 1000 K, and a constant a/#of 

10-7 Pa, mimicking ultra-high vacuum conditions. Considering a constant pressure of H2 

allows us to find the corresponding aM#/# for a {\=C of zero. Finding the pressures and 

temperatures at which ad/absorption energies become zero allows us to construct a phase 

diagram by depicting these points in a 3-aM#/# plot. 

 

 
Figure 7. Illustrative scheme showing the variation of the adsorption or absorption free energies, DGad/ab, 

across different variations of carbon chemical potential, DµC. The black line corresponds to the clean 

surface. Blue and red lines to Csub and Csur situations. This figure corresponds to Scheme 1 in the supporting 

information of reference 61 and is included here to facilitate the reading of this thesis. 
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2.7 Transition States 

 
Transition-state theory was developed in parallel by Eyring and Polanyi. Their 

formulations from 1935 propose the existence of an activated complex or transition state 

assembled from the reactants, which is later decomposed to form the products of the 

reaction.62,63 Looking back at Figure 1 (located in Chapter 1), the transition-state 

geometry for each elementary step (there are four of them in the catalytic pathway of 

Figure 1) would be found at the highest energy point of the reaction coordinate between 

two minima. More precisely, the transition state must fulfill two mathematic conditions. 

First, it must be a stationary point, hence, the gradient of the energy with respect to all 

coordinates of all atoms must be numerically zero. Second, the Hessian matrix must have 

one and only one negative eigenvalue corresponding to the pathway from reactants to 

products.64 The difference in energy between the transition state and the reactants is called 

activation energy (Ea) or energy barrier (Eb) and is the main component influencing the 

reaction rate. 

Numerous algorithms have been proposed to locate transition states,65,66 here we 

used the climbing-image nudged elastic band (CI-NEB) method.67 This method involves 

generating a set of images between the initial and final state geometries. Each image 

maintains equal spacing to neighboring images during the optimization, and are 

connected through spring forces, such that the structures of the images do not evolve 

towards a minimum, since the optimization is constrained by the chain of springs 

connecting them. At the same time, the highest-energy image is moved upwards along 

the reaction path until finding the alleged transition state. Still, note that this does not 

ensure that the located transition-state geometry is the correct one. When the set of images 

is created, we are assuming that the reaction pathway follows the path along them, which 

may not be the lowest-energy one. Hence, several different reaction paths must be studied 

to ensure that one has truly found the lowest-energy transition state. 

Note that while we calculated coupling and diffusion barriers in some of the studies 

featured in this thesis, we did not perform calculations of proton-electron transfer barriers, 

since, as mentioned previously, there is not yet a method to obtain electrochemical 

barriers reliably.55 
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2.8 Machine Learning Algorithms 

 
In Chapter 4, we make use of machine-learning algorithms to understand how our data 

are grouped and to perform multivariable regressions. For the first task, we employed the 

k-means (KM) algorithm as implemented in the sklearn Python library.68 KM clusters 

data by dividing samples into n equal-variance groups, where n is determined beforehand. 

The algorithm finds n cluster centres that minimize the sum-of-squares within each 

cluster, also known as inertia, see Equation 2.22. 

 

 ,min
W%∈M

Q~�! − _(~S
"

,

!$.

 (2.22), 

 

where _( is the mean of the sample, also known as cluster centroid, in the C disjoint 

clusters. 

Inertia can be thought of as a quantitative measure of how coherent clusters are, but 

has some disadvantages. It performs poorly with elongated clusters because it assumes 

that clusters are isotropic and convex. Furthermore, inertia is a non-normalized metric, 

which means that smaller values are preferable and zero is ideal. As a result, it struggles 

in high-dimensional spaces, where Euclidean distances are prone to inflation. This issue 

can be mitigated by using a dimensionality reduction algorithm prior to the k-means 

analysis. 

It is important to note that when n equals the number of data points, the minimum 

inertia of zero is obtained. In that regard, a criterion must be defined to limit the n number 

of clusters to a sensible and manageable size. This can be accomplished using the elbow 

method,69 which consists of plotting the inertia as a function of n and selecting the curve 

elbow as the optimal number of clusters to utilize. 

Furthermore, we also made use of machine learning regression algorithms, as 

implemented in the sklearn Python library.68 Precisely, we employed the multivariable 

linear regression (MLR), which is the conventional least-squares linear regression but 

applied to two or more variables, as well as the decision tree regressor (DTR) and the 

random forest regressor (RFR). The DTR is a supervised learning algorithm which learns 

a set of binary rules derived from the data features to build a model that predicts the value 

of a target variable (y). DTR accomplishes this by creating a model in the shape of a tree 
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structure with branches, nodes, and leaves. The algorithm, which looks for the 

homogeneity of y values in a found subset and uses the standard deviation of y as an 

optimization criterion, automatically determines and optimizes the order of the questions 

(known as decision nodes) as well as their content. The model learns any relationships 

between the data and the target variable during training, identifying the optimal questions 

and their order to produce the most accurate estimations possible. When predicting the 

dependent variable value of a new datapoint, the point is navigated entirely through the 

tree branches, answering node questions until it reaches the final leaf, which contains the 

target variable estimation. This estimation corresponds to the y average value of all points 

meeting the same logic questions as the new point. 

The complexity of the preceding explanation calls for an illustrative example to 

understand the fundamentals of the procedure. Let us define a dependent target variable, 

y, which depends on two features, x1 and x2. Figure 8 shows a scatter plot of x2 vs. x1. In 

it, dotted lines delimit zones defined by the nodes, such as one asking whether x1 values 

are greater than 50, and others asking whether x2 values are greater than 4 for x1 values 

below 50, or x2 values being greater than 12 when x1 is greater than 50. As a result, four 

leaves are obtained with different average y values, ÄÅ, see Figure 9. If that were the result 

of a hypothetic training set, a new value from the test set with x1 = 25 and x2 = 12 would 

deliver a ÄÅ value of 5.1. Note how this is done for a very simple, two-dimensional 

example, with y values depending only on two variables, but it may easily be applied to 

a case with a larger number of variables. 

Although DTR is simple to interpret and requires little data preparation, the 

resulting tree is sensitive to the data used, meaning that little changes in the data can result 

in an entirely different tree. To alleviate this problem, an ensemble of trees (or forest) can 

be used. This is the foundation of the random forest regression (RFR), which involves the 

growth of an ensemble of decision trees. Each tree is built from a sample drawn randomly 

from the dataset. For each tree, the optimal split of each node can be obtained using either 

all the input features or a random subset of features, also known as max_features. These 

two sources of randomness assist in decreasing the variance of the estimator, since 

individual decision trees commonly feature high variance and tend to overfit. When a 

prediction is made on a dataset, such as for the x1 and x2 values mentioned above, distinct 

ÄÅ! values are obtained for i = 1 – N, where N is the number of trees of the forest, also 

known as n_estimators. The expected value of ÄÅ is just the average of the expected ÄÅ! 

values across all N trees. By doing so, the tree forecasting accuracy is narrowed, and 
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possible possible extreme ÄÅ forecasts are diluted. It is worth noting that RFR becomes 

DTR for i = 1, and that the more trees one has, the larger the accuracy. However, the 

computational expenses grow alongside the number of trees. Apart from that, the 

accuracy decreases as N increases, although the outcome rarely improves beyond a certain 

number of trees. 

Finally, an appealing element of both DTR and RFR is the fact that the relative rank 

of a feature used as a decision node in a tree may be used to assess the relative importance 

of that feature regarding the target variable predictions. Features employed near the top 

of the tree have a greater impact, since they affect the final prediction of a bigger 

percentage of samples. Thus, the relative relevance of the features can be estimated as the 

expected fraction of samples they contribute to. 

 

 
Figure 8. Exemplary scatter plot of values, shown as blue circles, of x2 vs. x1 variables, where black dotted 

lines represent the variable splitting decisions learned by the model. In light blue, the !" average values for 

all those points belonging in each of the resulting sections inside the plot. 
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Figure 9. Exemplary decision tree from data shown in Figure 8. 

 
2.9  Descriptors 

 
In the field of computational heterogeneous catalysis and electrocatalysis, it is common 

to look for descriptors of DFT-calculated quantities related to the catalytic activity, such 

as ad/absorption energies, Gibbs free energies, energy barriers, and onset potentials, 

among others. Finding successful descriptors can have positive implications on future 

research, since it allows for estimating the catalytic activity of a certain material without 

performing all the costly DFT calculations necessary for it. 

Several studies in the literature have been devoted to the study of electronic 

descriptors to predict material properties such as adsorption energies. Different 

descriptors have been proposed, such as surface energy,70 work function,71 number of 

outer electrons,72 d-band center,73 corrected d-band center,74 highest Hilbert transform d-

band peak,75, and the electrochemical-step symmetry index,76 among others. For 

transition metals, the most widely used one is the d-band center (ed), which generally 

exhibits a good linear correlation with adsorption energies.77 To compute ed, the d-

contribution of a surface atom to the projected density of states is obtained, thus, the 

surface first-layer d-projected density of states (d-PDOS). Specifically, ed is defined as 

the center of mass (or the weighted average) of the d-band density of states of a surface 

atom: 
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 Ç> =
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 (2.23), 

 

where Ei is the d-band starting point and Ef is the energy point that would belong to a d10 

electronic configuration.  

The idea underlying this descriptor is that materials with higher (more positive) d-

band center values are more reactive than those with lower (more negative) ed values. 

Hence, adsorption energies should be stronger the higher in energy ed is. 

Geometric features are also used as descriptors, such as coordination numbers78 and 

generalized coordination numbers.79 They can capture the differences arising from 

different atomic arrangements of the same material, for example, between diverse surface 

terminations of the same TM. This is justified by the fact that low coordinated atoms are 

typically more reactive than those with higher coordination.  

DFT-calculated properties can be correlated between themselves, for example, the 

usage of Brønsted–Evans–Polanyi (BEP) relations is widely extended, linearly 

expressing a reaction step energy barrier as a function of the corresponding reaction 

energy.56-58 Moreover, linear relations have been observed between adsorption energies 

of adsorbates similarly bound to transition metal surfaces.80 Such relations also hold on 

surfaces of nitrides, sulfides, oxides, and carbides, among others.72,81 The general rule for 

scalability (DEB = mDEA + b, Figure 10, top-right panel) is that the extrema of two curves 

that correlate the adsorption energies of species A and B (DEA and DEB, Figure 10, top 

and bottom panels on the left) with the electronic structure of the surface coincide.82,83 

This can be seen in Figure 10, where we assume a quadratic correlation between a 

hypothetic descriptor D and DEA and DEb. As shown in Figure 10 (bottom-right panel), 

the offset of the linear correlation (b) depends on the slope value (m):83,84 if m = 1, b is 

proportional to the coordination of the adsorption sites, if m ¹ 1, b is surface independent. 
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Figure 10. Generalities of adsorption-energy scaling relations. Left: the adsorption energies of species A 

(DEA, top) and B (DEB, bottom) for materials M1 to M5 scale with a hypothetical descriptor D and their 

minima coincide. A makes three bonds with the surface and B makes two. Top-right panel: because DEA 

and DEB scale similarly with descriptor D and the minima coincide, there is a linear scaling relation between 

them and the slope of the line is the ratio of the bonds made to the surface. Bottom-right panel: if m ¹ 1, 

the offset of the scaling relation depends on the coordination number of the active sites. Conversely, if m = 

1, the offset is surface-independent and proportional to the gas-phase energetics of A and B. This figure 

corresponds to Figure 1 in reference 85 and is included here to facilitate the reading of this thesis. 

 

Finally, it is worth noting that the use of descriptors is not limited to linear 

correlations, one can perform multivariable linear (or polynomial) regressions to use 

multiple descriptors at the same time to correlate a desired quantity. Moreover, machine 

learning algorithms such as random forest regressors can also be used in this regard, 

obtaining an advanced predictive model capable of estimating a certain quantity when fed 

with the necessary descriptors for it. 

 

 





 29 

Chapter 3 

 

Electroreduction of CO2 to Valuable 

Commodities 
 
3.1 Introduction 

 
Increasing the availability of renewable electricity and lowering its costs are pivotal to 

address climate change and rebalance the biogeochemical cycle of carbon. One of the 

major challenges in that respect is the inherent intermittency of renewable energy sources. 

It is necessary to develop means to store energy surpluses and use them in due time, 

according to the demand.86 

To this end, the electroreduction of CO2 (CO2RR) to valuable fuels for energy 

storage and environmental mitigation has received great attention and experienced 

pronounced advances.87-90 Although numerous catalysts are able to reduce CO2 to 2-

electron products such as CO or formic acid, further electroreduction of these products is 

needed to produce “electrofuels”. The latter are fuels made by storing energy from 

renewable sources in the chemical bonds of liquid or gas molecules. Pioneering works by 

Hori and his coworkers showed that when Cu is used as a catalyst, further 

electroreduction of CO (CORR) to valuable commodities such as methane, ethylene, 

acetaldehyde, and ethanol is possible.91-93 Thus, CO2 and/or CO electrolyzers using Cu 

catalysts and renewable electricity hold promise as a carbon-neutral means to produce 

commodity chemicals. However, the large overpotentials required to reach appreciable 

current densities and conspicuous selectivity problems hinder global spread of such 

technology.94,95 
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3.2 Elucidating the Active Sites and Onset Potentials for 
CO2RR and CORR at Oxide-Derived Cu Electrocatalysts 
 
Introduction To address some of the challenges involved in CO2RR and CORR on Cu 

catalysts, the redox treatment of Cu catalysts has been shown as a good solution. Oxide-

derived Cu (OD-Cu) catalysts show lower overpotentials (< 0.4 V) and are more selective 

towards C2 products, with higher ethanol production compared to regular Cu 

catalysts.96,97 However, the structure of the active sites present in OD-Cu and the 

chemistry behind these improvements remains elusive. Previous studies showed that such 

sites could be located at grain boundaries.97,98 Those works suggested that engineering 

the amount and structure of the gran boundaries by altering the oxide reduction method 

or varying the synthesis procedure could result in better OD-Cu catalysts with higher 

selectivity and activity towards C2 products. Moreover, those studies showed that the OD-

Cu active sites responsible for the high CORR activity bind CO more strongly than low-

index and stepped Cu facets.98 

Previous research showed that (a) square sites promote C-C coupling,78,99 (b) 

Cu(100) has square sites and is selective to ethylene, 51,99 (c) the OD-Cu active sites bind 

CO stronger than step sites,98 (d) undercoordinated sites favor acetaldehyde reduction to 

ethanol,100 and acetaldehyde is a known intermediate of CORR to ethanol on OD-Cu 

catalysts,51,101 and (e) isotopic labelling experiments show that ethylene and ethanol are 

produced on different active sites during CORR on OD-Cu catalysts.102 Based on those 

observations, we argue that the active sites responsible for ethanol evolution on OD-Cu 

catalysts are square-symmetry four-atom islands sitting on top of neighboring Cu(100) 

hollow sites, which we refer to as 4AD@Cu(100), were AD stands for Cu adatoms. 

This work led to the publication of two research articles.103,104 The manuscripts are 

included at the end of this section. In the following pages, a summary of them is provided. 

My contributions to the research articles were: (a) Elaboration of the DFT calculations, 

(b) analysis of the computational results and making of the corresponding figures, and (c) 

writing an initial draft of both papers. I was not involved in the making of the experiments. 

The supporting information for “Elucidating the structure of ethanol-producing active 

sites at oxide-derived electrocatalysts” can be found in Appendix A. The optimized 

geometries have been removed from this document to save space but can be found online 

at: https://doi.org/10.1021/acscatal.0c01880. The supporting information for 
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“Computational-Experimental study of the onset potentials for CO2 reduction on 

polycrystalline and oxide-derived copper electrodes” can be found in Appendix B. 

 

Results To verify our hypothesis, we performed DFT calculations using the 

intermediates featured in the CORR mechanism proposed in Ref. 51. The 

thermodynamics of each proton-electron transfer were obtained for four different surface 

models: Cu(111), which is the most stable surface termination of Cu; Cu(100), which is 

known to facilitate C-C coupling; 4AD@Cu(100), which is our proposed ethanol 

production site on OD-Cu for the reasons explained above; and 4AD@Cu(111), to 

determine the effect of adding such atoms islands on top of the most stable Cu facet in a 

hexagonal symmetry. Figure 11 shows: (a) a top view of the surface models, and (b) the 

pathways studied toward C2 products. 
 

 
 
Figure 11. a) Schematics of the four different surface models used in this work. Cu(100), 4AD@Cu(100), 

Cu(111), and 4AD@Cu(111) surfaces are provided in red, green, orange, and blue, respectively. Island 

atoms are shown in darker colors. b) Reaction pathway for CORR to C2 species. We depicted Cu, C, O, 

and H atoms as grey, brown, red, and pink spheres, respectively. This figure corresponds to Figure 1 in 

reference 103 and is included here to facilitate the reading of this thesis. 
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Previous studies have shown that alkaline cations can affect the product selectivity 

of the CORR.105-107 Therefore, we included cation and solvent effects in our calculations 

to obtain a more realistic picture of the active sites. In Figure 12, we show the results in 

two different free-energy diagrams. The data for Cu(100) and 4AD@Cu(100) is depicted 

in panel a, while the data for Cu(111) and 4AD@Cu(111) appears in panel b. In these 

diagrams, the reaction coordinate for each of the four surface models is shown, with each 

of the sites depicted with a specific color. As seen in Figure 11b, the reaction pathway 

bifurcates at the sixth proton-electron transfer, with one path leading to ethylene and the 

other to ethanol. In the diagrams, a lighter version of each color indicates the respective 

ethanol pathway for each of the surface models. Likewise, the formula for each 

intermediate of the reaction is shown on the upper part of Figure 12, where black is used 

for the intermediates of the ethylene pathway and grey for those of the ethanol pathway. 
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Figure 12. Free-energy diagrams including solvent and cation effects for all intermediates of the CORR on 

all four surfaces studied at 0 V vs RHE. a) Cu(100) (red) and 4AD@Cu(100) (green). b) Cu(111) (orange) 

and 4AD@Cu(111) (blue). The same colors in a lighter tone are used to represent the ethanol pathway, 

which drifts from that of ethylene upon the sixth proton-electron transfer. EtOH: ethanol. This figure 

corresponds to Figure 2 in reference 103 and is included here to facilitate the reading of this thesis. 
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Within the thermodynamic approach used here, the potential-limiting step (PLS) is 

the step with the largest positive free energy at 0 V vs RHE, which is close to the 

equilibrium potentials of ethylene and ethanol evolution. For all four surface models, the 

PLS is the first proton-electron transfer, which involves the C-C coupling between two 

adsorbed CO molecules and the protonation of the formed CO dimer. This C-C coupling 

step is experimentally known to be critical in the C2 pathway of CORR.93,94 Specifically, 

0.50, 0.52, 1.14, and 0.66 eV are the PLS free energies for Cu(100), 4AD@Cu(100), 

Cu(111), and 4AD@Cu(111), respectively. Cu(111) is the surface model with the highest 

PLS free energy, which is consistent with previous calculations and experiments 

suggesting that this facet is the least active facet toward C2 products and usually favors 

CH4 production.78,99,108 Comparing Cu(111) to 4AD@Cu(111), we observe that 

undercoordination helps in stabilizing *C2O2H, i.e. the hydrogenated CO dimer, therefore 

lowering the PLS free energy. However, the lowest PLS values correspond to Cu(100) 

and 4AD@Cu(100), indicating that square symmetry is key in enhancing CO 

dimerization and is more important than  the coordination number of the active sites. 

Figure 13 dissects the energetics of the first electrochemical step in Figure 12 

(2CO(g) + * + H+ + e- → *C2O2H), including a *CO dimer configuration proposed 

previously.109 We calculated the kinetic barriers for the formation of the dimer (*C2O2) 

and found them essentially equal to the thermodynamic energy difference between 2 *CO 

and *C2O2, implying a late transition state. The specific values are provided in the inset 

of Figure 13. Kinetic barriers at 0 V vs RHE of 1.52 for Cu(111) and 1.22 eV for 

4AD@Cu(111), indicate that C-C coupling is not favored on hexagonal-symmetry 

surfaces. Lower values of 0.81 and 0.91 eV are calculated for Cu(100) and 

4AD@Cu(100) at that potential. Therefore, regarding CO-CO coupling, 4AD@Cu(100) 

does not show a major improvement compared to Cu(100). However, CO dimerization is 

clearly favored at square-symmetry sites with respect to hexagonal sites. 
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Figure 13. Free-energy diagram at 0 V vs RHE for CO dimerization at the four types of active sites under 

study. Color code as in Figure 11, see top left corner. Inset: *CO dimerization barriers at 0 V vs RHE for 

each active site. Note that the formation of *C2O2 takes place through a decoupled electron-then-proton 

transfer. This figure corresponds to Figure 3 in reference 103 and is included here to facilitate the reading 

of this thesis. 

 

While CO dimerization energetics determines the C1 vs. C2 selectivity, it does not 

influence the selectivity among C2 products, which is determined later in the reaction by 

the energetics of the concomitant intermediates. The sixth proton-electron transfer is key 

in this context, as it is the step where the ethylene and ethanol pathways bifurcate. 

Looking at Figure 12, we see than both hexagonal surfaces, Cu(111) and 4AD@Cu(111), 

have a clear preference for ethanol evolution, since after the sixth proton-electron transfer 

acetaldehyde is the most stable intermediate. However, unfavorable CO dimerization 

prevents these surfaces from producing multi-carbon products. Conversely, Cu(100) 

shows favorable C-C coupling energetics and is inclined toward ethylene formation. This 

leaves 4AD@Cu(100) as the only active site with preferential ethanol evolution that is 

able to couple two *CO at reasonably negative potentials. 

A more detailed analysis shows that the ethylene vs ethanol selectivity is essentially 

modulated by the interplay of three different factors: the adsorption energy of 

acetaldehyde, the stability of acetaldehyde in solution, and the adsorption energy of an 

oxygen atom. In Figure 14, we show the dependence of these three factors with the 
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surface coordination number. We added the step edge of Cu(211), with a coordination 

number of 7, for completeness. Adsorbed acetaldehyde data are shown in green, and *O 

+ C2H4(g) values in blue. The stability of liquid acetaldehyde is independent of the surface 

model and is shown as a dotted black line at a free energy of zero, since all the data in the 

figure is referenced to it. 

 

 
 
Figure 14. Free energies of adsorption of CH3CHO (green) and *O + C2H4(g) (blue) versus the coordination 

number (cn) of the active sites at different surface models. The linear regression for each set of values is 

provided together with the corresponding Pearson regression coefficient (r). The linear equations are DG = 

-0.76 + 0.11cn and DG = 0.03 + 0.02cn for the green and blue lines, respectively. All energies are referenced 

to liquid acetaldehyde (black dashed line). This figure corresponds to Figure 4 in reference 103 and is 

included here to facilitate the reading of this thesis. 

 

Ethanol evolution is thermodynamically preferred when either adsorbed or liquid 

acetaldehyde is more stable than *O + C2H4(g), otherwise, ethylene formation would be 

preferred. Active sites that bind acetaldehyde strongly, namely those with a coordination 

number of 7 or lower, are promising candidates for enhancing ethanol selectivity. 

Moreover, sites that bind *O weakly will also favor ethanol evolution. Usually, less 

coordinated metal sites bind adsorbates stronger than the more coordinated ones, 

however, this is not the case for all adsorbates. As seen in Figure 14, there is no clear 

correlation between the adsorption energy of *O and the coordination number of different 
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Cu sites. Hence, while we conclude that weak *O binding leads to favored ethanol 

production, we observe that it is difficult to predict the atomic structure needed to fulfill 

this requisite. 

After finalizing the exposed analysis, another study in collaboration with our 

experimental colleagues from the Helmholtz Institute in Germany started. We compared 

our computationally obtained onset potentials for C2 products, with those experimentally 

determined by them. To do that, we used our calculated data from the first study, but this 

time adding new calculations, since the mechanism is now starting from CO2, which 

reduces to *CO via a *COOH intermediate. Concretely, they obtained the onset potentials 

for seven different products from CO2RR on polycrystalline Cu (Cu-poly) and OD-Cu 

electrodes: methane, ethylene, ethanol, acetaldehyde, 1-propanol, propionaldehyde, and 

allyl alcohol. Particularly, they made use of a recently developed experimental technique 

called electrochemical real-time mass spectrometry (EC-RTMS). This novel technique 

allows for accurate and in operando detection of reaction products and displays better 

sensitivity than chromatography techniques or nuclear magnetic resonance.110,111 

Moreover, the low limits of detection of this technique allow for a more accurate 

determination of the onset potentials, since it can detect products at low formation rates 

during potential sweep experiments. This is especially useful for CO2RR, where different 

compounds are produced as a function of the applied potential, and some of them appear 

at similar potentials. 

The results from the EC-RTMS experiments show that, on Cu-poly, methane is the 

product with the most negative onset potential (-0.88 ± 0.02 VRHE). Products with 2 or 3 

carbon atoms show similar negative onset potentials, ranging from -0.70 to -0.86 VRHE, 

suggesting that their onset potential is determined by a common potential-limiting step 

(PLS) early in the reaction pathway. Acetaldehyde electroreduction (ARR), performed as 

a side experiment, showed that ethanol is produced from ARR at a clearly less negative 

onset potential than from CO2, -0.51 ± 0.03 VRHE versus -0.82 ± 0.03 VRHE. This result 

further supports that the onset potential for ethanol evolution from CO2RR through 

acetaldehyde101,111 is determined by another step earlier in the reaction sequence, as 

shown previously in the previous analysis and in other DFT-based models.51,100,112 

On OD-Cu, methane is not detected, but all the other products see their onset 

potential shifted to more positive values, spanning now from -0.49 ± 0.01 VRHE for 

ethanol to -0.59 ± 0.02 VRHE for allyl alcohol. Since the onset potentials are similar among 
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all C2+ products, we conclude that on OD-Cu they also share an early common PLS as 

observed in Cu-poly. In view of the more positive onset potential values on OD-Cu, we 

deduce that this common early PLS is more favorable on OD-Cu than on Cu-poly. The 

onset potential for ethanol from ARR shifts accordingly to more positive values, -0.27 ± 

0.04 VRHE, on OD-Cu, again more positive than from CO2RR on the same electrode, in 

line with the finding on Cu-poly. 

The calculated onset potentials for CO2RR to both ethanol and ethylene are -0.50, 

-0.52, -1.14, and -0.66 VRHE for Cu(100), 4AD@Cu(100), Cu(111), and 4AD@Cu(111), 

respectively. DFT calculations show that the PLS of the reaction for ethylene and ethanol 

production is the hydrogenation of adsorbed CO molecules (2*CO + H+ + e- à C2O2H). 

A depiction of the catalytic pathways can be seen in Figure 15. Among the 4 different 

models studied only Cu(100) and 4AD@Cu(100) are able to perform C-C coupling 

favorably, such that free-energy diagrams featuring results only from the latter two 

surfaces are shown in Figure 16. The fact that C-C coupling is involved in the PLS for C2 

products is also in agreement with the similar onset potentials determined experimentally 

with EC-RTMS for C2 and C3 products, bearing in mind that C3 products are formed via 

a chemical reaction between C1 and C2 species.95,113,114 We also note here that *CO 

hydrogenation to either *CHO or *COH is also the PLS for CO2RR to methane.84,115-118 

Finally, we note that (a) the calculated onset potentials for Cu(100) and 4AD@Cu(100) 

are in agreement with those determined experimentally with EC-RTMS for ethylene and 

ethanol on OD-Cu, and (b) Cu(100) is selective to ethylene and 4AD@Cu(100) is 

selective to ethanol. Thus, we reaffirm our previous conclusions, with more solid 

indications that the active sites present at OD-Cu responsible for ethylene and ethanol 

formation resemble Cu(100) terraces and 4AD@Cu(100) islands, respectively. 
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Figure 15. Schematic representation of the reaction pathways for CO2RR to C2 species. Cu, C, O, and H 

atoms are depicted in grey, brown, red, and pink. EtOH: ethanol. This figure corresponds to Figure 3 in 

reference 104 and is included here to facilitate the reading of this thesis. 

 

 
Figure 16. Free-energy diagrams including solvent and cation effects for all intermediates of the CO2RR 

to C2 species on Cu(100) (blue) and 4AD@Cu(100) (green) at 0 VRHE. The same colors in a lighter tone are 

used to represent the ethanol pathway, which drifts away from that of ethylene upon the tenth proton-

electron transfer. The corresponding intermediates toward ethylene are noted for each proton-electron 

transfer in black (grey for the ethanol pathway). EtOH: Ethanol. This figure corresponds to Figure 4 in 

reference 104 and is included here to facilitate the reading of this thesis. 
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Conclusions These results, together with additional data and analyses shown in the 

research articles below, lead to the following conclusions: 

• Square four-atom islands on top of Cu(100) facets are identified as the active sites 

responsible for ethanol evolution on OD-Cu. 

• These sites enhance *CO dimerization due to their square shape and are selective 

to ethanol owing to their undercoordination. 

• Hexagonal-symmetry sites are probably not the active sites responsible for 

ethanol production, regardless of their coordination number. 

• The relative thermodynamic stability of adsorbed or liquid acetaldehyde versus 

adsorbed oxygen may determine the selectivity of the active sites towards 

ethylene or ethanol in CORR. 

• While acetaldehyde adsorption energy does correlate with the coordination 

number of the active sites, that of oxygen does not. Thus, other structural 

descriptors must be considered when aiming at engineering ethanol-selective 

active sites. 

• The hydrogenation of *CO is the potential-limiting step of CO2 electroreduction 

to produce both C1 and C2 molecules. Given that more negative onset potentials 

are required to produce C1 molecules compared to those required for C2 

molecules, we conclude that the hydrogenation of a *CO dimer is easier than that 

of a *CO monomer. 

• These two previous observations are the reason why the onset potentials for C2+ 

CO2RR products are similar to each other and are produced at more positive 

potentials than C1 molecules. 

• The differences observed between experimentally determined onset potentials on 

Cu-poly and OD-Cu indicate that the latter has a unique set of active sites that 

enhance the production of C2 molecules. 

 



 

  



 

 



 

  



 

 



 

  



 

 



 

  



 

 



 

 



 

 



 

 



 

 



 

 

 



 

  



Electroreduction of CO2 to Valuable Commodities 

 55 

3.3 Selectivity Map for the Late Stages of CO and CO2 
Reduction to C2 Species on Cu Electrodes 
 
Introduction Based on previous works,51 the intermediate formed in the fifth proton-

electron transfer of the C2 pathway during CORR is *CH2CHO. Depending on which of 

the two carbon atoms is hydrogenated, ethylene or acetaldehyde will be produced. 

Concretely, if the alpha carbon is hydrogenated, acetaldehyde (*CH2CHO + H+ + e- ® 

*CH3CHO) will be produced, which has been detected as a CORR intermediate on OD-

Cu,101 and shown to further reduce selectively to ethanol on Cu electrodes.100,119 On the 

other hand, if the carbon atom of the carbonyl group is hydrogenated, adsorbed oxygen 

and ethylene will be formed (*CH2CHO + H+ + e- ® *O + C2H4(g)). Note that this step 

involves both the hydrogenation of the carbon atom and the scission of the C-O bond. 

Previous studies have shown that the barrier for such scission is large,120,121 indicating 

that adsorbed ethylene oxide might form at the surface (*OCH2CH2). Hence, 

electrochemical ethylene oxide reduction (EOR) can be regarded as part of the late stages 

of CO2RR and CORR to ethylene on Cu electrodes.  

Previous works by Schouten et. al. investigated this possibility.119,122 They 

examined various candidate precursors to ethylene, such as glycolaldehyde, glyoxal, 

ethylene glycol, and ethylene oxide. They observed that only ethylene oxide was reduced 

to ethylene on polycrystalline Cu.119 They also found that the EOR onset potential occurs 

earlier on Cu(100) than on Cu(111), indicating that EOR is more efficiently catalyzed by 

Cu(100).122 This observation agrees with previous results for CO2RR and CORR showing 

that ethylene forms on Cu(100) with lower onset potentials than on Cu(111).89,105,122,123 

Given that some intermediates are possibly shared but ethylene is usually more 

abundantly produced than ethanol during CO2RR and CORR on Cu, it is important to 

understand what drives the selectivity of Cu catalysts toward specific C2 molecules. 

In this section, we investigate EOR on Cu electrodes by performing DFT 

calculations on Cu(111), Cu(100), and four non flat surfaces, namely, Cu(311), Cu(211), 

4AD@Cu(100), and 4AD@Cu(111), hereon referred as defective surfaces. A side view 

of all the modelled surfaces is shown in Figure 17a. Moreover, in collaboration with our 

experimental colleagues of the National University of Singapore, the onset potentials for 

EOR on Cu(111), Cu(100), Cu(311), and Cu(211) single-crystal electrodes are 

determined. We then compare the obtained results with previous calculations of 
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acetaldehyde electroreduction (ARR) to build a selectivity map of the late stages of CO2 

and CO electroreduction to C2 species on Cu electrodes. 

This work led to the publication of a research article.124 The manuscript is included 

at the end of this section. In the following pages, a summary of it is given. My contribution 

to the research article was: (a) Elaboration of the DFT calculations, (b) analysis of the 

computational results and making of the corresponding figures, and (c) writing a first 

draft of the manuscript. I was not involved in the making of the experiments. The 

supporting information for this article can be found in Appendix C. The optimized 

geometries were removed from this document to save space but can be found online at: 

https://doi.org/10.1002/anie.202014060. 
 

 
Figure 17. a) Side views of the surface models used in this work. b) Schematics of the different reaction 

pathways for ethylene oxide reduction to ethylene and ethanol on Cu electrodes. The first step is the 

chemisorption of ethylene oxide, whereas the other steps are electrochemical hydrogenations. The green 

arrows mark the lowest-energy pathway. Color code: Cu (gray), C (brown), O (red), H (pink). This figure 

corresponds to Figure 1 in reference 124 and is included here to facilitate the reading of this thesis. 
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Results The possible pathways through which EOR can produce ethylene (C2H4O(g) + 

2H+ + 2e- à C2H4(g) + H2O(l)) or ethanol (C2H4O(g) + 2H+ + 2e- à C2H5OH(l)) are shown 

in Figure 17b. We concluded that the most favorable pathway for all the studied surface 

sites is the one leading to ethylene via *OH, shown in green in Figure 17b. In such 

pathway, *OH is at least 0.2 eV more stable than the other two intermediates 

(*CH2CH2OH and *OCH2CH3). In addition, the first step is the adsorption of ethylene 

oxide, then *OH and ethylene are formed after the first proton-electron transfer, and 

finally *OH is reduced to H2O(l) upon the second proton-electron transfer, such that the 

active sites is regenerated to start a new catalytic cycle. 

 

 
Figure 18. Free energies of adsorption of *OCH2CH2 (blue), *H at 0 V vs RHE (red, with respect to H+ + 

e-), and *H at -0.35 V vs RHE (orange), as a function of the generalized coordination number (#$"""") of the 

active sites. -0.35 V vs RHE represents the least negative experimental onset potential in Figure 20. A linear 

regression for *OCH2CH2 along with the corresponding Pearson correlation coefficient is shown, without 

including Cu(100) in view of its known ensemble effects.78,125 The red and orange lines are the arithmetic 

mean of the respective *H adsorption energies. A gray band of ± 2 MAE is provided around the lines. 

MAE: mean absolute error of the points with respect to the linear fit. This figure corresponds to Figure 2 

in reference 124 and is included here to facilitate the reading of this thesis. 
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Competitive adsorption of *H, involved in the hydrogen evolution reaction (HER), 

could hinder the chemisorption of ethylene oxide. Hence, before we analyze the two 

electrochemical steps, a comparison between ethylene oxide and atomic hydrogen 

adsorption energies is pertinent. In Figure 18, these adsorption energies are plotted as a 

function of the generalized coordination number (ÜdÅÅÅÅ)79,126 of the active sites. Their 

behavior is markedly different, since the adsorption energy of *H is potential-dependent, 

and only the adsorption energy of ethylene oxide displays structural sensitivity. Note that, 

at 0 V vs RHE, the adsorption energies of *OCH2CH2 and *H are comparable on Cu(111) 

terrace sites, consequently, Cu(111) will have a higher *H coverage than other Cu facets 

under experimental reaction conditions, since all the other surfaces adsorb ethylene oxide 

more strongly than *H at the two potentials analyzed in Figure 18. Moreover, since 

ethylene oxide requires binding to several surface atoms, its adsorption will likely be 

hindered by the high *H coverage on Cu(111). 
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Figure 19. Free-energy diagrams for the lowest-energy pathways of ethylene oxide reduction to ethylene 

at a) the equilibrium potential (0.81 V vs RHE) and b) 0 V vs RHE. The free energies of the intermediates 

with respect to ethylene oxide, protons and electrons are given for Cu(111) (orange), Cu(100) (blue), 

Cu(311) (purple), Cu(211) (green), 4AD@Cu(100) (red), and 4AD@Cu(111) (yellow). This figure 

corresponds to Figure S9 in the supporting information of reference 124 and is included here to facilitate 

the reading of this thesis. 
 

In Figure 19, the free-energy diagrams including the relative stability of each of the 

intermediates are shown for all the surfaces studied in this work. In panel a, the free 

energies are shown at the standard potential of the reaction, namely 0.81 V vs RHE. In 

panel b, the free energies are shown at 0 V vs RHE. At first glance, it can be noticed that 
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the potential-limiting step (PLS) is the same for all the different surfaces and corresponds 

to the second electrochemical step of the reaction. In Figure 20, we show a coordination-

activity plot including the calculated onset potentials for each site correlated with its 

respective generalized coordination number. The top of the coordination-activity plot, 

found by extrapolating the blue line, is located at ÜdÅÅÅÅ = 16.6. Since ÜdÅÅÅÅK=1 = 12 for an fcc 

crystal, neither the top nor the weak-binding side of the plot are accessible on Cu. Hence, 

we conclude that all Cu sites (also those not included in this work) share the same 

potential-limiting step, namely, the hydrogenation of *OH to form H2O(l). Moreover, the 

experimental onset potentials from experiments are also included in Figure 20 as green 

squares. Note that, in those experiments, ethylene was the only EOR product detected, 

while ethanol was not observed, in agreement with the most favorable DFT-calculated 

pathway and its considerable energetic differences with respect to the pathways leading 

to ethanol. The experimental onset potentials are in agreement with those determined with 

DFT, except for Cu(111). Judging by the DFT-calculated onset potentials for the four 

defective surfaces (4AD@Cu(111), 4AD@Cu(100), Cu(211), and Cu(311)), which are 

all in the narrow range of -0.46 to -0.52 V vs RHE, we conclude that the discrepancy 

could stems from the fact that defects on the Cu(111) crystal, rather than the Cu(111) 

terraces themselves, catalyze the EOR. This is confirmed by the experimentally measured 

onset potentials for Cu(211) and Cu(311) of -0.50 and -0.45 V vs RHE, respectively. Note 

how Cu(111) and Cu(211) have an identical onset potential of -0.50 V vs RHE in 

experiments. Overall, Cu(100) produces the highest amount of ethylene from EOR among 

all the facets studied, followed by Cu(311), Cu(211), and lastly Cu(111). This finding 

highlights the importance of (100) facets for the EOR, indicating that square sites are key 

in the formation of ethylene rather than the defect sites, as postulated in previous 

works.127-129 
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Figure 20. Coordination-activity plot for ethylene oxide reduction to ethylene. The calculated (blue) and 

measured (green) onset potentials are plotted as a function of generalized coordination numbers (#$"""") for 

various electrodes. The dashed line is the equilibrium potential (0.81 V vs RHE) and the red line marks the 

point where *OCH2CH2 adsorbs more strongly than *H for surfaces with decreasing #$"""". The large 

departure of the experimental datapoint for Cu(111) from the trends suggests that its actice sites are 

undercoordinated defects rather than terraces. This figure corresponds to panel a of Figure 3 in reference 

124 and is included here to facilitate the reading of this thesis. 

 

Finally, we compare our EOR results with previous ones from ARR.100,119 

Experimentally, ARR leads exclusively to ethanol (CH3CHO(l) + 2H+ + 2e- à C2H5OH(l)) 

and its equilibrium potential is 0.24 V vs RHE. In Figure 21, we provide a selectivity map 

of Cu sites for ARR, EOR, and HER. The map correlates the ÜdÅÅÅÅ of the active sites to the 

preferred reaction products and limiting potentials (UL). We identify highly 

uncoordinated sites (ÜdÅÅÅÅ < 5.9) as the active sites for ARR, moderately coordinated sites 

(5.9 < ÜdÅÅÅÅ > 7.5) as active toward EOR, and highly coordinated sites (ÜdÅÅÅÅ > 7.5) as 

inactive or selectively active toward the hydrogen evolution reaction (HER). 
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Figure 21. Selectivity map of the late stages of CO and CO2 electroreduction on Cu electrodes. The 

calculated limiting potentials (UL) are plotted as a function of the generalized coordination number (#$"""") 
of the active sites. The marks on the upper x-axis show the studied active sites. To the left of the red line 

(#$"""" = 7.5), the catalytic sites adsorb ethylene oxide more strongly than *H. The dashed lines mark the 

equilibrium potentials; the potential-limiting steps are written next to each line. This figure corresponds to 

panel a of Figure 4 in reference 124 and is included here to facilitate the reading of this thesis. 

  

Conclusions These results, together with additional data and analyses shown in the 

research article below, lead to the following conclusions: 

• The hydrogenation of *OH is the potential-limiting step of EOR on all the studied 

Cu surfaces. 

• Cu(100) is the most efficient surface for catalyzing EOR, featuring an onset 

potential of -0.35 V vs RHE. 

• Since the DFT-calculated EOR onset potentials of Cu(111) and Cu(211) were 

found to have an identical value of -0.50 V vs RHE but the experimental current 

density was smaller on the former, we conclude that only the defect sites on 

Cu(111) are active toward EOR. 

• Highly uncoordinated sites ( ÜdÅÅÅÅ < 5.9) are the most active sites for ARR, sites 

featuring a ÜdÅÅÅÅ between 5.9 and 7.5 are active toward EOR, and sites with a ÜdÅÅÅÅ 

beyond 7.5 are selective to HER. 
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• The active sites for CO2RR and CORR are different for each C2 molecule. Product 

selectivity on Cu electrodes is dictated by the site-specific formation of either 

ethylene oxide or acetaldehyde. 
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3.4 Enhancing CO2 Electroreduction to Ethanol on Copper–
Silver Composites by Opening an Alternative Catalytic 
Pathway 
 
Introduction As described in the previous sections, the rational control of the catalytic 

selectivity of CO2RR and CORR is a central question in electrocatalysis. For instance, 

the addition of a CO-producing co-catalyst such as Zn or Ag to Cu electrodes helps in 

inclining the latter’s CO2RR selectivity toward C2 products.130-137 For CuAg systems, the 

enhancement has been attributed to the suppression of the competing hydrogen evolution 

reaction,132,133 optimized binding of reaction intermediates such as *CO,135,138 and 

increased surface population of *CO intermediates on the catalysts.134,136,137 Moreover, 

experimental observations are often conflicting: some works showed an enhancement of 

the Faradaic efficiencies of both ethylene and ethanol,139 some showed enhancements 

only for ethylene,134,136 and others suppressed ethylene production while improving 

ethanol selectivity.131,138 These discrepancies suggest that the atomic-scale configuration 

of these bimetallic catalysts strongly determines their CO2RR product distribution and 

call for mechanistic studies to gain a deeper understanding of CO2RR on CuAg systems. 

Herein, we quantified the CO2RR activity and selectivity of a series of CuAg 

composite catalysts containing Ag particles and OD-Cu nanowires (OD-Cu NW), again 

in collaboration with our experimental colleagues at the National University of 

Singapore. We assessed the impact of increasing the local amount of CO on ethylene and 

ethanol production during CO2RR and complemented the analysis with DFT calculations. 

This work led to the publication of a research article.140 The manuscript is included 

at the end of this section. In the following pages, a summary of it is given. My contribution 

to the research article was: (a) Elaboration of the DFT calculations, (b) analysis of the 

computational results and making of the corresponding figures, and (c) collaboration in 

the writing of the manuscript. I was not involved in the making of the experiments. The 

supporting information for this article can be found in Appendix D. The optimized 

geometries were removed from this document to save space but can be found online at: 

https://doi.org/10.1021/acscatal.9b05319. 

 

Results Experimental measurements of the CO2RR activities of OD-Cu NW, Ag 20 nm 

particles (Ag-20), and a mixed catalyst containing OD-Cu NW and Ag-20 particles with 

an Ag/Cu molar ratio of 20 (Cu(Ag-20)20), were evaluated. Note that, as determined by 
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means of different characterization techniques, the Cu and Ag phases in CuAg composites 

are segregated, and do not modify each other electronically. The results show that more 

C2 molecules were produced from the Cu(Ag-20)20 catalyst compared to OD-Cu NW. It 

is also observed by performing experiments on composites with Ag/Cu molar ratios of 5, 

9, and 15, that increasing the Ag/Cu ratio improves the amount of C2 molecules produced. 

Ethanol featured the most pronounced enhancement, 8 times larger than for ethylene, 

suggesting that ethanol evolution is more sensitive to the presence of the CO molecules 

produced at Ag particles as compared with ethylene production. Moreover, further 

experiments involving bigger Ag particles showed that ethanol evolution was 

significantly increased with Ag surface area, while ethylene production did not show a 

sizable increase.  

To understand in better detail the working principle of CuAg catalysts, we 

performed DFT calculations on model systems. We divided the entire CO2RR to ethanol 

into three separate parts. First, we considered the electroreduction of 2 CO2 molecules to 

2*CO. This is followed by the reduction of 2*CO to *CHCO. Finally, we close the 

analysis with the reduction of *CHCO to ethanol. 

Computationally, we first inspected the thermodynamic stability of CuAg bulk 

alloys with different copper/silver proportions. Alloys of CuAu were also investigated as 

a control system. As shown in Figure 22, the formation energies for the CuAu alloys are 

negative for all the considered proportions, in line with previous studies.141 On the other 

hand, the alloy formation energies are positive for all the studied proportions of CuAg 

alloys. Hence, we propose that Cu and Ag likely exist as separated phases in the catalyst, 

as also observed in the characterization results of our CuAg composite catalyst. 
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Figure 22. DFT-calculated alloy formation energies versus the % of M in CuM alloys. M = Au (green), Ag 

(red). This figure corresponds to Figure S11 in the supporting information of reference 140 and is included 

here to facilitate the reading of this thesis. 

 

CO2RR to CO was studied on Cu(111) (copper’s most stable surface termination), 

a Ag cluster on top of Cu(111) (named Ag@Cu), and Cu(211). As seen in the top panel 

of Figure 23, the desorption of *CO to CO(g) is not favorable on Cu(111) and Cu(211), 

hence, *CO will further reduce to *CHx species at negative enough potentials, eventually 

leading to CH4.116 On the other hand, *CO at Ag@Cu sites is so weakly adsorbed that it 

cannot undergo further reduction. Instead, it will either diffuse into the solution or migrate 

to neighboring Cu sites. Concretely, *CO to CO(g) is stabilized by 0.11 eV upon 

desorption from Ag, whereas it is stabilized by 0.39 eV when migrating to the Cu(111) 

surface. The kinetic barrier for the diffusion of *CO from the Ag cluster to Cu(111) is of 

0.17 eV only, which is easily surmountable at room temperature (surmountable barriers 

at 298.15 K are usually below 0.75 eV).123 Cu(211) step-edge sites are probably covered 

by reaction intermediates because of their undercoordination. However, weakly 

adsorbing Cu(111) sites coverage will remain low when there is no excess *CO. Thus, 

we hypothesize that ethanol evolves from Cu(111) sites near Ag particles. 
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Figure 23. Top: Free-energy diagram of CO2(g) electroreduction to CO(g) on Cu(111) (blue), Cu(211) 

(cyan), and Ag@Cu (gray), which is a Ag cluster on top of a Cu(111) slab. All energies are referenced to 

CO2(g) and proton-electron pairs. Inset: CO adsorbed on the Ag@Cu cluster; Cu, Ag, C, and O atoms are 

shown in blue, gray, brown, and red, respectively. Bottom: Free-energy diagram on Cu(111) featuring two 

different C-C coupling pathways to *CHCO from 2*CO. In red, the *CO dimerization pathway. In orange, 

the energetics of the *CH + *CO pathway. All energies are referenced to 2*CO adsorbed on Cu(111) and 

proton-electron pairs. This figure corresponds to Figure 4 in reference 140 and is included here to facilitate 

the reading of this thesis. 
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As seen in the bottom panel of Figure 23, the reduction of 2*CO to C2 species can 

proceed in two different ways, trough the conventional *CO dimerization pathway or via 

the coupling of *CO with CHx species. To determine which species are able to couple 

with *CO, we calculated several coupling barriers on Cu(111) through both Langmuir-

Hinshelwood (L-H) and Eley-Rideal (E-R) routes. The lower barriers are those featuring 

a L-H coupling between *CH and CO or *CH2 and *CO, with values of 0.70 and 0.71 

eV, respectively. The bottom panel of Figure 23 shows that the *CH + *CO coupling 

pathway is more favorable than *CO dimerization on Cu(111) by 0.37 eV. As concluded 

in previous sections, *CO dimerization energetics on Cu(111) are prohibitive. 

Finally, we studied the further reduction of *CHCO species. In the top panel of 

Figure 24, the most favorable reduction pathway to ethanol is shown in green. The atomic 

structure of the intermediates involved in the most favorable pathway is depicted in the 

bottom panel of Figure 24. In Figure 25, we show all the pathways investigated for the 

formation of ethanol and ethylene from *CHCO, also including *CH2CO and *CH3CO. 

Further reduction of *CH2CO and *CH3CO also resulted in favorable ethanol formation. 

Regardless of whether *CHCO or *CH2CO is the result of the coupling step (or even 

*CH3CO), the pathways always incline toward ethanol instead of ethylene. This leads to 

a simple conclusion: once *CO + *CHx coupling takes place on CuAg composite 

catalysts, ethanol is selectively produced. This is consistent with the experimental 

findings, where ethanol production is enhanced when CO availability increases. In 

summary, these results show that an alternative pathway to *CO dimerization is opened 

that produces ethanol selectively in the presence of excess *CO on the otherwise inert 

Cu(111) terraces. 
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Figure 24. Reduction of *CHCO to ethanol on Cu sites. Top: Free-energy diagram for the electroreduction 

of *CHCO on Cu(111). The preferred pathway is shown in green, whereas less-stable intermediates are 

shown in red. Note that ethylene production is considerably less favorable than that of ethanol. All energies 

are referenced to *CHCO and proton-electron pairs. Bottom: Atomic structures of the species in the 

*CHCO preferred electroreduction pathway. Cu, C, O, and H atoms are shown in blue, brown, red, and 

pink, respectively. This figure corresponds to Figure 5 in reference 140 and is included here to facilitate 

the reading of this thesis. 

 



Electroreduction of CO2 to Valuable Commodities 

 79 

 
Figure 25. Pathways inspected for ethanol and ethylene production from *CHCO, including as well 

*CH2CO, and *CH3CO. The values over the arrows are the reaction free energies in eV. Green arrows lead 

in each case to the most stable intermediate, and red arrows are used for the least favorable intermediates. 

This figure corresponds to Figure S10 in the supporting information of reference 140 and is included here 

to facilitate the reading of this thesis. 

 

Conclusions These results, together with additional data and analyses shown in the 

research article below, lead to the following conclusions: 

• CuAg composite electrocatalysts show enhanced production of C2 molecules from 

CO2RR as compared to OD-Cu. Ethanol evolution features a more pronounced 

enhancement than ethylene production. 

• When in presence of excess *CO, an alternative pathway to reduce CO2 

selectively to ethanol is opened. This pathway does not proceed via *CO 

dimerization but through *CO + *CHx (x = 1, 2) coupling at Cu-Ag boundaries. 

The species resulting from such coupling are then reduced to ethanol. 

• In perspective, our works shows that certain sites at catalytic surfaces are inactive 

because of their inability to stabilize certain adsorbates, but can become active via 

the opening of an alternative pathway that circumvents the formation of such 

troublesome species. This is the case of Cu(111) sites, which are not active toward 

C2 species for CO2RR; but when there is excess *CO, they can selectively reduce 

it to ethanol. 
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3.5 Toward Efficient Tandem Electroreduction of CO2 to 
Methanol Using Anodized Titanium 
 
Introduction Annually, by reacting syngas (a mix of H2 and CO) over Cu-Zn oxide 

catalysts, 95 million tons of methanol (CH3OH) are produced worldwide.142 High 

temperatures and pressures are required to produce syngas and synthesize CH3OH. 

Overall, the production of one kg of methanol leads to the emission of approximately 0.5 

kg of CO2.143 Therefore, a greener solution for CH3OH production is needed. Powered by 

renewable electricity, CO2RR is a sustainable route to produce methanol. However, to 

date, there are no electrocatalysts with enough stability, selectivity, and activity to 

implement this process industrially.144,145 

To address these challenges, a strategy involving a tandem electroreduction where 

CO2 is first reduced to formic acid (HCOOH) and then to CH3OH could be a good 

alternative. The first step has been completed successfully with Faradaic efficiencies 

close to 100% using catalysts such as lead,146 tin,147 and indium.148 The second step, the 

reduction of formic acid to methanol (FAR, in acid: HCOOH + 4H+ + 4e- à CH3OH + 

H2O, E0 = 0.11 V vs RHE), is more challenging due to the electrochemical inertness of 

formic acid,149 which is considered a dead-end CO2RR product on transition metal 

electrodes.119 Previous efforts to reduce HCOOH to CH3OH featured low current 

densities or high applied overvoltages.150,151 

In this work, in collaboration with the group of Prof. Boon Siang Yeo at the 

National University of Singapore, we identified anodized titanium (Tian) as an active 

electrocatalyst for FAR. With the complementary data obtained from both experiments 

and DFT calculations we elucidated the active sites responsible for such an activity and 

provide useful guidelines for the future enhancement of FAR catalysts. 

This work led to the publication of a research article.152 The manuscript is included 

at the end of this section. In the following pages, a summary of it is given. My contribution 

to the research article was: (a) Elaboration of the DFT calculations, (b) analysis of the 

computational results and making of the corresponding figures, and (c) collaboration in 

the writing of the manuscript. I was not involved in the making of the experiments. The 

supporting information for this article can be found in Appendix E. The optimized 

geometries were removed from this document to save space but can be found online at: 

https://doi.org/10.1021/acscatal.1c01725. 
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Results Experimental measurements show that HCOOH can be reduced to methanol 

with an optimal Faradaic efficiency of 12.6% and a jCH3OH of -2.0 mA/cm2 at -1.0 V vs 

RHE on Tian. We noted that FAR to methanol could not be extended to other metal 

electrodes, even when anodized. Experiments suggest that the active sites for FAR on 

Tian are located at oxygen vacancies or Ti3+ sites (hereon denoted as TOVs), since a 

positive correlation between the amount of TOVs and jCH3OH was found. Moreover, Tian 

catalysts anodized longer times, hence having an increased number of TOVs, show lower 

selectivity for HER, reducing the Faradaic efficiency of H2 down to 70%. 

DFT calculations were performed to elucidate the FAR reaction pathway to 

methanol and gain information on the active sites. Note that we used the Hubbard 

approach with a Ueff of 5 eV, to help in localizing the d states of Ti atoms. We modelled 

the most stable surface termination of titania, namely, TiO2(110). This surface is 

composed of alternating rows of coordinatively unsaturated (CUS) and bridge sites. As 

seen in Figure 26a, CUS sites have exposed undercoordinated Ti atoms available to 

interact with adsorbates, while bridge sites do not. However, bridge sites have twofold-

coordinated oxygen atoms (O2c), which are known to leave TOVs on TiO2.153 To include 

the heterogeneity observed in experiments, we also modelled two stepped surfaces: CUS-

terminated TiO2(120) (denoted TiO2(120)-CT) and bridge-terminated TiO2(120) 

(denoted TiO2(120)-BT). These surfaces have similar alternating rows of CUS and bridge 

sites as in TiO2(110) but feature a unique type of O2c located at edge sites (denoted E-

O2c). Calculated TOV formation energies show that TOVs are more facilely formed on 

stepped TiO2 surfaces, and that in those, vacancies are easier to form by removing an O2c 

oxygen atom than an E-O2c oxygen atom. 
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Figure 26. (a) Schematics of the slab models used in this work. Ti atoms are shown in blue, O atoms in 

red, bridge site oxygen atoms (O2c) in green, and edge site oxygen atoms (E-O2c) in yellow. The lowest-

energy pathway for FAR to CH3OH is shown in (b) CUS sites and (c) TOVs. In panels (b) and (c), Ti, O, 

C, and H atoms are shown in blue, red, brown, and pink, respectively. This figure corresponds to Figure 4 

in reference 152 and is included here to facilitate the reading of this thesis. 

 

The most favorable pathway for FAR to CH3OH is shown in Figure 26b for CUS 

sites and Figure 26c for TOVs. On both sites the hydrogenation of *HCOOH leads to the 

formation of *H2COOH, but the pathways bifurcate from that point on. On CUS sites, 

*H2COOH is hydrogenated to produce *H2CO + H2O(l), while at TOVs, CH3OH is 

directly produced from the protonation of *H2COOH, leaving the TOV filled with *O. 

Free-energy diagrams featuring both pathways on the three studied surfaces are shown in 

Figure 27a. The potential-limiting step at CUS sites is the hydrogenation of *HCOOH to 

H2COOH, with calculated onset potentials of -1.27, -1.57, and -1.21 V vs RHE for 

TiO2(110), TiO2(120)-CT, and TiO2(120)-BT, respectively. In contrast, the 

electroreduction of HCOOH on TOVs (denoted TiO2(110)-O, TiO2(120)-CT-O, and 

TiO2(120)-BT-O) proceeds via the exothermic formation of *H2COOH. At TOVs, the 

potential-limiting step corresponds to the regeneration of the vacancy, namely, the 

protonation of *OH to H2O(l). The calculated onset potentials are -1.17, -0.77, and -0.54 

V vs RHE for TiO2(110)-O, TiO2(120)-CT-O, and TiO2(120)-BT-O, respectively. The 

onset potentials at TOVs are clearly lower than those calculated at CUS sites, due to the 

favorable formation of the *H2COOH intermediate at TOVs and the opening of an 
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alternative catalytic pathway. The most active sites toward FAR are those TOVs located 

at steps, namely TiO2(120)-CT-O and TiO2(120)-BT-O. 

Figure 27b features a Sabatier-type activity plot using the free energy of *H2COOH 

(a common intermediate for both TOVs and CUS sites) with respect to HCOOH(l) as a 

descriptor. CUS sites are located at the right leg (i.e., weak-binding side) of the volcano, 

where the potential-limiting step is the formation of *H2COOH. On the other hand, TOVs 

are on the strong-binding (left) leg, where the hydrogenation of *OH is the potential-

limiting step. The peak of the volcano (where ∆\/#MZZ/ 	≈ 0) is close to the equilibrium 

potential, indicating that it is thermodynamically feasible to synthesize nearly ideal FAR 

electrocatalysts following ∆\/#MZZ/ 	≈ 0 as a guiding principle. 

We also identified the free energy of adsorption of HCOOH as a suitable descriptor 

of FAR activity. As shown in Figure 27c, the weaker ∆\/MZZ/, the more positive the 

calculated limiting potential (UL). However, this correlation is to be taken with caution: 

if the free energy of adsorption of HCOOH is too weak, it might not adsorb at all onto the 

catalyst surface, and no activity will be observed. Moreover, we found that TOV 

formation energies, ∆*5Z[, are inversely correlated with UL (inset of Figure 27c). Hence, 

surface sites with more positive ∆*5Z[ have simultaneously more stable *OH adsorption 

energies. 



Electroreduction of CO2 to Valuable Commodities 

 97 

 
 

Figure 27. a) Free-energy diagrams at 0 V vs RHE for FAR to CH3OH at CUS and TOV sites. The 

intermediates and active sites are shown in Figure 26. b) Volcano plot correlating the onset potential for 

FAR with the free energy of *H2COOH with respect to HCOOH(l). The dashed line corresponds to the 

calculated equilibrium potential (0.10 V vs RHE). Gray bands of ±0.16 V around the black lines correspond 

to ±2 MAE (MAE: mean absolute error) of the scaling relation between *H2COOH and *OH. c) Calculated 

onset potential as a function of the free energy of adsorption of formic acid. The MAE and the Pearson 

coefficient are also provided together with a linear regression in dark gray and a light gray zone of ±2 MAE. 

The inset shows the calculated onset potential as a function of the formation energies of oxygen vacancies 

at TOV sites. The color code for each active site is the same in all panels and is shown in (a). This figure 

corresponds to Figure 5 in reference 152 and is included here to facilitate the reading of this thesis. 



Electroreduction of CO2 to Valuable Commodities 

 98 

Conclusions These results, together with additional data and analyses shown in the 

research article below, lead to the following conclusions: 

• FAR to CH3OH can be performed at -1.0 V vs RHE with a satisfactory Faradaic 

efficiencies and current densities using anodized titanium. 

• Experimental measurements indicate that the amount of oxygen vacancies 

(TOVs) present in the catalyst is correlated with an increase in methanol 

production. DFT calculations indicate that the TOVs at steps are the most active 

sites for FAR to CH3OH. 

• The most favorable reaction pathway goes through the protonation of a *H2COOH 

intermediate that produces methanol and fills the TOV with *O. Subsequent 

hydrogenation to *OH and H2O regenerates the TOV and enables the restart of 

the catalytic cycle. 

• The free energies of adsorption of *HCOOH and *H2COOH, as well as the 

formation energy of TOVs, can be used as descriptors to guide the design of 

enhanced FAR electrocatalysts. 
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Chapter 4 

 

Interplay of C Atoms and Transition 

Metal Systems 
 
4.1 Introduction 

 
Transition metals (TMs) are of great relevance in industrial heterogeneous catalysis. In 

fact, late TMs are often involved in heterogeneous catalysts154 for a large variety of 

industrially relevant reactions such as ammonia synthesis or the Fischer-Tropsch 

process,155 among others. On the other hand, early TMs are too active for such purposes, 

adsorbing molecules too strongly according to Le Sabatier principle.11 However, the 

carburization of these metals lowers their catalytic activity, forming TM carbides 

(TMCs), which have been proposed as viable replacements of late TMs in catalysis and 

offer unique catalytic properties.156,157 The main drawback of these systems as catalysts 

is that, during the course of the reaction, they gradually get deactivated. The main reason 

for such deactivation is the presence of poisoning agents, where carbon excels among 

others.158,159 It is usual that C species formed on the surface of the TM catalyst 

agglomerate as carbon deposits, covering the catalysts and preventing the access of 

reactants to the surface active sites, effectively poisoning it.160 Despite this, in some cases, 

a small amount of C can tune the catalytic activity and selectivity of the TM catalyst. For 

instance, the presence of subsurface C in Pd catalysts favors selective alkyne 

hydrogenation to olefins while suppressing hydrogenation to alkanes.161 Moreover, 

subsurface C is key in the synthesis of carbon nanotubes (CNT) and graphene.162,163 

Motivated by these results, the aim of this work is to obtain a detailed and broad atomistic 

view of C interaction with TM surfaces, including thermodynamic, kinetic, and even 

dynamic aspects of their presence and possible impact. 
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4.2 Investigating the Presence of Subsurface C in fcc 

Transition Metals 

 
Introduction As an initial approach, we first tackled the interaction of C atoms with fcc 

TM surfaces. We obtained the adsorption (*=>?) and absorption energies (*=C?) of C 

atoms on/in the (111) surface of fcc TMs, which corresponds to their most stable surface 

termination.41 To explore the kinetics involved in the penetration of C atoms into these 

surfaces, we calculated the sinking energy barriers. For completeness, we also modelled 

M79 TM nanoparticles to investigate the effect of low-coordinated sites on C 

ad/absorption. The data obtained allowed us to investigate the thermodynamic and kinetic 

aspects regarding the presence of subsurface C in fcc TMs. Note that the presence of 

subsurface C has been observed before for group 10 TMs,164 but in this work we point 

out its existence also for group 11 TMs. Hence, we show here that the existence of 

subsurface C is a general feature to be considered for fcc TMs. Finally, dynamic 

simulations allowed us to estimate the lifetimes of atomic C species at the surface and 

subsurface regions of these TMs. 

This work led to the publication of two research articles.61,165 The manuscripts are 

included at the end of this section. In the following pages, a summary of them is provided. 

My contributions to the research articles were: (a) Calculation of C ad/absorption energies 

for all the slabs and NPs, (b) determination of surface, subsurface, sinking, and emerging 

energy barriers for all the slabs, (c) calculation of sinking energy barriers for all the NPs, 

and (d) analysis and figure assembly of the parts corresponding to (a), (b), and (c). I was 

not involved in the kMC modelling and simulations. The supporting information for 

“Subsurface carbon: a general feature of noble metals” can be found in Appendix F. The 

optimized geometries were removed from this document to save space but can be found 

online at: https://doi.org/10.1002/anie.201813037. The supporting information for 

“Towards understanding the role of carbon atoms on transition metal surfaces: 

implications for catalysis” can be found in Appendix G. 

 

Results Initially, C atoms at surface and subsurface regions were optimized on (111) 

surface slab models of fcc TMs, alongside with the sinking energy barriers. Figure 28 

shows these calculated *=>?, *=C?, and the sinking energy barriers are shown for the 

earliest five fcc TMs, on their most stable sites in surface and subsurface regions, namely 
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the hcp and fcc three-atom surface hollow sites and the tetrahedral subsurface (tss) and 

octahedral subsurface (oss) sites. 

 
 
Figure 28. In descending order, Rh, Ir, Ni, Pd, and Pt adsorption (%'(), in dark colours) and subsurface 

absorption (%'*), in light colours) energies, in kJ mol-1, on the (111) surface (a) hcp and subsurface tss sites, 

respectively, and (b) fcc and oss sites, respectively. Carbon sinking energy barriers on each site are shown 

in black. This figure corresponds to Figure S11 in the supporting information of reference 61 and is included 

here to facilitate the reading of this thesis. 

 

Results show that C atoms are clearly most stable at the surface than at the 

subsurface only of Rh and Ir (111) surfaces and have to surmount high-energy sinking 

barriers to penetrate the surface. On the other hand, Ni, Pd, and Pt (111) surfaces feature 
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competitive or preferential C subsurface stability together with low-energy sinking 

barriers, as reported previously.164 Moreover, as shown in Figure 29, the most noble TMs, 

those of group 11 (Cu, Ag, and Au), also showed competitive or higher stability of 

subsurface C compared to surface situations. 

 

 
 

Figure 29. In descending order, Cu, Ag, and Au adsorption (%'(), in dark colours) and subsurface 

absorption (∆%'*), in light colours) energies, in kJ mol-1, on (111) surface (a) hcp and subsurface tss sites, 

respectively, and (b) fcc and oss sites, respectively. Carbon sinking energy barriers on each site are shown 

in black. This figure corresponds to Figure 1 in reference 61 and is included here to facilitate the reading 

of this thesis. 

 

For Cu, the fcc and hcp surface sites have akin stability, but the subsurface oss site 

is more stable than the fcc surface site by 42 kJ mol-1. For Ag, the surface fcc site is 18 kJ 

mol-1 less stable than the subsurface oss site. For Au, the surface fcc site is more stable 

than the subsurface tss site by 25 kJ mol-1. The key driver subsurface stability appears to 

be a compromise between the energetic cost of subsurface deformation to accommodate 
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C atoms within constrained space and the increased C bonding saturation. At full 

monolayer coverage, estimates show that the surface or subsurface preferred stability 

prevails, but with reduced *=>? and *=C?. The sinking energy barriers are within 32-63 kJ 

mol-1 for Cu and Ag, hence, non-negligible but easy to overcome at catalytic working 

temperatures. Barriers for Au range from 24 to 71 kJ mol-1. 

These results triggered a more detailed study on this subject. We further modelled 

metal nanoparticles of 79 atoms (M79 NPs), and so within the scalable regime,166 for Cu, 

Ag, and Au, to inspect the effect of lower-coordinated sites such as the edges and corners 

of these NPs on the ad/absorption energies and sinking energy barriers. The results, 

shown in Figure 30, feature many similarities to the extended surfaces, with caveats.  
 

 
Figure 30. In descending order, Cu79, Ag79, and Au79 adsorption (%'(), in dark colours) and subsurface 

absorption (%'*), in light colours) energies, in kJ mol-1, on diverse (111) facet sites. Carbon diffusion energy 

barriers on each site are shown in black. Dashed lines are present when in-plane situations are found, i.e., 

adsorption and absorption lead to a common final stable situation (%'() and %'*) values are identical). This 

figure corresponds to Figure 2 in reference 61 and is included here to facilitate the reading of this thesis. 



Interplay of C Atoms and Transition Metal Systems 

 114 

Many hcp/tss and fcc/oss sites on Cu79 and Ag79 show increased *=>? and *=C?, 

ranging 32-59 kJ mol-1 for the adsorption cases and 61-72 kJ mol-1 for the absorption 

cases. For Au79, the increase in *=C? is larger, within 87-100 kJ mol-1, than for *=>?, 

ranging 79-83 kJ mol-1. Small size effects and the proximity to low-coordinated sites can 

justify the increment of the adsorption strengths. For subsurface cases, the much larger 

increment is related to a larger and easier deformability of vicinal metal atoms to stabilize 

and accommodate the subsurface C atom. This is shown by a deformation/attachment 

energies balance, in which attachment energies are larger for Cu, Ag, and Au NPs than 

on the (111) surfaces counterparts, by up to 123, 91, and 104 kJ mol-1, respectively, while 

featuring similar deformation energies for surface and subsurface situations. Hence, low-

coordinated sites allow for larger deformations, without affecting the structural energy of 

the site. 

For Cu79, *=C? increases by 209 kJ mol-1 with respect to the (111) extended surface 

for corner tss, which is the most stable site for C on Cu79. A similar stabilization of 

subsurface C is seen for edge tss on Au79 with an *=C? increase of 110 kJ mol-1, with 

respect to the Au (111) situation. Hence, subsurface C at edge tss is the most stable 

situation in Au79. On Ag79, similarly to what is observed for the Ag (111) slab, the centre 

oss site remains the most stable situation. Thus, low-coordination sites do not only 

preserve the preference of C atoms for subsurface in Cu and Ag, but also promote 

subsurface occupancy in Au systems. Moreover, the sinking energy barriers essentially 

vanish, hinting for a kinetic easy entrance of C adatoms into the subsurface region of NPs. 

Very low barriers of nearly zero to 17 kJ mol-1 are found at corner tss and central oss sites 

for Cu79, of 7 kJ mol-1 for almost all situations of Ag79, and a barrier of only 6 kJ mol-1 

for the edge hcp site of Au79.  

A further issue is whether such subsurface C occupancy is thermodynamically 

driven. To this end, phase diagrams for all fcc TMs (111) surfaces have been obtained, 

taking into account the turning conditions of pristine surfaces to become early C-

containing, either on surface (Csur) or in subsurface (Csub). Phase diagrams in Figure 31, 

show that C adatoms would be thermodynamically stable on Rh, Ir, and Pt (111) surfaces, 

subsurface in Ni and Pd (111) surfaces, and thermodynamically unstable on Cu, Ag, and 

Au (111) surfaces at regular catalytic temperature working conditions. Hence, on the 

latter, the existence of subsurface C isolated species would be only kinetically driven, and 

to be considered only during the course of the reaction, even though the final state of 

these C atoms would be aggregated in graphite or amorphous carbon phases. However, 
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the thermodynamic stability can be achieved on low-coordinated sites of the Cu79 NP, see 

Figure 32. 

Note that this has important implications for catalysis, since, in those situations 

were C atoms have a thermodynamic preference for surface sites and high sinking energy 

barriers, carbon will act as a poisoning agent, blocking the active sites where the reactants 

would adsorb and eventually aggregating on top of the catalysts when the C coverage 

increases. On the other hand, in those situations where C atoms prefer to accommodate 

in subsurface sites, they will not poison the catalyst, but they can modify the electronic 

structure of the surface, affecting the on-going catalysis. 
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Figure 31. Phase diagrams for fcc TMs (111) surfaces (TM = Rh, Ir, Ni, Pd, Pt, Cu, Ag, and Au) depending 

on the acetylene partial pressure (in Pa), and the temperature (T, in K). Diagrams are obtained for a constant 

partial pressure of H2, equal to 10-7 Pa. The white region belongs to a pristine metal phase, and the colored 

regions belong to phases with C adatoms adsorbed (Csur) or absorbed (Csub). This figure corresponds to 

Figure S9 in the supporting information of reference 61 and is included here to facilitate the reading of this 

thesis. 
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Figure 32. Phase diagrams for TM79 nanoparticle models (TM = Cu, Ag, and Au) in the same conditions 

as in Figure 31. This figure corresponds to Figure S10 in the supporting information of reference 61 and is 

included here to facilitate the reading of this thesis. 
 

To go one step further, we investigated the dynamic aspects of the 

surface/subsurface C stability on fcc TM (111) surfaces. Diffusion energy barriers along 

the surface and through the subsurface were calculated, joining our already calculated 

sinking (and emerging) energy barriers. This way, a complete diffusion map of C atoms 

in fcc TM (111) surfaces was obtained. This data was later used by a coworker, MSc. Biel 

Martínez, to perform kinetic Monte Carlo (kMC) simulations on surface models to obtain 

information on the frequency of diffusion events, and, by that, of the surface structure 

under working conditions and on the lifetime of such surface and subsurface C species. 

Results showed that, at 300 K, C atoms are almost all the time at the surface for Rh, 

Ir, Pt, and Au (111) surfaces; and almost all the time only in subsurface for Ni, Pd, Cu, 

and Ag (111) surfaces, in agreement with the energetic preference shown by the DFT 

calculations reported above. On the other hand, increasing the temperature has a relevant 

effect on some of the surfaces. For instance, for the Ag (111) surface, raising the 

temperature decreases the subsurface C concentration, while for the Pt (111) surface the 

amount of C in subsurface increases from 2% at 300 K to 13% at 700 K. Thus, at catalytic 

working temperatures there is a non-negligible amount of subsurface C in Pt that can 

affect the on-going surface catalysis. Interestingly, it is observed that surface and 

subsurface diffusion processes are much more frequent than those corresponding to 

sinking/emerging diffusions. Moreover, the quantification of C atom lifetimes at less 
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stable sites also provides compelling information. For those metals with preferential 

subsurface C stability, one can expect the emergence of one C atom to the surface each 

μs per Å2, which lasts at the surface for a significant time, almost 1 ms in the case of Ag 

(111). This effect is very relevant for catalysis since the frequent emergence of C atoms 

can condition the surface activity of the on-going catalytic processes. For metals where 

C prefers surface sites, the presence of subsurface C does not condition as much the 

catalysis in progress, since the main effects will be a consequence of C adatoms. 

 

Conclusions These results, together with additional data and analyses shown in the 

research articles below, lead to the following conclusions: 

• There is both thermodynamic and kinetic evidence on the presence of subsurface 

C species in both group 10 and 11 TM systems. Such evidence has been found in 

both extended surfaces and low-coordinated sites of metallic NPs. 

• C thermodynamic preference for subsurface sites is enhanced at low-coordinated 

sites of NPs. Moreover, the sinking energy barriers of C atoms at these NP sites 

are nearly 0 eV. The malleability of these sites is key for C accommodation. 

• C surrounding metal atoms show electron deficiency or partial positive charge, 

which will affect their catalytic properties. 

• kMC simulations at 300 K essentially predict the same behavior extracted from 

static DFT calculations, C atoms spend most of the time around their most stable 

ad/absorption site. 

• At higher temperatures other less stable ad/absorption sites become populated, 

such as subsurface sites at Pt (111) and Rh (111) surfaces, and surface sites at Ag 

(111) surface. 

• In general, surface and subsurface diffusion dominate the kinetics, with 

sinking/emerging processes being less frequent. 

• For Ag (111) surface, C emerging processes are triggered by annealing. The raised 

C atom can then bias the on-going catalytic processes occurring at the surface. 

• These results indicate that the role of surface and subsurface C species in 

simulation models of some of the fcc TMs should be reconsidered. 
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4.3 Charting the Atomic C Interaction with Transition Metal 

Surfaces 

 
Introduction In the previous section we assessed the interactions of atomic C with the 

(111) surfaces or facets of fcc TM systems and investigated the presence of absorbed 

subsurface C species in them. In this section we expand the previous work by delivering 

a broad, detailed, and holistic atomic view of the interaction of C with TM surfaces. This 

time, by performing DFT calculations on proper surface slab models, we study the 

stability of C atoms on the Miller surfaces with index order of 1 of all those TMs featuring 

a fcc, bcc, or hcp bulk crystallographic structure, see Figure 33 and Figure 34. 

 

 
Figure 33. Periodic table with fcc TMs coloured in blue, bcc TMs in green, and hcp TMs in purple. 
 

For such surfaces, most stable surface and subsurface sites are identified and their 

bond strength is seized to obtain a thermodynamic picture. Furthermore, all sorts of C 

diffusion energy barriers, Eb, are explored, including surface, subsurface, sinking, and 

emerging diffusion energy barriers for each metal surface, denoted Esur, Esub, Esink, and 

Eemer, respectively. A schematic depiction of the different studied barrier types is shown 

in Figure 35. 
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Figure 34. Depiction of positions studied for each surface termination of each crystallographic structure. 

In blue, from left to right, fcc unit cell, and (001), (011), and (111) surfaces. In green, from left to right, bcc 

unit cell, and (001), (011), and (111) surfaces. In purple, from left to right, hcp unit cell, and (0001), (101"0), 

and (112"0) surfaces. Positions depicted for fcc (001) correspond to a) Top, b) Hollow, c) Bridge; for fcc 

(011) a) Top, b) Hollow, c) BridgeS, d) BridgeL; for fcc (111) a) Top, b) Hollow hcp, c) Hollow fcc, d) 

Bridge. Positions depicted for bcc (001) correspond to a) Top, b) Hollow, c) Bridge; for bcc (011) a) Top, 

b) Hollow, c) HollowT, d) Bridge; for bcc (111) a) Top, b) Hollow hcp, c) Hollow fcc, d) Bridge. Positions 

depicted for hcp (0001) correspond to a) Top, b) Hollow, c) HollowE, d) Bridge; for hcp (100) a) Top, b) 

Hollow, c) BridgeL, d) BridgeS; for hcp (110) a) Top, b) Hollow, c) BridgeL, d) BridgeS. 
 

 
Figure 35. Schematic depiction of the different diffusion barrier types studied in this work: Surface 

diffusion (Esur – blue), subsurface diffusion (Esub – red), sinking diffusion (Esink – yellow), and emerging 

diffusion (Eemer – green). 
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This systematic study provides a navigation chart of the C tendency to poison 

surface active sites, to aggregate into Cn moieties, to sink into the subsurface, plus 

provides insights on the possible formation of TMCs. The obtained amount of data allows 

for further analysis based on machine learning algorithms, aimed at defining subgroup 

kinds of similar behavior in terms of C bond strength and diffusivity, the primary 

physicochemical descriptors characterizing these, as well as multivariable regressions of 

adsorption and diffusion properties as a matter of physicochemical descriptors. 

This work led to the elaboration of a research article, which is not yet published. 

The manuscript is included at the end of this section. In the following pages, a summary 

of it is given. My contribution to the research article was: (a) Calculation of all 

ad/absorption energies, (b) calculation of around 60% of the diffusion energy barriers, (c) 

performance of the descriptor analysis, including the multivariable regressions, (d) 

implementation of the ML algorithms, both for clustering and regressions, and (e) writing 

an initial draft of the paper. The supporting information for this manuscript can be found 

in Appendix H. 

 

Results We first start by showing the results for the most stable position adsorption Eads, 

or absorption, Eabs, energy values for each surface termination of each metal; therefore, 

presenting three values per metal, versus the C height, h, computed as the vertical distance 

between the C atom and the TM surface plane. To have clearly defined references, an in-

plane case is shown at zero h, together with the graphite cohesive energy, Ecoh. As shown 

in Figure 36, the display is divided into four different quadrants, implying four different 

behaviors of C atoms when interacting with TM surfaces, depending on whether an 

adsorption or absorption situation is preferred, and whether the interaction of C with the 

TM is stronger or weaker than the C-C interaction in graphite. 
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Figure 36. Most stable Eads/abs situations on every TM surface with respect h. In the top panel, values in 

blue correspond to fcc TMs, green to bcc TMs, and purple to hcp TMs. In the bottom panel, three different 

colors are used to mark off the three different clusters determined through a KM analysis, with centers 

marked crossed. 
 

In the top panel of Figure 36, the data is color-coded according to the TM 

crystallographic structure. We discover that that virtually all bcc values are beyond the 

surface limit with Eads/abs values higher than Ecoh. These findings are consistent with these 
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metals proclivity to form TMCs.157 However, note that the majority of the points denote 

surface positions, implying that the carburization of bcc TMs is a non-trivial process, 

which probably includes a crystallographic reconstruction. Most of the values for fcc TMs 

are found in the lower portion of the plot, indicating that C has a stronger affinity for 

other C atoms than for these metals. This is consistent with the known fact of fcc TMs 

being poisoned as a result of the formation of graphite layers on their surfaces, which 

blocks their surface active sites. There are six fcc values in the subsurface region that are 

readily visible: The two upper-most correspond to Ni and Pd (111), in agreement with 

prior calculations and experiments that confirm the existence of carbide phases of these 

TMs.164 Furthermore, the four lowest values correspond to Cu (111), Ag (111), Ag (011), 

and Au (011), showing that C has a tendency to penetrate such surfaces, as discussed in 

section 4.2.61 Concerning hcp TMs, we notice that their values are dispersed, as their 

position in the Periodic Table. Even yet, grouping is observed in the subsurface, highly 

bonded C area, where C appears to present a propensity to penetrate such TMs. 

On the other hand, a KM analysis was conducted utilizing the data from Figure 36, 

which can be found in the bottom panel of the figure. We were able to identify three 

different clusters by using the elbow method. First cluster groups data points with a weak 

interaction with TM surfaces compared to the graphite Ecoh. In these scenarios, C atoms 

would thermodynamically tend to combine into graphite, formed on the surface, 

eventually poisoning the catalyst surface by site-blocking. On the other hand, the second 

group of data is characterized by a very strong interaction with TM surfaces, and a distinct 

preference for the subsurface region. This would imply TMs and surfaces suitable for 

their carburization. Finally, cluster number three includes the majority of data points 

where C atoms display an interaction with TM surfaces of a comparable strength to the 

cohesive energy of graphite and a distinct preference for staying at the surface. It is in 

such scenarios where a subtle imbalance in the interaction strengths and kinetics may 

ultimately determine whether such C isolated moieties exist as such at low C 

concentrations, or they eventually merge to create graphitic layers on the catalyst surface. 

Aside from these investigations, another key aspect resides in the search of 

descriptors of the ad/absorption energy values. We examined different descriptors 

presented in the literature to linearly correlate ad/absorption energies with them. 

Precisely, surface energy, g,70 work function, f,71 d-band center, ed,73 corrected d-band 

center, εdW,74 and the highest Hilbert transform d-band peak, eu,75 were analyzed. Their 
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independent assessment shows that the linear adjustment adequacy decreases as ed > εdW 

> eu > g > f. A further evaluation of the most effective descriptor, ed, by evaluating one 

regression line for each crystallographic structure, as shown in Figure 37, indicates that 

crystal packing is a key aspect regarding the C interaction with TM surfaces. We notice 

that linear trends are only rational for hcp and fcc structures, with regression coefficients, 

R, of 0.94 and 0.90, respectively. The bcc TMs trend line is not representative, with a 

regression coefficient of 0.09, indicating that there is no correlation.  

 

 
Figure 37. Most stable Eads/abs situations with respect to ed, and the corresponding linear correlations. Values 

in blue correspond to fcc TMs, green to bcc TMs, and purple to hcp TMs. 

 

We then investigate the effect of aggregating descriptors by performing 

multivariable regressions. Figure 38 shows that combining ed with g results to a better 

correlation than using them separately. Moreover, one may build higher-degree 

combinations such as having g·ed terms or even squared values for each descriptor, which 

would be second-degree combinations, or even third-degree combinations, including, 

e.g., g2·ed or ed3 terms. When these are accounted for, one observes a gradual enhancement 

of the multivariable adjustment, as seen by an increase of the R value up to 0.90. These 

findings strongly suggest that when seeking for adsorption and/or absorption energy 
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descriptors, one should not be restricted to finding the perfect one, as it may not exist, as 

the interaction is influenced by multiple surface properties at the same time. Hence, one 

may look for combinations of descriptors, each of them providing a separate piece of 

information about the metal surface one works with. 

 

 
Figure 38. Most stable Eads/abs situations vs. the predicted Eads/abs from different linear, multivariable, and 

polynomial regressions involving g, ed, or a combination of them. The black dashed line represents a perfect 

correlation. 

 

This study set the groundwork for a more in-depth multi-variable analysis, feasible 

by using machine learning (ML) techniques. To this end, the Eads or Eabs values of the 

most stable positions are expressed as a function of the above-mentioned descriptors (ed, 

εd
W, eu, g, and f), but also taking into account the crystallographic structure (CS) of the 

TM, given the variant behaviors of fcc, hcp, and bcc TMs, and also including the surface 

coordination number (CN),167  and the bulk shortest interatomic distance, d.168 Aside from 

that, the number of TM d electrons, nd, is also accounted for. Last, the number of TM 

atoms neighboring the C atom is determined, CNsite, to represent the different adsorption 

or absorption sites, allowing for site specificity. 

With this set of descriptors, we performed a random forest regression (RFR), 

evaluating its performance in terms of mean absolute error (MAE) minimization. We 
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found out that three features become key from the analysis; unsurprisingly, ed and g, as 

discussed above, but also the site coordination, CNsite, which delivers site-specificity to 

the analysis. Results show a training set MAE of 13.7 ± 0.9 kJ·mol-1, with a test set MAE 

accuracy of 39.1 ± 8.9 kJ·mol-1. The learning curve of this model is shown in Figure 39. 

While the test set accuracy is insufficient to use this ML model to make quantitative 

forecasts, the most interesting aspect is that the RFR algorithm allows us to capture the 

importance of each key feature. In this case, the importance factors are of 0.6, 0.3, and 

0.1 for ed, g, and CNsite, respectively, in accordance with the prior descriptor analysis but 

with the addition of site-specificity.  

 

 
Figure 39. MAE evolution for training (blue) and the test (green) sets as a function of the number of 

samples contained in the training set for the prediction of Eads/abs using a RFR algorithm. Colored areas 

around the lines account for the error dispersion resulting from the cross validation. 
 

After finding the primary physicochemical descriptors using the RFR algorithm, 

we now perform a KM analysis aimed at the descriptors. This three-dimensional grouping 

is depicted in the top panel of Figure 40. The components of the three resulting clusters 

have been projected onto the Eads/abs/h space in the bottom panel of Figure 40. 

Interestingly, one observes that the clusters observed in the bottom panel of Figure 36 

and the clusters obtained from the descriptors essentially coincide, with the only 

exception of one case for each cluster. This finding indicates that the descriptors are well 

suited to define Eads/abs and h. Moreover, the analysis allows for quantifying the average 

values for each descriptor in each of the clusters. 
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Figure 40. In the top panel, the three-dimensional KM clustering of the most important features extracted 

from the RFR, namely ed, g, and CNsite. In the bottom panel, a quadrant plot as in Figure 36, but showing 

the clusters from the top panel projected in the Eads/abs/h space. 
 

Because the above analyses focused just on the energetic stability, obtaining a 

holistic overview would require exanimating the C moieties diffusion kinetics on all the 

studied TMs. Hence, we gathered a total of 324 diffusion energy barriers, comprising 

surface, subsurface, sinking, and emerging diffusions. This large quantity of data can also 

be depicted and analyzed in a four-quadrant plot, in a similar way as done for the 
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thermodynamics in Figure 36. Therefore, Figure 41 shows the log10(Esub/Esur) vs. 

log10(Esink/Eemer), having 81 points (the same amount of explored TM surfaces). It is worth 

noting that the zero value for log10(Esub/Esur) implies that Esub = Esur, and so, equally 

feasible surface and subsurface diffusions. Similarly, the zero value for log10(Esink/Eemer) 

implies that surface C sinking diffusion is kinetically as feasible as the subsurface C 

emerging. These two zero values depict the four quadrants in Figure 41. Values greater 

than zero for log10(Esub/Esur), located in the right side of the plot, imply that Esub values 

are larger than Esur, and thus, for these cases, C atoms would diffuse more easily along 

the surface than through the subsurface. For log10(Esub/Esur) values smaller than zero, the 

opposite behavior is expected. When it comes to log10(Esink/Eemer) values, data above the 

zero limit indicate that emerging is favored over sinking, implying a preferential location 

on the surface. On the other hand, values below zero imply a preference towards C sinking 

into the subsurface region. 
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Figure 41. The base 10 logarithm of Esub/ Esur with respect the base 10 logarithm of Esink/Eemer. In the top 

panel, values in blue correspond to fcc TMs, green to bcc TMs, and purple to hcp TMs. In the bottom panel, 

three different colors are used to mark off the three different clusters determined through a KM analysis. 
 

The top panel of Figure 41 shows data colored according to the crystallographic 

structure of the TM, revealing that fcc and bcc TMs data points behave similarly, being 

dispersed on the top half of the plot, indicating that for these metals Esink is often larger 
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than Eemer, and pointing for a kinetically allowed surface presence of C adatoms. Still, 

few cases are at the early bottom part of the plot. These cases correspond to fcc (111) 

surface models, precisely, to Ni, Pd, Pt, Cu, Ag, and Au, where the above situation 

reverses, indicating a more difficult emergence towards the surface of dissolved C atoms 

in the subsurface. Aside, neither fcc nor bcc TMs show a distinct preference between Esur 

and Esub, with every surface being somehow unique in this aspect. Last, hcp TMs display 

sizable dispersion, but are primarily found in the bottom right part of the plot. This 

quadrant gathers scenarios with an Esink barrier lower than Eemer, and Esub being greater 

than Esur. Therefore, one observes that the majority of hcp TMs feature kinetically 

favorable penetration of isolated C atoms to the subsurface region, but with restricted 

diffusion through the subsurface, since the diffusion along the surface is preferred. 

Moreover, the bottom panel shows the three-cluster KM analysis. There, Cluster 1 

groups values of the right-upper quadrant, implying Eemer barriers lower than Esink, and 

Esur lower than Esub. These features indicate a certain preference for C atoms to be located 

on the surface and diffusing along it. Beyond that, Cluster 3 also fits nicely in one 

quadrant, but now showing an easier C emergence than sinking, but, more importantly, 

with Esub values sensibly smaller than Esur ones. This quadrant refers to certain TM 

surfaces where C diffuses more easily through the subsurface region. In this regard, C 

species would move around in the subsurface region, and only emerge from time to time. 

Last, Cluster 2 contains the most abundant group, showing in general well balanced 

Esub/Esur and Esink/Eemer ratios near unity. Its general behavior would be that all diffusion 

processes should be regarded as feasible, indicating a somewhat free mobility on the 

surface, through the subsurface region, and with exchange of C atoms in between surface 

and subsurface sites. 

The attention is now placed into finding descriptors of the diffusion energy barriers. 

The ones used for ad/absorption energies, these are ed, εdW, eu, g, and f, deliver poor results. 

This can be regarded as natural, since such descriptors were developed to seize the 

interaction strength, not the heights of energy barriers. Alternatively, we also tested the 

most stable position ad/absorption energy as a descriptor, as shown in Figure 42, inspired 

by the work of Nilekar and colleagues,169 who observed that the diffusion energy barrier 

depends on the adsorption strength of the adsorbed species, being a twelve per cent of the 

latter, with an R of 0.85. Our analysis displays the same trend for the four different 

diffusion processes here analyzed, indicating that the stronger the ad/absorption energy, 

the larger the diffusion energy barrier, and in all the cases with similar slopes of 
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approximately 0.16. However, the regression coefficients are still quite unsatisfactory, 

being at most 0.45 for Esur energy barriers. 

 

 
Figure 42. Linear evolutions of the different Eb diffusion energy barriers —Esur, Esub, Esink, and Eemer— with 

respect to most stable initial position Eads or Eabs. 
 

Another widely used linear correlation for energy barriers are Brønsted–Evans–

Polanyi (BEP) relations, linearly expressing the reaction step energy barrier with the step 

energy variation, DE.56,57,58 In this study we do not deal with reaction steps, as we analyze 

diffusion processes, but the same fundamentals apply. BEP relations were investigated, 

but only for C sinking and emerging processes, as for surface and subsurface diffusions 

DE equals zero. Figure 43 shows the BEP analysis with a fairly good correlation for Esink, 

with a R of 0.83; however, the regression for Eemer shows more dispersion, with a smaller 

R of 0.63. 
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Figure 43. BEP linear evolutions of Eb with respect to DE, and the corresponding linear correlations for 

each explored barrier type. Dashed lines define latest TS limit, where Eb = DE, or earliest TS limit, where 

Eb = 0 regardless of DE. 
 

Given the best correlations observed for Esink as described by g and DE, we 

performed a multivariable regression involving combinations of DE and g up to a second 

order degree, since third degree yielded no improvement, shown in Figure 44. We observe 

that the combination of both factors is beneficial, with an enhanced R of 0.86, while the 

incorporation of higher-order descriptors translates into a mild improvement. As 

discussed in the thermodynamic analysis, this highlights that the description of kinetic 

processes should be tackled considering a combination of different descriptors, grasping 

the different aspects that influence the kinetic energy barriers. 
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Figure 44. Calculated Esink vs. the predicted Esink from different linear, multivariable, and polynomial 

regressions involving g, DE, or different degrees of combinations of them. The black dotted line represents 

the ideal correlation. 
 

Finally, we applied a RFR to locate key descriptors governing such processes. The 

features used are the same as for the thermodynamic analysis, but now adding most stable 

position Eads/abs and DE. Moreover, the barrier type, BT —Esur, Esub, Esink, or Eemer—, and 

the coordination number of the initial and final sites, named CNIS and CNFS, respectively, 

are also included. We identify the key features as DE, Eads/abs, f, CNFS, and CNIS. Results 

show a MAE of 32.6 ± 2.3 kJ·mol-1 for the test set, while the training set delivers a MAE 

of 13.1 ± 0.4 kJ·mol-1. The learning curve of this model is shown in Figure 45. Compared 

to the thermodynamic analysis, the RFR offers more accuracy for diffusion energy 

barriers, which get closer to the usual DFT accuracy of 10-20 kJ·mol-1, although this is 

far from a model that performs quantitative estimations. Features importance is acquired 

from the RFR algorithm, with values of 0.43, 0.27, 0.15, 0.09, and 0.06, for DE, Eads/abs, 

f, CNFS, and CNIS, respectively. Notice that DE is the most dominant feature, as expected 

from the previous analysis, and particularly true for Esink and Eemer, although it is not as 

important as ed was for Eads/abs. The next in the line is the most stable position Eads/abs, also 

in accordance with the above discussion. It is worth noting that the two most relevant 
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descriptors are thermodynamic parameters, which can be used to estimate energy barriers. 

The other factors affecting the kinetic barriers are, unexpectedly, f, and CNIS and CNFS, 

which reveals that the coordination of the sites involved in the diffusion play a minor role 

in the height of the barriers. 

 

 
Figure 45. MAE evolution for training (blue) and the test (green) sets as a function of the number of 

samples contained in the training set for the prediction of Eb using a RFR algorithm. Colored areas around 

the lines account for the error dispersion resulting from the cross validation. 
 

Conclusions These results, together with additional data and analyses shown in the 

research article below, lead to the following conclusions: 

• Both thermodynamic and kinetics maps on atomic C interplay with TM surfaces 

are provided. The results presented are in line with experimental observations 

regarding carbide formation and C poisoning tendency. 

• Descriptor analyses for ad/absorption energies show that d-band center is the most 

successful one at correlating Eads/abs. We observe that this correlation is only valid 

for fcc and hcp TMs, while it presents significant deviations for bcc TMs. 

• We identify Eads/abs and DE, in the cases of sinking and emerging diffusions, as 

the most relevant descriptors for diffusion energy barriers. 

• Clustering analyses through the KM algorithm reveal three different types of TM 

thermodynamic and kinetic behavior towards C atoms. 

• Random forest regressions show that, both for the gained thermodynamic and 

kinetic data, a combination of descriptors yield to a better description of minima 
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and energy barriers, although the accuracy is so far only valid for a rapid 

qualitative assessment. 

• This work underscores the need of looking for a few number of descriptors biasing 

the interaction strength and diffusion possibilities, rather than trying to get a single 

perfect descriptor, which may not be the wisest option as different 

physicochemical aspects do indeed affect such processes. 
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Conclusions 

 
In this thesis, density functional theory (DFT) calculations were used to understand and 

improve the electrocatalytic reduction of CO2 (CO2RR) to valuable commodities and 

investigate the interactions of C atoms with transition metal (TM) surfaces and 

nanoparticles (NPs). Although the individual conclusions resulting from each of the 

studies featured in this thesis have been already discussed at the end of each section, some 

general conclusions are outlined here along with possible future directions for the 

research here presented. 

From the modelling point of view, the work presented in this thesis shows that DFT 

calculations on periodic systems are a useful tool to describe the interactions of TM 

surfaces with ad/absorbed atoms and molecules, to unveil the mechanistic information of 

electrocatalytic reactions, and to assess the catalytic activity of different materials 

towards a certain reaction. The computational models used in this thesis were able to 

describe the underlying cause of key observations from experiments and to predict and 

identify the characteristics of active catalytic surfaces. In general, we have shown that: 

• Square four-atom islands on top of Cu(100) terraces are suggested as the active 

sites responsible for ethanol evolution on OD-Cu. 

• The active sites for CO2RR are different for each C2 product. The product 

selectivity of Cu electrodes is dictated by the site-specific formation of either 

ethylene oxide or acetaldehyde. Highly undercoordinated sites are the active sites 

for the electroreduction of acetaldehyde, moderately coordinated sites are active 

towards the electroreduction of ethylene oxide, and highly coordinated sites are 

dedicated to the evolution of H2. 

• In CuAg composite electrocatalysts, when there is excess *CO, an alternative 

pathway to reduce CO2 selectively to ethanol is opened. This pathway does not 

proceed via *CO dimerization but through the coupling of *CO + *CHx (x = 1, 2) 

species. 

• Certain sites at catalytic surfaces are inactive because of their inability to stabilize 

certain adsorbates. They can become active via the opening of an alternative 

pathway that circumvents the formation of such problematic species. 
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• FAR to CH3OH can be performed successfully using anodized titanium. Oxygen 

vacancies located at steps are the active sites responsible for the formation of 

methanol. 

• There is thermodynamic, kinetic, and dynamic evidence on the presence of 

subsurface C species on the (111) surface of groups 10 and 11 TM systems. The 

role of surface and subsurface C species in simulation models of some of the fcc 

TMs should be reconsidered. 

• The d-band center is identified as the most successful descriptor of ad/absorption 

energies of atomic C at TM surfaces. Eads/abs and DE are the most relevant 

descriptors for diffusion energy barriers. 

• ML regressions show that a combination of descriptors yield a better description 

of minima and energy barriers. This underscores the need for seeking a few 

descriptors biasing the interaction strength and diffusion possibilities, rather than 

trying to get a single perfect descriptor, which may not be the wisest option as 

different physicochemical aspects do indeed affect such processes. 

 

As future directions to continue the research exposed in this thesis, I suggest: 

• Calculate the CO2RR pathway to C2 products using the new solvation method 

proposed by Rendón-Calle et al.,117 and observe the similarities and/or differences 

with the present results. Moreover, it would be interesting to explore how to 

include cation effects in such method. 

• Inspect the possible effects of the presence of subsurface C at Cu surfaces on the 

activity and selectivity of CO2RR. 

• Since a large overpotential was found for EOR on Cu, a study featuring 

calculations for EOR on different TMs is worthwhile. 

• Adding an HCOOH-producing co-catalyst to anodized titanium may be of 

interest. Experimental observations may be necessary first as to observe the 

behavior of such catalytic system. 

• Calculate all the ad/absorption energies of *O, *N, and *H, together with the 

corresponding diffusion barriers on all the same systems. This would increase the 

size of the data set together with its variety. Predictions for other atomic species 

could be made. 
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