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The application of NGS techniques to the study of mature B-cell neoplasms at the 

research level is providing a large amount of new information, in certain cases with 

clinical implications, which includes the identification of molecular biomarkers with 

diagnostic, prognostic and predictive value. The incorporation of some of these 

molecular biomarkers into clinical practice has shown to be crucial for the correct 

diagnosis and management of these patients. Therefore, the integration of molecular 

information together with the genetic alterations detectable by NGS is of main relevance 

in order to transfer the new genomic knowledge generated to daily clinical practice. 

However, withing the framework of mature B-cell neoplasms, the application of these 

techniques has been mainly focused on the description of somatic mutation profiles, 

which hinders their applicability to the daily clinical practice of these entities. In this 

sense, we have developed a targeted NGS panel that allows the study of genetic 

alterations with diagnostic, prognostic and therapeutic value in mature B-cell 

neoplasms, currently determined with different techniques, using a single methodology. 

In addition, the panel also includes other relevant genetic alterations, which may have 

an impact on the diagnostic routine in the near future and that, otherwise, would not be 

studied in the current clinical practice. Furthermore, to analyze the results obtained with 

the NGS panel, we have also designed a bioinformatic algorithm, which performs an 

integrative analysis using different bioinformatics tools. This approach allowed an 

increase in the specificity and sensitivity of the panel. In this sense, we have successfully 

validated most of the genomic alterations detected by the designed panel using 

different conventional genetic techniques (CBA, FISH, genomic microarrays, PCR and 

Sanger sequencing) in addition to other massive sequencing panels for SNV validation. 

Furthermore, this has allowed us to compare the sensitivity and specificity of the panel 

with respect to genetic techniques performed in routine laboratories in addition to 

other NGS panels. To our knowledge, this is the first panel developed that allows 

integrated analysis of SNV and small indels, CNA and chromosomal rearrangements in 

MBCN, and although some additional studies are required to improve its performance, 

the designed panel could potentially be implemented in clinical practice. 
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La aplicación de las técnicas de NGS al estudio de las neoplasias de células B maduras 

(NCBM) a nivel de investigación está aportando una gran cantidad de información 

nueva, en algunos casos con implicaciones clínicas, que incluye la identificación de 

biomarcadores moleculares con valor diagnóstico, pronóstico y predictivo. La 

incorporación de algunos de estos biomarcadores moleculares en la práctica clínica ha 

demostrado ser crucial para el correcto diagnóstico y manejo de estos pacientes. Por 

tanto, la integración de la información molecular junto con las alteraciones genéticas 

detectables por NGS es de principal relevancia para trasladar el nuevo conocimiento 

genómico generado a la práctica clínica diaria. Sin embargo, en el marco de las 

neoplasias de células B maduras, la aplicación de estas técnicas se ha centrado 

principalmente en la descripción de los perfiles de mutaciones somáticas, lo que dificulta 

su aplicabilidad en la rutina diagnóstica de estas entidades. En este sentido, hemos 

desarrollado un panel de NGS dirigido que permite el estudio de alteraciones genéticas 

con valor diagnóstico, pronóstico y terapéutico en neoplasias de células B maduras, 

actualmente determinadas con diferentes técnicas, utilizando una única metodología. 

Además, el panel también incluye otras alteraciones genéticas relevantes, que pueden 

tener un impacto en la rutina diagnóstica en un futuro próximo y que, de lo contrario, no 

serían estudiadas en la práctica clínica. Además, para analizar los resultados obtenidos 

con el panel desarrollado, también hemos diseñado un algoritmo bioinformático, que 

realiza un análisis integrado utilizando diferentes herramientas bioinformáticas. Este 

enfoque permite aumentar la especificidad y sensibilidad del panel. En este sentido, 

hemos validado con éxito la mayoría de las alteraciones genómicas detectadas por el 

panel diseñado utilizando diferentes técnicas genéticas convencionales (CBA, FISH, 

microarrays genómicos, PCR y secuenciación de Sanger) además de otros paneles de 

secuenciación masiva para la validación de SNV, lo que nos ha permitido comparar la 

sensibilidad y especificidad del panel con respecto a la de estas técnicas.  Hasta donde 

sabemos, este es el primer panel desarrollado que permite el análisis integrado de SNV y 

pequeños indels, CNA y reordenamientos cromosómicos en NCBM, y aunque se 

requieren algunos estudios adicionales para mejorar su rendimiento, el panel diseñado 

podría potencialmente ser implementado en la práctica clínica. 
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1. Introduction to mature B-cell neoplasms 

Hematological neoplasms represent the fifth most frequent malignant tumors in the 

western world. Within these, mature B-cell neoplasms (MBCN) account for 90% of B-

cell lymphomas, and constitute approximately 4% of all new cancer cases each year. 

MBCN represent a broad and heterogeneous group of diseases characterized by 

clonal proliferation of mature B-cells at different stages in the bone marrow, 

peripheral blood or in other tissues. The World Health Organization (WHO) includes 

more than 30 entities in this category (Table 1), being the follicular lymphoma (FL) 

and the diffuse large B-cell lymphoma (DLBCL) the most frequent types of MBCN, 

which together make up >60% of all lymphomas other than Hodgkin lymphoma and 

plasma cell myeloma. However, the frequency of each entity varies according to 

geographical location (Figure 1). Most types of mature B cell neoplasms have a male 

predominance and a median age at diagnosis of between 60 and 70 years (Swerdlow 

et al., 2016).  

 

Table 1. WHO classification of mature B-cell neoplasms. The neoplasms addressed 

in this thesis are identified in yellow (Swerdlow et al., 2016). 

WHO classification of Mature B-cell neoplasms: 
 

• Chronic lymphocytic leukemia/small lymphocytic lymphoma  (CLL/SLL) 
o Monoclonal B-cell lymphocytosis (MBL) 

• B-cell prolymphocytic leukemia (B-PLL) 
• Splenic marginal zone lymphoma (SMZL) 
• Hairy cell leukaemia (HCL) 
• Splenic B-cell lymphoma/leukemia, unclassifiable 

o Splenic diffuse red pulp small B-cell lymphoma (SDRPL) 
o Hairy cell leukemia variant (HCL-v) 

• Lymphoplasmacytic lymphoma (LPL) 
• lgM Monoclonal gammopathy of undetermined significance (MGUS) 
• Heavy chain diseases (HCDs) 

o    Mu heavy chain disease  
o    Gamma heavy chain disease 
o    Alpha heavy chain disease 

• Plasma cell neoplasms 
o Non-lgM monoclonal gammopathy of undetermined significance (non-lgM MGUS) 
o Plasma cell myeloma (PCM) 
o Plasma cell myeloma variants 

§ Smouldering (asymptomatic) plasma cell myeloma (SPCM) 
§ Non-secretory myeloma 
§ Plasma cell leukaemia 
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o Plasmacytoma 
§ Solitary plasmacytoma of bone 
§ Extraosseous plasmacytoma    

• Monoclonal immunoglobulin deposition diseases 
o Primary amyloidosis 
o Light chain and heavy chain deposition diseases 

• Plasma cell neoplasms with associated paraneoplastic syndrome 
o POEMS syndrome 
o TEMPI syndrome 

• Extranodal marginal zone lymphoma of mucosa-associated lymphoid tissue (MALT lymphoma)       
• Nodal marginal zone lymphoma (NMZL) 

o Paediatric nodal marginal zone lymphoma 
• Follicular lymphoma (FL) 

o Testicular follicular lymphoma 
o In situ follicular neoplasia (ISFN) 
o Duodenal-type follicular lymphoma 

• Paediatric-type follicular lymphoma (PTFL) 
• Large B-cell lymphoma with IRF4 rearrangement 
• Primary cutaneous follicle centre lymphoma (PCFCL) 
• Mantle cell lymphoma (MCL) 

o Leukemic non-nodal mantle cell lymphoma 
o  In situ mantle cell neoplasia (ISMCN) 

• Diffuse large B-cell lymphoma, NOS (DLBCL) 
• High grade B-cell lymphoma (HGBL), with rearrangements of MYC and BCL2 and/or BCL6 
• T-cell/histiocyte-rich large B-cell lymphoma (THRLBCL) 
• Primary diffuse large B-cell lymphoma of the CNS 
• Primary cutaneous diffuse large B-cell lymphoma, leg type 
• EBV-positive diffuse large B-cell lymphoma, NOS (EBV+ DLBCL, NOS) 
• EBV-positive mucocutaneous ulcer (EBVMCU) 
• Diffuse large B-cell lymphoma associated with chronic inflammation 

o Fibrin-associated diffuse large B-cell lymphoma 
• Lymphomatoid granulomatosis (LYG) 
• Primary mediastinal (thymic) large B-cell lymphoma (PMBL) 
• lntravascular large B-cell lymphoma 
• ALK-positive large B-cell lymphoma (LBCL) 
• Plasmablastic lymphoma (PBL) 
• Primary effusion lymphoma (PEL) 
• HHV8-associated lymphoproliferative disorders 

o Multicentric Castleman disease (MCD) 
o HHV8-positive diffuse large B-cell lymphoma, NOS 
o  HHV8-positive germinotropic lymphoproliferative disorder (GLPD) 

• Burkitt lymphoma (BL) 
• Burkitt-like lymphoma with 11q aberration 
•  High-grade B-cell lymphoma (HGBL) 

o High-grade B-cell lymphoma (HGBL), with MYC and BCL2 and/or BCL6 rearrangements 
o High-grade B-cell lymphoma (HGBL), NOS 

• B-cell lymphoma, unclassifiable, with features intermediate between DLBCL and classic Hodgkin 
lymphoma 



4 
 

 

Figure 1. WHO described frequency of different mature B-cell neoplasms (Swedlow 

et al., 2008). 

 

Mature B-cell neoplasms seem to mimic diverse stages of normal B-cell 

differentiation. This resemblance to normal cellular stages is the basis for its 

nomenclature and classification (Rickert et al., 2013) (Figure 2). In this regard, MBCN 

originate from B-cells that have left their niche in the bone marrow. At this point, 

these cells present surface immunoglobulins (IG) and a functional B cell receptor 

(BCR). Then, a clonal expansion will occur in any moment of the cell maturation 

process. In fact, the same genetic mechanisms that enable the development and 

maturation of normal B-cells are frequently involved in their malignant 

transformation (Küppers et al., 2001; Küppers et al., 2005). Some lymphomas 

originate from naive B-cells that have not yet passed through the germinal center 

(GC), such as mantle cell lymphoma (MCL) and a subset of chronic lymphocytic 

leukemia (CLL). However, the vast majority of lymphomas derived from GC B-cells, as 

it is the case for CLL, FL, Burkitt lymphoma (BL), and DLBCL.  
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GCs are the histological structures dedicated to the generation and the selection of 

B-cells that produce high-affinity antibodies (Klein & Dalla-Favera, 2008; Victora & 

Nussenzweig, 2012). To this end, GC B-cells proliferate and undergo two events that 

allow the diversification of the immunoglobulin genes, which are somatic 

hypermutation (SHM) and class-switch recombination (CSR). The cellular pathways 

regulating GC formation and maintenance are often involved in the malignant 

transformation process that leads to lymphomagenesis. In fact, a common feature of 

many B-cell neoplasms is that they present chromosomal translocations involving IG 

genes and SHMs, both of which are dependent on IG remodelling mechanisms 

including V(D)J recombination, SHM and CSR. Besides the common elements, each 

MBCN is characterized by distinct genetic alterations that are often major 

determinants of their phenotypes (Figure 3) (Morgan et al., 2014); Basso & Dalla-

Favera, 2015). Finally, there are tumors that originate from post GC B-cells and that 

have become memory B-cells, such as lymphoplasmacytic lymphoma (LPL), marginal 

zone lymphoma (MZL) and plasma cell neoplasms (Figure 2) (Swerdlow et al., 2016). 

 

Figure 2. Normal B-cell differentiation and its relationship to major B-cell 

neoplasms. Hematologic neoplasms that occur at each stage and their characteristic 

genetic alterations are detailed in the boxes (Rickert et al., 2013). 
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Figure 3. The most common genetic lesions associated with the major subtypes of 
B-cell lymphomas. (Adapted from Morgan et al., 2014). 

 

However, some neoplasms can show lineage heterogeneity or plasticity, in 

exceptional cases, or do not clear correspond to a normal B-cell differentiation stage, 

such as hairy cell leukemia (HCL). Consequently, the normal counterpart of 

neoplastic cells cannot be used as the sole basis for its classification. Thus, the 2008 

WHO Classification of Tumors of Hematopoietic and Lymphoid Tissues schema 

employed a multiple-parameter approach based on clinical, morphologic and 

biologic features, keeping in mind that a precise separation between entities is not 

always possible (Swerdlow et al., 2008). 

In the last decade, after the complete sequencing of the human genome, a 

technological revolution has taken place with the development of the next 

generation of sequencing (NGS) techniques (Meyerson et al., 2010). The application 

of these techniques in the B-cell lymphoid neoplasms have led to major advances 
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not only in better understanding the pathology, but also to discoveries of diagnostic 

importance. Therefore, since the WHO classification was published in 2008, disease 

definitions have continued to evolve and expand, with new entities and variants 

being recognized in the 2016 WHO revision (Swerdlow et al., 2016). Furthermore, in 

this update the WHO highlights the importance of the genetic evaluation for the 

classification and prognostic stratification of several B-cell neoplasms. 

Regarding the etiology of MBCN, diverse factors that could promote the 

development of several types of mature B-cell lymphomas have been described. One 

known major risk factor seems to be an abnormality of the inmune system. 

Immunodeficient patients have a markedly increased incidence of B-cell neoplasms, 

especially for DLBCL and BL, even though there is no evidence of immune system 

abnormality in most MBCN patients (Salavoura et al., 2008). Lesions in genes 

involved in the control of lymphocyte apoptosis have also been associated with a 

higher risk of both autoimmune diseases and B-cell lymphomas (Straus et al., 2001). 

Furthermore, genome-wide association studies have identified a substantial number 

of single nucleotide polymorphismsm (SNP), the majority in immunoregulatory 

genes, which are associated with increased risk of lymphoma (Forrest et al., 2006; 

Wang et al., 2007). Another factor that has been shown to contribute to the 

development of different MBCN is the presence of infectious agents. Epstein-Barr 

virus (EBV), human herpesvirus 8 (HHV-8) and Hepatitis C virus are some of the 

agents that appear to influence lymphoma development through the activation of 

the B-cell immune response. On the other hand, bacteria, or at least the immune 

response to their antigens, have also been associated with the pathogenesis of B-

lymphomas, in particular to mucosa-associated lymphoid tissue (MALT) lymphoma 

(Troppan et al., 2015; Swerdlow et al., 2016). Finally, epidemiological studies have 

associated the exposure to some environmental factors, such as herbicides and 

pesticides, to the development of FL and DLBCL (Hartge et al., 2005; Colt et al., 

2006).  
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2. Genetic abnormalities in mature B-cell neoplasms 

MBCN constitute a heterogeneous group of disorders that can often have 

overlapping clinical and/or morphological features and, consequently, can present 

diagnostic challenges. Moreover, patients with relatively homogeneous pathologic 

findings can have highly variable clinical outcomes, what makes its clinical 

management even more difficult. In the last decades the approach to the diagnosis 

of lymphoid neoplasms has changed drastically, from solely morphologic assessment 

to the integration of clinical, immunophenotypic, morphologic, cytogenetic, and 

molecular genetic findings. While histomorphology and immunophenotipe are 

sufficient for the diagnosis of many lymphomas, genomic studies carried out in 

recent years have improved the understanding of B-cell lymphomagenesis and have 

revealed novel molecular biomarkers with diagnostic, prognostic and predictive 

value in different mature B-cell neoplasms. The integration of these molecular 

biomarkers has proven to be crucial in the diagnosis and management of B-cell 

neoplasms, what is reflected in the evolving classification of B-cell malignancies, as 

well as in the consensus guidelines for patient management (Swerdlow et al., 2016).  

The most frequent and relevant genetic alterations in the most common entities of 

mature B- cell neoplasms are detailed below, being these entities the ones included 

in our study. 

 

2.1. Chronic lymphocytic leukemia/small lymphocytic lymphoma 

Chronic lymphocytic leukemia/small lymphocytic lymphoma (SLL) is the most 

common leukemia in adults in the Western world, with an estimated incidence of 4 

to 6 cases per 100,000 individuals per year, and with a median age of onset of 65 

years (Swerdlow et al., 2016). It is a neoplasm of small, monomorphic B-cells, usually 

coexpressing CD5, CD200 and CD23, with a characteristic weak expression of B-cell 

markers CD20, CD22, CD79b and surface immunoglobulin light chains. However, 

some patients may have an atypical CLL immunophenotype (Mora et al., 2019). CLL 

is characterized by a highly heterogeneous clinical course with some patients 
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showing an asymptomatic disease, while others require therapeutic interventions 

due to early progression and short survival (Zenz et al., 2010; Zenz et al., 2012). 

Several clinical and biological prognostic factors have been identified that can be 

used in clinical practice to break through this heterogeneity.  

Regarding genetic aberrations, a variety of characteristic, well-stablished cytogenetic 

abnormalities are seen in CLL, including deletions of 13q14, 11q22-q23, 17p13, 6q21 

and trisomy 12. Importantly, none of these alterations is specific for CLL, so the main 

reason for their detection is their role as prognostic markers of the disease (Döhner 

et al. 2000) (Figure 4A). 

Deletion of 13q14 [del(13q)] represents the most frequent alteration, which occurs 

in 50-60% of all cases. The 13q14 deletions are heterogeneous and include different 

chromosome bands, some of which also include the retinoblastoma gene (RB1). 

However, all cases present a minimal deleted region (MDR) that contains the deleted 

genes in leukemia-1 and 2 (DLEU1 and DLEU2), as well as the MIR15A and MIR16-1 

microRNAs (Calin et al., 2002). Although del(13q) as sole alteration has been 

reported as good prognosis marker, differences in the clinical course of the disease 

have been observed associated to the size of the deleted region (type II deletions 

including RB1 gene showed shorter survival), and to the percentage of nuclei with 

this alteration (when the evidence is >70%). Besides, the prognostic relevance of 

biallelic vs monoallelic 13q deletion remains controversial (Puiggros et al., 2013).  

Trisomy 12 is present in approximately 20% of cases and is associated with an 

atypical morphologic and immunophenotypic features (Autore et al., 2018). CLL 

patients carrying this alteration constitute a heterogeneous group with an 

intermediate prognosis. It has also been linked to aberrations in the NOTCH1 gene 

(Balatti et al., 2012) and to Richter transformation, both events associated with a 

more aggressive disease and inferior clinical outcome.   

Deletion of 11q22-q23 [del(11q)] occurs in 10-20% of CLL and is often associated 

with bulky lymphadenopathy, rapid progression, and reduced overall survival (OS) 

(Döhner et al., 1997). It mainly involves deletion of the ATM (ataxia telangiectasia 
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mutated) gene, that plays a key role in the protection of genome integrity by 

activating DNA-repair pathways, or by inducing apoptosis when the damage cannot 

be repaired (Edelmann et al., 2012). In addition, 20-30% of del(11q)  CLL cases show 

concurrent ATM aberrations. Similarly, only a few proportion of ATM mutated CLL 

(10-20%) presents a concomitant 11q22-q23 deletion (Skowronska et al., 2012). 

Conversely, there are a small number of cases carrying the del(11q) with ATM gene 

intact, but have a loss of the neighboring BIRC3 gene instead (Rossi et al., 2012). 

BIRC3 can be disruptive in CLL by single nucleotide variants (SNV), deletions or a 

combination of both. Loss of BIRC3 leads to constitutive activation of the NFκB 

pathway through downregulation of the p53 protein via MDM2, and is a poor 

prognosis marker independent of other factors.  

Deletion of 17p13 [del(17p)]  is found in 5-8% of cases at diagnosis and leads to the 

loss of tumor suppressor gene TP53, and is associated with chemotherapy resistance 

and poor survival (Döhner et al., 1995; Gonzalez et al., 2011). Lesions of TP53 are 

found in ~5-7% of patients with CLL, and have also been associated with very poor 

prognosis (Monti et al., 2020). Among cases with del(17p), more than 80% display 

aberrations in the remaining TP53 allele. TP53 lesions without del(17p) are much 

more rare, but exhibit a similar effect on chemotherapy response and OS, and are 

also associated with higher genetic complexity in CLL. In addition, the frequency of 

TP53 lesions and/or deletions has been seen to increase in the disease progression 

and reaches approximately 40% in refractory CLL (Buccheri et al., 2018; Monti et al., 

2020). 

Deletions involving the long arm of chromosome 6 [del(6q)], especially 6q21, have 

been identified in 5-7% of CLL patients, and frequently display peculiar morphology 

and are associated with an intermediate prognosis (Cuneo et al., 2004). It is currently 

unknown which genes are affected, but a recent study revealed the presence of both 

SNV and deletions involving ZNF292 (at 6q15) in 3% and 2% of cases, respectively. 

However, the outcome of patients carrying the deletions but not the SNV seems to 

be worse, suggesting different mechanisms of alteration of this gene in CLL patients 

(Puente et al., 2015). 
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As a last reference to cytogenetic alterations, the presence of a complex karyotype 

(CK), generally defined as the finding of ≥3 abnormalities in two or more 

metaphases, has been associated with inferior outcomes and worse response to 

treatments, including novel drugs (Puiggros et al., 2017). Moreover, a recent study 

from Baliakas et al. confirmed that high CK, carrying ≥5 chromosomal aberrations, 

emerges as prognostically adverse, independently of other biomarkers (Figure 4B) 

(Panagiotis Baliakas et al., 2019). 

 

Figure 4. Kaplan-Meier plots for OS and (A) the five cytogenetic categories 

determined by FISH; (B) the number of cytogenetic aberrations by chromosome 

banding analysis. (adapted from Döhner et al., 2000 and Baliakas et al., 2019).  

In addition, several studies based on whole-genome sequencing (WGS) and whole-

exome sequencing (WES) have identified more than 40 recurrently mutated driver 

genes in CLL, being the most frequent mutations those involving SF3B1, TP53, and 

NOTCH1 genes (5-15% of all CLL cases) (Landau et al., 2015; Puente et al., 2015) 

(Figure 5). Mutations in some of these drivers, like NOTCH1, TP53, BIRC3, and SF3B1, 

are associated with a poor outcome and/or aggressive disease and refractoriness to 

chemotherapy (Stilgenbauer et al., 2014). Conversely, mutations in MYD88, CHD2, 

and KLHL6 are found mainly in patients with more indolent disease (Quesada et al., 

2012). Besides, novel recurrent mutations in non-coding regions have been recently 
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described, which include mutations of the 3’ UTR of NOTCH1, that are associated 

with more aggressive disease, and mutations in an enhancer region of chromosome 

9p13, resulting in the reduced expression of PAX5 (Puente et al., 2015). Interestingly, 

TP53 and NOTCH1 mutations are strong predictors of worse outcome, even when 

they are presented in small subclones (<1%), suggesting the clinical relevance of the 

subclonal status in CLL (Nadeu et al., 2016). 

 

 

 

Figure 5. The landscape of putative driver gene mutations and recurrent somatic 

copy number variations in chronic lymphocytic leukemia. Colums represent the 

frequency of somatic mutations and somatic copy number alterations found by WES. 

Recurrent somatic CNA are labeled in blue, and putative CLL cancer genes previously 

identified in bold (Adapted from Landau et al., 2015). 

 

Integration of mutational and cytogenetic data has evidenced the association 

between certain cytogenetic alterations and particular mutations, such as SF3B1 

mutations with del(11q), NOTCH1 and FBXW7 mutations with trisomy 12, and 

MYD88 with del(13q), and has led to the stratification of CLL patients into four 

prognostic subgroups: (1) high-risk, harboring TP53 and/or BIRC3 abnormalities; (2) 

intermediate-risk, harboring NOTCH1 and/or SF3B1 mutations and/or del(11q); (3) 

low-risk, harboring +12 or a normal genetics; (4) and very low-risk, harboring 
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del(13q) only, whose 10-year survival  did not show significant differences from a 

matched general population (Rossi et al., 2013) (Figure 6).  

 

 

Figure 6. The four subgroups of chronic lymphocytic leukemia based on the 

integration of their cytogenetic and genetic alterations. Kaplan-Meier estimates of 

OS (A) and probability of progressive disease requiring treatment according to 

IWCLL-NCI guidelines as indicated by treatment-free interval (B). (Rossi et al., 2013) 

 

Clinical significance of the main genetic biomarkers in chronic lymphocytic leukemia 

is shown in Table 2. 
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Table 2. Clinical significance of the main genetic biomarkers in chronic lymphocytic leukemia. 

 

 

  

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  
13q14 deletion Loss of DLEU2/miR-15a/16-1 locus 

which has a tumor-suppressor 
role and modulate de 
proliferation 

50%-60% of all cases Considered an early event in the disease: similar 
frequency in MBL and often detectable as a 
single lesion 

Good (strong)  

Trisomy 12 Unknown 20% of all cases Associate with an atypical morphologic and 
immunophenotypic features 

Good/intermediate (strong) 
Increased risk of progression to 
aggressive B-cell lymphoma 
transformation 

 

11q22 (ATM) deletion Loss of 1 copy of the ATM gene; 
DNA repair, NF-κβ signaling 

10-20% of all cases Associate with bulky lymphadenopathy, rapid 
progression 

Poor (strong) 
Shorter OS 

 

17p13 (TP53) deletion 
 
 
 
 
 
 
 

Loss of 1 copy of the TP53 gene;  
DNA repair, cell cycle control, 
apoptosis, senescence, DNA 
repair 

5-8% of cases at diagnosis 
Enriched frequency in 
progressive cases (40%) 

Associate with NOTCH1 and SF3B1 mutation 
Adverse prognostic factors: UM-IGHV status, 
advanced Binet stages, higher levels of CD38 
expression 

Poor (strong) 
Increased risk of progression to 
aggressive B-cell lymphoma 
transformation (50-60% frequency 
in RS) 
Shorter TTT, PFS, OS 

Chemo-refractoriness 
to fludarabine-
containing regimens 

      
TP53 mutation DNA repair, cell cycle control, 

apoptosis, senescence, DNA 
repair 

5-7% of all cases 
Enriched frequency in 
progressive cases (40%) 

Associate with NOTCH1 and SF3B1 mutation 
Adverse prognostic factors:  UM-IGHV status, 
advanced Binet stages, higher levels of CD38 
expression 

Poor (strong) 
High-risk of progression to 
aggressive B-cell lymphoma 
transformation (40% frequency in 
RS) 
Shorter TTT, PFS, OS 

Chemo-refractoriness 
to fludarabine-
containing regimens 
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Abbreviations: OS: overall survival; PFS: progression-free survival; RS: Richter Syndrome; TTT: time to first treatment; mRNA: messenger RNA; IGHV: 
immunoglobulin heavy chain variable region; UM-IGHV: unmutated immunoglobulin heavy chain variable region; M-IGHV: mutated immunoglobulin heavy 
chain variable region; MBL: monoclonal B-cell lymphocytosis.     

(Adapted from Onaindia et al., 2017) 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  

NOTCH1 mutation Ligand-activated transmembrane 
protein regulating downstream 
pathways involved in cell growth 
mRNA splicing and processing 

5-10% newly diagnosed 
cases 
Enriched frequency in 
progressive cases (15-
20%) 

Correlate with adverse clinical parameters:  UM-
IGHV, trisomy 12, higher levels of CD38 and ZAP-
70 expression 

Poor (strong) 
High-risk of lymphomas, 
progression to aggressive DLBCL in 
RS (present in 90% of the cases) 
Sorter OS, PFS and TTT 

Decreased benefit of 
addition of rituximab to 
fluradabine treatment 
Benefit from anti-CD52 
treatment 

SF3B1 mutation mRNA splicing and processing 4-12% in early CLL 
Enriched frequency in 
progressive cases (17-
24%) 
 

Association with adverse prognostic factors:  
UM-IGHV, advanced Binet stages, higher levels of 
CD38 expression 
Association with del(11q)  
Less frequently present in association with 
del(13q); mutually exclusive trisomy 12 

Poor (strong) 
Shorter TTT and OS 
Risk stratification of patients with 
other cytogenetic abnormalities 
(shorter OS in patients with 
del(11q) and del(13q) 

Chemo-refractoriness 
to fludarabine-
containing regimens 

ATM mutation PI3-/PI4-kinase family, cell cycle 
checkpoint kinase 

12% of newly diagnosed 
cases 

Associate with bulky lymphadenopathy, rapid 
progression 

Poor (intermediate) 
Shorter TTT and PFS 

Chemo-refractoriness 
to alkylating agent or 
purine analog 
treatment 

BIRC3 mutation DNA repair, NF-κβ signaling 4% of newly diagnosed 
cases 
Enriched mutations in 
fludarabine-resistant-
patients (24%) 

Correlation with UM-IGHV, trisomy 12, del(11q) 
Exclusive from TP53 mutations 

Poor  
Shorter OS 

Chemo-refractoriness 
to fludarabine-
containing regimens 

MYD88 mutation NF-κβ signaling, TLR signaling 1.5-4% of newly 
diagnosed cases 

Association with favorable prognostic factors: 
younger age (≤50 years), low expression of CD38 
and ZAP-70, higher frequency on M-IGHV 

Good 
No difference with the age-
matched healthy population 

No treatment needed 
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2.2. Splenic marginal zone lymphoma 

SMZL is a rare low-grade B-cell lymphoma. The median age at diagnosis is 69 years, 

and the overall age-adjusted incidence is 0.13 per 100,000 habitants per year, with 

most of the patients being Caucasian and with an increasing trend to male 

predominance (Matutes et al., 2008). SMZL originates from B memory lymphocytes 

present in the marginal zone of secondary lymphoid follicles (Zinzani et al., 2012). 

The diagnosis of SMZL is based on a combination of features that include lymphocyte 

morphology, immunophenotype, cytogenetic abnormalities as well as bone marrow 

(BM) and spleen histology (when available) (Swerdlow et al., 2016). Pathological cells 

appear as a small to medium sized mature B-cells with round or oval nuclei and 

condensed chromatin, basophilic cytoplasm, and most of the cases present with 

typical irregular membrane projections called villi (Traverse-Glehen et al., 2011). 

There is no specific immunophenotypic pattern for SMZL, however these cases 

usually express CD19, CD20, CD22, CD79a, CD79b, FMC7 and IgM and are negative 

for CD5, CD10, CD43, bcl-6, cyclin D1 (CCND1) and CD103 (Behdad & Bailey, 2014). 

The clinical course is usually indolent, with median overall survival of 10 years and 

more than 60% of patients are alive at 5 years (Olszewski & Castillo, 2013; Swerdlow 

et al., 2016).  

Cytogenetic abnormalities are present in approximately 80% of SMZL (Salido et al., 

2010; Robinson & Cutucache., 2018). The most common chromosomal abnormality 

is the 7q deletion [del(7q)], occurring in 30% to 40% of patients. Its frequency is 

much higher in SMZL than in similar B-cell neoplasms and it has been found as a 

single anomaly in some patients. For this reason, it has been proposed as the 

primary diagnostic marker  (Salido et al., 2010; Watkins et al., 2010). The main region 

resulting in the loss of heterozygosity (LOH) has been identified between 7q21 and 

7q33, but the precise chromosomal location responsible, and the mechanisms 

underlying this alteration, remain unknown (Watkins et al., 2010; Robledo et al., 

2011). Some potentially important genes described in this region include the 

protection of telomere 1 (POT1), sonic hedgehog (SHH), cullin-1 (Cul1), the enhancer 

of zeste homolog 2 (EZH2), Filamin-C (FLN-C), and caveolin-1 (CAV1) genes (Parry et 

al., 2013). In addition, several miRNAs located in the 7q region, have been proposed 
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to be significant contributors in SMZL pathogenesis (Watkins et al., 2012; Robinson & 

Cutucache., 2018). However, none of the molecular studies carried out have been 

able to demonstrate an essential role in the pathogenesis of the disease for any of 

these genes. Further, the direct effects of the del(7q) on SMZL also remain 

controversial (Robinson & Cutucache., 2018). 

In addition to del(7q), gains of 3q (20-30% of cases) and 12q (15-20% of cases) are 

the most frequent cytogenetic aberrations. Trisomy 3 is a common abnormality in 

marginal zone B-cell lymphomas, especially in nodal and extranodal MALT 

lymphomas (Spina & Rossi, 2017). However, unlike other marginal cell lymphomas, 

in SMZL the gain specifically occurs at 3q and it has been suggested that a gene 

dosage effect for genes localized in this region could be involved in the development 

and/or disease progression of marginal zone B-cell lymphomas (Spina  &  Rossi, 

2017). Besides, it is frequently associated with CK. Moreover, unbalanced structural 

aberrations of 3q associated with gain of this region are also frequent in SMZL 

patients. Owing to the variety of breakpoints and partners involved in 3q 

rearrangements, these structural aberrations seem to represent secondary events in 

the pathogenesis (Salido et al., 2010).  

Translocations involving the IG heavy (IGH) or light (IGL) chain loci are controversial, 

although most authors agree that they are uncommon (Matutes et al., 2008; Salido 

et al., 2010). Partner chromosomes include 3q27 (BCL6), 6p21 (CCND3), 7q21 (CDK6), 

9p13 (PAX5), 11p11 and 10q24, and may occur either as primary or secondary 

cytogenetic abnormalities. Conversely, translocations associated with MALT 

lymphoma, such as t(11;18)(q21;q21), t(14;18)(q32;q21) or t(3;14)(p14;q32), have 

not been found in SMZL (Matutes et al., 2008). Additionally, deletions of 17p13 

(TP53) have been observed in 3-17% of cases (Parry et al., 2015).  

WES studies have revealed an average of 30 alterations/case in the genomic 

landscape of SMZL, showing an intermediate genomic complexity degree between 

aggressive lymphomas, namely DLBCL (90 nonsilent mutations per case) and other 

indolent lymphomas, such as untreated CLL (12 nonsilent mutations per case) 

(Fabbri et al., 2011; Pasqualucci et al., 2011; Rossi et al., 2012). The genetic 
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alterations associated with this lymphoma are predominantly involved in the 

signaling pathways that regulate marginal zone differentiation, including NOTCH 

pathway (30%), via the alternative mutation of multiple genes (NOTCH2, NOTCH1, 

SPEN, DTX1, and SMYD1), with NOTCH2 being the most frequently mutated gene 

(20%); NF-κB pathway, via mutation of TNFAIP3/A20, BIRC3, and TRAF3; and the B-

cell receptor pathway, via mutation of CARD11 (Figure 7) (Robinson & Cutucache, 

2017; Spina & Rossi, 2017). All NOTCH2 mutations observed in SMZL cause 

disruption of the protein inhibitory PEST domain, which activate NOTCH2 signaling, 

and seem to be relatively specific for SMZL (Rossi et al., 2012). More recently, KLF2 

mutations have been identified as the most frequent somatic changes in SMZL (up to 

20%) and appear to comprise a subset with a distinct genotype (Clipson et al., 2015; 

Campos-Martín et al., 2017). In particular, KLF2 mutations that cluster in the C2H2 

domain are an independent poor prognostic factor in SMZL, and are early clonal 

events usually found in association with del(7q) (53% with KLF2 mutation vs 11% 

without mutation), unmutated IGHV (UM-IGHV) (50% vs 7%), IGHV1-2*04 usage, and 

other gene mutations including NOTCH2, TNFAIP3, and ARID1A, suggesting a 

possible cooperation between genetic abnormalities and B-cell receptor 

configuration in contributing transformation (Parry et al., 2015). Monoallelic KLF2 

deletions have also been described in 11% of SMZL cases, and it seems that 

mutations and deletions are mutually exclusive, revealing a predominant allele 

distribution (Piva et al., 2015; Campos-Martín et al., 2017). Additional recurrently 

mutated genes have been described, including mutations in MYD88 (13%), and 

KTM2D/MLL2 (4.7%). Del(7q), UM-IGHV, TP53 inactivation, and NOTCH2 and KLF2 

mutations have been associated with histological signs of progression and to a worse 

outcome in SMZL (Peveling-Oberhag et al., 2015; Campos-Martín et al., 2017). In 

addition, TNFAIP3 mutations have been associated with an increased risk of high-

grade transformation. UM-IGHV, KLF2, and NOTCH2 mutations have been related to 

shorter time-to-first treatment, whereas TP53 and MYD88 mutations are predictors 

of short and long overall survival, respectively. Nevertheless, NOTCH2 and TP53 

mutations remain the only alterations that appear as independent markers of poor 

survival (Parry et al., 2015; Campos-Martín et al., 2017). 
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Figure 7. Key molecular alterations in splenic marginal zone lymphoma. (Adapted 

from Spina & Rossi, 2017) 

 

Clinical significance of the main genetic biomarkers in splenic marginal zone 

lymphoma is shown in Table 3. 
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Table 3. Clinical significance of the main genetic biomarkers in splenic marginal zone lymphoma. 

 

 

 

 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  
7q21-q33 deletion Telomeric processing, and 

cytoskeleton reorganization 
30%-40% of all cases Considered as a primary diagnostic marker: the 

most common chromosomal abnormality in 
SMZL and often detectable as a single lesion 
Associated with KLF2 mutation and UM-IGHV 
 

Intermediate/poor (intermediate)  
Associated with histological signs 
of progression and worse outcome 

 

3q gain Transcriptional regulation, and 
NF-κβ signaling                           
Suggested to be involved in the 
development and/or disease 
progression of MZ lymphomas 
 

20%-30% of all cases Structural variants are also frequent, with a 
result of gain of the regions. Considered as a 
secondary event in the pathogenesis of SMZL.  
 
Frequently associated with complex karyotypes 

Unknown  

17p13 (TP53) deletion 
 

Loss of 1 copy of the TP53 gene 
 

3%-17% of all cases 
 

Associated with histological signs of progression 
 

Poor (strong) 
 
Independent marker of poor 
survival. Strong predictor of worse 
outcome and short OS, PFS 
 

 

KLF2 mutation/deletion 
 

NF-κβ signaling,  downregulating 
most of the  NF-κβ-mediated 
activities, and TNFR signaling; cell 
differentiation, proliferation, 
activation, and trafficking 
 

>20% mutations/11% 
deletions 

Associated with histological signs of progression 
and with adverse prognostic factors: 7q deletion, 
UM-IGHV, IGHV1-2*04 usage, and mutations in 
NOTCH2, TNFAIP3, and ARID1A genes 
  
Mutations and deletions are mutually exclusive 
 

Poor (strong) 
Associated with worse outcome 
and shorter TTT 
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Abbreviations: IGHV: immunoglobulin heavy-chain variable region genes; UM-IGHV: unmutated immunoglobulin heavy-chain variable region genes; OS: 
overall survival; PFS: progression-free survival; TTT: time to first treatment. 

(Adapted from Onaindia et al., 2017 ) 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  

NOTCH2 mutation NOTCH signaling, marginal zone 
differentiation 

20% of all cases Associated with histological signs of progression Poor (strong) 
Strong predictor of worse outcome 
and shorter TTT, OS, PFS 
Independent marker of poor 
survival 

 

TP53 mutation DNA repair, cell cycle control, 
apoptosis, senescence, DNA 
repair 

16% of all cases Associated with histological signs of progression 
 

Poor (strong) 
 
Independent marker of poor 
survival. Strong predictor of worse 
outcome and short OS, PFS 
 

 

TNFAIP3 mutation NF-κβ signaling ~10% of all cases Associated with KLF2 mutations Poor (intermediate) 
Increased risk of high-grade 
transformation 

 

MYD88 mutation NF-κβ signaling, TLR signaling 13% of all cases  Good 
Longer OS 
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2.3. Hairy cell leukemia  

HCL is a rare indolent B-cell malignancy accounting for 2% of lymphoid leukemias. 

The median age at diagnosis is ~50 years, with a strong male predominance and a 

substantially higher incidence in caucasian populations. Typical clinical features of 

HCL include splenomegaly, pancytopenia and monocytopenia, with few circulating 

neoplastic cells, and marked susceptibility to infections (Swerdlow et al., 2016).  

Hairy cell leukemia comprises the clonal hematologic malignancies of classical (cHCL) 

and variant (vHCL). Although this two entities share some pathological features, they 

display different morphology and immunophenotype. Classical hairy cells are small 

to medium-sized lymphoid cells with an oval or kidney-shaped nucleous that is 

typically presented without nucleoli, and abundant and pale blue cytoplasm with 

circumferential “hairy” projections. The immunophenotypic profile includes the co-

expression of CD11c, CD25, CD103, CD20, CD22, CD123, CD200, TBX21, annexin A1, 

FMC7, and CCND1. Conversely, vHCL appears with prominent nucleoli, 

blastic/convoluted nuclei, and/or absence of circumferential “hairy” contours, and 

have a negative expression of CD25, annexin A1, TRAP, CD123, CD24, and HC2 

markers (Matutes et al., 2003). In addition, these two entities also show differences 

in their clinical course. While cHCL has a median survival of 20 years, vHCL presents 

with a chronic clinical course with a median estimated survival of 9 years, and 6% of 

progress to a more aggressive disease (Matutes et al., 2003). Besides, IGHV4-34 

usage has been shown to be a poor prognostic factor in both types of HCL, and is 

related to poorer OS and lack of response to treatment (Arons et al., 2011). 

A WES study carried out in 2011 revealed the presence of BRAF V600E mutation in 

almost all cHCL cases, but not in vHCL nor in cHCL with IGHV4-34 usage or other 

small B-cell neoplasms, providing an easily testable diagnostic marker (Tiacci et al., 

2011). However, rare exceptions have been reported, with this mutation found in 

splenic lymphoma (Raess et al., 2013), single HCL cases lacking this mutation 

(Langabeer et al., 2013), and other HCL cases with different BRAF mutations 

(Tschernitz et al. 2014). BRAF is an important member of the mitogen activated 

protein kinase (MAPK) pathway and is the most frequently mutated protein kinase in 

cancer (Pakneshan et al., 2013; Dankner et al., 2018). Besides, a WES study revealed 
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a high prevalence (48%) of activating mutations in MAP2K1 gene (another essential 

component of the MAPK signal transduction pathway, kinase MEK1, which is 

downstream of BRAF) in both vHCL and HCL IGHV4-34, but not in cHCL, suggesting a 

relationship between these subtypes and their distinction from cHCL (Waterfall et 

al., 2013). Although activating MAPK mutations are critical for both cHCL and vHCL, 

additional shared cooperating alterations, as well as disease-specific alterations have 

been described as novel drivers of HCL, including BRAF, CDKN1B (16%), and KMT2C 

(15%) in cHCL and MAP2K1, TP53 (38%), KMT2C (25%), CCND3 (13%), and U2AF1 

(13%) in vHCL (Durham et al., 2017). These findings may have therapeutic relevance, 

since it is suggested that CCND3 mutations confer sensitivity to CDK4/CDK6 

inhibitors, whereas mutations in U2AF1 confer sensitivity to spliceosome inhibitors 

(Schmitz et al., 2012; Shirai et al., 2017).  

Regarding cytogenetic alterations, the most recurrent are deletions of chromosomes 

7q and 13q, and gains of chromosome 5. Two MDRs at 7q31.33-q33 have been 

identified in both cHCL and vHCL, and contain a total of 33 known genes. Deletion 7q 

[del(7q)] are rare in other lymphoproliferative disorders, with the exception of SMZL, 

a disease that shares some features with HCL (Matutes et al., 2003). The occurrence 

of del(7q) in these disorders suggests that deregulation of key tumor suppressor 

genes that reside within this region may be linked to their disease pathogenesis. As 

seen in CLL, recurrent del(13q) include the tumor suppressor RB1 and the MIR15A / 

and MIR16-1 microRNA cluster at 13q14.3 (Durham et al., 2017). Gains on 

chromosome 5 have been reported to be highly frequent in both cHCL and vHCL. 

This alteration can appear as trisomy or gain of 5q, in which a minimal gain region 

(MGR) of approximately 19 Mb has been described at 5q34-q35.3 locus, 

encompassing over 200 known genes, including 

TLX3, FGF18, BNIP1, MSX2 and GFGR4 (Hockley et al., 2011). Although no distinct 

chromosomal abnormality has been described for vHCL, CKs that include structural 

abnormalities on 8q24 and deletions and/or mutations of TP53 were more 

frequently identified in this entity, the latter being associated with poor outcome 

(Hockley et al., 2011; Matutes et al., 2015). Table 4. sumarizes the Clinical 

significance of the main genetic biomarkers in hairy cell leukemia.  
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Table 4. Clinical significance of the main genetic biomarkers in hairy cell leukemia and hairy cell leukemia variant. 

 

 

 

Biomarker Biologic function Frequency Clinical presentation Prognostic value (evidence) Predictive value  
7q deletion Telomeric processing, and 

cytoskeleton reorganization 
20-30% of all cases  Unknown  

13q14 deletion Loss of DLEU2/miR-15a/16-1 locus 
which has a tumor-suppressor 
role and modulate de 
proliferation 

  Unknown  

Trisomy 5/Gain 5q Unknown ~30% of all cases  Unknown  

17p13 (TP53) deletion 
 

Loss of 1 copy of the TP53 gene 
 
 
 
 
 
 
 
 

~30% of all cases 
Higher incidence in vHCL 
 
 
 
 
 
 
 

Associate with adverse prognostic factors:  UM-
IGHV status, CK, and TP53 mutations 
 
 
 
 
 
 

Poor (strong) 
Poor outcome 
Increased risk of progression to 
aggressive B-cell lymphoma 
transformation 
 
 

Poor response to 
chemoimmunotherapy. 
Resistance to purine analogs 
 
 
 
 
 

TP53 mutation DNA repair, cell cycle control, 
apoptosis, senescence, DNA 
repair 

~30% of all cases 
Higher incidence in vHCL 

Associate with adverse prognostic factors: UM-
IGHV status, CK, and TP53 deletions 

Poor (strong) 
Poor outcome 
Increased risk of progression to 
aggressive B-cell lymphoma 
transformation 

Poor response to 
chemoimmunotherapy. 
Resistance to purine analogs 
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Abbreviations: IGHV: immunoglobulin heavy-chain variable region genes; UM-IGHV: unmutated immunoglobulin heavy-chain variable region genes; CK: 

complex karyotype; cHCL: classic hairy cell leukemia; vHCL: variant hairy cell leukemia; HSCs: hematopoietic stem cells 

(Adapted from Onaindia et al., 2017) 

 

 

 

 

Biomarker Biologic function Frequency Clinical presentation Prognostic value (evidence) Predictive value  

BRAF mutation (V600E) MAPK signaling ~100 cHCL 
 

Expression of phosphorylated MEK and ERK, 
which indicates a constitutive activation of the 
MAPK pathway 
Also found in HSCs in HCL patients 

Unknown  

MAP2K1 mutation MAPK signaling ~48% of vHCL and HCL 
IGHV4-34 cases 

Constitutive activation of the MAPK pathway 
 

independently related to poorer 
overall survival 

lack of response to treatment 
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2.4. Extranodal marginal zone lymphoma of mucosa-associated lymphoid tissue 

MALT lymphoma is a low-grade B-cell lymphoma that accounts for 7-8% of all B-cell 

lymphomas, most cases occurring in adults with a median age of onset of 70 years 

(Swerdlow et al., 2016). It is composed of morphologically heterogeneous small B 

cells including marginal zone (centrocyte-like) cells, cells resembling monocytoid 

cells, small lymphocytes, and scattered immuno-blasts and centroblast-like cells. In 

some cases, there is also a plasmacytic differentiation. Altogether, MALT lymphoma 

cells share the same cytological and immunophenotypical (CD20+, CD21+, CD35+, 

IgM+, and IgD−) features as marginal zone (MZ) B-cells, what gave rise to its name 

(Swerdlow et al. 2016). MALT lymphoma represent a heterogeneous group of 

lymphoid neoplasms that arise at a wide range of different extranodal sides, 

including the stomach (70%), lung (14%), ocular adnexa (12%), thyroid (4%), and 

small intestine (1%) (Isaacson et al., 2004). Although they share many characteristics, 

MALT lymphomas also present site-specific differences with respect to etiology, 

morphology, molecular cytogenetic abnormalities and clinical course (Kuper-

Hommel & Van Krieken, 2012).  

Regarding cytogenetic alterations, four main recurrent chromosomal translocations, 

which frequency depends on the primary site, have been associated with the 

pathogenesis of MALT lymphomas: t(1;14)(p22;q32), t(11;18)(q21;q21), 

t(14;18)(q32;q21), and t(3;14)(p14.1;q32) (Troppan et al., 2015).  

Other cytogenetic abnormalities include trisomies 3, 12, and/or 18. They are usually 

present as a single abnormality in 22% of cases, but are often associated with one of 

the four major translocations described above (Streubel et al., 2004). Trisomy 3 has 

been described as the most common aberration in gastrointestinal MALT 

lymphomas, with a frequency of up to 35% (Taji et al., 2005). Although its 

contribution to lymphomagenesis has not yet been experimentally addressed, 

several genes appear to be involved in lymphomagenesis, such as the 

protooncogene BCL6, the transcription factor FOXP1, and the chemokine receptor 

CCR4, which are differentially overexpressed in MALT lymphomas with trisomy 3 

(Deutsch et al., 2008).  
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Regarding genetic alterations, most affect NF-κB signal pathway-related genes, 

causing its constitutive activation (Kuper-Hommel and Van Krieken, 2012). In fact, 

BIRC3 and TRAF3 are mutated in about 5% of cases and are responsible for non-

canonical NF-κB pathway activation. Furthermore, inactivation of TNFAIP3 (A20) by 

deletion and/or mutation has also been reported, which promotes NF-κB activation 

by abolishing auto-negative feedback.  Besides, MALT lymphomas are also 

characterized by frequent lesions affecting chromatin remodeling, BCR and NOTCH 

pathways (Cascione et al., 2019). However, lymphomas from different anatomic sites 

exhibit a different spectrum of genetic lesions, and further, none of the mutations 

described has been shown to have an impact on the management of these patients. 

 

Clinical significance of the main genetic biomarkers in MALT lymphomas is shown in 
Table 5. 
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Table 5. Clinical significance of the main genetic biomarkers in MALT lymphoma.  

 

Abbreviations: MZ: marginal zone 

(Adapted from Onaindia et al., 2017)

Biomarker Biologic function Frequency Clinical significance Prognostic value  Predictive value  
t(11;18)(q21;q21)  BIRC3-MALT1 fusion gene 15%-40% of all cases Considered as diagnostic marker 

In most cases appears as the sole 
chromosomal alteration. 

  

      
t(14;18)(q32;q21) IGH-MALT1 fusion gene 15-20%  of all cases Considered as diagnostic marker 

Frequently associated with other 
cytogenetic abnormalities. 

  

t(1;14)(p22;q32) 
 
 
 
  
 
t(3;14)(p14.1;q32) 

IGH-BCL10 fusion gene 
 
 
 
 
 
IGH-FOXP1 fusion gene 

1-2%  of all cases  
 
 
 

Considered as diagnostic marker 
Frequently associated with other 
cytogenetic abnormalities. 
 
 
 
Considered as diagnostic marker  
Frequently associated with other 
cytogenetic abnormalities. 

 
 

 
- 

Total/partial trisomy 3 Transcriptional regulation, and NF-κB signaling                          
Suggested to be involved in the development 
and/or disease progression of MZ lymphomas 
 

35% of all cases Often associated with one of the 
four major translocations. 
However, in 22% of cases is found 
as a single abnormality. 
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2.5. Follicular lymphoma 

FL is a GC derived B-cell lymphoma that accounts for 20% of all new cases of non-

Hodgkin lymphoma, representing the second most common non-Hodgkin lymphoma 

in the western world (Horwitz et al., 2016; Swerdlow et al., 2016). The median age at 

diagnosis is 59 years with a male to female ratio of 1:1.7, and a higher incidence (2-3 

times) in caucasian than in black populations (Groves et al., 2000). FL is considered 

an indolent lymphoma characterized by a slow progression over many years. 

However, the clinical course of FL patients can be surprisingly variable, with up to 

30% of cases transforming to more aggressive lymphomas (usually DLBCL), reflecting 

the biologic heterogeneity of the disease (Swerdlow et al., 2016).  

FL is typically composed of the two types of B-cells normally found in GC, such as 

centrocytes and centroblasts. In fact, FL cases are divided into three main histologic 

grades based on the relative proportion of centrocytes and centroblasts. Grade 1 and 

2 FL cases are predominantly composed of centrocytes with low proliferation rates, 

whereas grade 3 FL cases (which are further subdivided into grades 3a and 3b) have 

increasing numbers of actively proliferating centroblasts with higher proliferation 

rates (Swerdlow et al., 2016) (Table 6). Regarding the immunophenotype, tumour 

cells are usually positive for surface immunoglobulin (lgM with or without lgD, lgG, 

or rarely lgA) and B-cell associated antigens (CD19, CD20, CD22, and CD79a), in 

addition to bcl-2, bcl-6, and CD10 and are negative for CDS and CD43. Some cases, 

most commonly grade 3B FL, lack CD10, but retain bcl-6 expression (Pittaluga et al., 

1996; Lai et al., 1999; Ott et al., 2002; Karube et al., 2007). Bcl-2 overexpression is 

the hallmark of FL and is expressed by a variable proportion of the neoplastic cells. In 

fact, it is overexpressed in 85-90% of cases with grade 1-2 FL, but in <50% of cases 

with grade 3 FL (Menendez et al., 2004). In some cases, the apparent absence of bcl-

2 protein is due to mutations in the BCL2 gene that eliminate the epitopes 

recognized by the most commonly used antibody (Schraders et al., 2005; Masir et al., 

2009).  
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Table 6. Follicular lymphoma grading.  

 

 

 

 

 

 

 

 

Number of centrobasts corresponds to the abbsolute number of centroblasts 
per high-power (40x objective, 0.159mm2) microscopic field (HPF)  (Swerdlow et 
al., 2016) 

 

FL lymphomagenesis is a complex multistep process that occurs through several 

stages of B-cell differentiation. The acquisition of the t(14;18)(q32;q21), detected in 

nearly 90% of patients, is usually considered the first oncogenic hit (Huet et al., 

2018). This early event places BCL2 gene, located at 18q21, under the transcriptional 

control of IGH regulatory regions, at chromosome 14q32, which leads to constitutive 

expression of the anti-apoptotic protein bcl-2 (Tsujimoto et al., 1985). The 

rearrangement between BCL2 and IGH is probably owing to the proximity of both 

loci during VDJ recombination mediated by the VDJ recombination-activating protein 

(RAG) (Tsujimoto et al., 1985; Kenter et al., 2013). Breaks in BCL2 are likely due to 

the inherent fragility of CpG sites and are localized at the 3'-UTR of BCL2 or 

downstream the gene, mainly clustered in the major breakpoint region (mbr). In fact, 

60-70% of FL cases carrying BCL2 translocation involves the mbr (Cotter et al., 1991). 

In addition, smaller clusters of breakpoints have also been described in the 

intermediate breakpoint cluster region (icr) and the minor breakpoint cluster region 

(mcr) (Cleary et al., 1986; Batstone & Goodlad, 2005; Weinberg et al., 2007) (Figure 

8). Although, t(14;18) provides a survival advantage, there is accumulating evidence 

that other genetic hits are required for complete transformation to FL, as B-cells 

Grading Definition 
Grade 1-2 (low grade) 0-15 centroblasts per HPF 
1 0-5 centroblasts per HPF 
2 6-15 centroblasts per HPF 
Grade 3 > 15 centroblasts per HPF 
3A Centrocytes present 
3B Solid sheets of centroblasts 

Reporting of pattern Proportion follicular 

Follicular > 75% 
Follicular and diffuse 25-75% 
Focally follicular/predominantly diffuse < 25% 
Diffuse 0% 
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bearing this translocation are also detected at very low levels in the blood in 50–70% 

of healthy individuals (Schüler et al., 2009). 

 

 

Figure 8. Schematic diagram of the the breakpoints in the BCL2 gene. Triangles 

below the gene represent the location of the breakpoints reported in the literature 

(Adapted from Espinet et al., 2008). 

 

Advancements in NGS technologies have led to remarkable understanding of the 

genomic landscape of FL (Huet et al., 2018). Chromatin modifier genes, such as 

histone methytransferases (KMT2D and EZH2) and acetyltransferases (CREBBP and 

EP300) are the hallmark of GC derived tumors and, accordingly, a high prevalence of 

gain or loss of function mutations in these genes have also been reported in FL. 

These mutations modify chromatin conformation and disrupt gene transcription in 

networks that are critical for GC and post-GC B-cell fate. EZH2 plays a central role in 

this process and is considered the epigenetic gate keeper of the GC reaction 

(Béguelin et al., 2013). In addition, EZH2 mutations are thought to be a common 

early event in pathogenesis and are potentially targetable with selective EZH2 

inhibitors (McCabe et al., 2012; Bödör et al., 2013). Interestingly, mutations in 

KMT2D and CREBBP are also early oncogenic events, and are believed to be present 

in the so-called common progenitor cell (CPC) population, which contains tumour-

initiating cells and acts as a disease reservoir in relapse and histological 

transformation (Okosun et al., 2014; Horton et al., 2017). In addition, BCL6, a key 

transcriptional repressor that orchestrates the GC  reaction, is dysregulated by a 

variety of alterations (Basso & Dalla-Favera, 2015; Huet et al., 2018). Mutations 

targeting MEF2B are also identified in 15% of cases, and lead to increased 

transcriptional activity of MEF2B, resulting in increased expression of BCL6 and MYC 

5’ VCR MBR 3’ MBR mcrExon I           Exon II              Exon III

BCL2 (18q21)

3’5’
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oncogene, and thus, increase cell migration. Furthermore, mutations in ARID1A, 

ARID1B, BCL7A and SMARCA4 are also frequent events in FL (Krysiak et al., 2017). 

Overall, these different mechanisms converge to lock B-cells in the GC phenotype, 

thus sustaining proliferation programmes and genetic instability in a cell already 

resistant to apoptosis due to bcl-2 over expression. And, while these mutations are 

unlikely to be sufficient to initiate lymphoma, they could act in concert with 

dysregulated bcl-2 expression to induce lymphomagenesis (García-Ramírez et al., 

2017). Besides, alterations leading to the constitutive activation of key signalling 

pathways, such as BCR, JAK–STAT, mTORC1 and NOTCH (Figure 9), are also frequent 

events that may participate in sustaining the proliferation and survival of tumour 

cells (Bouska et al., 2017). 

 

Figure 9. Signals driving proliferation and survival of FL cells. (Adapted from Huet et 

al., 2018) 
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Regarding their clinical impact, Pastore et al. (Pastore et al. 2015) analyzed the 

complete coding sequence of 74 genes that mutate recurrently in lymphomas in two 

independent cohorts of patients who received first-line immunochemotherapy, and 

established a clinical-genetic risk model (m7-FLIPI) that improves risk stratification by 

integrating the mutation status of seven genes: EZH2, ARID1A, MEF2B, EP300, 

FOXO1, CREBBP and CARD11. The clinical significance of each of these genes is 

detailed in Table 7. 

On the other hand, studies comparing the genetic landscape of transformed 

follicular lymphoma (tFL) with that found in the initial FL have shown that an 

increased prevalence of genomic copy number alterations (CNAs) or gene mutations 

is presented in tFL, which may affect the activation of some oncogenes (for example, 

gain of 2p16 (REL–BCL11A locus), 3q27 (containing BCL6) or 8q24 (containing MYC)) 

and/or the inactivation of specific tumour suppressor genes (for example, TP53 

mutations or deletion of CDKN2A) (Okosun et al., 2014). In addition, 1p36 deletions 

[del(1p36)] have been reported in >50% of cases, and are associated with poor 

prognosis (Cheung et al., 2007). Furthermore, NGS technologies have enabled the 

identification of new hits in genes involved in signalling pathways (for example, 

PIM1, SOCS1, STAT6, MYD88, TNFAIP3 and ITPKB), cell cycle (for example, CCND3), B-

cell development (for example, EBF1),  GC B-cell dissemination (GNA13, S1PR2 and 

P2RY8) or immune evasion (for example, CD58 and B2M) (Okosun et al., 2014; 

Pasqualucci et al., 2014; Kridel et al., 2016). However, as the molecular mechanisms 

leading to FL transformation are complex and variable among patients, target genes 

leading the transformation have not yet been elucidated. 

Clinical significance of the main genetic biomarkers in folicular lymphoma is shown in 

Table 7. 
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Table 7. Clinical significance of the main genetic biomarkers in follicular lymphoma. 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value 
t(14;18)(q32;q21) IGH-BCL2 

Apoptosis regulator 
90% of all FL cases Diagnostic marker   

Del(1p36)  >50% of cases  Poor prognosis; associated with 
tFL 

 

t(8;14)(q24;q32) IGH-MYC 
Cell cycle, cell growth, apoptosis, cellular 
metabolism and biosynthesis, adhesion, 
and mitochondrial biogenesis 
 

Rare in FL; but in 25% of tFL 
 

   

EZH2 mutations Chromatin modification 89% of all FL cases  Low risk of a failure-free 
survival event after 
immunochemotherapy 

Potentially targetable 
with selective EZH2 
inhibitors 

    
 

 

CDKN2A/B 
mutations 

DNA damage response, cell cycle 
regulation 

46% of tFL Biallelic loss of CDKN2A/B is 
specifically acquired during follicular 
lymphoma transformation 

Identify a subgroup of patients 
with high-risk FL 

 

MYC mutations Cell cycle, cell growth, apoptosis, cellular 
metabolism and biosynthesis, adhesion, 
and mitochondrial biogenesis 
 

33% of tFL  Identify a subgroup of patients 
with high-risk FL 

 

TP53 mutations DNA repair, cell cycle control, apoptosis, 
senescence 

6% of FL and 17.9% of tFL In FL, associated with older age at 
diagnosis, and higher IPI score. 

Identify a subgroup of patients 
with high-risk FL with shorter 
OS, and PFS 
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Abbreviations: OS: overall survival; PFS: progression-free survival; IPI: International Pronostic Index score; tFL: transformed follicular 
lymphoma; FL: follicular lymphoma; m7-FLIPI: m7- Follicular Lymphoma International Prognostic Index 

(Adapted from Onaindia et al., 2017)

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  
MEF2B  mutations Chromatin modification 15% of all FL cases  Included in m7-FLIPI  

      
ARID1A  mutations Chromatin modification 9% of all FL cases  correlated with longer failure-

free survival  in m7-FLIPI 
 

EP300 mutations Chromatin modification 14% of all FL cases  
associated with shorter failure-
free survival in m7-FLIPI 

 

FOXO1 mutations Cell survival   associated with shorter failure-
free survival in m7-FLIPI 

 

CREBBP  mutations Chromatin modification  55% of all FL cases  associated  with high-risk in m7-
FLIPI 

pan-HDAC inhibitors 
would  be beneficial 

CARD11 mutations NF-Kβ signaling   inferior overall survival  in m7-
FLIPI 
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2.6. Mantle cell lymphoma  

Mantle cell lymphoma (MCL) is a rare subtype of small B-cell neoplasm that accounts 

for approximately 6–9% of all malignant lymphomas, with an annual incidence of 1–

2/100,000 cases in Western countries (Swerdlow et al., 2016). It predominantly 

occurs in elderly men with a median age at diagnosis of 65–70 years (Ruan et al., 

2015). MCL is an aggressive lymphoma that displays poor prognosis, with median OS 

of about 3 years, and clinical course characterized by continuous relapses and 

increasing resistance to chemotherapy (Goy & Kahl, 2011). Nevertheless, minority of 

patients present an indolent clinical course (Campo & Rule, 2015). MCL is usually 

composed of monomorphic small to medium-sized lymphoid cells with irregular 

nuclear contours, dispersed chromatin and inconspicuous nucleoli,  that closely 

resemble centrocytes (Swerdlow et al., 2016). Regarding the immunophenotype, 

cells express relative intense surface lgM/lgD, more frequently with lambda than 

kappa restriction and are usually positive for SOX11, cyclin D1, bcl-2, CDS, FMC7, 

CD43 and sometimes also for IRF4/ MUM1; and are negative for CD10, bcl-6 and 

CD23 (which can also be weakly positive) (Swerdlow et al., 2016). However, aberrant 

phenotypes have also been described, including absence of CDS and expression of 

CD10 and bcl-6, which are sometimes associated with blastoid or pleomorphic 

variants (Gao et al., 2009; Akhter et al., 2015). 

Biologically, the chromosomal translocation t(11;14)(q13;q32) is considered the 

genetic hallmark of MCL and plays a key role in its pathogenesis (Jares et al.,  2012). 

It juxtaposes CCND1 to the IGH enhancer, resulting in cyclin D1 overexpression, 

which ultimately induces deregulation of the cell cycle, in addition to other biological 

processes such as DNA repair or transcriptional regulation (Jares et al., 2012). This 

translocation involves many different breakpoints. In fact, in CCND1, approximately 

30–50% of breakpoints are located in a 2 Kb region known as the major translocation 

cluster (MTC), and more breakpoints have also been localized within the close 

vicinity of the 5'-end of the CCND1 gene (Tsujimoto et al., 1984; Greisman et al., 

2011) (Figure 10). Besides, IGH breakpoints are clustered in a chromosomal region 5' 

of the joining genes (JH). A part from the translocations, amplifications of the 

translocated allele have rarely been observed (Beà et al., 2009). Nevertheless, there 
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are few MCLs (<5% of the cases) that lack the translocation t(11;14) and do not 

overexpress cyclin D1. Instead, these cases seem to frequently express higher levels 

of cyclin D2 (CCND2) or cyclin D3 (CCND3), and in 55% of these lymphomas the 

CCND2 locus is rearranged, emphasizing the importance of cyclin D overexpression in 

MCL lymphomagenesis (Salaverria et al., 2013).  

 

Figure 10. Schematic diagram of the breakpoints in the CCND1 gene. Triangles 

below the gene represent the location of the break points reported in the literature 

 

Remarkably, secondary genetic alterations and deregulated pathways are required 

to initiate and promote MCL lymphomagenesis (Figure 11) (Jares et al., 2012).  

 

Figure 11. Major aberrant pathways in mantle cell lymphoma. (Adapted from Jares 
et al., 2012). 

3’                                                                                                                                                                                5’ 
    MTC       Exon I          Exon II   Exon III   Exon IV       Exon V 

CCND1	(11q13)	
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ATM and TP53 genes are among the most commonly mutated which play a pivotal 

role in DNA damage response and regulation of apoptosis (Beà et al., 2013). 

Mutations in ATM predominantly exist either on both ATM alleles or they co-occur 

with 11q deletions of the wildtype allele. And, whereas ATM mutations are 

considered early events in MCL oncogenesis, TP53 mutations seem to occur later in 

lymphomagenesis and confer a dismal prognosis (Beà et al., 2013). In addition to 

these alterations, other aberrations causing resistance to apoptosis have also been 

observed, which include deletions of BCL2L11 and amplification of the genomic locus 

18q21, causing  a consecutive overexpression of the anti-apoptotic protein bcl-2 

(Hartmann et al., 2010). Genetic alterations involving the INK4a/CDK4/RB1 and the 

ARF/MDM2/p53 pathways are also common mechanisms causing disruption of cell 

cycle control in MCL (Jares et al., 2012). In addition, the CDKN2A locus, encoding the 

CDK inhibitor INK4a and the positive p53 regulator ARF, is frequently deleted in MCL 

(Hartmann et al., 2010). Besides, some MCL patients also harbor  mutations in 

chromatin modifiers such as WHSC1, MLL2, and MEF2B  (Beà et al., 2013; Zhang et 

al., 2014). Moreover, constitutive activation of both the classical and the alternative 

NF-κβ pathway has also been detected in MCL (Figure 12) (Vogt et al., 2017). 

Constitutive B-cell receptor (BCR) signaling is associated with activation of the 

classical NF-κβ pathway in MCL and different genetic aberrations have been 

associated with constitutive BCR-NF-κβ signaling, including SYK amplifications and 

overexpression, activating mutations in the coiled-coil domain of CARD11, which 

interestingly seem to occur in relapsed tumors more often than at diagnosis, and loss 

of the negative NF-κβ regulator TNFAIP3/A20 (Rahal et al., 2014; Wu et al., 2016 ). 

Besides, somatic mutations affecting BIRC3 and TRAF2 lead to constitutive activation 

of the alternative NF-κβ pathway (Figure 12), which are mutually exclusive, pointing 

out a non-redundant mechanism of action (Vogt et al., 2017). Furthermore, these 

aberrations are potentially and clinically relevant, as they are associated with poor 

prognosis and resistance to the BTK inhibitor ibrutinib (Rahal et al., 2014). In 

addition, some cases with BIRC3 mutations also harbor deletions of the wildtype 

allele, suggesting that homozygous BIRC3 loss might be advantageous for MCL cells 

(Beà et al., 2013). Besides, some MCL patients harbor  mutations in NOTCH1 and 

NOTCH2 genes (Kridel et al., 2012). These mutations are predominantly caused by 
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truncation or small frame shifting indels, and are associated with a poor prognosis 

(Beà et al., 2013). Finally, deletions or mutations of the CCND1 gene have also been 

observed, resulting in cyclin D1 overexpression, and are associated with a higher 

proliferation index, shorter overall survival, and ibrutinib resistance (Wiestner et al., 

2007; Mohanty et al., 2016). 

 

 

Figure 12. Constitutive activation of NF-κβ pathway in mantle cell lymphoma. 

Potential targets for small molecule inhibitors are highlighted. Red asterisks indicate 

SNV that have been detected in primary MCL samples. Abbreviations: IgH: 

immunoglobulin heavy chain; IgL:immunoglobulin light chain. (Adapted from Vogt et 

al., 2017) 

 

Clinical significance of the main genetic biomarkers in mantle cell lymphoma is 

shown in Table 8. 

 



40 
 

Table 8. Clinical significance of the main genetic biomarkers in mantle cell lymphoma. 

 

 

 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  
t(11;14)(q13;q32)  IGH-CCND1 

Cell cycle,  transcriptional, and  DNA 
repair process regulation 

>90% of all MCL cases Diagnostic marker   

      
CCND2 rearrangements IGK-CCND2; IGL-CCND2; IGH-CCND2, 

among others 
 

Rare 
 

Diagnostic marker 
 

  

CCND3 rearrangements 
 
 

IGH-CCND3, among others Rare Diagnostic marker 
 

 

TP53 mutations DNA repair, cell cycle control, 
apoptosis, senescence 

7-20% of cases More frequent in advanced stages of the 
disease 
 

Poor prognosis Poor    or    no   response    
to   firs-line treatments    

BIRC3 deletions and/or 
mutations 

Inhibitor of apoptosis 15% of cases  Poor prognosis Resistance to the BTK 
inhibitor ibrutinib 

TRAF2 mutations Regulation of the activation of NF-κβ 
and JNK and regulation of cell survival 
and apoptosis 

Up to 35% of cases  Poor prognosis Resistance to the BTK 
inhibitor ibrutinib 
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Abbreviations: OS: overall survival 

(Adapted from Onaindia et al., 2017) 

 

 

 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value (evidence) Predictive value  
CCND1 mutations Cell cycle regulation Up to 35% of cases Associated with higher proliferation index Shorter OS Resistance to the BTK 

inhibitor ibrutinib 
      
NOTCH1 mutations Regulation of cell proliferation, 

apoptosis and differentiation 
12% of cases  Poor OS  

NOTCH2 mutations Regulation of cell proliferation, 
apoptosis and differentiation 

5.2% of cases  Poor OS  

      
      
      



42 
 

2.7. Diffuse large B-cell lymphoma  

Diffuse large B-cell lymphoma (DLBCL) is the most common type of lymphoid 

malignancy worldwide, accounting for about one third of all non-Hodgkin 

lymphomas (Horwitz et al., 2016). It is more common in the elderly, with a median 

age of 70 years and is slightly more frequent in men than in women (Swerdlow et al., 

2016). DLBCL is a neoplasm of medium or large B-cells with a diffuse growth pattern. 

Neoplastic cells typically express pan-B-cell markers such as CD19, CD20, CD22, 

CD79a, and PAXS, but may lack one or more of these. Surface and cytoplasmic 

immunoglobulin (most commonly lgM, followed by lgG and lgA) are also detected in 

50-75% of the cases. In addition, myc protein expression is observed in a high 

proportion of DLBCL (30-50%) and is associated with concomitant bcl-2 expression in 

20-35% of cases, which usually do not carry any chromosomal alteration in MYC or 

BCL2 and are called "double-expressor (DE) lymphoma" (Karube & Campo, 2015). 

Several studies point to a worse outcome for DE DLBCL cases, suggesting that double 

expression of myc and bcl-2 proteins without genetic aberrations should be 

considered a prognostic indicator in DLBCL (Johnson et al., 2012; Molina et al., 2014).  

DLBCL is characterized by an aggressive clinical course, and exhibits marked 

heterogeneity in clinical, morphologic, and molecular findings. In fact, gene 

expression profiling studies have identified two distinct molecular subgroups of 

DLBCL which differ in their cell of origin and present different outcomes and 

pathogenic mechanisms (Figure 13): GC B-cell (GCB) like (94% 5-year OS), and 

activated B-cell (ABC) like (68% 5-year OS). However, approximately 10-15% of cases 

cannot be included in either of these subtypes and remain unclassified (Alizadeh et 

al., 2000). 
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Figure 13. Postulated normal counterpart of major diffuse large B-cell lymphoma 

subtypes and the genetic lesions most commonly associated with each subtype. 

(Adapted from Pasqualucci et al., 2013). 

 

Regarding genetic alterations, translocations involving BCL2 or MYC are present in 

20-30% and 5–10% of DLBCL, respectively, whereas BCL6 translocations occur in 

about 30% of cases (Akyurek et al., 2012). Importantly, the co-occurrence of MYC 

translocation with translocations involving BCL2 or BCL6 or both, so-called double hit 

(DH) or triple hit (TH) lymphoma, identified a subset of highly aggressive B-cell 

lymphomas that can have DLBCL-like or Burkitt-like morphology (Rosenthal &  

Younes, 2017). The 2016 update of the WHO includes a provisional new category 

designated as high-grade B-cell lymphoma with MYC and BCL2 and/or BCL6 

rearrangements for these neoplasms (Swerdlow et al., 2016). 

The detection of translocations involving MYC is important for the diagnosis, but 

mainly for the prognosis of DLBCL patients. However, the wide variation in the 
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location of the breakpoint within the MYC region, which can extend up to one Mb on 

each side of MYC, makes these rearrangements difficult to detect (Figure 14) 

(Einerson et al., 2006; Bertrand et al., 2007). Regarding the translocation partners, 

although IG genes have been reported to be the most frequent, non-IG genes have 

also been described in 35% to 53% of MYC rearranged DLBCL cases (Karube & 

Campo, 2015).  

 

 

Figure 14. Schematic diagram of the breakpoints in the MYC gene for diffuse large 

B-cell lymphoma. Triangles below the gene represent the location of the 

breakpoints reported in the literature. 

 

Translocations affecting the BCL6 gene have been described to occur predominantly 

in the major breakpoint region (MBR), which encompasses the first noncoding exon 

and a portion of the first intron of BCL6 (Yoshida et al., 1999; Ohno, 2006). However, 

an alternative breakpoint cluster (ABR) located 245–285 kb 5ʹ BCL6 has also been 

described (Iqbal et al., 2007) (Figure 15). With respect to translocation partners, 

BCL6 can be rearranged with several different translocation partners. In fact, IG-

associated BCL6 translocations occur only in 5-10% of DLBCL cases, with more than 

20 distinct non-Ig translocation partners having been described to date (Jardin et al., 

2007; Flodr et al., 2014; Jarosova et al., 2016). 

  

5’                                                                                                                                                                             3’ Exon I        Exon II      Exon III 
BVR1                                                                                        BVR2 

MYC	 PVT1	

MYC	(8q24)	
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Figure 15. Schematic diagram of the breakpoints in the BCL6 gene. Triangles below 

the gene represent the location of the breakpoints reported in the literature. 

 

Recent NGS studies have identified common somatic mutations in all subgroups of 

DLBCL but also a profile of alterations differentially represented in both GCB and ABC 

subtypes (Figure 13) (Pasqualucci, 2013). Somatic mutations common in both DLBCL 

subtypes are inactivating mutations of TP53 and genes involved in 

immunosurveillance (B2M, CD58), alterations in epigenetic regulators 

(CREBBP/EP300, KMT2D/C  (MLL2/3), MEF2B) and oncogenic activation of BCL6 

(Reddy et al., 2017). TP53 mutations have been identified in 20% of DLBCL cases of 

either GCB or ABC like type and are important because their presence is an 

independent predictor of poor survival in patients with DLBCL (Young et al., 2007; 

2008). However, the domain location of TP53 mutations plays a critical role in 

determining clinical outcome. Indeed, mutations in exons 5–9 affecting the DNA-

binding domain resulting in a loss of function have been associated with a significant 

worse overall survival in DLBCL patients (Xu-Monette et al., 2012). Regarding the 

specific alterations of each subgroup, GCB-DLBCL carries frequent mutations in the 

cell motility regulator GNA13, deletions in the tumor suppressor PTEN, which is the 

major negative regulator of PI3K/AKT, and BCL2 translocations (Iqbal et al., 2004; 

Healy et al., 2016). In addition, mutations affecting the histone methyltransferase 

EZH2 Y641 residue are also specific for the GCB-DLBCL subtype, occurring in 30% of 

the cases, and can be targeted with EZH2 inhibitors (Morin et al., 2010). Otherwise, 

ABC-DLBCL harbors mutations in genes activating the BCR/TLR and NF-κβ pathways, 

such as CD79A/B, MYD88, CARD11, PRDM1/BLIMP-1 and TNFAIP3 (Figure 16) 

(Pasqualucci, 2013).  

 

 

3’                                                                                                                                                                                5’ 
    MBR                                                        ABR 

5’                                                                                                                                       3’ 

       Exon X                                                                                    Exon I 

BCL6	(3q27)	
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Figure 16. Genetic alterations and pathways affected in ABC-DLBCL. (Adapted from 

Pasqualucci, 2013) 

 

ABC-DLBCL depend on a chronically active form of BCR signaling, which in >20% of 

cases is sustained by hotspot mutations of CD79A and CD79B genes. Importantly, 

knockdown of several BCR proximal and distal subunits is specifically toxic to ABC-

DLBCL (Davis et al., 2010). Indeed, use of the BTK inhibitor ibrutinib is proving 

significantly effective in ABC-DLBCL patients carrying CD79A/B mutations (Yang et al., 

2012). Besides, MYD88 mutations occur in 30-40% of DLBCL, more frequently in ABC 

like subtype, and identify a group of patients with an adverse clinical presentation 

and poor outcome, thus representing a useful prognostic indicator in DLBCL patients 

(Rovira et al., 2016). Moreover, as somatically acquired MYD88 mutations have been 

shown to promote NF-κB and JAK–STAT3 signaling in ABC like DLBCL, patients with 

ABC like DLBCL with MYD88 L265P mutations may benefit from therapies targeting 

IRAK4 alone or in combination with agents targeting the BCR, NF-κB, or JAK–STAT3 

pathways (Lam et al., 2008; Davis et al., 2010; Milhollen et al., 2010). 

The clinical significance of the main genetic biomarkers in diffuse large B-cell 

lymphoma is summarized in Table 9. 
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Table 9. Clinical significance of the main genetic biomarkers in diffuse large B-cell lymphoma. 

 

Biomarker Biologic function Frequency Clinical significance Prognostic value  Predictive value  
t(14;18)(q32;q21)  IGH-BCL2 

apoptosis regulator 
20-30% of DLBCL or 
HGBL, with MYC and 
BCL2 and/or BCL6 

Diagnostic and prognostic marker The co-occurrence of MYC translocation with 
translocations involving BCL2 or BCL6 or 
both, so-called double or triple hit 
lymphoma, identified a subset of highly 
aggressive B-cell lymphomas 

 

BCL6 rearrangement 
 
 
 
t(3;14)(q27;q32) 

BCL6-no partner identified 
 
 
 
IGH-BCL6 

2% of DLBCL and in 30% 
of HGBL, with MYC and 
BCL2 and/or BCL6 
 
 
 
10% of DLBCL or HGBL, 
with MYC and BCL2 
and/or BCL6 

Diagnostic and prognostic marker  
 
 
 
Diagnostic and prognostic marker 

The co-occurrence of MYC translocation with 
translocations involving BCL2 or BCL6 or 
both, so-called double or triple hit 
lymphoma, identified a subset of highly 
aggressive B-cell lymphomas 
 
The co-occurrence of MYC translocation with 
translocations involving BCL2 or BCL6 or 
both, so-called double or triple hit 
lymphoma, identified a subset of highly 
aggressive B-cell lymphomas 

 

t(8;14)(q24;q32)  IGH-MYC 
cell cycle, cell growth, apoptosis, 
cellular metabolism and 
biosynthesis, adhesion, and 
mitochondrial biogenesis  

5-10% of DLBCL or 
HGBL, with MYC and 
BCL2 and/or BCL6 

Diagnostic and prognostic marker The co-occurrence of MYC translocation with 
translocations involving BCL2 or BCL6 or 
both, so-called double or triple hit 
lymphoma, identified a subset of highly 
aggressive B-cell lymphomas 

 

 
     

MYC rearrangement MYC-no partner identified 35%-53% of MYC 
rearranged cases 

Diagnostic and prognostic marker The co-occurrence of MYC translocation with 
translocations involving BCL2 or BCL6 or 
both, so-called double or triple hit 
lymphoma, identified a subset of highly 
aggressive B-cell lymphomas 
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Abbreviations: DLBCL: diffuse large B-cell lymphoma; ABC-DLBCL: activated B-cell like diffuse large B-cell lymphoma; GCB-DLBCL: germinal center B-cell like 
diffuse large B-cell lymphoma; HGBL: high grade B-cell lymphoma 

(Adapted from Onaindia et al., 2017)  

Biomarker Biologic function Frequency Clinical significance Prognostic value  Predictive value  
CD79A/B mutations B-cell antigen receptor 3% and 20% of ABC-

DLBCL, respectively 
Associated with the activated B-cell 
phenotype 

 Targeted therapy with BTK 
inhibitor ibutrinib 

MYD88 mutations 
 
 
 

Involved in the Toll-like receptor 
and IL-1 receptor signaling pathway  
 
 
 

30-40% in ABC-DLBCL 
and 10% of GCB-DLBCL 
 
 
 
 

Associated with adverse clinical 
presentation in ABC-DLBCL: 
Presentation at older ages, more 
advanced stage, with frequent 
extranodal involvement, with higher 
International Prognostic Index scores 
 
 
 
 
 
 

Associated with a shorter overall survival and 
worse outcome in ABC-DLBCL 

 

TP53 mutations DNA repair, cell cycle control, 
apoptosis, senescence 

21% of DLBCL Younger age at diagnosis, high serum 
LDH, bulky tumors and high  
International Prognostic Index risk 
group 

Shorter median 5-year survival in DLBCL 
patients 
Stratification of GCB-DLBCL in two different 
subgroups upon TP53 mutational status, 
predicting for worse outcome in the TP53 
mutated subgroup 

 

EZH2 mutations Chromatin conformation EZH2 Y641 residue  in 
30% of the  GCB-DLBCL  

  Targeted therapy with EZH2 
inhibitor 
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2.8. Burkitt lymphoma 

Burkitt lymphoma (BL) is a highly aggressive MBCN that often presents in extranodal 

sites or as an acute leukemia. It comprises three epidemiological variants (endemic, 

sporadic, and immunodeficiency-associated BL) which mainly differ in their 

geographical distribution, clinical presentation, molecular genetics, biological 

features and subtle morphological aspects. Endemic BL occurs in equatorial Africa 

and in Papua New Guinea, being the most common childhood malignancy with an 

incidence peak among children aged 4-7 years and with a male-to-female ratio of 

2:1. Besides, sporadic BL occurs worldwide, mainly in children and young adults (with 

the median age of the adult patients being 30 years), with a low incidence (1-2% of 

all lymphomas in western Europe and in the USA), and with a male-to-female ratio of 

2:3. Finally, immunodeficiency-associated BL is more frequent in the setting of HIV 

infection than in other forms of immunosuppression, and it ususally appears early in 

the progression of the disease (Swerdlow et al., 2016). Regarding morphology, it is 

composed of monomorphic medium-sized B-cells with basophilic cytoplasm and 

numerous mitotic figures, that typically express moderate to strong membrane lgM 

with light chain restriction, B-cell antigens (CD19, CD20, CD22, CD79a, and PAX5), GC 

markers (CD10 and bcl-6), strong myc expression (in almost all BL), and often also 

CD38, CD77, and CD43 (Naresh et al., 2011; Tapia et al., 2011). Otherwise, they are 

usually negative for CDS, CD23, CD138, bcl-2, and TdT. However, aberrant 

phenotypes, such as CDS expression, lack of CD10, or weak bcl-2 expression, have 

also been described in some cases (Masque-Soler et al, 2015).  

Regarding genetic alterations, approximately 80% of patients with BL harbor the 

MYC-IGH t(8;14)(q24;q32) translocation, whereas the remaining cases have MYC 

translocated to either the IGK (at 2p11) or the IGL (at 22q11) locus (Janz, 2006). As a 

consequence of these translocations, MYC expression is strongly upregulated, which 

leads to a pronounced increase in cell proliferation, resulting in one of the most 

rapid tumor types. Heterogeneity in MYC translocations occurs not only because it 

can be rearranged with different loci, but also because various breakpoints may 

occur within these loci. Indeed, there are three main translocation breakpoints in 

MYC: The class I breakpoints, which are within the exon 1 and first intron of MYC; 
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the class II breakpoints, which are located at the 5ʹ end of the MYC, and usually 

within a few kilobases of exon 1; and the class III breakpoints, which can be more 

than 100 kilobases away from MYC (Figure 17). Moreover, the clinical variants of BL 

demonstrate different preferential translocation breakpoints in both MYC and the 

partner immunoglobulin genes (Nguyen et al., 2017). Furthermore, EBV status is 

thought to affect the occurrence of genetic abnormalities in BL, also impacting on 

the generation of MYC-IG translocation. In fact, in the endemic cases, EBV-positive 

MYC-IG breakpoints originate from aberrant somatic hypermutation, while in the 

EBV-negative sporadic cases, MYC translocations mostly involve the Ig switch regions 

of the IGH locus (Bellan et al., 2005; Guikema et al., 2006). However, a small number 

of lymphomas have been recently described lacking MYC translocation and with 11q 

aberrations, but share the classic morphology, clinical presentation, and gene 

expression profile of BL (Salaverria et al., 2014). This group was recognized as a new 

entity distinct from BL (Burkitt-like lymphoma with 11q aberrations) by the 2016 

WHO update (Swerdlow et al., 2016). 

Apart from t(8;14)(q24;q32) translocation,  the most common chromosomal 

abnormalities in sporadic Burkitt lymphoma include gains of 1q, 9q, 12q, 13q, 20q, 

22q, and Xq and losses of 4q, 13q, and 17p (Salaverria et al., 2008; Richter et al., 

2012). In addition, gains in 18q have been found to be associated with ID3 mutation 

as 18q gains only occurred in samples with wild type (WT) ID3 expression (Richter et 

al., 2012). Moreover, focal deletions of 19p13.3 have also been described, suggesting 

that loss of TNFSF7 and TNFSF9 in this region could contribute to pathogenesis in BL 

(Scholtysik et al., 2012). 
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Figure 17. Schematic diagram of the breakpoints in the MYC gene for Burkitt 
lymphoma. Triangles below the gene represent the location of the breakpoints 
reported in the literature. 

 

Besides, recent studies have demonstrated the existence of regulatory pathways 

that cooperate with MYC in the pathogenesis of BL (Figure 18), highlighting the 

importance of the BCR pathway in the pathogenic process (Sander et al., 2012). 

Mutations affecting the transcription factor TCF3 or disrupting its negative regulator 

ID3 (nearly all occurring in the helix–loop–helix functional domain of the protein) 

have been reported in 70% of sporadic and immunodeficiency related BL and in 40% 

of endemic cases. These alterations result in a constitutive activation of the 

BCR/PI3K signaling pathways, promoting survival and proliferation in lymphoid cells 

(Sander et al., 2012; Schmitz et al., 2012). Moreover, the silencing mutations in ID3 

are particularly interesting in light of previous studies that have identified ID3 as a 

direct transcriptional target of MYC, suggesting a mutual regulatory relationship 

between them, which is disrupted in BL through upregulation of MYC and silencing 

of ID3 (Basso et al., 2005; Seitz et al., 2011). In addition, NGS has identified a number 

of additional genetic mutations implicating other pathways involved in Burkitt 

lymphomagenesis (Figure 18). Comparition of the frequency of these mutations with 

those present in GCB and ABC-DLBCL revealed a stronger overlap between genes 

mutated in BL and GCB-DLBCL than ABC-DLCBL, further supporting the idea that BL 

originates from GC B-cells (Schmitz et al., 2012). 

5’                                                                                                                                                                             3’ 
Exon I        Exon II      Exon III 

MYC	 PVT1	

MYC	(8q24)	

Class	II										Class	I																																																																																																																																			Class	III																																																																	
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Figure 18. Recurrent oncogenic pathways in Burkitt lymphoma. (Adapted from 
Schmitz et al., 2012) 

 

Clinical significance of the main genetic biomarkers in Burkitt lymphoma is shown in 
Table 10. 
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Table 10. Clinical significance of the main genetic biomarkers in Burkitt lymphoma. 

 

 

Abbreviations: BL: Burkitt lymphoma 

(Adapted from Onaindia et al., 2017) 

Biomarker Biologic function Frequency Clinical significance Prognostic value  Predictive value  
t(8;14)(q24;q32)   IGH-MYC 

cell cycle, cell growth, apoptosis, 
cellular metabolism and 
biosynthesis, adhesion, and 
mitochondrial biogenesis 

90% of all BL cases Diagnostic marker   

      
t(2;8)(p12;q24) 
t(8;22)(q24;q22) 

IGK-MYC 
IGL-MYC 

Rare 
Rare 

Diagnostic marker 
Diagnostic marker 

  

TCF3 mutations Transcriptional regulator 70% of sporadic and 
immunodeficiency 
related BL and 40% of 
endemic cases 

 
Promote survival and 
proliferation of lymphoid cells 

 

ID3 mutations Transcriptional regulator 70% of sporadic and 
immunodeficiency 
related BL and 40% of 
endemic cases 

 Promote survival and 
proliferation of lymphoid cells 
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3. Genetic techniques used in routine management of mature B-cell neoplasms 

MBCN can often have overlapping clinical and morphological features, which could 

represent diagnostic challenges. However, making an accurate diagnosis is essential 

since the prognosis and treatment of these lymphomas can vary considerably. 

Several genomic studies have identified molecular biomarkers with a diagnostic, 

prognostic and predictive value. The integration of some of these molecular 

biomarkers has shown to be crucial in the diagnosis and management of B-cell 

neoplasms, as reflected in the WHO classification (Swerdlow et al., 2016) as well as 

in consensus patient management guidelines. For this reason, routine laboratories 

perform multiple genetic techniques in order to carry out an integrated diagnosis. 

 

3.1. Chromosome banding analysis 

Chromosome banding analysis (CBA) relies on harvesting cells to obtain mitosis, so 

that the chromosomes can be studied in their most condensed form. This is achieved 

by treating cells with tubulin inhibitors, such as colchicine or demecolcine (colcemid), 

which depolymerize the mitotic spindle and arrest cells in metaphase stage. Each 

chromosome shows a characteristic chromosomal band pattern when stained with a 

specific dye, with G-(Giemsa), R-(reverse), C-(centromere) and Q-(quinacrine) being 

the most common banding. G-banding is the most frequently used technique. This 

banding reflects differences in chromatin structure and base composition between 

different regions of the genome. Indeed, bands depicted in black are enriched in AT-

regions while GC-rich regions are likely clustered in white bands (Korenberg et al., 

1988; Bickmore, 2001). Bands are numbered consecutively away from the 

centromere on both the short (p) and long (q) chromosome arms, and the total 

number of bands or ‘resolution’ in the human karyotype depends on how condensed 

the chromosomes are, and at what stage of mitosis they are in (Francke, 1994; 

Bickmore et al., 2001). Karyotype definition is based on the number and 

chromosome band patterns observed in each methapase. Both normal and altered 

karyotypes are described following the international and standardized nomenclature 
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ISCN (International System for Human Cytogenetics Nomenclature) (McGowan-

Jordan et al., 2016). 

The main advantage of CBA is that it provides whole-genome analysis detecting both 

numerical and structural abnormalities and permits the identification of clonal 

evolution, as well as the presence of multiple independent clones (Rack et al., 2019). 

However, some logistic and technical problems hamper the use of this method. 

These include the need to obtain a relatively large volume of fresh tumor tissue that 

should be processed within a few hours in order to obtain tumor cells in metaphase 

after culture. In addition, although the cells are cultured in a favorable media using T 

or B lymphocyte mitogens like phytohemaglutinin (PHA) or TPA (12-O-

Tetradecanoylphorbol-13-acetate) to improve the yield of metaphases, in several 

lymphomas, in particular indolent lymphomas, the tumor cells may fail to grow in 

culture and only normal karyotypes may be seen (Kluin & Schuuring, 2011). In this 

sense, the requirement for metaphases means that it is not applicable for all disease 

entities. In addition, since the detected abnormalities can be complex, the analysis 

should be carried out by trained professionals. Nonetheless, alterations could be 

incorrectly interpreted or missed due to the poor quality of the metaphases 

obtained in some cases. Furthermore, the resolution offered by banding techniques 

is low, approximately 5-10Mb, which means that small gains or deletions cannot be 

detected and some translocation are cryptic by CBA (Prakash et al., 2016). 

Despite these limitations, CBA is still a useful method to detect specific primary and 

secondary abnormalities and to obtain a general assessment of genetic complexity in 

lymphomas ((Kluin & Schuuring, 2011). 

 

3.2. Fluorescence in situ hybridization 

Fluorescence in situ hybridization (FISH) is a cytogenetic technique that identifies 

chromosomal abnormalities using molecular technology. It allows the detection and 

location of specific sequences of nucleic acids (DNA or RNA) on chromosomal 

preparations, cell extensions or fixed tissue sections (Prakash et al., 2016). FISH 

technique is based on the ability of a single-stranded DNA, called probe, previously 
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marked directly or indirectly with fluorescent molecules (FITC or Rhodamine, for 

instance), to anneal to complementary DNA or RNA. To achieve this, a process of 

denaturation of the DNA of both the sample and the probe is required. This process 

is based on the breakage of the hydrogen bridges that bind the double helix of the 

DNA by using high temperatures (70-80°) or by pH variations, resulting in single-

stranded DNA. Incubation at 37° is then performed, which allows the hybridization of 

the sample DNA with the probe. This process is called renaturalization of the DNA. 

Both denaturation and renaturalization of the DNA are reversible processes, which 

occur physiologically in cells, and can be induced by variations in temperature. 

Finally, the evaluation of the results is carried out using a fluorescence microscope 

(Gozzetti & Le Beuu, 2000). Besides, when formalin-fixed paraffin-embedded (FFPE) 

tissue sections are used, a previous pretreatment is an essential step for effective 

FISH. This step includes a deparaffinization of the FFPE tissue sections, and a 

proteolytic digestion to permeabilize cell membranes, facilitating the penetration of 

fluorescently labeled probes. The general stages of the FISH are detailed in the 

Figure 19. 

 

 

 

 

 

 

 

 

 

 

Figure 19. General stages of the FISH technique. (Adapted from Speicher & Carter, 
2005) 
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Early in the 90's, FISH technique began to be used in the hematology laboratories 

applied to the diagnosis, forecast and follow-up of hematological neoplasms (Chen 

et al., 1992). The main advantage of FISH analysis is that it is suitable for neoplasms 

where metaphases are difficult to obtain (due to mitotic limitations or inability to 

obtain fresh samples) and when rapid diagnostic testing is required. In return, as it is 

a targeted analysis, it therefore needs to be combined with other testing to provide 

comprehensive information of chromosome abnormalities. In addition, despite 

presenting a higher resolution compared with the CBA, its resolution is limited to 

100-150 kb, according to the design of the probe. Therefore, critical deletions and/or 

very small copy number changes should be tested by array or other molecular 

methods (Rack et al., 2019). 

Nowadays it may be used as a sole or first line test for some neoplasms. In fact, FISH 

is the method of choice when no fresh sample is available, to detect submicroscopic 

(microdeletions) or cryptic abnormalities by CBA and to assess chromosomal 

rearrangements that could be missed by other molecular methods due to variable 

breakpoints (for example some BCL2-IGH translocations) or that involve multiple 

possible partner genes (MYC for instance). In addition, FISH is a useful 

complementary technique, particularly in combination with microarray data for the 

detection of balanced rearrangements, and to better clarify CBA results.  

 

3.2.1. Probe types 

There are a variety of probes used in the diagnostic routine, most of them 

commercially available. The main types of FISH probes are described below (Figure 

20): 

• Centromeric probes, which hybridize specifically with the repetitive 

sequences (α- and β-satellite sequences) of the centromeric region of each 

chromosome. These probes allow the detection of numerical chromosome 

alterations (aneuploidies). 
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• Chromosome painting probes use cloned DNA libraries derived from whole, 

flow-sorted human chromosomes. Hybridization results in the fluorescent 

staining or “painting” of the entire chromosome and is particularly useful in 

characterizing marker chromosomes or unclear structural abnormalities by 

CBA, but it need to be assessed in metaphase. 

• Locus-specific probes, which are complementary to specific chromosomal 

regions or genes. Their sizes vary depending on the nature of the cloning 

vector. These probes are particularly useful for detecting copy number 

alterations or structural rearrangements involving a specific locus or gene. 

Figure 20. Example of the different types of FISH probes. (Adapted from 

Mcneil & Ried, 2000) 

 
 
Within this group of locus-specific probes, there are two type of probes 

designed to detect chromosomal rearrangements (Figure 21): 

 

1. Dual-fusion probes, which consist of two probes located in the two genes 

involved in a chromosomal translocation with different fluorochromes. 

The detection of two fusion signals allows the identification of a specific 

translocation. These probes provide information on the two 

chromosomal regions involved in the translocation, and allow the 

detection of variant FISH patterns, such as deletions associated with the 

translocation. 
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2. Break-apart probes are also used to detect chromosomal translocations 

but especially when the rearrangement could involve multiple partner 

genes, as is the case for MYC or BCL6. On this occasion, probes with 

different fluorochromes target on 3’ and 5’ of the breakpoint in the 

oncogene, and the display of the non-merged signals would be indicative 

of translocation. Hence, the main limitation of these probes is that they 

do not provide information about the rearrangement partner. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21. Example of the specific locus probe types for the detection of 

chromosome translocation. For each type of design, dual-fusion and break-apart, 

normal and altered FISH pattern are shown. 
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3.2.2. Non-commercial probes 

Non-commercial probes can be made from complementary DNA (cDNA) (Von 

Deimling et al., 1999), plasmid, cosmid (Tsuchiya et al., 2002), P1 clone (Mark et al., 

2005), fosmid (Birren et al., 1996), YAC or BAC (Liehr et al., 2002) molecules. The 

choice of the vector is made based on the length of the DNA to be cloned. However, 

BACs are the most widely used vector. 

BACs are F-plasmids that contain an inserted sequence of the human genome to be 

cloned, which is approximately 300 kb in size, and an antibiotic resistance gene. 

BACs are then transfected into Escherichia coli bacteria, which are cultured in LB 

(Luria-Bertani) medium in the presence of an antibiotic to select those cells that 

contain the BAC. After that, bacterias are lysed and DNA sequence is joined to its 

fluorescent marker using the Nick Translation protocol (Rigby et al., 1977). Once the 

BAC probe has been labeled, it is hybridized on metaphases from cytogenetic 

cultures of healthy individuals to discard possible cohybridizations with other regions 

of the genome. 

3.3. Genomic arrays 

Genomic arrays, also termed ‘molecular karyotyping’ (Vermeesch et al., 2005) are 

used to detect changes in DNA copy number. Over the years it has been observed a 

change from the use of low resolution to higher resolution genomic microarrays for 

detection of both CNA and SNP variations. Depending on the hybridization system 

used, two types of genomic microarrays can be distinguished (Figure 22):  

1. The comparative genomic hybridization array (CGH array) technique was 

described in the late 1990s and emerged as the evolution of the comparative 

genomic hybridization (CGH) technique, developed in the early 1990s. The CGH 

technique is based on the competitive hybridization of a tumor DNA against a 

control DNA, differentially labelled with two fluorophores, on normal metaphase 

preparations. CGH resolution ranges from 5-10 Mb, this being the main limitation 

of the technique. On the contrary, the hybridization of CGH arrays is carried out 

on a solid support containing thousands of probes and the resolution is defined 

by the type of probe used (Figure 22). While BAC arrays with relatively low 
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resolution were initially applied, a shift towards the use of synthetic 

oligonucleotides ranging from 25 to 75 bases in length over recent years has 

allowed a dramatic increase in resolution. In general, larger targets such as BACs 

provide better signal-noise ratios than with smaller oligonucleotide targets. 

However, the increased genomic coverage and short target length of oligo arrays 

facilitate more accurate refinement of breakpoints and CNA detection, which 

may be less than 1 Mb in size. It is noteworthy that some of the current CGH 

array platforms available combine oligonucleotide probes to detect CNA but also 

some probes targeting SNPs. 

2. The SNP array is composed by a combination of oligonucleotide and SNP probes 

in the solid support.  The main difference compared with CGH array is that a 

single hybridization is performed for the patient’s DNA and the signal intensities 

are then compared with a reference dataset (Figure 22). 

 

Figure 22. Scheme of the basic process carried out in the two types of array 

hybridization. 
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Array analysis allows the accurate detection of CNA along the genome and the 

identification of genomic instability, including complex genomic alterations such as 

chromothripsis. In addition, the inclusion of SNP probes in the microarrays enable 

the detection of polyploidy and acquired copy neutral loss of heterozygosity (aCN-

LOH) regions, which often mask point mutations in tumour suppressor genes.  

In addition, as no cell culture is required, it is a valuable technique for pathologies 

where CBA studies could not be performed or show poor results. Furthermore, it is 

particularly useful for neoplasms where multiple CNA are tested, replacing multiple 

FISH analyses, and for the detection of very small CNA. However, it is important to 

note that limitations of microarrays, inherent to the technique, are that they show a 

limited sensitivity (around 20-30%) and cannot detect individual clones and balanced 

chromosomal rearrangements (balanced translocations and inversions) (Rack et al., 

2019). 

 

3.4. Polymerase chain reaction 

The polymerase chain reaction (PCR) was invented in 1985 by Kary B. Mullis (Mullis, 

1990) and is a simple enzymatic assay, which allows the amplification of a specific 

DNA fragment from a complex pool of DNA (Garibyan & Avashia, 2013).  

Each PCR assay requires the presence of template DNA, primers, nucleotides, and 

DNA polymerase. The DNA polymerase is the key enzyme that links individual 

nucleotides, adenine, thymine, cytosine, and guanine (A, T, C, G), together to form 

the PCR product. The primers are short DNA fragments with a defined sequence 

complementary to the extremes of target DNA that is to be detected and amplified, 

and therefore, they are those that specify the exact DNA product to be amplified 

(Garibyan & Avashia, 2013).  

The reaction consist of three steps (denaturation, annealing, and extension) that are 

repeated 30-40 cycles, resulting in the exponential accumulation of the specific 

target fragment, approximately 2n, where n is the number of cycles (Mullis, 1990). 

First, the solution is heated above the melting point of the two complementary DNA 

strands of the target DNA, which allows the strands to separate. This process is 
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called denaturation. Next, the temperature is lowered to allow the specific primers 

to bind to the target DNA segments, a process known as hybridization or annealing. 

The annealing will occur only if they are complementary in sequence. The 

temperature is then raised again, at which time the DNA polymerase is able to 

extend the primers by adding nucleotides to the developing DNA strand. Finally, the 

PCR product is analyzed. There are two main methods of visualizing the PCR 

products: (1) staining of the amplified DNA product with a chemical dye such as 

ethidium bromide, which intercalates between the two strands of the helix or (2) 

labeling the PCR primers or nucleotides with fluorescent dyes (fluorophores) prior to 

PCR amplification. Besides, the most widely used method for analyzing the PCR 

product is the use of agarose gel electrophoresis, which separates DNA products on 

the basis of size and charge. Therefore, in addition to determining the presence of 

PCR product, it allows defining its size using standardized molecular markers (Figure 

23). 

PCR can be carried out using DNA from a variety of tissues and organisms, but can 

also be performed using RNA samples, in which case a reverse transcription must be 

performed before the PCR to obtain cDNA (RT-PCR) (Bachman, 2013). 

A variant of PCR is quantitative real-time PCR or qRT-PCR, which provides 

information beyond mere DNA detection. Unlike conventional PCR, qRT-PCR enables 

both detection and quantification of the PCR product in real-time, while it is being 

synthesized (VanGuilder et al., 2008). There are two common methods used to 

detect and quantify the product, which include (1) fluorescent dyes that non-

specifically intercalate with double-stranded DNA and (2) sequence-specific DNA 

probes consisting of fluorescently labeled reports. The latter allow detection only 

after hybridization of the probe to its complementary DNA target. In both cases, the 

quantification of the target DNA is possible since the fluorescence signal increases in 

direct proportion to the amount of PCR product (Figure 23). Additionally, real-time 

PCR can also be combined with reverse transcription, allowing RNA samples to be 

used and quantified.  

PCR is a simple and rapid technique with the potential to produce millions to billions 

of copies of a specific product for detection, sequencing, or cloning. Therefore, it is a 
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very sensitive technique, since only small amounts of DNA are needed for the PCR to 

generate enough copies to be analyzed. However, and due to its high sensitivity, any 

form of contamination of the sample, even by small amounts of DNA, can produce 

misleading results (Smith & Osborn, 2009).  

Besides, the design of the primers requires prior knowledge of the sequence to be 

amplified. Furthermore, as has been observed in rearrangements, if deletions or 

variations in the sequence occur, the primer cannot bind (Espinet et al., 2004). 

Therefore, PCR can only be used to identify the presence or absence of a pathogen 

or gene with a well-known sequence (Schoenbrunner et al., 2017). Besides, qRT-PCR 

has the advantage of quantification of the synthesized product. Therefore, it can be 

used to analyze alterations of gene expression levels in tumors, for example 

(Iacoangeli et al., 2018). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23. Scheme of the basic process carried out in PCR and real-time PCR. 
(Adapted from Garcia and Ma, 2005) 
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3.5. Sanger sequencing 

Sanger sequencing, also known as the ‘chain termination method’, was developed by 

Frederick Sanger and colleagues in 1977 (Sanger et al., 1977), and allows to 

determine the nucleotide sequence of DNA. 

It is a targeted sequencing technique that uses oligonucleotide primers to search for 

specific DNA regions. It begins with denaturation of the double-stranded DNA. The 

primers are then annealed to the single-stranded DNA and elongated the chain using 

a mixture of deoxynucleotide triphosphates (dNTPs) and chain-terminating 

dideoxynucleotide triphosphates (ddNTPs) tagged with a fluorescent dye specific for 

each nucleotide. Since ddNTPs do not contain a 3’-hydroxyl group, the chain cannot 

be further extended when a ddNTP is added. Moreover, dNTPs and ddNTPs have an 

equal chance of attaching to the sequence, therefore each DNA fragment will 

terminate at varying length, resulting in a mixture of DNA fragments of different size 

all having the same 5'end but with different ddNTP residue at 3’ end (Sanger et al., 

1977). The extension products are then separated by capillary electrophoresis (CE). 

Since the rate at which a DNA fragment migrates through the medium is inversely 

proportional to its molecular weight, CE can separate different DNA fragments by 

size at one base resolution. In addition, a laser excites the dye-labeled DNA 

fragments so that the included ddNTP can be idendified as each nucleotide emits 

light at a characteristic wave length. The software can then interpret the detected 

signals and translate them into a ‘peak’ sequence (Figure 24) (Karger & Guttman, 

2009). 

Sanger sequencing is a robust testing strategy able to determine whether a point 

mutation or small deletion or duplication is present and it has been widely used for 

several decades in many settings. However, even though individual Sanger 

sequencing reactions can be performed to cover any desired region, this approach 

can be costly when compared with other multiplex testing systems. Therefore, most 

currently available Sanger sequencing tests are gene-specific or analyze a small 

subset of genes. In addition, Sanger sequencing is able to identify mosaic mutations 

including as low as 20% of the cells, but is not precisely quantifiable and additional 

testing strategies must be used for quantification. 
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Figure 24. Scheme of Sanger sequencing. 

 

The main carachteristics of the classical genetic thechniques applied in the 

management of MBCN in the clinical setting are summarizes in Table 11. 
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Table 11. Comparison of the techniques used in the management of mature B-cell neoplasms. 

 

Technique Resolution Sensibility Need to have 
dividing cells 

Distinction between 
individual clones 

Genome overview Detection of balanced 
alterations 

 

LOH 
detection 

 
Chromosome 

banding analysis 
Low 10% Yes Yes Yes Yes No 

Fluorescent in situ 
hybridization 

Low High No No No Yes No 

CGH arrays High 20-30% No No Yes No No 

SNP arrays High 20-30% No No Yes No Yes 

PCR High High No No No Yes Yes 

Sanger Sequencing High 20-30% No No No Yes Yes 
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4. Next-generation sequencing 

4.1. Next-generation sequencing applications 

For decades, the methodology described by Frederick Sanger has been the gold 

standard for DNA sequencing (Sanger et al., 1977). Since the completion of the first 

sequenced human genome (International Human Genome Sequencing Consortium, 

2004), there has been a revolution in sequencing techniques. Post-Sanger 

technologies, which are collectively referred to as next-generation sequencing (NGS), 

provide a significant increase in sequencing throughput due to parallelization, 

automation and computerization of the sequencing method (Mardis, 2011; Goodwin 

et al., 2016). Since 2004, when the first commercial NGS sequencer was available, 

several NGS sequencers based on different chemistries have been launched into the 

market (Figure 25) and the costs associated with NGS have decreased continuously, 

with a notable decline during the last years (Goodwin et al., 2016).  

Since the introduction of NGS technology, the production of large number of low-

cost reads made the NGS platforms useful for many applications in clinical diagnosis. 

These include sequencing the entire genome, exons of every protein-coding gene or 

targeting specific genomic regions (De Koning et al., 2015). Whole-genome 

sequencing (WGS) can be used to determine the complete sequence of an entire 

DNA sample, including all the coding and non-coding sequences. The major 

advantage of this approach is that the complete genomic information will be 

available and the sequencing time is relatively fast. In addition, DNA for WGS is 

prepared using PCR-free protocols. The purified genomic DNA is fragmented and 

ligated with indexed adapters with no amplification required. Therefore, this method 

reduces the bias and gaps associated with PCR preparations, which in turn produces 

largely uniform depth of coverage of the entire genome. As a result, an average read 

depth of only ∼35X is required to ensure that there are a sufficient number of data 

points to make a high confidence nucleotide call at nearly all sites (Ajay et al., 2011; 

Sims et al., 2014). Specifically, in the study of hematological malignancies, WGS has 

provided a comprehensive view of the neoplastic genome (Morin et al., 2013; 

Puente et al., 2015). The goal of such analysis is typically to identify somatic variants 

by comparing the sequence of the neoplastic population with their germline 
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counterpart. Although this strategy may be attractive, significant computational 

difficulties are associated with the underlying analysis, mainly due to the very large 

amount of data that is generated and has to be analyzed. An additional challenge of 

working with genome scale data is that certain relatively large portions of the 

genome are still difficult to examine accurately because they are highly repetitive, 

such as sequences in centromeric and telomeric regions, in addition to other highly 

repetitive sequences that are scattered throughout the genome (Treangen & 

Salzberg, 2012). Moreover, although ∼35X coverage is adequate to produce 

genotype calls with acceptably low error rates, reliable identification of variants in 

highly aneuploid genomes or heterogeneous cell populations, such as those of 

tumors that may also have subclonal variants and alterations of very low frequency, 

requires greater depth of coverage (Ajay et al., 2011; Sims et al., 2014). Besides, 

despite the decreasing costs of NGS technologies, WGS is still too expensive for the 

clinical practice.  

A more specialized approach is to focus only on specific regions of the genome using 

an approach known as ‘targeted sequencing’, which can include from a single 

selected genic region up to the entire set of protein-coding regions, also known as 

whole exome sequencing (WES). WES is a high throughput genomic technology that 

focuses on protein-coding regions, which are the most functionally relevant parts of 

the genome, selectively captured by target enrichment strategies (Hodges et al., 

2007). Since the exome represents approximately 1-2% of the genome, WES 

technology provides higher depth of coverage at a lower cost and in a shorter time 

than WGS, resulting in a more accessible strategy suitable for molecular diagnosis 

and for discovering novel disease related genes (Quesada et al., 2012). However, the 

depth of coverage along exons is less uniformly distributed, contributing to many 

low coverage regions, which hinders accurate variant calling (Wang et al., 2017). This 

uneven depth of coverage is mainly associated with the target enrichment strategy, 

which is achieved by oligonucleotide probes that selectively hybridize, capture and 

amplify (by PCR) the entire coding region of the genome (Hodges et al., 2007). 

Capture probes and PCR primers anneal more easily to some regions of the genome 

than others, therefore, some regions will become amplified many times while others 
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will be infrequently amplified. Aditionally, WES data has more sparse regions 

compared with WGS, contributing to more false negative variant calls ( Wang et al., 

2017). Therefore, to overcome these limitations, samples are generally sequenced at 

an average read depth of ∼100X, which is the depth required to minimize the 

number of sites with insufficient data points to make a highly trusted nucleotide call. 

Besides, since this strategy began to be applied to the study of the cancer genome, 

most large-scale projects, such as The Cancer Genome Atlas (TCGA) and the 

International Cancer Genome Consortium (ICGC), have focused exclusively on 

genomic variation in the coding sequences to characterize the cancer genome 

(Hudson et al., 2010; Chang, 2013). However, mutations in the non-coding regions of 

the genome have been identified, some of which with clinical implications, and yet 

can not be detected by WES approach (Weinhold et al., 2014; Puente et al., 2015; 

Schmitt & Chang, 2016). 

On the other hand, custom targeted sequencing has several advantages in clinical 

diagnosis compared with WES and WGS. This strategy can not only analyze a panel of 

several selected genomic regions simultaneously, it can also analyze a large number 

of samples in a single run and in a relatively short processing time, ultimately 

reducing the cost of sequencing. Since this approach is focused on ‘limited’ genomic 

regions, the sequencing read depth obtained can be much higher than in WGS or 

WES, which also overcomes the limitations derived from the target enrichment 

strategy. In addition, the analysis of the generated data and the interpretation of 

variants are less challenging, making the response time significantly shorter 

(Sikkema-Raddatz et al., 2013). Altogether, targeted NGS panels have emerged as 

the most widely used NGS methodology for the onco-hematological clinical practice. 

Several commercial and custom panels have been developed and efforts have 

emerged to standardize and homogenize their aplication on this field (Li et al., 2017; 

Palomo et al., 2020). Although in recent years various custom and commercial panels 

have been developed to study MBCN, these panels have been mostly used at the 

research level, since in most of the cases the abnormalities assessed are not 

mandatory in the clinical setting (Sutton et al., 2015; Rodríguez-Vicente et al., 2017). 

However, a NGS panel that could comprise the distinct genetic alterations present in 
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the different MBCN could be of great interest in the clinical practice (Sujobert et al., 

2019). 
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Figure 25. Pipeline illustrating the different commercial NGS sequencers available and their main characteristics. (Adapted from Kamps et al., 2017) 
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4.2. NGS workflow 

Although multiple sequencing chemistries and platforms are currently available, and 

more are being developed, they generally share a common workflow. Herein, the 

main steps of targeted sequencing from DNA samples are detailed. 

4.2.1. Library preparation 

Library preparation refers to the process of preparing DNA for its use on a 

sequencer. Although there are many methods available, they all present the same 

core steps: obtaining target DNA molecules of the desired size and assembly of the 

oligonucleotide adapters to the ends of the target fragments (Head et al., 2014). 

Indeed, the term library refers to these fragments of DNA with flanking adaptors that 

are ready for sequencing. Two main strategies have been developed for library 

preparation (Figure 26):  

A) Hibridization-capture based strategies  

This strategy includes an initial random fragmentation of the DNA molecules into 

varying sizes.The size of the target DNA fragments in the final library is a key 

parameter for NGS library construction. Three approaches are available to 

fragment nucleic acid chains: physical, enzymatic, and chemical. Nevertheless, 

physical (acoustic shearing, sonication and hydrodynamic fragmentation) or 

enzymatic methods (that include digestion by DNase I or Fragmentase) are the 

most used. Once the starting DNA is fragmented, the ends are blunted and 5ʹ 

phosphorylated. In addition, the 3ʹ ends are A-tailed to facilitate ligation to 

sequencing adapters. DNA fragments are then tagged with adaptors that may 

include molecular barcodes (to allow pooling of patient samples), universal PCR 

primers, hybridization sequences to bind the DNA fragment to a surface, and 

recognition sites to initiate sequencing. 

 

 

 



74 
 

An alternative method is the Nextera DNA Sample Prep Kit (Illumina), which 

prepares genomic DNA libraries by using a transposase enzyme to 

simultaneously fragment and tag DNA in a single-tube reaction termed 

“tagmentation” (Adey et al., 2010). The engineered enzyme has dual activity; it 

fragments the DNA and simultaneously adds specific adapters to both ends of 

the fragments, which will be used to amplify the insert DNA by PCR. This method 

brings several advantages, including reduced sample handling and preparation 

time. 

The resulting library undergoes a target enrichment process to capture specific 

regions of interest to be sequenced, which is based on hybridization to 

complementary sequences. This hybridization-based strategy employ a genomic 

DNA denaturation and annealing of different length DNA or RNA single-stranded 

oligonucleotides (referred to as ‘probes’ or ‘baits’) to the region of interest. The 

probes are generally biotinylated, which allows them to bind to streptavidin-

coated magnetic beads and thus capture sheared, complementary DNA in the 

bead complex. 

B) Amplicon-based strategies 

PCR-based strategies rely on primer driven amplification of the region of interest 

and are generally combined with the library preparation step, as the primers that 

select the regions of interest may also contain the adaptor sequences (Kozarewa 

et al., 2015). 
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Figure 26. Comparison of target enrichment workflow for amplicon and capture 
hybridization NGS assays. 

 

Optimizing the enrichment procedure in a diagnostic panel is of major importance. 

The choice of enrichment strategy is often dictated by the clinical use and the type of 

alterations that are going to be assessed. While sequence capture is preferred for 

large genomic regions, PCR is often chosen for smaller regions where greater 

enrichment is desired (Samorodnitsky et al., 2015). Table 12 summarizes the main 

differences between both strategies. 

Figure 27. Comparison of target enrichment workflow for amplicon 
and capture hybridization NGS assays. 
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    Table 12. Comparison between the two main NGS strategies. 

 

 

 

 (Adapted from Metzker, 2010; Samorodnitsky et al., 2015)

 Amplicon-based NGS panels Hibridization-capture based NGS panels 

Basis DNA is enriched in regions of interest by 

amplification with region-specific primers 

 

The DNA is enriched in the regions of interest by hybridization 

with complementary probes to each region and subsequent 

amplification 

 

Recomended for Small anels: <500Kb (2-650Kb) Medium-large panels: 500Kb-15Mb 

Type of coverage achieved Staggered (useful for hot spots) Bell 

Requirements Sequences must be known for the design of the 

specific primers: useful for well-known fusion 

genes 

 

It is not necessary to know the entire sequence of the region to 

be covered: useful for rearrangements with unknown 

translocation partners and complex rearrangements with gain 

and loss of material 
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4.2.2. Sequencing 

After library preparation and multiplexing of the samples that need to be sequenced, 

sequencing step is run into a sequencer. Different technical strategies are used 

among the commercial sequencers available, nonetheless in all of them sequencing 

include a clonal amplification and a read sequencing approach.  

In clonal amplification step, each DNA fragment is immobilized and clonally 

amplified. The two most common methods used are the following:  

- Emulsion PCR (emPCR), in which bead emulsion is used to immobilize and 

clonally amplify the DNA. Beads contain sequences that hybridize to part of 

the adaptor on the DNA fragments. After adaptor ligation, DNA is separated 

into single strands and captured onto beads under conditions that favur one 

DNA molecule per bead. A reaction mixture consisting of an oil–aqueous 

emulsion is created to encapsulate bead–DNA complexes into single aqueous 

droplets. PCR amplification is performed within these droplets to create 

beads containing several thousand copies of the same template sequence. 

Then, beads are immobilized in a support to continue with sequencing 

(Mardis, 2013). 

- In solid-phase amplification the flow cell contains forward and reverse 

primers that are complementary to the adaptors on the DNA fragments. 

After single-stranded DNA (ssDNA) templates are annealed to the anchor 

oligonucleotides on the surface of the flow cell, DNA molecules are clonally 

amplified in a modified isothermal PCR reaction termed “bridge PCR”, in 

which the DNA molecules form a “bridge” with an adjacent anchor 

oligonucleotide. This process results in the generation of more than 100 

million spatially separated template clusters, containing over 1000 copies of 

clonally amplified DNA molecules on the surface of the flow cell. Clusters are 

then denatured to provide a single-stranded template, and a sequencing 

primer oligonucleotide is hybridized to the strand initiating the sequencing 

reaction (Adessi et al., 2000; Fedurco et al., 2006). 
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With regard to short-read sequencing approaches, three different strategies are the 

most widely used:  

- Sequencing by ligation (SBL):  involves the hybridization and ligation of 

labelled probe and anchor sequences to a DNA strand (Drmanac et al., 2010). 

The probes encode one or two known bases (one-base-encoded probes or 

two-base-encoded probes) and a series of degenerate or universal bases, 

driving complementary binding between the probe and template, whereas 

the anchor fragment encodes a known sequence that is complementary to an 

adapter sequence and provides a site to initiate ligation. After ligation, the 

template is imaged and the known base or bases in the probe are identified 

(Landegren et al., 1988). A new cycle begins after complete removal of the 

anchor–probe complex or through cleavage to remove the fluorophore and 

to regenerate the ligation site. This strategy is used by SOLiD and Complete 

Genomics sequencers. 

- Sequencing by synthesis (SBS): is a term used to describe numerous DNA-

polymerase-dependent methods in the literature, and there are different 

mechanisms involved in this approach: cyclic reversible termination (CRT) and 

single-nucleotide addition (SNA) (Goodwin et al., 2016).  

CRT (Illumina, Qiagen) approaches are defined by their use of terminator 

molecules that are similar to those used in Sanger sequencing, in which the 

ribose 3ʹ-OH group is blocked, thus preventing elongation (Guo et al., 2008). 

During each cycle, a mixture of all four individually labelled and 3ʹ-blocked 

deoxynucleotides (dNTPs) are added. After the incorporation of a single dNTP 

to each elongating complementary strand, unbound dNTPs are removed and 

the surface is imaged to identify which dNTP was incorporated at each 

cluster. The fluorophore and blocking group are then removed and a new 

cycle is begun. 

Unlike CRT, SNA approaches (454, Ion Torrent) rely on a single signal to 

identify the incorporation of a dNTP into an elongating strand. For that 

reason, each of the four nucleotides must be added iteratively to a 

sequencing reaction to ensure that only one dNTP is responsible for the 
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signal. The exception to this is homopolymer regions where identical dNTPs 

are added, with sequence identification relying on a proportional increase in 

the signal as multiple dNTPs are incorporated.  

 

Despite all the different technologies available on the market, most clinical 

sequencing is performed on Illumina sequencers (San Diego, California), including 

the Novaseq, Hiseq, NexSeq, Miseq, Miniseq, iSeq or Ion Torrent sequencers 

(Thermo Fisher Scientific, Gloucester, UK), which include the IonPGM, IonProton, 

and IonS5 (Yohe & Thyagarajan, 2017).  Figure 27 sumarizes the main steps of 

targeted sequencing from DNA samples of the different NGS platforms. 

 

 

 

Figure 27. Scheme of the different NGS platforms. 
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4.2.3. Data analysis 

The raw data generated by the different technologies undergo several bioinformatic 

processes, referred to as a pipeline, to ultimately result in a variant call file (VCF). 

This process includes demultiplexing, quality analysis, mapping the reads to a 

reference genome (resequencing), and variant identification and annotation (De 

Leng et al., 2016). First, in the demultiplexing step, all reads are sorted by bar 

code/sample before further analysis, generating a file called FASTQ file. After, the 

individual reads for a sample are mapped or aligned to a reference genome, 

resulting in the BAM file, and any difference between the reference and the 

sequencing read is noted. Then, duplicate or identical reads are discarded for 

capture-based sequencing (also for WGS), but not for amplicon-based sequencing. 

Later on, BAM files are analyzed to discover all sites with statistical evidence for an 

alternate allele presence. If multiple reads show the same difference, a variant is 

called. The quality of signal for an individual base read and the mapping quality are 

considered when calling a variant. The output file that defines all the variants for a 

sample and their allelic fractions is referred to as the VCF, and it will contain all 

variants detected. Additional bioinformatic tools can be used to filter out known 

sites of variations, machine artefacts, population variants, or variants previously 

identified as benign, for example, resulting in high-quality genotypes for each 

sample. Finally, this list of variants undergoes interpretation. It is noteworthy that 

BAM files can be analyzed with multiple bioinformatics tools to obtain diverse 

information from the sample. Although in the majority of applications the variants 

assessed are SNPs and short indels, large CNA or genomic rearrangements can also 

be detected by NGS sequencing. 
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4.2.4. Variant Interpretation 

Translating the vast amount of data generated by NGS into meaningful clinical 

information is often a complex and a challenging process. For this reason, a robust 

and reliable framework is required for curating, interpreting, and reporting 

actionable variants. 

In this sense, the American College of Medical Genetics and Genomics (ACMGG), the 

Association for Molecular Pathology (AMP), and the College of American Pathologists 

(CAP) joint efforts and published guidelines for interpretation and classification of 

germline variants in 2015 (Richards et al., 2015). This recommendation describes a 

process for classification of variants into five categories of pathogenicity based on 

various criteria (Figure 28A). More recently, the AMP, the American Society of 

Clinical Oncology (ASCO) and CAP jointly published guidelines to provide a systematic 

and consistent approach for the classification, interpretation, and reporting of 

somatic variants among laboratories (Li et al., 2017). In contrast to previous 

classification schemes, these guidelines focus on clinical significance and 

actionability, with less emphasis on the pathobiologic effects of the variants (Figure 

28B).  The intent of this shift was to highlight and prioritize alterations based on 

clinical evidence and streamline care decisions.   

Taken together, the purpose of these guidelines is to establish uniformity across 

laboratories, present a reliable algorithm for classification of the less established 

variants, and provide the most accurate results that will help management decisions. 
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Figure 28. Summary table of the classification of variants in the 2015 (A) and 2017 

(B) guidelines. (Adapated from Richards et al., 2015; Li et al., 2017) 

A 

B 
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4.3. Technical considerations and limitations of NGS 

The application of NGS technologies in the characterization of human tumours has 

provided unprecedented opportunities to understand the biological basis of 

different cancer types, discover new genomic biomarkers,  develop targeted 

therapies, and to guide clinical decision-making regarding the genomic 

characteristics of patients. Thus, targeted panels are currently used for molecular 

diagnostic somatic testing in solid tumors and hematological malignancies. However, 

before the introduction of a new panel in the clinical routine, several issues need to 

be considered, as they will determine both the quality of the obtained results and 

the costs of its application: 

1) Target regions included in the panel: Whether using a commercial or custom 

panel, the size of the panel may affect sequencing reagent cost, depth of 

sequencing and laboratory productivity. In multiplex libraries, the number of 

samples included in each run affects the final coverage to which each sample 

will be sequenced. In order to obtain cost-effective panels an equilibrium 

between the number of patients multiplexed and the minimum coverage 

required should be stablished. Therefore, the use of larger panels will supose 

either lower multiplexing capacity (higher cost) or diminished depth of 

sequencing, which ultimately will affect the sensitivity of the panel. It is 

recommended to include only those genes or genomic regions that have 

sufficient scientific evidence for the disease diagnosis, prognostication, or 

treatment (Joseph et al., 2016).  

2) Selection of the target enrichment and sequencing strategy: As previously 

mentioned, each target enrichment approach varies in sensitivity (percentage 

of target bases that are represented by one or more sequence reads), 

specificity (percentage of sequences that map to the intended targets, known 

as on-target sequences), uniformity (variability in sequence coverage across 

target regions), reproducibility (correlation of results obtained from replicate 

experiments), cost, ease of use,  amount of DNA required, and type of 

alteration that can be detected. Regarding sequencing platforms available, 

they differ in sequence capacity, sequence read length, sequence run time, 
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quality and accuracy of the data. Therefore, when choosing a sequencer 

there are several parameters, such as size of the targeted region, type of 

variation detected, required depth of coverage, projected sample volume, 

turnaround time requirements, and costs, that should be considered 

(Metzker, 2010; Mardis, 2013). Moreover, DNA fragments can be sequenced 

from one end, single-end, or from both ends matched to each other, paired-

ends. Although paired-end reads are twice as expensive, they deliver more 

than twice the information, namely the read sequences plus their 

connectivity, and can be used to identify small-scale genomic 

rearrangements, such as insertions and deletions (indels) and translocations, 

in addition to aid mapping of repetitive regions of the genome (Ulahannan et 

al., 2013).  

3) Quantity and quality of samples: Tumor samples often provide only small 

amounts of genetic material, particularly when collected as biopsy samples or 

fine needle aspirates.  Such samples may also harbor low levels of tumor 

cellularity due to infiltration of non-malignant cells, leading to a reduction of 

detection sensitivity. Moreover, most tumors are processed and stored as 

FFPE tissue. This process typically leads to the fragmentation and chemical 

modification of DNA, which might affect the achievable depth of coverage 

and can elevate certain types of false positive results owing to DNA damage 

(Williams et al., 1999; Do & Dobrovic, 2015). Fortunately, advances in sample 

preparation methodologies have led to reductions in the minimum DNA input 

requirements and have made FFPE samples more amenable to NGS analysis 

(Van Allen et al., 2014; Einaga et al., 2017). However, low DNA input affects 

the complexity of the library, which is an important determinant of the 

quality of the results. In fact, libraries with good enrichment but very little 

DNA (generally <1 nanogram) may have complexity issues since they do not 

yield more than a few million distinct reads. Besides, high number of PCR 

cycles during the amplification step of library construction may also lower 

library complexity (Berger & Mardis, 2018). 
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4) Inherent technical limitations of NGS: Certain areas of the genome, such as 

homologous regions, repetitive regions, and GC-rich regions are not reliably 

interpretable by the current NGS platforms and standard bioinformatics 

algorithms. Homologous regions, including pseudogenes, are areas with high 

sequence similarity that may differ from the gene of interest by only a few 

base pairs. As a result, fragments of DNA from a target gene and homologous 

regions will have poor mapping quality, and reads belonging to the homolog 

can be mismapped to the real gene and vice versa, which can ultimately lead 

to false positive calls (Mandelker et al., 2014).  

For repetitive areas, unique sequence flanking the repeat is required to 

reliably map a sequencing read and determine the size of the repeat. 

However, although they may be sequenced, the coverage will be less since 

some reads will not be informative. Conversely, if the repetitive regions are 

larger than the size of the DNA insert they will not have a flanking sequence 

and therefore will not be accurately mapped. Finally, GC-rich regions appear 

to have higher background noise and lower quality of sequencing, and in 

addition, Illumina sequencers in particular often give substitution errors in 

areas of high GC content and long G/C homopolymers (Samorodnitsky et al., 

2015; Shin & Park 2016). 

Besides, although NGS platforms work reasonably well at detection of SNV 

and small indels, it still have many limitations to detect structural 

rearrangements or CNA, mainly due to  the insert size, which is the size of the 

DNA fragment between the adaptors (Nord et al., 2011; Pugh et al., 2016). 

Although some technologies provide longer insert size than others, such as 

hybrid-capture technologies, this size could not be sufficient to detect large 

genomic alterations (Amarasinghe et al., 2020). 

Finally, there are difficulties associated with sequencing from polymerase 

amplified fragment populations (Dohm et al., 2008; Potapov & Ong, 2017). 

These include the early occurrence of polymerase errors during library 
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construction, as well as preferential amplification of certain fragments of the 

library that cause them to be differentially over represented compared to 

others. For this reason NGS technology has evolved towards single-molecule 

DNA sequencing, also known as third generation NGS. This approaches can 

eliminate the challenges arising from PCR amplification, and   provide longer 

sequencing reads (long-read sequencing), which in turn eliminates the 

difficulties associated with small-read sequencing.  

5) Computational analysis and variant analysis: Beyond important 

considerations about assay design and scope, the corresponding decisions 

regarding the computational data analysis pipeline that must accompany the 

NGS assay are similarly important. Although there are several software 

programs available to map the genome and call variants, there is a lack of 

consensus on which tools are the best. On the one hand, programs are 

continually evolving, so that the existing programs rapidly become out-dated 

and therefore comparisons are made between asynchronous versions. 

Moreover, programs may be designed for selected sequencing platforms and 

their specific characteristics, and may therefore lack the capacity to process 

data from competing manufacturers. Indeed, some programs from 

commercial sequencing vendors are not made freely available and the quality 

of analysis has to be taken ‘on trust’ (Ulahannan et al., 2013). On the other 

hand, programs available to detect CNA and SV are relatively new and, 

although they evolve rapidly, they are currently difficult to apply in clinical 

practice. Moreover, different bioinformatics pipelines have been shown to 

generate differences in variant outputs and accuracy (O’Rawe et al., 2013; 

Ross et al., 2013).  

In addition, there is great complexity in translating the large amount of data 

generated by NGS into meaningful clinical information. Guidelines have been 

published that can help interpreting and classifying the variants (Richards et 

al., 2015; Li et al., 2017). However, various studies have observed 

disagreements in variant classification across different laboratories, which 

often occur due to differences in the approach used for searching, curating, 
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selecting, and weighing evidence. In addition, there is not the same evidence 

published, in terms of quality and availability, for all the variants (Amendola 

et al., 2016). On the other hand, the emphasis on actionability of the 2017 

AMP/ASCO/CAP guidelines improve the clinical interpretation of sequencing 

reports based on therapeutic, diagnostic, and prognostic information.  

However, this approach is less useful for classifying somatic variants that may 

contribute to oncogenesis but whose actionability has not already been 

tested in clinical trials. Furthermore, the actionability of a variant may change 

over time, requiring the need for accurate variant designation supported by 

current evidence.  Finally, regarding germline alterations, simultaneous 

testing of matched patient tumor and normal samples is not usually 

performed in clinical laboratories, and is generally addressed by a disclaimer 

or by follow-up testing of a germline sample in select cases (Li et al., 2017). 
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1. Patients 

A total of 185 patients with different mature B-cell neoplasms and control individuals 

were included in the study. However, 14 patients were removed from the analysis 

due to low coverage obtained in the sequencing and will not be further described. 

Therefore, 171 patients were finally analysed, with the  following diagnoses: 

o Diffuse large B-cell lymphoma: 55 

o Splenic marginal zone lymphoma: 38 

o Chronic lymphocytic leukemia: 37 

o Follicular lymphoma: 14 

o Mantle cell lymphoma: 12 

o Burkitt lymphoma: 5 

o Hairy cell leukemia: 4 

o Extranodal marginal zone lymphoma of mucosa-associated lymphoid tissue: 4 

o Splenic diffuse red pulp small B-cell lymphoma (SDRPL): 1 

o Follicular dendritic cell sarcoma (FDCS): 1 

 

Patients were selected for presenting known genetic alterations detected by the 

different genetic techniques used in the clinical setting in order to be compared with 

the designed panel. Additional genomic information was also available for some 

patients included in previous studies. The information available for each entity 

before performing the sequencing is detailed in Table 13. It is important to note that, 

although it was not a MBCN, a case diagnosed of follicular dendritic cell sarcoma was 

selected for presenting an amplification of the MYC gene. Therefore, this case will 

only be taken into account for the CNA analysis. 

Although most of the patients were from Hospital del Mar (Barcelona), in order to 

obtain a representative number of study subjects for each MBCN, especially for 

those with lower prevalence, samples from other centers included in collaborative 

studies were also collected. The distribution of patients among different hospitals is 

detailed below:  
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o Hospital del Mar (Barcelona): 51 DLBCL, 16 CLL, 16 SMZL, 12 MCL, 8 FL, 4 BL, 2 
MALTL, 1 SDRPL, and 1 FDCS 

o Hospital Clínic (Barcelona): 6 FL, 4 DLBCL, and 1 MALTL 

o Hospital Universitario Cruces (Bilbao): 7 CLL 

o Hospital Universitario Central de Asturias (Oviedo): 6 SMZL 

o Hospital Universitari de Bellvitge (L´Hospitalet de Llobregat): 4 SMZL and 1 HCL 

o Hospital de Sant Pau (Barcelona): 5 CLL 

o Hospital Vall d'Hebron (Barcelona): 4 CLL and 1 SMZL 

o Hospital General Universitario de Valencia (Valencia): 4 CLL 

o Hospital Francesc de Borja (Gandía): 2 HCL 

o Hospital Universitario Basurto (Bilbao): 2 SMZL 

o Hospital Universitario Morales Meseguer (Murcia): 2 SMZL 

o Hospital Germans Trias i Pujol (Badalona): 1 SMZL 

o Hospital Municipal de Badalona (Badalona): 1 SMZL  

o Hospital Txagorritxu (Vitoria-Gasteiz): 1 SMZL 

o Institut Català d’Oncoloia (L´Hospitalet de Llobregat): 1 BL 

o Hospital Universitario de Canarias (Santa Cruz de Tenerife): 1 SMZL 

o Hospital Clínico de Valencia (Valencia): 1 SMZL 

o Hospital Universitario la Fe de Valencia (Valencia): 1 HCL 

o Hospital Universitario Marqués de Valdecilla (Santander): 1CLL 

o Hospital Universitari Mútua de Terrassa (Terrassa): 1 SMZL 

o Hospital Universitari Sant Joan de Reus (Reus): 1 SMZL 

o Hospital Val d'Aran (Vielha): 1 MALT lymphoma 

 

The study was performed in accordance with national and international guidelines 

(Professional Code of Conduct, Declaration of Helsinki) and approved by the Ethics 

Committee of Hospital del Mar (2015/6202/I). 
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Table 13. Genetic information available for each entity previous to perform the sequencing. 

 

Pathology Number of cases with 
karyotype information 

Number of cases with 
genomic arrays information 

Number of cases with FISH 
information 

Number of cases with mutational study 

DLBCL (N=55 cases) 19/55 
*6/55  

25/55 43/55 with BCL2 information 
37/55 with MYC information 
34/55 with BCL6 information 
12/55 with 17p information 
3/55 with 1p36 and CCND1 
information 
1/55 with CCND2, FOXP1, and 
BCL3 information 
 

6/55 with MYD88 information 
3/55 with TP53 information 
2/55 with EZH2 information 
1/55 with NOTCH1, NOTCH2, BRAF, MAP2K1, 
CXCR4, TNFRSF14, KLF2, and SF3B1 information 

SMZL (N=38 cases) 38/38 20/38 12/38 with 17p information 
12/38 with BCL6 information 
8/38 with 7q information 
3/38 with information of +12 
probe 
3/38 with information of 11q, 
13q probes 
 

8/38 with MYD88 information 
1/38 with BRAF  information 
 
 

CLL (N=37 cases) 37/37 30/37 31/37 with information of 11q, 
13q, 17p CLL probes 
29/37 with information of +12 
probe 
1/37 with CCND1 information 

29/37 with TP53 information 
11/37 with NOTCH1, POT1, XPO1, and SF3B1 
information 
10/37 with BIRC3 information 
8/37 with ATM information 
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* Karyotype was performed but metaphases were not obtained to report the result. 

 

Pathology Number of cases with 
Karyotype inormation 

Number of cases with 
Array information 

Number of cases with FISH 
information 

Number of cases with mutational study 

FL (N=14 cases) 5/14 
*2/14  

7/14 
 

13/14 with BCL2 information 
11/14 with BCL6 and MYC 
information 
1/14 with information of 1p36 
and 17p probes 

 

MCL (N=12 cases) 7/12 
*4/12  

4/12 5/12 with CCND1 information 
2/12 with 17p information 
1/12 with 11q information 

1/12 with TP53 information 

BL (N=5 cases) 2/5 
 

3/5 
 

3/5 with MYC information 
1/5 with BCL2 and BCL6 
information 

 

HCL (N=4 cases) 4/4 3/4 1/4 with information of BCL6, 7q, 
and 17p probes 

2/4 with BRAF information 
1/4 with TP53, MYD88, NOTCH1, NOTCH2, 
EZH2, ID3, MAP2K1, CXCR4, TNFRSF14, KLF2, 
and SF3B1 information 

MALTL (N=4 cases) 1/4 
*1/4  

1/4 1/4 with information of MYB, 
BCL6, BCL2, MALT1/IGH, and 
MALT1/API2 probes 
 

1/4 with MYD88 information 

FDCS (N=1 case) *1/1  1/1 1/1 with information of MYC and 
17p probes 
 

1/1 with BRAF information 

SDRPSBCL (N=1 case) 1/1    
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2. Samples 

A total of 178 samples from 171 patients were processed in the present study, 

including samples from peripheral blood (PB), bone marrow or different tissues with 

documented tumoral infiltration. The vast majority of the sequenced DNA was 

extracted from fresh samples (n=125) or frozen tissues (n=49), while four formalin-

fixed faraffin-embedded tissue samples were included to assess the utility of the 

panel in this setting as a pilot study. The type of samples is detailed as follows:  

1. Fresh samples  

o 80 peripheral blood samples collected in a container with EDTA or heparin, of 
which: 

• In 67 cases DNA was obtained from the purified CD19+ fraction selected 
by immunomagnetic methods (CD19 Microbeads, Miltenyi Biotec, 
Bergisch Gladbach, Germany). 

• In 11 cases DNA was extracted from peripheral blood mononuclear cells 
(PBMC) isolated using a Ficoll (Lymphoprep, Axis-Shield, Dundee, 
Scotland) gradient. 

• In 2 cases DNA was obtained directly from the peripheral blood. 

o 7 bone marrow aspirates, collected in a sterile container with heparin. 

o 24 fresh tissue biopsies from the MARBiobanc tissue bank, collected in a sterile 
container. The samples corresponded to the following tissues:  

• Lymph node: 16; Skin: 2; Spleen: 2; Peritoneum: 2; Stomach: 1; Thyroid: 
1. 

o In 14 cases DNA extracted from fresh samples and stored in a sterile 1.5 mL tube 
was received from the centre of origin: 

•  In 8 cases DNA was extracted from peripheral blood.  

• In 6 cases DNA was extracted from tissue biopsies, from the following 
tissues: 

§ Lymph node: 4; Skin: 1; Peritoneum: 1. 

2. Frozen tissue samples  

o 49 samples included in Tissue-Tek® O.C.T™ Compound (Tissue-Tek O.C.T. 
Compound, Sakura Finetek, Rijn, The Netherlands) obtained from the 
MARBiobanc tissue bank. A total of 15 serial 10-15 µm cuts for each case were 
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provided in sterile 1.5 ml tubes. These samples corresponded to the following 
tissues: 

• Lymph node: 32; Spleen: 5; Testicle: 4; Intestine: 2; Bone marrow biopsy: 
1; Colon: 1; Stomach: 1; Thyroid: 1; Skin: 1; Adipose tissue: 1. 

3. FFPE tissue samples 

o 4 samples  from FFPE tissues, obtained from the MARBiobanc tissue bank that 
provided 15 serial 10-15 µm cuts made in the cryostat that were stored in a 
sterile 1.5 ml tube. The samples corresponded to the following tissues: 

• Lymph node: 2; Spleen: 1; Peritoneum: 1 

 

DNA from these samples was sequenced and analyzed using two different panel 

versions (panel version 1 (PV1) and panel version 2 (PV2). The distribution of the 

total study cohort in the different panel versions is detailed in the Table 14. 

 

It is important to note that a total of 176 samples from 171 patients were processed. 

On one hand, two samples from two different tissues were included for the same 

patient (peripheral blood and spleen), to analyze the abnormalities of the tumor 

infiltration in both locations. On the other hand, the four FFPE tissues included 

corresponded to patients of whom a frozen tissue sample from the same biopsy was 

also incorporated, to sequence them in parallel and assess the performance of the 

panel analyzing FFPE samples. Moreover, two samples were sequenced with both 

panel designs to analyze whether the second panel design improved the detection of 

the alterations for which the design had been optimized. These patients (diagnosed 

with DLBCL and FL, respectively) were selected because the BCL2 rearrangement 

could not be detected in the first panel design, which was previously characterized 

by FISH. 
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Table 14. Distribution of the samples sequenced with the two panel designs. 

 

 

 

 

 

PANEL DESIGN 1   
Diagnosis Sample type Tissue 

37 CLL 32 PB 
 
 
 
5 BM 

19 CD19+ 
11 PBMC 
2 PB 
 
5 BM aspirate 

25 DLBCL 18 Fresh tissue 
 
 
 
 
 
 
 
7 Frozen tissue 
 
 

*10 Lymph node 
2 Skin 
2 Peritoneum 
1 Spleen 
1 Stomach 
1 Thyroid 
1 PB 
 
6 Lymph node 
1 Testicle 
 

19 SMZL 18 PB 
 
1 Frozen tissue 

18 CD19+ 
 
1 BM biopsy 

10 FL 9 Fresh tissue 
 
 
1 Frozen tissue 

6 PB 
3 Lymph node 
 
*1 Lymph node 

6 LCM 6 PB 6 CD19+ 
5 BL 3 Fresh tissue 

 
2 BM 

3 Lymph node 
 
2 BM aspirate 

3 MALTL 2 Fresh tissue 
 
 
1 Frozen tissue 

1 PB 
1 Skin 
 
1 Intestine 

3 HCL 3 PB 3 CD19+ 
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PANEL DESIGN 2   
Diagnosis Sample type Tissue 

 
34 DLBCL 26 Frozen tissue 

 
 
 
 
 
 
 
 
5 Fresh tissue 
 
 
 
3 FFPE tissue** 

*14 Lymph node 
4 Spleen 
3 Testicle 
1 Skin 
1 Adipose tissue 
1 Colon 
1 Thyroid 
1 Intestne 
 
**3 Lymph node 
**1 Spleen 
**1 Peritoneum 
 
1 Lymph node 
1 Spleen 
1 Peritoneum 

19 SMZL 19 PB 19 CD19+ 
 

6 MCL 6 Frozen tissue 5 Lymph node 
1 Estomach 

6 FL 4 Frozen tissue 
 
1  Fresh tissue 
 
1 FFPE tissue** 

**4 Lymph node* 
 
1 Lymph node 
 
1 Lymph node 
 

2  SDRPL*** 1 PB 
 
1 Frozen tissue 

1 CD19+ 
 
1 Spleen 
 

1 HCL 1 PB 1 CD19+ 
 

1 MALTL 1 Frozen tissue 1 Lymph node 
 

1 FDCS 1 Frozen tissue 1 Lymph node 
 

PB: Peripheral blood; BM: Bone marrow; PBMC: peripheral blood mononuclear cells; 
CD19+: purified CD19+ fraction. 

* Two patients were sequenced with both panel designs; ** FFPE tissue samples 
sequenced in parallel to fresh tissue from the same biopsy; *** Two samples from 
two different tissues belonging to the same patient were sequenced  
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1. DNA extraction 

1.1. DNA extraction from fresh samples 

DNA extraction from peripheral blood, bone marrow and lymph node fresh samples 

was performed using the DNA Gentra Puregene Blood kit (Qiagen, Düsseldorf, 

Germany). The protocol described is adjusted for 3ml of whole peripheral blood or 

20 millions of total cells. For lymph node samples, prior mechanic disgregation with a 

syringe should be performed in order to obtain a cellular suspension, which will be 

counted to adjust the number of cells for the extraction.  

1.1.1. Cell lysis 

1. This first step consisted of a lysis of the red blood cells and was omitted for pellets 

of selected PBMC and CD19+ samples:  

- 9 mL of Red Blood Cell Lysis Solution were dispensed into a 15 mL tube 

containing the sample, mixed by inverting 10 times and incubated 5 

min at room temperature (15–25°C).  

- After a centrifuge for 2 min at 2,000g a pellet of cells was obtained 

2. The pellet was re-suspended in the remaining residual volume with a vortex and 3 

mL of Cell Lysis Solution was added. 

3. The solution was mixed well and vortexed until it was homogeneous. If cell clumps 

were visible, the mix was incubated ar room temperature for one to ten days. 

1.1.2. Protein precipitation 

1. One mL of Protein Precipitation Solution was added and vortexed to mix it well. 

2. Then it was centrifuged for 5 min at 2,000g. A good compact pellet corresponding 

to the proteins was obtained. If not, the vortex and centrifugation was repeated. 

1.1.3. DNA precipitation 

1. Three mL of 100% isopropanol (2-propanol) was placed in a new tube. 
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2. The supernatant obtained after centrifugation was added to the tube with a 

Pasteur pipette.Then it was inverted about 50 times gently. Visible DNA aggregates 

should be observed. 

3. Centrifuged for 3 min at 2,000g. 

4. The supernatant was discarded by pouring it into a beaker taking care not to lose 

the pellet. The tube was kept upside down for a while to dry. In case that any drops 

remained attached to the tube, they were dried with paper, taking care not to touch 

the pellet. 

5. Three mL of 70% ethanol was added. The tip of the tube was gently tapped to 

remove the pellet. 

6. Centrifuged for 3 min at 2,000g. 

7. The supernatant was discarded again by pouring it into a beaker taking care not to 

lose the pellet. The tube was kept upside down for 15-45 min to dry. In case that any 

drop remained attached to the tube, they were dried with paper, taking care not to 

touch the pellet. 

1.1.4. DNA hydration 

1. Between twenty and two hundred µL of Buffer TE Low EDTA was added according 

to the size of the pellet and incubated for 1 hour in the 65ºC stove. 

2. It was left at room temperature overnight. 

3. DNA was transferred to a 1.5 mL eppendorf. 

4. Samples were held at 4ºC or at -20ºC for long storage. 
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1.2. DNA extraction from frozen tissue samples  

DNA extraction from samples included in Tissue-Tek® O.C.T™ Compound was 

performed using QIAmp tissue kit (Qiagen). 

1.2.1. Removal of OCT residues from the sample 

1. 1 mL of 1x PBS was added to the eppendorf. 

2. A vortex was performed until the tissue was disengaged from the 1.5 mL tube. 

3. It was spun at 3,000 rpm for 5 min. 

4. Supernatant was removed with a 1 mL Pasteur pipette. 

1.2.2. Sample digestion 

1. 180 µL of ATL buffer and 20 µL of proteinase K were added and mixed with vortex. 

2. The eppendorf was sealed with parafilm and incubated in a 56ºC bath overnight 

for proteinase K to digest tissue. 

1.2.3. DNA extraction 

1. Before starting, the dry bath was turned on to 70ºC and an aliquot of sterile water 

was preheated. 

2. The parafilm was removed and the sample was briefly vortexed. 

10. Two hundred µLof AL buffer was added and mixed with vortex. It was then 

incubated in a dry bath at 70ºC for 10 min. 

3. Two hundred and ten µL of absolute ethanol were added and mixed with vortex 

for 15 sec. 

4. The mixture was passed through a purification column coupled to a collecting tube 

and centrifuged for 1 min at 8,000 rpm. The collecting tube was then discarded. 

5. The column was placed in a new collection tube and 500 µL of AW1 buffer was 

added and centrifuged for 1 min at 8,000 rpm. 
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6. The collection tube was discarded again and the column was placed in a new 

collection tube. 500 µL of AW2 buffer was added and centrifuged at full speed for 3 

min. 

7. The collection tube was discarded again and the column was placed in a sterile 1.5 

mL tube. 

8. Fifty µL of distilled water preheated to 70ºC was added and incubated for 1 min at 

room temperature to hydrate the column before centrifuging. 

9. It was centrifuged for 1 min at 8,000 rpm. 

10. The 50 µL were collected and re-filtered through the column to collect any 

remaining DNA and centrifuged for 1 min at 8,000 rpm. 

11. Samples were held at 4ºC or at -20ºC for long storage. 

1.3. DNA extraction from Formalin-Fixed Paraffin-Embedded tissue samples  

DNA extraction of the 4 FFPE tissue samples was carried out by the collaborating 

company qGenomics (Esplugues de Llobregat, Barcelona) using the Maxwell® RSC 

DNA FFPE Kit (Promega, Madison Winsconsin, USA). 

 

2. Panel design 

A custom capture NGS panel was designed with NimbleGen SeqCap Ez Choice (Roche 

Nimblegen, Madison Winsconsin, USA). To make the custom design, the 

Nimbledesign software, a free online tool that Nimblegen offered to the users, was 

used. This software allowed the design of the panel in a fast and simple way, by 

attaching a BED (Browser Extensible Data) file with the coordinate information to be 

captured. The genomic coordinates of the regions of interest were obtained using 

the Table Browser tool of The University of California Santa Cruz (UCSC) Genome 

Bioinformatics Web site (http://genome.ucsc.edu). 

 



102 
 

To select the regions to be included in the panel, an extensive bibliographic review of 

the different clinical guidelines, as well as recent publications, was carried out. In this 

way, a first selection was made of the main mutations and chromosomal alterations 

with clinical impact described in the different MBCN. These alterations were then 

divided into three groups according to their frequency, and their diagnostic, 

prognostic, and predictive value of response to treatment: group of priority I, which 

comprised the essential alterations to be included in the panel that are currently 

assessed by other methodologies in routine practice; group of priority II which 

includeds less frequent alterations and group of priority III which comprised those 

abnormalities with not well established (or unrecognized) clinical value. As the 

inclusion of all the alterations represented a large increase in the size of the panel, 

only the alterations corresponding to groups I and II were finally taken into account. 

In addition, the mutation hotspots and the rearrangement breakpoints described in 

the literature and their frequencies, as well as the candidate genes previously 

suggested as pathogenic for the CNA, were collected. The information taken into 

consideration to design the region covered for each target alteration is summarized 

in the Table 15. 

With this information a first panel version was performed. PV1 was 4.6Mb in size and 

covered 11 genes involved in translocations, 33 frequently mutated genes, and 17 

regions involved in copy number gain or loss. In addition, 9,111 SNP distributed 

throughout the genome were also included to obtain a general analysis of it 

(McKerrell et al., 2016). More in detail, the design included the regions frequently 

involved at breakpoints, in the case of translocations; all exons and UTR regions of 

genes involved in single nucleotide variants (SNV) and small indel, although some 

present mutation hotspots; as well as exons and UTR regions of genes previously 

suggested as pathogenic in the described cytobands involved in CNA (Table 16). 

To optimize the applicability of the panel in the clinical setting, a second version was 

performed. In this case, the panel size was significantly reduced (1.4Mb) since 

infrequent target alterations such as CCND2, CCND3, MALT1, BIRC3, BCL10, FOXP1 

and IRF4 translocations were not included in the design. In addition, the 9,111 SNP 

included in the previous design were also discarded. Besides, it was considered 
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appropriate to include only the exons of the genes involved in CNA and SNV, and the 

UTR regions exclusively for those genes with described mutations in these regions, 

such as the case of NOTCH1 and CCND1. On the other hand, as the size of the panel 

decreased considerably, CCND1 and CCND3 genes were incorporated into the 

mutational study, since these genes present mutations described in the literature 

and were not covered in the PV1 (Schmitz et al., 2012; Beà et al., 2013; Greenough & 

Dave, 2014). In addition, as some rearrangements were missed with PV1, the design 

for BCL2, MYC, and CCND1 translocation targets was improved as the capture region 

was expanded, including regions with described breakpoints that had not been 

incorporated in the previous panel design. In summary, PV2 covers four genes 

involved in translocations, 35 frequently mutated genes, and 16 regions involved in 

CNA (Table 16)  

The technical parameters for each panel design are displayed in Table 17. 

In addition, the Figure 29 show in detail the captured region for the target 

rearrangements of BCL2, CCND1, BCL6, and MYC genes for both panel versions. 
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Table 15. Summary of the data published in the literature that has been taken into account for the design of each target alteration. 

 
 Alteration type Pathology affected by the 

alteration 

 

TARGET ID 

Genes involved/Hotspots described SNV CNA Rearrangement 

C
L
L
 

D
L
B

C
L
 

S
M

Z
L
 

F
L
 

M
C

L
 

B
L
 

M
A

L
T

L
 

H
C

L
 

Bibliography 

BCL2 Main breakpoint in exon 3 and 3' BCL2 (up to 20Kb)  
Downstream the gen: MBR, mcr,  and 3'MBR (ICR); Rarely in 5'MBR (VCR) 

  X         Akasaka et al, 1998; Van 
Dongen et al, 2003; Espinet et 
al, 2008  

BCL6 88% Major Breakpoint: exon 1 and part of intron 1 
Alternative Breakpoints in 245-285Kb 5ʹ BCL6 

  X         Yoshida et al, 2000; Ohno, 2006; 
Iqbal et al, 2007; Jardin et al, 
2007; Flodr et al, 2014; Jarosova 
et al, 2015 

MYC 
Very variable: from 1Mb 5'MYC to 1Mb 3'MYC 

> 77% of cases: located from 381bp in 5' of exon 1 until 4415bp of intron 1 
> 85-92%: breakpoints from 190Kb 5' to 50Kb 3'MYC 

  X         Haralambieva et al, 2004; 
Einerson et al, 2006; Bertrand et 
al, 2007; Busch et al, 2007; 
Boerma et al, 2009; Royo et al, 
2011; Karube et al, 2015; 
Nguyen et al, 2017 

CCND1 

95% MCL with IGH-CCND1 translocation: 
>30/50% MTC (1Kb region) 
>50/70% breakpoints distributed over 120-130 kb 5’CCND1 
Breakpoints in 3’UTR of CCND1 

  X         Raynaud et al, 1993; Greisman 
et al, 2011 ; Wiestner, et al 
2007; Menke et al, 2017  
 

CCND2 Region limited by the BACs described 
  X         Royo et al, 2011; Salaverria et 

al, 2013; Campo et al, 2015 

CCND3 Region limited by the BACs described: BACs:RP1-321B9 <-> RP1-242G1 
>Breakpoint approximately 0.5Mb centromeric to CCND3 

  X         
Royo et al, 2011 

BCL10 
Region limited by the BACs described: RP11-1080I1 <-> RP11-40K4 <-> 
RP11-1077C10/RP11-36L4 

> Breakpoints in 5' BCL10 

  X         
Willis et al, 1999 

FOXP1 Region limited by the BACs described: RP11-154H23 
Breakpoint: 38Kb upstream of the first 5' noncoding exon 

  X         
Streubel et al, 2005 

IRF4 Region limited by the BACs described: RP3-416J7 <-> RP5-1077H22 
> Breakpoints downstream of exon 22 and exon 23 of EXOC2 

  X         
Swerdlow et al, 2016 

MALT1 > Breakpoints distributed through the gene. Mainly in exons 2, 5, 7 or 8.   X         Baens et al, 2000 

BIRC3 > Breakpoints in exon 7   X         Baens et al, 2000 
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Bibliography 

TNFRSF14    X           Kridel et al, 2012 

ARID1A  HCL: p.V142fs 

X           Love et al, 2012; Weigert et al, 
2012; Greenough et al, 2014; 
Dietrich et al, 2015; Pastore et al 
2015 

BCL10   X           Willis et al, 1999; Du et al, 2000 

ID3 Helix 1, helix 2, RGYW motif 
X           Love et al, 2012; Richter et al, 

2012; Greenough et al, 2014 
NOTCH2 Variants described in exons 25-34; Hotspot in exon 34 X           Rossi et al, 2012; Kiel et al 2015 

CXCR4 WHIM-like variants (C-ter): 311-345 Aa 
X           Hunter et al, 2014; Treon et al, 

2014; Pastore et al, 2015; 
Schmidt et al, 2015 

SF3B1 Hotspot: exons 14, 15 and part of 16; The most frequents in CLL: p.K700E, 
p.G742D, p.Y623C 

X           Baliakas et al, 2014; Mitsui et al, 
2015; Puente et al, 2015; 
Rodríguez et al, 2015; Vollbrecht, 
2015 

XPO1 The most frequent: p.E571G or p.E571I/K/Q in the exon 15; some in exon 
16  

X           Puente et al, 2012; Rodríguez et 
al, 2015; Vollbrecht, 2015 

MYD88 The most frequent: p.L265P 

X           Puente et al, 2012; Hunter et al, 
2013; Xu et al, 2013; Puente et al, 
2015; Schmidt et al, 2015; 
Swerdlow et al, 2015 

WHSC1 *MCL: Hotspot in exons 18 and 19; The most frequents (10%): p.E1099K in 
exon 18, and p.T1150A in exon 19 

X           Bea et al, 2013; Campo et al, 
2015 

CCND3   
X           Schimitz et al, 2012; Greenough 

et al, 2014 
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TNFAIP3   
X           Pascualucci et al, 2011; Hunter et 

al, 2014 
ARID1B   X           Hunter et al, 2014 

BRAF 
87%  p.V600E variant in exon 15 
<4% variants in exon 11: p.F468C, p.D449E // *CLL: variants other than 
p.V600E: p.G469A and p.D638E 

X           
Tschernitz et al,  2014 

CARD11 Coiled-coil domain (Aa: T110-L442)// *FL: 80% in coiled-coil domain 
X           Lanz et al, 2008; Bohers et al, 

2014; Pastore et al, 2015 

EZH2 Hotspot: Tyr641; also Ala677, but less frequent 
X           Kridel et al, 2012; Lunning et al, 

2015; Pastore et al, 2015 

POT1 76% at OB fold domains: from 1st Aa till 280 Aa. 
Other variants described till 591 Aa 

X           Landau et al, 2015; Rosenquist et 
al, 2017 

UBR5 Hotspot: exon 58 (clustered in100 bp) 
X           Meissner et al, 2013; Kutovaya et 

al, 2016 

NOTCH1 
Exon 14: del of ΔCT in 7544-7545 is  the most frequent 
Outside exon 14: <1% 
3'UTR: p.P2514Rfs*4, p.Q2503*, p.F2482Ffs*2 

X           
Baliakas et al, 2014; Puente et al, 
2015; Vollbrecht et al, 2015 

TRAF2 Throughout the gene 
X           

Campo et al, 2015 

ATM   
X           Campo et al, 2015; Landau et al, 

2015 

BIRC3 Hotspot: exon 9 
X           Bea et al, 2013; Campo et al, 

2015; Landau et al, 2015 

CCND1  Indels, dups and SNV in 3’UTR of CCND1 (first 320bp of 3’UTR); 

Alterations in N-terminus of CCND1 and exon 1 

X           Wiestner et al, 2007; Bea et al, 
2013 

MLL2 Throughout the gene 
X           Pascualucci et al, 2011; Kridel et 

al, 2012; Bea et al, 2013; Campo 
et al, 2015; Testoni et al, 2015 
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FOXO1 Hotspot: ~90% exon 1 X           Trinh et al, 2013; Pastore et al, 2015 

CHD2 Throughout the gene X           Landau et al, 2015 

MAP2K1 Hotspot: exons 2 and 3 
X           Waterfall et al, 2014; Nicola et al, 

2016 

CREBBP Throughout the gene X           Pascualucci et al, 2011; Kridel et al, 
2012; Pastore et al, 2015 

TP53 90% in exons 4-10 
X           Salaverria et al, 2007; Royo et al, 

2011; Salaverria et al, 2013; Campo 
et al, 2015; Puente et al, 2015 

CD79B The most frequent: Y196 (at ITAM domain, exons 5 and 6) X           Schwaenen et al, 2009; Kim et al, 
2013; Bohers et al, 2014 

CD79A ITAM domain (exons 4 and 5) X           Kim et al, 2013; Bohers et al, 2014 

KLF2 Throughout the gene X           Clipson et al, 2014; Parry et al, 2015; 
Piva et al, 2015 

MEF2B Hotspot: 80% at exons 2 and 3 (at MADS or MEF2 domains) 

*MCL: p.N49S (at exon 2)  
X           Morin et al, 2011; Kridel et al, 2012; 

Pastore et al, 2015 

EP300 Throughout the gene 
X           Morin et al, 2011; Pascualucci et al, 

2011; Kridel et al, 2012; Pastore et al, 
2015 

TCF3   X           Greenough et al, 2014; Swerdlow et 
al, 2016 
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Loss 1p36 
TNFRSF14; CDC2L1 (or CDK11B); TNFRSF9; TNFRSF18; 
TNFRSF25; PRDM16; DFFB; ID3 

 X          Cheung et al, 2009; Schwaenen et al, 2009; 
Kridel et al, 2012 

Gain 2p24-2p12 REL; BCL11A; MYCN; MSH2  X          Nedomova et al, 2013; Testoni et al, 2015 

Gain chr 3/3q FOXP1; NFKBIZ  X          Salido et al, 2010; Nedomova et al, 2013; 
Testoni et al, 2015 

Gain chr 5/5q    X          Durham et al, 2017 

Loss 6q13-q26 PRDM1; TNFAIP3; EPHA7; PERP 
 X          Henderson et al, 2004; Cheung et al, 2009; 

Kridel et al, 2012; Nedomova et al, 2013; 
Nguyen-Khac et al, 2013; Testoni et al 2015 

Loss 7q22.1-q35 IRF5  X          Salido et al, 2010 

Loss 8p21.1-p23.1 TNFRSF10A; TNFRSF10B; KCTD9; BIN3  X          Schwaenen et al, 2009; Puiggros et al, 2014 

Gain 8q24 (MYC) MYC  X          Schwaenen et al, 2009; Hunter et al, 2014; 
Puiggros et al, 2014 

Loss 9p21 CDKN2A; CDKN2B; MTAP 
 X          Salaverria et al, 2007; Schwaenen et al, 2009; 

Royo et al, 2011; Salaverria et al, 2013; Testoni 
et al, 2015 

Loss 11q22.1-q24 ETS1; FLI1; PAFAH1B2; ZNF259 (or ZPR1); ATM; BIRC3  X          Schwaenen et al, 2009; Puiggros et al, 2014; 
Vollbrecht et al, 2015 

Gain chr12 
MDM2; CDK4; IGF1; ELK3; EPS8; IFNG; P27 (or CDKN1B); 
HIP1R; MYF6 

 X          Schwaenen et al, 2009; Salido et al, 2010; 
Braggio et al,2012; Testoni et al, 2015  

Loss 13q14 miR-15a; miR16-1; DLEU2; RB1  X          Parker et al, 2011 

Loss 16p13 (CREBBP) CREBBP  X          Pascualucci et al, 2011; Kridel et al, 2012; 
Pastore et al, 2015 

Loss 17p13 (TP53) TP53 
 X          Salaverria et al, 2007; Royo et al, 2011; 

Salaverria et al, 2013; Campo et al, 2015; 
Puente et al, 2015 

Gain chr18 BCL2  X          Cheung et al, 2009; Schwaenen et al, 2009; 
Kridel et al, 2012 

Loss 19p13 (KLF2) KLF2  X          Clipson et al, 2014; Parry et al, 2015; Piva et al, 
2015 

Loss 22q13 (EP300) EP300  X          Morin et al, 2011; Pascualucci et al, 2011; Kridel 
et al, 2012; Pastore et al, 2015 

The type of alteration caused by each target region is indicated with an; Diagnostic markers are indicated in dark yellow; Prognostic markers are indicated 
in light yellow; Therapeutic markers are indicated in yellow; Abbreviations: Aa: Amino acid  
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Table 16. Summary of the regions covered for each target alteration in each version of the panel 

 

 

 

Alteration type PV1 PV2 

TARGET ID SNV CNA Rearrangement Included Region Included Region 

BCL2 
  X 

YES 
30Kb 3'BCL2 + exon 3 

chr18:60769579-60795992 
YES** 

50Kb 3'BCL2 + BCL2 + 50Kb 5'BCL2 
chr18:60740579-61036613 

BCL6 
  X 

YES 
Exon 1 + intron 1 + 300Kb 5'BCL6  
chr3:187452677-187763513 

YES 
Exon 1 + intron 1 + 300Kb 5'BCL6  
chr3:187452677-187763513 

MYC 

  X 

YES 
100Kb3'MYC + MYC + 100Kb 5'MYC 

chr8:128648316-128853680 
YES** 

MYC + 200Kb 5’ + 50kb 3’ + BVR1 and BVR2 
regions at 3'MYC 
chr8:128548315-128803680  
chr8:128893680 -128904680 
chr8:129144680-129398680 

CCND1 
  X 

YES 
122Kb 5'CCND1 

chr11:69333873-69455873 
YES** 

122Kb 5'CCND1 + CCND1 
chr11:69325873-69469242 

CCND2   X YES chr12:4203622-4443393 NO  
CCND3   X YES chr6:42351409-42475549 NO  
BCL10   X YES chr1:85692230-85802513 NO  
FOXP1   X YES chr3:71633140-71733818 NO  
IRF4   X YES chr6:213735-835761 NO  

MALT1 

  X 

YES 

chr18:56348402-56348568  

chr18:56376610-56376788  

chr18:56378153-56378185  

chr18:56381315-56381341  

chr18:56381315-56381341  

chr18:56383167-56383199 

NO 

 

BIRC3 
  X YES 

chr11:102201730-102201972  

chr11:102206697-102206951 
NO  
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 Alteration type PV1 PV2 
TARGET ID SNV CNA Rearrangement Included Region Included Region 
TNFRSF14  X *  YES All the EXONS + UTR YES All the EXONS 
ARID1A X   YES All the EXONS + UTR YES All the EXONS 

BCL10 X  * YES Covered for translocation 
(exons+introns) YES All the EXONS 

ID3 X *  YES All the EXONS + UTR YES All the EXONS 
NOTCH2 X   YES All the EXONS + UTR YES All the EXONS 
CXCR4 X   YES All the EXONS + UTR YES All the EXONS 
SF3B1 X   YES All the EXONS + UTR YES All the EXONS 
XPO1 X   YES All the EXONS + UTR YES All the EXONS 
MYD88 X   YES All the EXONS + UTR YES All the EXONS 
WHSC1 X   YES All the EXONS + UTR YES All the EXONS 

CCND3 X  * NO NOT covered (breakpoints outside 
the gene) YES All the EXONS 

TNFAIP3 X *  YES All the EXONS + UTR YES All the EXONS 
ARID1B X   YES All the EXONS + UTR YES All the EXONS 
BRAF X   YES All the EXONS + UTR YES All the EXONS 
CARD11 X   YES All the EXONS + UTR YES All the EXONS 
EZH2 X   YES All the EXONS + UTR YES All the EXONS 
POT1 X   YES All the EXONS + UTR YES All the EXONS 
UBR5 X   YES All the EXONS + UTR YES All the EXONS 
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 Alteration type PV1 PV2 
TARGET ID SNV CNA Rearrangement Included Region Included Region 
NOTCH1 X   YES All the EXONS + UTR YES All the EXONS + UTR 
TRAF2 X   YES All the EXONS + UTR YES All the EXONS 
ATM X *  YES All the EXONS + UTR YES All the EXONS 
BIRC3 X * * YES All the EXONS + UTR YES All the EXONS 
CCND1 X  * NO NOT covered (breakpoints outside 

the gene) YES All the EXONS + UTR 

MLL2 X   YES All the EXONS + UTR YES All the EXONS 
FOXO1 X   YES All the EXONS + UTR YES All the EXONS 
CHD2 X   YES All the EXONS + UTR YES All the EXONS 
MAP2K1 X   YES All the EXONS + UTR YES All the EXONS 
CREBBP X *  YES All the EXONS + UTR YES All the EXONS 
TP53 X *  YES All the EXONS + UTR YES All the EXONS 
CD79B X   YES All the EXONS + UTR YES All the EXONS 
CD79A X   YES All the EXONS + UTR YES All the EXONS 
KLF2 X *  YES All the EXONS + UTR YES All the EXONS 
MEF2B X   YES All the EXONS + UTR YES All the EXONS 
EP300 X *  YES All the EXONS + UTR YES All the EXONS 
TCF3 X     YES All the EXONS + UTR YES All the EXONS 
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 Alteration type PV1 PV2 
TARGET ID SNV CNA Rearrangement Included Region Included Region 
Loss 1p36   X   YES Genes + SNP YES Genes 
Gain 2p24-2p12   X  YES Genes + SNP YES Genes 
Gain chr 3/3q   X  YES Genes + SNP YES Genes 
Gain chr 5/5q   X  YES SNP NO   
Loss 6q13-q26   X  YES Genes + SNP YES Genes 
Loss 7q22.1-q35   X  YES Genes + SNP YES Genes 
Loss 8p21.1-p23.1   X  YES Genes + SNP YES Genes 

Gain 8q24 (MYC)   X * YES MYC  gene (the region included for 

translocation + exons + introns) + SNP YES MYC gene + the region included for translocation 

Loss 9p21   X  YES Genes + SNP YES Genes 
Loss 11q22.1-q24   X * YES Genes + SNP YES Genes 
Gain chr12   X  YES Genes + SNP YES Genes 
Loss 13q14   X  YES Genes + SNP YES Genes 
Loss 16p13 

(CREBBP)   X  YES Genes + SNP NO *Not considered target, but the gene included for 

SNV 
Loss 17p13 (TP53)   X * YES Relevant genes + SNP YES Genes 

Gain chr18   X * YES BCL2 gene (only the region included 

for translocation) + SNP YES All the exons + the region included for 

translocation 
Loss 19p13 (KLF2)   X  YES Genes + SNP NO *Not considered target, but gene included for SNV 

Loss 22q13 (EP300)   X   YES Genes + SNP NO *Not considered target, but gene included for SNV 
 

The target regions covered in each type of alteration are indicated with an X. In addition, the regions included to analyze other types of alteration are marked with an * 

in the corresponding column. ** The capture region for the BCL2, MYC and CCND1 genes was modified in the second panel design. 
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 Table 17. Technical parametres obtained from the NimbleGen design report 

 

Technical parametres Probe coverage 

Design 1 

Probe coverage Design 2 

Target Bases Covered 

 

4,164,801 1,286,215 

% Target Bases Covered 

 

84.1 86.4 

Target Bases Not Covered: 

• Due to Ns 

• Due to Repeats % 

 

784,479 
0 
602,423 

202,660 
0 
177,495 

% Target Bases Not Covered: 

• Due to Ns 

• Due to Repeats 

 

15.9 
0 
12.2 

13.6 
0 
11.9 
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Figure 29. Detail of the region captured in both versions of the panel for each 

target rearrangement: BCL2 (A), CCND1 (B), BCL6 (C) and MYC (D) genes. The 

regions covered by PV1 are shown with a blue bar and by PV2 with a red bar; if the 

design of PV1 and PV2 is the same, it is displayed with a purple bar. 
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3. Sample library preparation 

The preparation of the library was carried out in the collaborating company 

qGenomics. For this end, KAPA HyperPrep Kit, with KAPA Library Amplification 

Primer Mix (10X) (Roche), for library preparation, and SeqCap Hybridization and 

Wash Kits (Roche), for the library hybridization, were applied.  

The steps that were carried out for the preparation of the library are detailed below 

(Figure 30): 

 
Figure 30. Library preparation workflow 

 

3.1. Double strand (dsDNA) fragmentation: 

1. One point one μg of the genomic DNA (gDNA) of interest were pipetted into a 1.5 

mL tube. 

2. The volume was adjusted to a total of 55 μL using 1x TE low EDTA and transferred 

to a Covaris microTUBE for fragmentation. 

3. The gDNA was fragmented to obtain 200 bp DNA fragments. 

 

3.2. End repair: 

1. Fifty μL of the fragmented DNA were transferred to a 0.2 mL PCR tube. 

dsDNA		fragmentation		
Step	1	

End	repair	
Step	2	

A-tailing		
Step	3	

Adapter	Ligation		
Step	4	

Library	amplification	+	Multiplexing	
Step	5	

Hybridization	
Step	6	

Post-captured	amplification	
Step	8	

DNA	Purification	
Step	9	

DNA	Sequencing	

Recovery	of	the	captured	DNA	
Step	7	



116 
 

2. To each 50 μL fragmented sample, 20 μL of End Repair Master Mix (Table 18) were 

added, resulting in a total volume of 70 μL. 

 

 

 

 

 

 

 

3. The reaction was mixed by pipetting up and down and incubated at 20ºC for 30 

min. 

End repair cleanup: 

4. To each 70 μL End Repair Reaction, 120 μL of room temperature Agencourt 

AMPure XP beads were added, resulting in a total volume of 190 μL (Table 19). 

 

 

 

 

 

 

5. The reaction was mixed thoroughly by pipetting up and down multiple times and 

incubated at room temperature for 10-15 min to allow the DNA to bind to the beads. 

6. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

7. The supernatant was carefully removed and discarded.  

8. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

9. The tubes were incubated at room temperature for ≥30 sec. 

Reagent Volume (µL) 

PCR-grade water 8 µL 

10X KAPA End Repair Buffer 7 µL 

KAPA End Repair Enzyme Mix 5 µL 

 Total volume  20 µL 

                  Table 18.  End Repair mix 

Reagent Volume (µL) 

End Repair reaction 70 µL 

Agencourt AMPure XP beads 120 µL 

 Total volume  190 µL 

Table 19.  End Repair Cleanup mix 
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10. The ethanol was carefully removed and discarded.  

11. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

12. The tubes were then incubated at room temperature for ≥30 sec. 

13. The ethanol was carefully removed and discarded. 

14. The beads were dried at room temperature for 3-5 min, so that all the ethanol 

evaporated. After, the tubes were removed from the magnet. 

 

3.3. A-tailing: 

1. To each tube of DNA plus beads, 50 μL of the A-Tailing Master Mix (Table 20) were 

added, resulting in a total volume of 50 μL. 

 

 

 

 

 

 

 

2. The beads were thoroughly resuspended by pipetting up and down multiple times, 

and incubated at 30ºC for 30 min. 

A-tailing cleanup: 

3. To each 50 μL of A-Tailing Reaction, 90 μL of thawed, room temperature PEG/NaCl 

SPRI Solution were added, resulting in a total volume of 140 μL (Table 21). 

 

 

 

Reagent Volume (µL) 

PCR-grade water 42 µL 

10X KAPA A-Tailing Buffer 5 µL 

KAPA A-Tailing Enzyme 3 µL 

 Total volume  50 µL 

Table 20.  A-tailing mix 
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4. The reaction was mixed thoroughly by pipetting up and down multiple times and 

incubated at room temperature for 10-15 min to allow the DNA to bind to the beads. 

5. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

6. The supernatant was carefully removed and discarded.  

7. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

8. The tubes were incubated at room temperature for ≥30 sec. 

9. The ethanol was carefully removed and discarded.  

10. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

11. The tubes were then incubated at room temperature for ≥30 sec. 

12. The ethanol was carefully removed and discarded. 

13. The beads were dried at room temperature for 3-5 min, so that all the ethanol 

evaporated. After, the tubes were removed from the magnet. 

 

3.4. Adapter ligation: 

1. To each tube of beads, 45 μL of the Ligation Master Mix (Table 22) were added, 

resulting in a total volume of 45 μL. 

 

Reagent Volume (µL) 

A-Tailing Reaction 50 µL 

PEG/NaCl SPRI Solution 90 µL 

 Total volume  140 µL 

Table 21.  A-tailing cleanup mix 
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2. The beads were thoroughly resuspended by pipetting up and down multiple times. 

3. Five μL of the SeqCap Library Adapter (with the desired Index for each sample) 

were added to the tube containing the Ligation Master Mix plus DNA and beads. 

4. Then, the reaction was pipetted up and down 10 times and incubated at 20ºC for 

15 min. 

First post ligation cleanup: 

5. To each 50 μL Ligation Reaction, 50 μL of thawed, room temperature 

PEG/NaCl SPRI Solution were added, resulting in a total volume of 100 μL 

(Table 23). 

 

 

 

 

 

 

6. The reaction was mixed thoroughly by pipetting up and down multiple times and 

incubated at room temperature for 10-15 min to allow the DNA to bind to the beads. 

7. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

8. The supernatant was carefully removed and discarded.  

Reagent Volume (µL) 

PCR-grade water 30 µL 

5X KAPA Ligation Buffer 10 µL 

KAPA T4 DNA Ligase 5 µL 

 Total volume  45 µL 

Table 22.  Ligation mix 

Reagent Volume (µL) 

Ligation Reaction 50 µL 

PEG/NaCl SPRI Solution 50 µL 

 Total volume  100 µL 

Table 23.  Post ligation cleanup mix 
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9. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

10. The tubes were incubated at room temperature for ≥30 sec. 

11. The ethanol was carefully removed and discarded.  

12. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

13. The tubes were then incubated at room temperature for ≥30 sec. 

14. The ethanol was carefully removed and discarded. 

15. The beads were dried at room temperature for 3-5 min, so that all the ethanol 

evaporated. After, the tubes were removed from the magnet. 

16. The beads were thoroughly resuspended in 50 μL of PCR-grade water and 

incubated at room temperature for 2 min to allow the DNA to elute off the beads. 

Second post ligation cleanup: 

17. To each 50 μL purified and adapter-ligated DNA with beads, 50 μL of thawed, 

room temperature PEG/NaCl SPRI Solution were added, resulting in a total volume of 

100 μL (Table 

24). 

 

 

 

 

 

18. The reaction was mixed thoroughly by pipetting up and down multiple times and 

incubated at room temperature for 10-15 min to allow the DNA to bind to the beads. 

19. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

20. The supernatant was carefully removed and discarded.  

Reagent Volume (µL) 

Purified, adapter-ligated DNA with beads 50 µL 

PEG/NaCl SPRI Solution 50 µL 

 Total volume  100 µL 

Table 24.  Post ligation cleanup mix 
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21. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

22. The tubes were incubated at room temperature for ≥30 sec. 

23. The ethanol was carefully removed and discarded.  

24. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

25. The tubes were then incubated at room temperature for ≥30 sec. 

26. The ethanol was carefully removed and discarded. 

27. The beads were dried at room temperature for 3-5 min, so that all the ethanol 

evaporated. After, the tubes were removed from the magnet. 

28. The beads were thoroughly resuspended in 25 μL of PCR-grade water and 

incubated at room temperature for 2 min to allow the DNA to elute off the beads. 

29. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

30. The supernatant was transferred to a new tube. 

 

3.5. Library amplification: 

1. In a new PCR tube, 30 μL of Pre-Capture LM-PCR Master Mix were added, resulting 

in a total volume of 30 μL per tube (Table 25).  

 

 

 

 

 

 

2. Twenty μL of sample library (or PCR-grade water for negative control) were added 

to the PCR tube containing the LM-PCR Master Mix. 

Reagent Volume (µL) 

KAPA HiFi HotStart ReadyMix (2x) 25 µL 

Pre LM-PCR Oligos 1 & 2, 5 μM* 5 µL 

 Total volume  30 µL 

Table 25. Pre-Capture LM-PCR mix 
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3. The reaction was thoroughly mixed by pipetting up and down five times (vortex 

was avoided) and centrifuged briefly. 

4. Samples were then amplified using the following cycling protocol : 

     98ºC 45 sec 

     98ºC 15 sec 

     60ºC 30sec              x7 

     72ºC 30 sec 

     72ºC 1 min 

     Hold at 4ºC  

 

Library amplification cleanup: 

5. To each 50 μL library amplification reaction product, 50 μL of thoroughly vortexed 

Agencourt AMPure XP Beads were added, resulting in a total volume of 100 μL 

(Table 26). 

 

 

 

 

 

6. The reaction was mixed thoroughly by pipetting up and down multiple times and 

incubated at room temperature for 10-15 min to allow the DNA to bind to the beads. 

7. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

8. The supernatant was carefully removed and discarded.  

9. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

10. The tubes were incubated at room temperature for ≥30 sec. 

Reagent Volume (µL) 

Library amplification reaction product 50 µL 

Agencourt AMPure XP Beads 50 µL 

 Total volume  100 µL 

Table 26.  Library amplification cleanup mix 
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11. The ethanol was carefully removed and discarded.  

12. Keeping the tubes on the magnet, 200 μL of freshly-prepared 80% ethanol were 

added.  

13. The tubes were then incubated at room temperature for ≥30 sec. 

14. The ethanol was carefully removed and discarded. 

15. The beads were dried at room temperature for 3-5 min, so that all the ethanol 

evaporated. After, the tubes were removed from the magnet. 

16. The beads were thoroughly resuspended in 50 μL of PCR-grade water and 

incubated at room temperature for 3 min to allow the DNA to elute off the beads. 

17. The tubes were placed on a magnet to capture the beads. Tubes were incubated 

until the liquid was clear. 

18. The supernatant was transferred to a new tube. 

19. The concentration, size distribution and quality of the amplified library was 

determined using The Qubit fluorometer (Invitrogen, Thermo Fisher Scientific, 

Waltham, Massachusetts, USA) and the TapeStation system (Agilent Technologies, 

Santa Clara, California, USA).  

 

3.6. Hybridization of the amplified sample library: 

Before starting: 

1. A heat block was turned on to 95ºC. 

2. The appropriate number of 4.5 μL SeqCap EZ probe pool aliquots (one per 

hybridization) were removed from -20ºC and brought to room temperature placed 

on ice. 

3. The lyophilized oligo tubes were given a brief spin to allow the contents to pellet 

at the bottom of the tube. 
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4. One hundred twenty μL of cold PCR-grade water was added to the SeqCap HE 

Universal Oligo tube (1,000 μM final concentration) 

5. Ten μL of cold PCR-grade water was added to each SeqCap HE Index Oligo tube 

(1,000 μM final concentration) 

6. The primers plus PCR-grade water was vortexed for five seconds and spun down.  

Multiplexing DNA sample library pool: 

7. Each of the uniquely indexed amplified DNA sample libraries to be included in the 

multiplex capture experiment were thawed on ice.  

8. Equal amounts (by mass) of each of these amplified DNA sample libraries were 

mixed together to obtain a single pool with a combined mass of at least 1.25 μg (this 

mixture is referred to as the ‘Multiplex DNA Sample Library Pool’).  

9. The resuspended SeqCap HE Universal Oligo (1,000 μM) and each resuspended 

SeqCap HE Index oligo (1,000 μM) that matches a DNA Adapter Index included in the 

Multiplex DNA Sample Library Pool were thawed on ice. 

10. The SeqCap HE Index oligos were mixed together so that the resulting Multiplex 

Hybridization Enhancing Oligo Pool contained, by mass, 50% SeqCap HE Universal 

Oligo and 50% of a mixture of the appropriate SeqCap HE Index oligos. The total 

combined mass of the Multiplex Hybridization Enhancing Oligo Pool should be 2,000 

pmol, which is the amount required for a single Sequence Capture experiment. 

Hybridization: 

11. Five μL of COT Human DNA (1 mg/mL) were added to a new 1.5 mL tube. 

12. One μg of Multiplex DNA Sample Library was added to the 1.5 mL tube 

containing 5 μL of COT Human DNA.  

13. Two thousand pmol (or 2 μL) of the Multiplex Hybridization Enhancing Oligo Pool 

(1 μL of 1,000 pmol SeqCap HE Universal Oligo and 1 μL of the 1,000 pmol SeqCap HE 

Index Oligo pool) were added to the Multiplex DNA Sample Library Pool plus COT 

Human DNA, as detailed in Table 27. 
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Table 27.  Sample preparation mix for hybridization 

 

14. The tube’s lid was closed and made a hole in the top of the tube’s cap with an 18 

to 20 gauge or smaller needle to suppress contamination in the DNA vacuum 

concentrator. 

15. The Multiplex DNA Sample Library Pool/COT Human DNA/Multiplex 

Hybridization Enhancing Oligo Pool was dried in a DNA vacuum concentrator on high 

heat (60ºC). 

16. To each dried-down Multiplex DNA Sample Library Pool/COT Human 

DNA/Multiplex Hybridization Enhancing Oligo Pool, the following was added (final 

volume: 10.5 μL):  

- 7.5 μL of 2X Hybridization Buffer 

- 3 μL of Hybridization Component A 

17. The hole in the tube’s cap was covered with a sticker. 

18. The tubes were then vortexed for 10 sec and centrifuged at maximum speed for 

10 sec. 

19. Next, samples were placed in a 95ºC heat block for 10 min to denature the DNA 

and after, centrifuged at maximum speed for 10 sec at room temperature. 

20. The solution was transferred to the 4.5 μL aliquot of SeqCap EZ probe pool, 

previously prepared, and vortexed for 3 sec. 

Reagent Amount Volume (µL) 

COT Human DNA 5 μg 5 µL 

Multiplex DNA Sample Library Pool 1 μg ~50 μL 

SeqCap HE Universal Oligo 1,000 pmol 1 µL 

SeqCap HE Index Oligo pool 1,000 pmol 1 µL 

 Total volume   ~57 µL 
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21. Samples were then centrifuged at maximum speed for 10 sec and incubated in a 

thermocycler at 47ºC for 16-20 hours (the thermocycler’s heated lid was turned on 

and set to maintain 47ºC, 10ºC above the hybridization temperature). 

 

3.7. Washing and recovery of the captured DNA sample: 

Buffer preparation: 

1. Wash Buffers (I, II, III and Stringent) at 10X and 2.5X Bead Wash Buffer were 

diluted as detailed in Table 28, to create 1X working solutions. 

2. The following wash buffers were preheated to 47ºC in a water bath: 

- 400 μL of 1X Stringent Wash Buffer 

- 100 μL of 1X Wash Buffer I 

Capture Beads preparation: 

3. Capture Beads were brought to room temperature for 30 min prior to use. 

4. The beads were thoroughly mixed by vortexing for 15 sec and 100 μL of beads for 

each capture were then aliquoted into a single 1.5 mL tube. 

5. The tubes were place in a magnet and incubated till the liquid was clear. 

6. The supernatant was carefully removed and discarded. 

Reagent 

Volume of 

concentrated 

Buffer (µL) 

Volume of PCR-

grade Water (µL) 

Total Volume 

of 1X Buffer 

(µL) 

10X Stringent Wash Buffer 40 µL 360 µL 400 µL 

10X Wash Buffer I 30 µL 270 µL 300 µL 

10X Wash Buffer II 20 µL 180 µL 200 µL 

10X Wash Buffer III 20 µL 180 µL 200 µL 

2.5X Bead Wash Buffer 200 µL 300 µL 500 µL 

Table 28. Preparation of buffer dilutions 
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7. While the tubes were in the magnet, twice the initial volume of beads of 1X Bead 

Wash Buffer was added (200 μL for one capture). 

8. The tubes were removed from the magnet and vortexed for 10 sec. 

9. After, the tubes were placed back in the magnet to bind the beads, and incubated 

till the liquid was clear. 

10. The supernatant was carefully removed and discarded. 

11. The steps 7-10 were repeated for a total of two washes. 

12. After, tubes were resuspended by vortexing the beads in 1x the original volume 

using the 1X Bead Wash Buffer (100 μL buffer for one capture).  

13. One hundred μL of resuspended beads were transferred to a new 0.2 mL tube 

(one tube for each capture).  

14. The tubes were placed in the magnet to bind the beads.  

15. The supernatant was carefully removed and discarded. The Capture Beads were 

ready to bind the captured DNA. 

DNA binding to Capture Beads: 

16. The hybridization samples were transferred to the Capture Beads prepared in the 

previous step and mixed thoroughly by pipetting up and down ten times. 

17. The tubes containing the beads and DNA were placed in a thermocycler set to 

47ºC for 45 min (heated lid set to 57ºC) to bind the captured sample to the beads. 

Meanwhile, samples were mixed by vortexing for 3 sec at 15 min intervals to ensure 

that the beads remaineded in suspension.  

Washing of DNA-bound Capture Beads: 

18. After the 45-minute incubation, 100 μL of 1X Wash Buffer I preheated to 47ºC 

was added to the 15μL of Capture Beads Plus Bound DNA. 

19. The solution was mixed by vortexing for 10 sec and the entire content was 

transferred to a 1.5 mL tube. 
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20. The tubes were placed in the magnet to bind the beads, and incubated till the 

liquid was clear. 

21. The supernatant was carefully removed and discarded. 

22. The tubes were removed from the magnet and 200 μL of 1X Stringent Wash 

Buffer preheated to 47ºC was added. 

23. The solution was mixed by pipetting up and down ten times and incubated at 

47ºC for 5 min. 

24. The steps 20-23 were repeated for a total of two washes. 

25. The tubes were placed in the magnet to bind the beads, and incubated till the 

liquid was clear. 

26. The supernatant was carefully removed and discarded. 

27. Two hundred μL of room temperature 1X Wash Buffer I was added and mixed by 

vortexing for 2 min.  

28. The tubes were placed in the magnet to bind the beads, and incubated till the 

liquid was clear. 

29. The supernatant was carefully removed and discarded. 

30. Two hundred μL of room temperature 1X Wash Buffer II was added and mixed by 

vortexing for 1 min.  

31. The tubes were placed in the magnet to bind the beads, and incubated till the 

liquid was clear. 

32. The supernatant was carefully removed and discarded. 

33. Two hundred μL of room temperature 1X Wash Buffer III was added and mixed 

by vortexing for 30 sec.  

34. The tubes were placed in the magnet to bind the beads, and incubated till the 

liquid was clear. 

35. The supernatant was carefully removed and discarded. 
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36. The tubes were removed from the magnet and 50 μL of PCR-grade water was 

added to each tube of bead-bound captured sample (there is no need to elute DNA 

off the beads). 

 

3.8. Amplification of the captured DNA sample: 

Before starting: 

1. The lyophilized ‘Post-LM-PCR Oligos 1 & 2’ were briefly spun, to allow the contents 

to pellet at the bottom of the tube.  

2. Four hundred and eighty μL of PCR-grade water was added to the tube of 

centrifuged oligos. 

3. The resuspended oligos were then briefly vortexed and spun down to collect the 

contents. 

Post-captured DNA amplification: 

4. To each PCR tube (one pair per captured DNA sample) 30 μL of Post-Capture LM-

PCR Master Mix was added, as detailed in Table 29, resulting in a total volume of 30 

μL per tube, or 60 μL per DNA sample. 

 

 

 

 

 

 

5. The bead-bound captured DNA was vortexed to ensure a homogenous mixture of 

beads. 

6. Twenty μL of bead-bound captured DNA was transferred as template into each of 

the two PCR tubes and mixed well by pipetting up and down. 

Reagent Volume (µL) 

KAPA HiFi HotStart ReadyMix 25 µL 

Post-LM-PCR Oligos 1 & 2, 5 μM 5 µL 

 Total volume  30 µL 

Table 29. Post-Capture LM-PCR Master Mix 
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7. Twenty μL of PCR-grade water was added to the negative control and mixed well 

by pipetting up and down five times. 

8. The PCR tubes were placed in the thermocycler, and the captured DNA was 

amplified using the following program:  

     98ºC 45 sec 

     98ºC 15 sec 

     60ºC 30 sec              x14 

     72ºC 30 sec 

     72ºC 1 min 

     Hold at 4ºC (up to 72h) 

 

3.9. Purification of the captured and amplified DNA sample: 

1. The Agencourt AMPure XP Beads were brought to room temperature for at least 

30 min before use. 

2. The similar amplified captured Multiplex DNA Sample Libraries were pooled in a 

1.5 mL microcentrifuge tube (approximately 100 µL). The negative control was 

processed in exactly the same way as the library of amplified samples. 

3. The beads were vortexed for 10 sec before use to ensure a homogenous mixture 

of beads. 

4. One hundred and eighty μL of Agencourt AMPure XP Beads was added to the 100 

μL pooled amplified captured Multiplex DNA Sample library. Then, tubes were 

vortexed briefly. 

5. After, samples were incubated at room temperature for 15 min to allow the DNA 

to bind to the beads. 

6. The tubes containing the bead bound DNA were then placed in a magnetic particle 

collector, and incubated till the liquid was clear. 

7. The supernatant was carefully removed and discarded. 
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8. Keeping the tubes in the magnet, 200 μL of freshly-prepared 80% ethanol was 

added, and incubated at room temperature for 30 sec.  

9. The ethanol was carefully removed and discarded. 

10. The step 9 was repeated for a total of two washes with 80% ethanol. 

11. Following the second wash, all the ethanol was carefully removed and discarded. 

12. The beads were dried at room temperature with the tube lid open for 30 min. 

13. The tubes were removed from the magnetic particle collector. 

14. The DNA was resuspended using 52μL of PCR-grade water, and pipetted up and 

down ten times to ensure that all beads were resuspended. 

15. Samples were incubated at room temperature for 2 min. 

16. After, the tubes were placed  back in the magnetic particle collector, and 

incubated till the liquid was clear. 

17. Fifty μL of the supernatant that now contains the amplified captured Multiplex 

DNA Sample Library Pool was transferred to a new 1.5 mL tube. 

18. The concentration, size distribution and quality of the amplified captured 

multiplex DNA sample was determined using The Qubit fluorometer (Invitrogen) and 

the TapeStation system (Agilent). The yield of final, amplified library should be >500 

ng, and the library fragment lenght distribution should be 150-500 bp. 

 

4.   Sample sequencing 

The sequencing of the library was carried out in the Genetics unit of the Pompeu 

Fabra University (Barcelona) and in the collaborating company qGenomics. All runs 

were sequenced using the NextSeq 500/550 Mid-Output v2.5 Kit (300 cycles) 

(Illumina, San Diego, Califonia, USA). The detail of the distribution of the samples per 

run is shown in Table 30. 
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Table 30. Distribution of samples per run in each version of the panel 

 

 

5. Bioinformatic analysis 

The bioinformatic analysis of the data was carried out by the collaborating company 

qGenomics, MARGenomics (IMIM) and DREAMgenics (Oviedo), and included the 

following steps: 

 

5.1. Preliminary quality control: A quality control of raw sequence data was 

performed to obtain an overview of the quality of the sequencing of the sample. This 

step is independent of the quality criteria shown in the sequencer, since there may 

be runs whose quality parameters are very good, but the sample has not been 

sequenced with the expected quality. This step was carried out using the FastQC 

tool. 

 

5.2. Preprocessing: This step consisted of removing low quality portions while 

preserving the longest high quality portion of an NGS read (known as trimming) in 

addition to discarding those reads that did not have a minimum average quality of 

their bases. This process was carried out with the programs Trimmomatic, Trim 

Galore, QcReads, and SeqtrimNEXT. After performing this process, the quality of the 

sequencing was re-analyzed with FastQC to verify that the quality of the sequence 

had increased to the desirable parameters. 

Run Total samples 
sequenced per 
run 

Patient 
samples 

Control 
samples 

Samples removed 
from the analysis 

Samples sequenced 
but not included in 
this project 

Run1 30 30 - - - 
Run2 20 19 - 1 - 
Run3 25 21 3 1 - 
Run4 25 23 2 - - 
Run5 25 15 10 - - 
Run1 40 31 6 3 - 
Run2 40 23 5 11 1 
Run3 38 16 10 - 12 

PV
1 

PV
2 
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5.3. Alignment: The set of good quality reads were aligned against the reference 

genome for which the Genome Reference Consortium Human Build 37 (GRCh37 or 

hg19) was used. This step consisted of searching within the reference genome the 

position that best fit each of the reads saved in the fastq file. To carry out this step, 

the Burrows-Wheeler Alignment tool (BWA) was used, which allows an alignment 

with a sensitivity greater than 90-95% (Li & Durbin, 2009). 

Once the reads were aligned, they were sorted by genomic coordinate using the 

SortSam tool (Picard). 

The alignment ended with the creation of an index file for the bam file (which usually 

has a .bai extension), which allowed the programs that were executed in the 

following steps to access the information contained within the sam/bam files more 

quickly. For this end, the Picard's BuildBamIndex program was applied. 

 

5.4. Post alignment: This step included marking of PCR duplicates, realignment of 

regions with inserts and/or deletions, and base quality recalibration. 

o To remove duplicates generated during PCR, the MarkDuplicates tool (Picard) 

was used. Although duplicate marking is not recommended for amplicon 

panels, since, due to the high coverage that samples usually achieve, there is 

a high probability that the program considers false duplicate reads, for 

capture panels it is considered convenient to do it. 

o The realignment of indel was performed with the RealignerTargetCreator and 

IndelRealigner (GATK) programs and allowed to correct errors created by the 

aligners, resulting in more consistent reads in regions with insertions or 

deletions. 

o Finally, the base quality recalibration was carried out with the 

BaseRecalibrator and PrintReads (GATK) tools and allowed to correct 

sequencing errors and other experimental artifacts. 
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5.5. Variant calling: In this step, the reads aligned against the reference genome 

were compared, looking for discrepancies between the reads and the reference 

genome, known as mismatch. In those cases where enough reads were found with 

the same mismatch, to rule out a sequencing or alignment error, the mismatch was 

reported as a variant. The output file of the variant callers is usually a vcf file, which 

contains all the discrepancies between the sample reads and the reference genome, 

in addition to the variant allele frequency (VAF), which corresponds to the 

percentage in which the variant appears with respect to the total coverage of that 

base. 

Different variant callers were applied for the analysis of the different mismatches: 

5.5.1. Variant callers for single nucleotide variants and small indel: 

Mutect2 was applied, which is a somatic variant caller that uses local assembly and 

realignment to detect SNV and indel. Besides, it is based on several probabilistic 

models for genotyping and filtering that work well with and without a matched 

normal sample and for all sequencing depths (Benjamin et al., 2019). 

In addition,  in order to annotate the genetic variants detected with Mutect2,  

ANNOVAR software was used, which provided all the information regarding the 

detected variants (in a single text file separated in columns) that was essential for 

subsequent filtering of the variants. 

5.5.2. Variant callers for copy number alterations: 

CopywriteR was applied, which exploits the off-target sequence reads from targeted 

sequencing to extract DNA copy number profiles. This method is based on peak 

calling using Model-based Analysis for ChIPseq (MACS) algorithm in a matched 

reference sample or, when no reference is available, in the sample itself (Kuilman et 

al., 2015). It uses the standard circular binary segmentation method (CBS) to identify 

changes in copy number (Olshen et al, 2004). CopywriteR is an R package available at 

bioconductor (Huber et al., 2015) or GitHub 

(https://github.com/PeeperLab/CopywriteR). 
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CopywriteR exploits off-target reads from targeted sequencing for CNA detection. 

Thus, the sequence reads in peaks were removed, and the depth of coverage (DOC) 

was calculated based on fixed-size windows (bins) of 100kb for PV1, and 200kb and 

500kb for PV2. DOC was compensated for peak removal, normalized using loess-

based corrections for mappability and GC content, and filtered for regions of 

extensive germline copy number variation. Then, to call the variants, log2 ratio 

values were stablished at >2.2 for gains and <1.8 for losses, and those alterations 

presented in at least two controls were removed. After, the detected alterations 

were intersected with the alterations previously identified by the routine techniques 

and the alterations in the regions defined as targets were identified. Finally, target 

and non-target alterations were divided into two tables, and an Excel file was 

generated with the variants to be analyzed. 

On the other hand, since the program only analyzes the off-target sequences, in PV1 

an additional analysis was performed to evaluate the need to include the SNP 

distributed throughout the genome in the design. For this end, the reads 

corresponding to SNP regions were bioinformatically removed from the sequencing 

data. 

5.5.3. Variant callers for rearrangements: 

Due to the technical challenge of detecting SV (since SV generate multiple alignment 

signals, including altered sequence coverage within duplications or deletions (read-

depth), breakpoint-spanning paired-end reads that align discordantly relative to each 

other (read-pair), and breakpoint-containing single reads that align in split fashion to 

discontiguous loci in the reference genome (split-read)), three algorithms were used 

to call the rearrangements:  

o LUMPY analyses both paired-end and split-read data separately and 

integrates the results along with other posible evidence source, such as read-

depth, to generate a set of SV predictions (Layer et al., 2014). 
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o Smoove wraps existing software (LUMPY) and adds some internal read-

filtering, to simplify calling and genotyping SV. It excludes: 

§ Reads where both ends are soft-clips 

§ Interchromosomal reads with >3 mismatches 

§ Interchromosomal reads with alternative matches 

§ Interchromosomal split-reads (unless the split and the mate go to 

the same general location) 

§ Reads in exclude regions or chromosomes 

§ Reads from regions where the depths of split or discordant reads is 

greater than 1000x, removing regions that contribute to spurious 

calls) 

§ Reads that are orphaned (do not have a mate) after all of the above 

filtering 

After applying these filters, up to 80% of the reads are removed from the 

bam file that is sent to LUMPY. 

o DELLY also exploits multiple SV detection signals, but first uses one signal 

(that is, read-pair) to drive discovery and then refines and/or genotypes 

candidates with a second signal (that is, split-read or read-depth) (Rausch et 

al., 2012). 

o Due to the complexity of the rearrangement analysis, .bam and .bai files 

corresponding to 92 lymphoma samples with possible translocations (Table 

31) were processed in parallel by the company DREAMgenics for the analysis 

of rearrangements. These data were used to validate our rearrangement 

pipeline. The company detected structural variants by the analysis of paired 

and split-reads using LUMPY framework (Layer et al., 2014). 
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Table 31. Samples included in DREAMgenics analysis for each panel version. 

 

 

 

 

 

 

 

 

6. Variant analysis 

 

6.1. Single nucleotide variants and small indel variants analysis 

6.1.1. Single nucleotide variants and small indel variants filtering 

The list of variants provided by the analysis pipeline is quite extensive due to the 

detection of polymorphisms, sequencing errors, and variants that are not located 

within the coding area of the gene, among others. Therefore, before beginning to 

interpret the candidate variants, those variants that were not going to be 

interpreted or reported were filtered, following the process detailed below. 

It should be noted that the variant filtering criteria are under continuous evaluation, 

since, depending on the advances made in the field of next generation sequencing, it 

may be convenient to modify the way of evaluating the variants. 

o Automatic variant filtering 

This process was carried out almost automatically and consisted of eliminating the 

polymorphic variants as well as those variants outside the coding regions, in addition 

to the variants in UTR regions as well as synonymous variants. 

• Polymorphic variants filtering: MAF (minor allele frequency) refers to the 

frequency in which a variant is described in the population. Variants with 

a total MAF (or MAF in an ethnic subpopulation) greater than 1% are 

PV1 PV2 

24 DLBCL 34 DLBCL 

11 FL 6 FL 

6 MCL 6 MCL 

5 BL - 

Total: 46 Total: 46 
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currently considered polymorphisms (SNP). These variants were not 

categorized because they do not have clinical utility, based on current 

knowledge, and may hinder the interpretation. 

• Filtering of variants in non-coding and UTR regions and synonymous 

variants: In this step, variants in coding (exonic) and splicing regions 

(minimum -5 to +5) were preserved, and those variants located in 

intergenic sites, downstream, upstream, in non-coding RNA and in 

intronic regions far from splicing sites were removed. 

On the other hand, synonymous variants, which are those that do not generate any 

change in the coding protein, as well as variants found in 3'UTR and 5'UTR regions 

were filtered, except for those genes with variants described in these regions, 

NOTCH1 and CCND1, respectively.  

o Variant pathogenicity filtering 

In parallel to the process detailed above, variants described as pathogenic or likely 

pathogenic by the ClinVar database were independently selected to avoid filtering 

probably pathogenic variants with a MAF >1%. 

o Manual variant filtering 

Manual filtering of variants allowed discarding sequencing errors that were not 

previously detected. To perform this filtering, the Integrative Genomics Viewer (IGV) 

was used, which is available for free and allows to open alignment files (bam or 

sam), and to visualize and analyze them in a simple way. 

All the variants that were not discarded in the automatic filter were analyzed one by 

one with the IGV, which allowed removing the following sequencing errors: 

• Variants in non-uniform coverage regions: Variants located in non-

uniform coverage regions, range of +/- 15 bases around the variant 

studied. 

• Variants detected in a single fragment: Variants that were not sequenced 

by more than one non-identical read. 
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• Variants with strand bias: Variants with an unbalanced proportion of 

reads in the forward and reverse chains between the mutated and the 

reference reads. 

• Variants in repetitive regions: Variants in repetitive and homopolymer 

regions, when the quality was poor and the MAF ≤10%. 

6.1.2. Single nucleotide variants and small indel variants categorization and 

classification 

Variants were classified based on the following criteria: 

I. Recurrent presence in databases or in the literature, indicating the pathogenicity 

or recurrence of the identified variant: Variants described by at least two different 

authors were considered recurrently associated with the pathology under study. 

II. Pathology or tissue in which the variant has been described. 

III. Variant effect on the protein: Variants not described in the literature were 

categorized as likely pathogenic, of uncertain significance or likely benign, depending 

on the effect of the variant on the protein. 

IV. Functional studies and computational in silico predictive programs: Functional 

studies and in silico tools can be powerful in supporting pathogenicity. However, not 

all functional studies are effective in predicting an impact on the function of a gene 

or protein and should be carefully considered. On the other hand, the algorithms 

used by each in silico tool may differ and can include determination of the effect of 

the sequence variant at the nucleotide and amino acid level including determination 

of the effect of the variant on the primary and alternative gene transcripts, other 

genomic elements, as well as the potential impact of the variant on the protein. 

However, these are only predictions, and their interpretation was used only to 

support previous criteria, but never as a determining criterion for the classification of 

variants. 
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Following these criteria, variants were classified using a five-level classification 

system proposed by the guidelines published by the American College of Medical 

Genetics and Genomics and the Association for Molecular Pathology in 2015 

(Richards et al., 2015) (Table 32): 

• Class 1 or pathogenic variants: This classification included variants 

established as pathogenic in the disease of interest by clinical databases. 

• Class 2 or likely pathogenic variants: Comprised variants established as likely 

pathogenic in the disease of interest, or pathogenic/likely pathogenic in other 

diseases that may or may not be related to the disease of interest by clinical 

databases. 

This classification also included variants described as pathogenic or likely 

pathogenic in functional studies, in addition to undescribed variants that 

cause an effect on the protein (such as, nonsense, stop gain o loss, frameshift 

and splicing variants). 

• Class 3 or variants of uncertain significance (VUS): This classification 

comprised undescribed variants that do not cause any effect on the protein 

(missense) as well as in-frame variants. 

• Class 4 or likely benign variants: Included variants established as likely 

benign in the disease of interest, or benign/likely benign in other diseases 

that may or may not be related to the disease of interest by clinical 

databases. 

This classification also included variants described as benign or likely benign 

in functional studies. 

• Class 5 or benign variants: This classification included variants established as 

benign in the disease of interest by clinical databases. 

To carry out the classification of the variants, ClinVar disease database and the 

International Agency for Research on Cancer (IARC) database, which is specific for 
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TP53 variants, were mainly used, since they are a reliable resource that supports the 

interpretation of variants (Richards et al., 2015;  Yang et al., 2017). 

In addition, the Varsome tool was used, which is a search engine, aggregator and 

impact analysis tool which integrates all the information related to the variant, such 

as the coding effect for different transcripts, the genomic location and neighboring 

variants, the genes that may affect, the population frequency, the function of the 

associated protein, relevant phenotypes, related literature, clinical studies and the 

predicted pathogenicity, as well as the experience of experts in the classification and 

interpretation of the variants. Moreover, variant pathogenicity is also reported using 

an automatic variant classifier that evaluates the submitted alteration according to 

the ACMG guidelines (Richards et al., 2015). Figure 31 shows a squeme of the 

filtering process followed for SNV and indel variants. 

 

 

Figure 31. Squeme of the filtering process followed for SNV and indel variants. 

 

 

 

 

Va
ria

nt
s		
fil
te
rin

g	

Automatic	filtering	

SNP:	MAF	>1%	

Variants	in	non-coding	regions		

Variants	in	UTR	regions	

Synonymous	variants	

Pathogenicity	filtering	
ClinVar	pathogenic/likely	pathogenic	

M
an

ua
l	f
ilt
er
in
g	
(IG

V)
	

Variants	in	non-uniform	coverage	regions	

Variants	in	a	single	fragment	

Variants	with	strand	bias	

Variants	in	repetitive	regions	



142 
 

 

Table 32. Single nucleotide variants and small indel variants classification. 

 (Adapted from Richards et al., 2015) 

 

Criteria Criteria I 
Recurring variant in 
databases 

Criteria II 
Tissue or 
pathology 
where the 
variant has 
been described 

Criteria III 
Variant effect 
on the protein 

Criteria IV 
Functional studies 

Class 1 
Pathogenic 

Variant described as 
pathogenic 

In the disease 
or tissue under 
study 

n/a n/a 

Class 2 
Likely 

pathogenic 

Variant described as 
likely pathogenic 
 
Variant described as 
pathogenic/likely 
pathogenic 
 
Variant not described 
 
 
 
 
Variant not described 

In the disease 
or tissue under 
study 
 
In another 
disease or 
tissue 
 
 
Variant not 
described  
 
 
 
Variant not 
described 

n/a 
 
 
n/a 
 
 
 
Frameshift, 
nonsense, stop 
loss/gain, or 
splicing variant 
 
n/a 

n/a 
 
 
n/a 
 
 
 
Variant not 
described 
 
 
 
 
Pathogenic/likely 
pathogenic effect in 
functional studies 

Class 3 
VUS 

Variant not described Variant not 
described 

Missense or in-
frame variant 

Variant not 
described 

Class 4 
Likely 

benign 

Variant described as 
likely benign 
 
Variant described as 
benign/likely benign 
 
 
Variant not described 

In the disease 
or tissue under 
study 
 
In another 
disease or 
tissue 
 
Variant not 
described  

n/a 
 
 
n/a 
 
 
n/a 

n/a 
 
 
n/a 
 
 
Benign/likely benign 
effect in functional 
studies 

Class 5 
Benign 

Variant described as 
pathogenic 

In the disease 
or tissue under 
study 

n/a n/a 
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6.2. Copy number variants filtering 

For each PV, the data generated by CopywriteR was analyzed and compared with 

previously known information to establish additional criteria to identify the definitive 

target CNAs: 

o A minimum of 5 altered markers were established to be considered as CN 

alteration  

o Minimum distance to consider altered segments as independent: close 

alterations at 100 Kb were merged 

o Log2ratio filters based on the false positive and negative detected in each PV: 

> 2.2 for gains and < 1.8 for losses in PV1; > 2.3 for gains and < 1.7 for losses 

in PV2. 

o Minimum region affected to call the variants in each target alteration (Table 

33). 
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Table 33. Minimum region affected to call the variants in each target alteration 

 

 Region included in the panel design Minimum criteria to consider a target region 

TARGET ID Cytoband Genomic coordenates Size 
(Kb) Cytoban Genomic coordenates Size (Kb) Criteria 

Loss 1p36 1p36.33-p36.11 1-28000000 28.000 1p36.33-p36.11 1-28000000 28.000 It has to include: 1p36 cytoband 

Gain 2p24-2p12 2p24-p12 16080561-61155306 45.075 2p24-p12 16080561-61155306 45.075 

It has to include: one of the 
genes relevant in these region 
(REL, BCL11A, MYCN, and 
MSH2) 

Gain chr 3/3q 3p26.3-q29 1-198022430 198.022 3q11.2-q29 98000000-198022430 132.578 It has to include: 3q 

Gain chr 5/5q 5p15.33-q35.3 1-180915260 180.915 5p15.33-q35.3 1-180915260 180.915 It has to include: 5p15.33-q35.3 

Loss 6q13-q26 6q13-q26 70000001-164500000 94.500 6q13-q26 70000001-164500000 94.500 

It has to include: one of the 
genes relevant in these region 
(PRDM1, TNFAIP3/A20, EPHA7, 
and PERP) 

Loss 7q22.1-q35 7q22.1-q35 98000001-147900000 49.900 7q32.1-q32.3 127100001-132600000 22.009 It has to include: 7q32 

Loss 8p21.1-p23.1 8p23.1-p21.1 6200001-28800000 22.600 8p23.1-p21.1 6200001-28800000 22.600 

It has to include: one of the 
genes relevant in these region 
(TNFRSF10A, TNFRSF10B, 
KCTD9, and BIN3) 

Gain 8q24 (MYC) 8q24.21-q24.21 128748315-128753680 5 8q24.21-q24.21 128748315-128753680 5 It has to include: MYC 
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 Region included in the panel design Minimum criteria to consider a target region 

TARGET ID Cytoband Genomic coordenates Size 
(Kb) Cytoban Genomic coordenates Size (Kb) Criteria 

Loss 9p21 9p21.3-p21.1 19900001-33200000 13.300 9p21.3-p21.3 

21802636-22009312 207 It has to include: one of the 
genes relevant in these region 
(CDKN2A,CDKN2B, MTAP) 

Loss 11q22.1-q24 11q22.1-q24.3 97200001-130800000 33.600 11q22.2-q22.3 
102188181-108239826 6.052 It has to include: ATM and/or 

BIRC3  

Gain chr12 12p13.33-q24.33 1-133851895 133.852 12q13.11-q21.33 

46400001-92600000 46.200 It has to include: 12q13-q21 
If it is not for CLL, it can be 
considered target even if it does 
not include the centromere 

Loss 13q14 13q14.11-q14.3 40100001-55300000 15.200 13q14.2-q14.2 
50500000-51000000 500 It has to include: miR-15a y 

miR16-1, and DLEU2 

Loss 16p13 
(CREBBP) 16p13.3-p13.3 3775056-3930121 155 16p13.3-p13.3 3775056-3930121 155 

Not included in PV2 for CNA 
analysis 

Loss 17p13 (TP53) 17p13.1-p13.1 7571720-7590868 19 17p13.1-p13.1 7571720-7590868 19 
It has to include: TP53 

Gain chr18 18p11.32-q23 1-78077248 78.077 18q11.2-q23 
19000001-78077248 59.077 It has to include: 18q 

Loss 19p13 (KLF2) 19p13.11-p13.11 16435651-16438339 3 19p13.11-p13.11 16435651-16438339 3 
It has to include: KLF2 
Target for SMZL 
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6.3. Rearrangement variants filtering 

The output generated by the different callers, in addition to the output provided by 

the company DREAMgenics, were intersected with the alterations previously 

identified by the routine techniques and the alterations in the regions defined as 

targets were identified. Target and non-target alterations were then divided into two 

tables, and an Excel file was generated with the variants to be analyzed. For each PV, 

the data generated by each caller was independently analyzed and compared with 

previously known information to establish additional criteria to identify the definitive 

target rearrangements: 

o Minimum distance between breakpoint location to consider rearrangements 

as independent: breakpoints located <5kb away from each other in the same 

rearrangement were considered duplicates and were removed from the 

analysis. 

o Non-specific rearrangements were discarded. These included: 

rearrangements with frequent rearrangement partners, which appeared 

repeated between the different patients and target genes, and, on the other 

hand, rearrangements with specific partners that showed low quality values 

[genotype quality (GQ) <10000 by DELLY; quality=0.0 by DREAMgenics]. 

However, the latter could not be filtered directly and visualization of IGV was 

needed to refine the rearrangements that would be considered. 

The output generated from each caller was integrated with the others after their 

analysis. Only those translocations involving the defined rearrangement target 

regions were analyzed. Lastly, an analysis was performed comparing the sensitivity 

and specificity of each caller in the detection of rearrangements. 
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7. Additional techniques applied for the validation of results 

 

7.1. Fluorescent In Situ Hybridization (FISH) on isolated nuclei 

The FISH on isolated nuclei was performed in 20 samples to validate the 

rearrangements and copy number alterations detected by NGS. The technique was 

carried out in the Molecular Cytogenetics Laboratory of the Pathology Service from 

Hospital del Mar, Barcelona. 

For this end, samples fixed in carnoy were used, mainly from cytogenetics culture 

samples (from PB, BM, or lymph node fixed samples) or from fixed PB samples. 

7.1.1. Preparation of the extension 

1. The tube was centrifugated at 2000 rpm for 8-10 min to concentrate the fixed 

material and obtain a cellular botton. 

2. The slides stored in a box with methanol at 4ºC were dried with hand paper, 

removing the excess methanol. 

Fixed material extensions were performed: 

3. The supernatant was decanted and the cell button was resuspended with a few 

drops of carnoy’s solution. 

4. The slides were identified with the case number and the probe to hybridize. 

5. Extensions were made and dried on the hot plate (50-60ºC). 

6. Nuclei concentration and extension quality were assessed using an inverted phase 

contrast microscope. 

7. The area on the slide where the probe solution would be applied was marked with 

a diamond-tip pencil. 

8. Extensions were dried on a hot plate for 4 hours (minimum) or at room 

temperature for one day. 
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7.1.2. Hybridization 

1. The FISH probes were prepared following manufacturer's protocol: 

- Undiluted probes: In an eppendorf 3.5 µL of hybridization buffer + 0.5 µL of probe + 

1 µL of distilled H2O were mixed for each slide to hybridize (these volumes were 

modified depending on the area to hybridize). 

- Probes diluted with hybridization buffer (direct probes): 3-12 µL probe were 

applied, depending on the selected hybridization area. 

2. Sufficient amount of probe was placed to cover the sample on the coverslip 

(18x18mm, 20x20mm, or 24x24mm). 

3. The slide was placed on the coverslip with the probe, making sure that the probe 

covered the entire area to hybridize 

4. The joint was sealed with glue (Fixogum Rubber Cement). 

5. The samples were placed in the hybridizer and the following program was 

established: 

          75ºC 5 min 

          Hold at 37ºC (maximum 24h) 

7.1.3. Post hybridization washes and counterstain 

- Post hybridization washes:  

1. A coplin was heated with the washing solution (0.4x SSC + 0.3% NP-40) to 73ºC. 

2. Another coplin with washing solution (2x SSC + 0.1% NP-40) was prepared and left 

at room temperature. 

3. The preparations were removed from the hybridizer 

4. The Fixogum Rubber Cement glue was removed with the tweezers. 

5. The preparations were immersed in the washing solution at 73ºC and the coverslip 

was removed. They were submerged again and incubated for 2 min. 
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6. Then preparations were immersed in the coplin at room temperature and 

incubate for 2 min. 

- Counterstain: 

7. A total of 7 µl of DAPI II Counterstain (Vysis, Downers Grove, Illinois, USA) were 

placed on a 24x24mm coverslip. 

8. The preparations were removed from the washing solution and placed on the 

coverslip with the DAPI solution on the marked area. The DAPI was gently pressed to 

spread. 

9. The preparations were stored in an opaque plastic box and upright at -20ºC until 

reading with the fluorescence microscope. The reading was made before 15 days 

after hybridization to avoid loss of fluorescence intensity. 

 

7.2. Fluorescent In Situ Hybridization (FISH) on FFPE tissue samples 

The FISH on FFPE tissues was performed in 22 samples to validate the 

rearrangements and CNA detected by NGS. It was carried out in the Molecular 

Cytogenetics Laboratory of the Pathology Service from Hospital del Mar, Barcelona. 

7.2.1. Deparaffinization 

1. The preparations were heated for 30 min (minimum) on the stove at 65ºC. 

2. The slides were immersed in xylol for 10 min. It was repeated three times in 

different coplins. 

3. The slides were then immersed in 100% ethanol for 5 min. It was repeated two 

times in different coplins. 

4. Next, the slides were immersed in 80% ethanol for 5 min. 

5. The slides were immersed in 70% ethanol for 5 min. 

6. After, the slides were immersed in a coplin with distilled water. 
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7.2.2. Pretreatment 

1. The slides were immersed in a plastic bucket with 1x EDTA solution. 

2. Another plastic bucket with water was prepared (to counterbalance in the 

microwave). 

3. The two buckets were heated in the microwave at maximum power for 7 min. 

4. The bucket was left at room temperature for 30 min to cool down the EDTA 

solution. 

5. The two buckets were heated again in the microwave at maximum power for 5 

min. 

6. Steps 4 and 5 were repeated and then the slides were removed from the bucket to 

dry. 

7.2.3. Digestion 

1. The pepsin solution (1O mL distilled H2O + 100 µL 37% hydrochloric acid + 5 µL 

pepsin) and the "STOP" solution (50 mL 1x PBS + 2.5 mL MgCl2) were prepared. 

2. One-two drops of pepsin solution were spread with a plastic Pasteur pipette on 

24x40mm coverslips. 

3. The coverslips were placed on the slides. 

4. They were incubated in a humid chamber at 37ºC for 15-30 min depending on the 

size and the type of FFPE tissue. 

5. The slides were immersed in the “STOP” solution during 5 min. 

6. The slides were then immersed in a coplin with distilled water during some sec. 

7. The preparations were placed on the stove at 65ºC till they were dried. 

8. The degree of digestion was assessed using an inverted phase contrast 

microscope, and the area to be hybridized was marked with a diamond-tip pencil 

when necessary. 
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9. In cases where it was not enough, digestion was repeated, adjusting the time 

depending on the case. 

 

7.2.4. Hybridization 

The same protocol as for FISH on isolated nuclei was followed (8.1.3. Hybridization), 

only the temperature and denaturation time changed: 

          80ºC 5 min 

          Hold at 37ºC (maximum 24h) 

7.2.5. Post hybridization washes and counterstain 

The same protocol as for FISH on isolated nuclei was followed (7.1.4. Post 

hybridization washes and counterstain).  

 

7.3. SNP array 

The SNP array technique was performed in 14 samples to validate the CNA detected 

by NGS. It was carried out in the Laboratoire d'Oncogénomique du Centre Hospitalier 

Universitaire Vaudois (CHUV) in Lausanne, Switzerland, with the CytoScan HD 

commercial platform (Affymetrix Inc., Santa Clara, California, USA). This platform 

comprises a microarray that contains 2.67 million markers for copy number analysis, 

including 750,000 SNP and 1.9 million non-polymorphic probes. 

The SNP array technique consists of a process of DNA digestion with the Nsp1 

restriction enzyme to generate a range of fragment sizes, which are then ligated with 

a common set of Nsp 1 adaptors. A PCR amplification is used to amplify fragments in 

the 25-125bp range, followed by purification, fragmentation, labeling, and 

hybridization on the array. 

The technical details of each step are specified below. 

7.3.1. Enzymatic digestion of DNA 
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1. Before starting, the thermocycler was turned on and ice was taken in a container, 

with a metal support inside. 

2. All the reagents were brought to room temperature. When thawed, they were 

given a quick vortex and spin and placed directly on the ice. 

3. DNA samples were brought to room temperature. When thawed, they were given 

little taps and a quick spin and placed directly on the ice. 

4. For each sample, up to 250 ng of DNA was diluted in a total volume of 5 µL with 

low EDTA TE in a new 1.5 mL tube. The tubes were then covered with film, given a 

quick vortex and spin and placed directly on the ice. 

 5. For each case, a digestion mix as detailed in Table 34 was prepared: 

 

 

 

 

 

 

 

 

6. The tubes were then covered with parafilm, and given a quick vortex and spin. 

7. Samples were subjected to thermal cycling, as follows: 

          37ºC 2 h 

          65ºC 20 min 

          Hold at 4ºC 

8. Samples were introduced in the thermocycler when temperature reached 37ºC. 

7.3.2. Adaptor ligation 

1. Before starting, all the reagents were brought to room temperature. When 

thawed, they were given a quick vortex and spin, and placed directly on the ice.  

Reagent Volume (µL) 

Nuclease-Free water 11.55 µL 

Nsp I buffer 2 µL 

100x BSA 0.20 µL 

NSP I enzyme 1 µL 

Total volume 19.75 µL 

Table 34. Digestion mix 
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2. The digestion products were taken out of the thermocycler, when it had finished, 

and were given a spin and carefully uncovered to prevent the sample from dropping 

out. 

3. Then, to each digestion product, a ligation mix as detailed in Table 35 was 

prepared: 

 

 

 

 

 

 

 

4. The tubes were then covered with film, and given a quick vortex and spin. 

5. Samples were subjected to thermal cycling, as follows: 

     16ºC 3 h 

     70ºC 20 min 

     Hold at 4ºC 

6. After the program was finished, samples were stored at -20ºC (they can also be 

left in the thermocycler at 4ºC overnight). 

7.3.3. PCR amplification 

1. Before starting the thermocycler was turned on and ice was taken in a container, 

with a metal support inside.  

2. All the reagents were brought to room temperature. When thawed, they were 

given a quick vortex and spin and placed directly on the ice. 

3. Ligated DNA samples were brought to room temperature. When thawed, they 

were given a quick vortex and spin and placed directly on the ice. 

Reagent Volume (µL) 

DNA ligase buffer 2.5 µL 

Adaptor Nsp I 0.75 µL 

DNA ligase enzyme 2 µL 

Total volume 25 µL 

Table 35. Ligation mix 
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4. Ligated DNA samples (25 µL) were diluted with 75 µL nuclease-free water (final 

volumen: 100 µL), sealed with parafilm and given a quick vortex and spin. 

5. The film was carefully removed and the diluted DNA was transferred into 4 mini 

eppendorf (10µL/epp). The remaining diluted DNA and the ligated DNA samples 

(undiluted) were stored at -20ºC. 

6. Then, to each sample, a PCR mix as detailed in Table 36 was prepared: 

 

 

 

 

 

 

 

 

 

 

7. Mini eppendorf were sealed with parafilm and given a quick vortex and spin. 

8. Samples were subjected to thermal cycling, as follows: 

     94ºC 3 min 

     94ºC 30 sec 

     60ºC 45 sec           x30 

     68ºC 15 sec 

     68ºC 7 min 

     Hold at 4ºC  

9. Samples were introduced in the thermocycler when temperature reached 94ºC. 

10.  After the program was finished, samples were stored at -20ºC (they could also 

be left in the thermocycler at 4ºC overnight). 

7.3.4. Purification 

Reagent Volume (µL) 

Nuclease-Free water 39.5 µL 

10xTitanium Tm Taq PCR buffer 10 µL 

GC-Melt reagent 20 µL 

2.5Mm dNTP mixture 14 µL 

PCR primer 4.5 µL 

50xTitanium Tm Taq DNA Polymerase enzyme 2 µL 

Total volume 90 µL 

Table 36. PCR mix 
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1. Before starting ice was taken in a container, with a metal support inside.  

2. PCR product samples were brought to room temperature placed on the metal 

support. When thawed, they were given a quick vortex and spin and placed again on 

the ice. 

3. Purification beads were brought to room temperature. After, they were inverted 

several times to homogenize them, and were placed on the ice (vortex of the 

purification beads was avoid). 

4. Three µL of PCR product from each patient was placed in a new mini eppendorf 

and stored at 4ºC. 

5. Next, the content of the 4 mini eppendorf from the same patient was mixed into a 

1.5 eppendorf placed on the ice. After, the eppendorf were removed from the ice. 

6. Seven hundred twenty µL of beads were added to each sample, and eppendorf 

were inverted 10 times to mix them. 

7. Samples were incubated with the beads for 10 min. 

8. They were then centrifuged for 3 min at 16,100g. 

9. The eppendorf were taken out of the centrifuge and placed on a magnetic rack. 

10. The supernatant was carefully aspirated to avoid dragging the beads, and then 

the eppendorf were closed to prevent the beads from drying out. 

11. Without removing the eppendorf from the magnetic support, 1 mL of washing 

buffer was added. 

12. The eppendorf were placed on the vortex support and vortexed for 2 min. 

13. They were then centrifuged for 3 min at 16,100g. 

14. After, they were placed directly on the magnetic rack, and the supernatant was 

aspirated as previously. 

15.  Next, the samples were centrifuged for 3 min at 16,100g and placed back on the 

magnetic holder to remove any remaining supernatant by pipetting. 
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16. The eppendorf were removed from the magnetic rack, opened and incubated for 

10 min. 

17. Next, 52 µL of elution buffer was added directly onto the beads, and the 

eppendorf were placed in the vortex support and vortexed for 10 min (it is important 

that no lump is observed). 

18. After the vortex, samples were centrifuged 3 min at 16,100g. 

19. They were then placed directly on the magnetic rack and incubated during 10 

min. 

20. While incubating, mini eppendorf were placed on the metal support inside the 

ice.  

21. After incubation, and without removing the eppendorf from the magnetic rack, 

47 µL of each sample were collected and poured into the mini eppendorf placed on 

ice. 

22. Samples were then sealed with film and given a quick vortex and spin, and placed 

on the metal support on ice. 

7.3.5. Quantification and quality assessment of purified DNA 

1. Two µL of purified DNA was collected in another mini eppendorf to which 18 µL of 

Nuclease-Free water was previously added. Eppendorf were closed and given a 

vortex and a spin. 

2. The quantification and quality assessment of purified DNA was carried out with 

the spectrophotometer Nanodrop ND-1000. Samples were considered to be of 

sufficient quality to carry out the labeling and hybridization when their 

concentration was ≥3ug/µL and the A260/280 ratio value was comprised between 

1.8 and 2.0. For those cases with a concentration ≤2.5 ug/µL, the array technique 

was not continued. 

7.3.6. Fragmentation 

1. Before starting, the fragmentation centrifuge was set at 4ºC and 2000rpm during 

30 min to be tempered. 
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2. Next, a fragmentation mix as detailed in Table 37 was prepared:  

 

                                         

                                           

 

Table 37. Fragmentation mix 

 

3. After, the thermal cycler was set up as follows, and was stopped when the 
temperature reached 37ºC: 

     37ºC 35 min 

     95ºC 15 sec 

     Hold at 4ºC  

 

4. Next, 10 µL of the fragmentation mix was added to each purified DNA sample as 

detailed in Table 38: 

 

 

 

Table 38. PCR purified DNAs with fragmentation mix 

5. The eppendorf were sealed with film and given a quick vortex and spin. 

6. They were then placed in the fragmentation centrifuge, and the start button was 

held down for a few seconds. 

7. After, samples were placed in the thermocycler. 

8. Once the thermocycler was finished, samples were placed on the ice. 

7.3.7. Fragmentation control with 3% agarose gel: 

1. A 3% agarose gel was prepared mixing 3g of agar with 100 mL 0.5% TBE and 5 µL 

of SYBR Safe DNA gel stain (Thermo Fisher Scientific, Waltham, Massachusetts, USA). 

It was left to solidify. 

Reagent Volume (µL) 
Nuclease-Free Water 271.2  µL 
10x Fragmentation Buffer 348.3 µL 
Gene Chips Fragmentation Reagent enzyme 10 µL 
Final volume 625  µL 

Reagent Volume (µL) 
PCR purified product 45  µL 
fragmentation mix 10  µL 
Final Vol 55  µL 
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2. Twenty eight µL of nuclease-free water and 4 µL of fragmented DNA were added 

in a mini eppendorf. Samples were then vortexed and given a spin. 

3. Once the gel was solidified, it was charged with the samples prepared as follows: 8 

µL of diluted and fragmented DNA mixed with 2 µL of Gel Loading Dye Purple (New 

England Biolabs, Ipswich, Massachusetts, USA) (final volumen: 10 µL). Then, 8 µL of 

Low Molecular Weight DNA Ladder was charged in the first well. 

4. Samples migrated at 130V for 60 min. The fragments obtained were between 25 

and 125bp. 

7.3.8. Labeling 

1. Before starting ice was taken in a container, with a metal support inside.  

2. Reagents were brought to room temperature. When thawed, they were given a 

quick vortex and spin and placed again on the ice. 

3. Next, a labeling mix as detailed in Table 39 was prepared: 

 

 

                                       

                                             

Table 39. Labeling mix 

4. Nineteen point five µL of labeling mix was added to each sample, and were then 

sealed with parafilm, vortexed and given a spin. 

5. After, the thermal cycler was set up as follows, and samples were introduced 

when the temperature reached 37ºC: 

     37ºC 4 h 

     95ºC 15 min 

     Hold at 4ºC  

7.3.9. Hybridization 

1. Before starting, turn on the oven 1 hour before and set it to 50ºC and 60 rpm. 

Reagent Volume (µL) 
TdT Buffer 14  µL 
DNA Labeling Reagent 2  µL 
TdT enzyme 3.5  µL 
Final volume 19.5  µL 
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2. The chips were removed from the refrigerator and were labeled and scanned. 

3. Reagents were brought to room temperature. When thawed, they were given a 

quick vortex and spin and placed again on the ice. 

4. Next, a hybridization mix as detailed in Table 40 was prepared in the hood: 

 

 

 

 

 

Table 40. Hybridization mix 

5. It was given a long vortex, because the liquid was very viscous, and it was spun. 

6. Samples were removed from the thermocycler. Then, 190 µL of hybridization 

mixture was added to each sample as detailed in Table 41 and given a long vortex. 

Reagent Volume (µL) 
Labeled PCR product 70.5  µL 

Hybridation mix 190  µL 
Final volume 260.5  µL 

Table 41. Final volume in each sample 

7. After, the thermal cycler was set up as follows: 

     95ºC 10 min 

     49ºC 2 min 

     Hold at 49ºC  

8. When the thermocycler finished, the samples were kept inside the thermocycler 

at 49ºC and the chips were loaded: with the chip upright, a filterless tip was inserted 

into one of the holes and 200 µL of the reagent was loaded through the other hole, 

being careful not to generate bubbles. After finishing, both tips were removed and 

the holes were sealed with stickers. 

9. The chip was introduced into the oven after being loaded. 

10. This process was repeated for each sample. 

Reagent Volume (µL) 
Hyb Buffer Part 1 165 µL 
Hyb Buffer Part 2 15 µL 
Hyb Buffer Part 3 7 µL 
Hyb Buffer Part 4 1 µL 
Oligo Control Reagent 0100 2 µL 
Final volume 190 µL 



160 
 

11. The chips were hybridized for 16-18 h maximum at 60 rpm and 50ºC. 

7.3.10. Post hybridization washes 

The washes were carried out using the GeneChip® Command Console® Software 

(AGCC) that controls the GeneChip® Fluidics Station 450 (FS450). 

Before starting: 

1. The computer and fluidic stations came on. The following message appeared: 

“Power-on done NOT PRIMED”. 

2. The bottles were filled with: 

     -Wash A / Wash B (450 mL for 8 chips/ 300 mL for 4 chips) 

     -Nanopure water 

3. Empty eppendorf were placed in FS450. 

4. The waste bottles were emptied. 

5. The “Quick registration” was performed, and chips were identified with the 

barcode. 

6. “Affymetrix Launcher” was opened, and later the AGCC Fluidics Control. 

Priming: 

7. PRIME_450 program was selected, and the ducts were introduced into the 

solutions (Wash A, Wash B, and water). 

8. Empty tubes were loaded to the modules to be used and the program was run. 

9. During the Prime 450 protocol, the amber colored eppendorf tubes (light sensitive 

solutions) were filled with the different "staining" solutions as detailed in Table 42. 

They can also be prepared the day before and kept at +4°C until use the next day. 

Tampons Volume (µL) 
Stain Buffer 1 500  µL 
Stain Buffer 2 500  µL 
Array Holding Buffer (3) 800  µL 

Table 42. Stain solutions                                                          
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10. At the end of "Prime_450", the needle levers were uploaded and the empty 

eppendorf tubes were removed. Then, the machine was ready to wash the chips. 

Chip washing: 

11. CytoScanHD_Array_mapping, CytoScanHD_Array_450, respectively was selected, 

and the barcodes for each chip were read, and "tough-spot" blocking the openings in 

the chip were removed. The chips were then inserted into the cartridge.  

12. Empty eppendorf were replaced with amber eppendorfs with the "Stain" 

solutions. 

13. The needle lever on the tubes was lowered, starting the protocol (1h 40min). The 

scanner was then turned on. 

14. At the end of the washing protocol, cartridge levers were lowered, chips 

removed and checked for bubbles (if there are bubbles, the cartridge should be 

washed again). 

15. The two chip openings were closed with tough-spots, and the chips were 

introduced in the scanner feeder. Then, the AGCC scan control was started.  

16. At the end of the cycle, the amber eppendorf tubes containing the "stain" were 

removed and replaced with the empty eppendorf tubes. 

17. The needle levers were then lowered to perform the needles/conduits flush and 

all tubes were removed. At the end, the message "Protocol ready" appeared. 

7.3.11. Scanning 

The chips were read using the Affymetrix GeneChip Scanner 30007G, which 

measures the fluorescence emitted by the chip and translates it into a file (.DAT) that 

allows the chips to be visualized and their quality assessed. If the file quality is good, 

a CEL file is generated, used in the ChAS (Chromosome Analysis Suite) software to 

generate the .cyhd.cychp files, which allow viewing the results of the microarray. 

7.3.12. Visualization and analysis of results 
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ChAS software was used to visualize and analyze the results. Firstly, the quality of the 

array hybridization was assessed for each case using the quality parameters obtained 

(QCmetrix): 

• MAPD: it is a global measure of the variation of all probes on the chip across the 

genome, and represents the median of the distribution of changes in the log2 

relationship between adjacent probes. Since it measures the differences 

between adjacent probes, it is a short-range noise measurement. Based on an 

empirical test data set, the provider decided that cases with MAPD > 0.25 are 

too noisy to provide a reliable number of copies. Thus, a good MAPD value will 

be <0.25.  

• SNPQC: is a parameter that uses SNP markers to estimate the distribution of 

homozygous AA alleles, heterozygous AB alleles, and homozygous BB alleles. It is 

also based on an empirical test data set. However, a value less than the limit set 

by the provider (≥15.0) may be acceptable in cases with many abnormalities.  

• Waviness SD: this parameter measures variations over a longer range than 

MAPD (variation between adjacent markers/probes). The measurement of long-

range variation is accomplished by calculating the variation in log2 ratios across 

the entire genome and subtracting the short-range variation, specifically, for the 

autosomal region probe. This quality control measure should be standard (≤ 

0.120) in cases with a normal copy number (2 copies). The higher it is, the less 

reliable the analysis will be, at least for small gains/losses. 

However, in tumor DNA samples, the presence of numerous abnormalities generates 

non-standard values in the SNPQC and waviness SD parameters. Therefore, these 

parameters were correlated with the result and appearance of the different data on 

the chip. 

 

7.4. NGS with Ion Torrent 

The NGS technique was performed in 23 samples to validate the SNV detected by 

the designed panel. It was carried out in the Laboratoire d'Oncogénomique du 
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Centre Hospitalier Universitaire Vaudois (CHUV) in Lausanne, Switzerland, using the 

Ion S5 XL next-generation sequencing system (Ion Torrent, Thermo Fisher Scientific, 

Waltham, Massachusetts, USA). To that end, an in-house developed panel was used, 

which shared the genes detailed in Table 43 with our panel. 

On the other hand, 11 samples were validated through the Molecular Biology service 

Laboratory, Pathology Service of Hospital del Mar, Barcelona, which were sequenced 

using an in-house developed sequencing panel detailed in Table 43 and the Ion 

Torrent sequencing platform, following the manufacturer's protocol. Table 43 

gathers the genes that were shared with our panel. 

 

 

 

        

 

 

 

 

Table 43. The genes covered by the two panels used to validate the results 

 

7.4.1. Determination of DNA concentration with QubitTM Fluorometer 

1. All samples were first measured with the spectrophotometer Nanodrop ND-1000. 

For low volume samples, they were only measured with QubitTM Fluorometer. 

According to the concentration of the samples to the nanodrop, two different 

reagents were used: 

          - BR > 100 ng/µL 

          - HS ≤ 100 ng/µL 

2. Before using the Qubit, samples were brought to room temperature for 20 min. 

Swiss Lausanne panel design Barcelona panel design 

EZH2 ARID1A FOXO1 TNFRSF14 

TP53 CARD11 ID3 TP53 

ATM CCND3 KMT2D EZH2 

MYD88 CD79B MEF2B TNFAIP3 

NOTCH1 CREBBP MYD88  

SF3B1 EP300 TCF3  
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3. The reagents were prepared according to the number of samples as detailed in 

Table 44 (for HS and for BR): 

           - n x 1 µl QubitTM Reagent (Dye) 

           - n x 199 µl QubitTM Buffer 

Table 44. Preparation of reagents for QubitTM 

* Standard was made twice (2 tubes for Standard 1 and Standard 2 for HS; and 2 

tubes for Standard 1/2 for BR). 

4. Samples were given a vortex and spin, and incubated at room temperature during 

3 min (fluorescence is stable until 3 hours after incubation). 

5. The fluorescence of the samples was then measured at QubitTM, and the obtained 

values were multiplied by 0.2 for HS, or by 100 for BR to establish the concentration 

of each sample. 

7.4.2. Genomic DNA amplification 

1. Before starting the thermocycler was turned on and ice was taken in a container, 

with a metal support inside. 

2. All the reagents were brought to room temperature. When thawed, they were 

given a quick vortex and spin and placed directly on the ice. 

3. DNA samples were then diluted to obtain a final concentration of 2.2 ng/µL. 

4. Sample ID x9 was diluted (at 20x): 

             - 3,6 µL Sample ID x9 

             - 4,4 µL H2O 

5. Next, it was mixed with the diluted DNA sample: 

Reagents Standard* Sample 
Working solution 190 µL 199 µL 
Standard 10 µL - 
Sample - 1 µL 
Final Volume 200 µL 200 µL 
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             - 1,25 µL Sample ID x20 

             - 13,75 µL diluted DNA sample 

6. PCR mix was prepared at room temperature as detailed in Table 45: 

 

 

 

 

             

                                                            Table 45. PCR mix 

6. Samples were given a vortex and spin. 

7. After, the thermal cycler was set up as follows: 

     99ºC 2 min 

     99ºC 5 sec              x16     

     60 ºC 4 min 

     Hold at 10ºC  

8. Once the thermocycler was finished, the pools were mixed in a new tube as 
follows: 

- Pool 1: 10 µL 

            - Pool 2: 10 µL 

            - Final volumen: 20 µL 

 

7.4.3. Partial digestion of primers 

1. Before starting, FuPa reagent was brought to room temperature. When thawed, it 
was given a quick vortex and spin and placed directly on the ice. 

2. Two µL of FuPa reagent was added to each sample (final volume: 22 µL). 

3. After, the thermal cycler was set up with the following program: 

     50ºC 20 min 

     55ºC 20 min 

     60 ºC 20 min 

 
Reagents 

Volume (µl) 
Primer Pool 1 Primer Pool 2 

5x Ion AmpliSeqTM Hifi 
Master Mix 

4 4 

Primer pool 10 10 
Mix DNA-ID/cDNA 6 6 
Final Volume 20 µL 20 µL 
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     Hold at 10ºC (for up to 1 hour) 

4. While the barcodes were prepared as detailed in Table 46 (Gloves were changed 

each time a different barcode was pipetted): 

 

 

 

                                                        

Table 46. Barcode mix 

7.4.4. Ligation 

1. Before starting, switch solution was brought to room temperature. When thawed, 

it was given a quick vortex and spin and placed directly on the ice. 

2. Next, the ligation mix prepared as detailed in Table 47: 

 

 

 

 

Table 47. Ligation mix 

3. The thermocycler was set up as follows: 

     22ºC 30 min 

     72ºC 10 min 

     Hold at 10ºC (for up to 24 hours) 

7.4.4. Purification 

1. Agencourt™ AMPure™ XP Reagents were brought to room temperature and 

vortex thoroughly to disperse the beads before use.  

2. Forty five μL of Agencourt™ AMPure™ XP Reagent were transferred in a new tube.  

Reagents Volume (µL) 
Nuclease free water 1.10 µL 
Ion P1 Adaptor 0.55 µL 
Ion Xpress barcodes X 0.55 µL 
Final Volume 2.2 µL 

Reagents Volume (µL) 
Switch solution 4 µL 
Prepared barcodes 2 µL 
DNA ligase 2 µL 
Final Volume 30 µL 
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3. The total volume of the ligation (30 μL) was added into the tube containing the 

beads (final volume: 75 μL). It was pipetted up and down 5 times to mix the bead 

suspension with the DNA thoroughly.  

4. The mixture was incubate for 5 min at room temperature. 

5. Samples were then placed in a magnetic rack and incubated for 2 min. After, the 

supernatant was carefully discarded without disturbing the pellet. 

6. One hundred fifty μL of freshly prepared 70% ethanol was added, then samples 

were moved side-to-side in the two positions of the magnet to wash the beads and 

incubated for 2 min. After, the supernatant was carefully discarded without 

disturbing the pellet. 

7. Step 21 was repeated for a second wash. 

8. Keeping the samples in the magnet, the beads were air-dried at room 

temperature for 5 min. 

Library equalization: 

9. Tubes with purified libraries were removed from the magnet, and 50 μL of 

Platinum™ PCR SuperMix HiFi and 2 μL of Equalizer™ Primers were added to each 

bead pellet. Samples were sealed, vortexed thoroughly, and centrifuged to collect 

droplets.  

10. Tubes were then placed back on the magnet for at least 2 min, then ~50 μL of 

supernatant from each sample was carefully transferred to a new plate/epp without 

disturbing the pellet. 

11. The plate/epp were sealed with a new clear adhesive film, and loaded in the 

thermal cycler to amplify. The following program was run: 

     98ºC 2 min 

     98ºC 15 sec                x5 

     64ºC 1 min 

     Hold at 10ºC 
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First-round purification: 

12. Twenty five μL of Agencourt™ AMPure™ XP Reagent was placed in a new 1.5 mL 

tube. The entire volume of the amplified libraries (~50 μL) was transferred to the 

tubes containing the beads. 

13. The bead suspension was mixed with the DNA thoroughly by pipetting up and 

down 5 times. After, the mixture was incubated for 5 min at room temperature. 

14. The tubes were placed in a magnet for at least 5 min.  

Second-round purification: 

15. Sixty μL of Agencourt™ AMPure™ XP Reagent was placed in a new 1.5 mL tube.  

16. After the incubation in the magnet, the supernatant (~75 μL) was carefully 

transferred without disturbing the pellet to the tube containing the beads (final 

volume: 135 μL).  

17. The bead suspension was mixed with the DNA thoroughly by pipetting up and 

down 5 times. After, the mixture was incubated for 5 min at room temperature. 

18. The tubes were placed in a magnet for at least 3 min. The supernatant was then 

carefully removed without disturbing the pellet. 

19. One hundred fifty μL of freshly prepared 70% ethanol was added to each tube, 

and tubes were then moved side to side in the magnet to wash the beads. After, the 

supernatant was carefully removed without disturbing the pellet. 

20. The step 34 was repeated for a second wash. 

21. Keeping the tubes in the magnet, the beads were air-dried at room temperature 

for 2−5 min.  

22. Next, the tubes were removed from the magnet, and 50 μL of Low TE was added 

to the pellet to disperse the beads. 

23. Samples were then vortexed thoroughly, centrifuged to collect droplets, and 

incubated at room temperature for at least 2 min.  
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24. Without removing the eppendorf from the magnetic support, the supernatant 

was aspirated manually and very carefully and transferred to a new tube. 

25. Samples were then measured with QubitTM Fluorometer. The reagents were 

prepared according to the number of samples as detailed in Table 48 (for HS and for 

BR): 

            - n x 1 µl QubitTM Reagent (Dye) 

            - n x 199 µl QubitTM Buffer 

Table 48. Preparation of reagents for QubitTM 

* For the manual library; **for the automatic library 

 

26. Samples were then diluted at 35 pM, based on the calculated library 

concentration for the average amplicon size, detailed in Table 49: 

 

 

 

 

 

Table 49. Calculated library concentration for the average amplicon size 

* The average amplicon size for our library was 225 bp 

27. Libraries were loaded on the chip. 

7.4.5. Sequencing with IonS5 TM XL (Ion Torrent) 

Preparation of consumables: 

Reagents Standard* Sample 
Working solution 190 µL *195 µL/ **180 µL 
Standard 10 µL - 
Sample - *5 µL/**20 µL 
Final Volume 200 µL 200 µL 

Average amplicon size Concentration in ng/mL (~100 pM) 
140 bp 9 
175 bp 11 
*225 bp 15 
275 bp 18 
375 bp 24 
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1. The Ion S5™ Sequencing Reagent cartridge was unboxed 45 min before use and 

brought to room temperature. All cartridges and consumables were removed from 

their packaging, and placed on the bench next to the Ion Chef™ Instrument. 

 

Sequencer initialization: 

2. The initialization was carried out one day before performing the sequencing. In 

the instrument touchscreen main menu, Initialize was selected. The door, chip, and 

Reagent cartridge clamps were unlocked. 

3. When prompted, the Ion S5 ™ Wash Solution bottle was removed to access the 

waste reservoir, and after, the waste reservoir was removed, emptied and 

reinstalled. 

4. The expended Ion S5™ Sequencing Reagents cartridge was replaced with a new 

cartridge equilibrated to room temperature. 

5. The new Ion S5™ Wash Solution bottle was thoroughly mixed. Then, the red cap 

was removed and installed. 

6. The used sequencing chip from the previous run was properly seated in the chip 

clamp and the chip clampwas pushed in all the way. 

7. If necessary, a new Ion S5™ Cleaning Solution bottle was installed (the Ion S5™ 

Cleaning Solution bottle contains sufficient reagent to complete 4 cleanings). 

8. The door was closed, and Next was pressed. The instrument confirmed that the 

consumables and chip were properly installed and that the Ion S5™ Cleaning Solution 

contained sufficient reagent to perform the post-run clean.  

9. When initialization was completed (~50 min), Home was pressed. 

Loading the Ion Chef S5TM System: 

10. The Chef was loaded following the instructions of the provider, as detailed in 

Figure 32. 
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                             Figure 32. Scheme to load the Ion Chef 

 

Sequencing: 

11. After completion of initialization, Run was pressed in the instrument 

touchscreen. The door and chip clamp were then unlocked. 

12. The used sequencing chip was removed, and the new chip was then secured in 

the chip clamp. 

13. The chip clamp was pushed all the way down to engage it, the instrument door 

was closed and then Next was pressed. 

14. It was confirmed that the correct Planned Run was auto-populated, then, Review 

was pressed. 

15. It was confirmed that the remaining pre-populated settings were correct, or 

changes were made using the buttons and dropdown lists if needed. 
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16. The instrument door was closed, then Start run was pressed to begin the 

sequencing run. 

7.4.6. Analysis of sequencing data 

The analysis of the NGS data was performed with the Sequence Pilot software, 

SeqNext module, from JSI Medical System GmBH. The analysis was performed using 

fastq files generated by the sequencer, which allowed identifying the SNV presented 

in the samples. 

After sequencing, the following parameters were analyzed: 

o Read lenght histogram of each panel 

o If the coverage was correct (≥1000x) 

o Number of reads and % clonality-polyclonality 

o Sample ID verifiation (if corresponded to the patient) 

o Variant identification 
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Hypotheses and Aims 
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1. Hypotheses 

The application of NGS techniques to the study of mature B-cell neoplasms at the 

research level is providing a large amount of new information, in certain cases with 

clinical implications, which includes the identification of molecular biomarkers with 

diagnostic, prognostic and predictive value. The incorporation of some of these 

molecular biomarkers into clinical practice has shown to be crucial, as it is reflected 

in the evolving classification of B-cell malignancies (Swerdlow et al., 2016), as well as 

in several consensus guidelines for patient management. Therefore, the integration 

of molecular information together with the genetic alterations detectable by NGS is 

of main relevance to transfer the new genomic knowledge generated to daily clinical 

practice. 

In this sense, in recent years numerous NGS panels have been commercialized for 

the detection of SNV and small indel variants, mainly, in solid tumors and 

hematological neoplasms, with a greater focus on myeloid neoplasms. Besides, some 

of these panels also allow the analysis of CNA and fusion genes by amplicon-based 

sequencing using RNA. Focusing on the study of MBCN, NGS panels available on the 

market are scarce and mainly focused on the study of SNV and small indel variants. 

In this sense, to date, none of the panels available on the market can detect 

structural chromosomal alterations, such as translocations, which are of special 

interest in these entities. 

On the other hand, mature B-cell neoplasms can often have overlapping clinical and 

morphological features that could pose diagnostic challenges (Momose et al., 2015; 

Swerdlow et al., 2016; Wagener et al., 2019). However, most of the panels 

developed focus on the study of a single entity, while the use of a panel that 

comprises the genetic alterations involved in different MBCN, could help to make a 

differential diagnosis,  in addition to predict the progression to a more aggressive 

lymphoma. 

Finally, no studies have yet been conducted comparing this technology with 

conventional genetic techniques in the framework of MBCN. 
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On these grounds, the hypotheses of the present study are:   

1. The development of a targeted NGS panel will allow the study of genetic 

alterations with diagnostic, prognostic and therapeutic value in mature B-cell 

neoplasms, currently determined with different techniques, using a single 

methodology. 

 

2. The simultaneous study of multiple genetic alterations in a single test, as well 

as the parallel analysis of different patients, will reduce the long term 

economic cost in diagnostic laboratories. 

 

3. In addition to the study of the alterations included in the current clinical 

guidelines, the designed panel will allow the inclusion of other relevant 

genetic alterations, which may have an impact on the diagnostic routine in 

the near future. 

 

4. Finally, designing a NGS panel that includes genetic alterations of the 

different mature B-cell neoplasms could help to make a differential diagnosis, 

in addition to allowing the genetic characterization of less frequent 

neoplasms for which designing a specific panel would not be cost effective in 

clinical practice. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



176 
 

 
 

2. Aims 

The general aim is to develop a targeted sequencing panel for the detection of the 

main genomic events, including base substitutions, indels, CNA, and chromosomal 

translocations with clinical value in mature B-cell neoplasms, providing greater 

efficiency and scalability than the combination of genetic techniques currently used 

in the diagnosis of these lymphomas. 

The more specific aims are: 

1. Design a targeted NGS panel: select the main genomic alterations with 

clinical relevance described in the different mature B-cell neoplasms. 

 

2. Design a bioinformatic algorithm to analyze the results of the sequencing 

panel. 

 

3. Validate the genomic alterations detected by the designed panel using 

different conventional genetic techniques (chromosome banding analysis, 

FISH, genomic microarrays, PCR and Sanger sequencing) in addition to other 

massive sequencing panels in the case of mutations. 

 

4. Compare detection sensitivity and specificity of the developed panel with 

respect to conventional genetic techniques performed in routine laboratories 

in addition to other NGS panels. 
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Results and Discussion 
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1. Sequencing quality analysis 

In this section we aim to describe the primary metrics used to evaluate sequencing 

performance of the two designed panels: depth of coverage (which is the number of 

unique reads that include a given nucleotide in the reconstructed sequence), and 

mapping quality (which is the confidence that the read is correctly mapped to the 

genomic coordinates). 

 

1.1. Coverage depth 

We first examined the mean target coverage depth in the sequenced samples with 

both panels, PV1 and PV2, in order to define a cut-off to consider that a sample was 

suitable to be analyzed. In this sense, a minimum mean depth of coverage of 110x 

was established. Therefore, 14 samples (two in PV1 and 12 in PV2) which did not 

fulfill this criterion were removed from the study. 

Globally, despite showing high values of total reads sequenced in each sample, the 

mean target coverage depth obtained for PV1 was significantly lower than that 

observed in PV2 samples (mean: 222x vs 506x, respectively; P<0.001).  This increase 

in the coverage obtained in the second version was expected as a consequence of 

the panel size reduction (4.6Mb for PV1 vs 1.4Mb for PV2). However, while PV1 

showed a great homogeneity among samples, an unexpected variability in the mean 

depth of coverage observed among samples sequenced in PV2 was found. For this 

reason, to characterize the uniformity of coverage throughout the capture space, the 

proportion of bases sequenced to 100x depth in each sample was examined. Despite 

the variability in the median depth of coverage observed among the samples in PV2, 

85.5% of these (n=59/69) presented with ≥90% of their bases sequenced at 100x 

(with a median of 92.5%). Regarding PV1 samples, their lower mean coverage was 

associated with less proportion of bases sequenced at a minimum of 100x (median: 

83%). Indeed, only 77.8% (n=84/108) of the PV1 samples presented with ≥80% of 

their bases sequenced at 100x (Table 50). 
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In addition, coverage data were also assessed to analyze whether there were 

differences between the samples sequenced within each panel design: samples 

sequenced in the different runs, and samples with different tissue processing (fresh, 

frozen and FFPE tissue). Regarding the effect of the different runs, a significant batch 

effect was discarded for each panel design sequenced. Notably, the first sequencing 

run of PV1 presented lower values in the mean target coverage depth with respect 

to the samples sequenced in other runs, although these differences were not 

significant (Figure 33). These results are explained by the fact that a greater number 

of samples were included in this initial run compared to the remaining, in which 

fewer samples were multiplexed to improve the quality of the data.  With regard to 

the type of tissue preparation, no significant differences were observed between the 

different samples for either of the two panels (Figure 34). 

 

 

 

 

Figure 33. Distribution of the mean depth of coverage obtained for each of the runs 
carried out for both versions of the panel (PV1 and PV2) 
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Figure 34. Mean target coverage and percentage of bases covered at 100x for samples sequenced with PV1 (A and B) and PV2 (C and D). Samples  

from different tissue preparations are displayed in different color (Fresh tissue in green; Frozen tissue in red; and FFPE tissue in purple).  
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In all, these data show uniformity of coverage throughout the entire capture region 

which globally reaches at least 100x in almost all the samples. These results are 

similar to those established by the Spanish Group of Myelodysplastic Syndromes 

(GESMD) that recently published guidelines for NGS testing in myeloid neoplasms. In 

these guidelines, the authors recommend that ≥95% of the detected bases should be 

covered by a minimum of 100 reads (Palomo et al., 2020). However, they suggest a 

minimum mean coverage depth of 1000x not achieved by our panel. These 

recommendations are mainly oriented to the use of amplicon-based sequencing 

panels for the detection of SNV. Indeed,  these designs usually have a small size, 

allowing them to reach a much greater depth of coverage (average depth of 1000x), 

and therefore also a higher sensitivity (average sensitivity of 2.5% if the coverage is 

1000x). Nonetheless, our design does not focus exclusively on the detection of SNV, 

but also on the detection of CNA and rearrangements. As a consequence, our panel 

has a larger size and therefore a lower depth of coverage, which reduces its 

sensitivity. However, since our objective is not the detection of minimal residual 

disease, nor the detection of subclonal variants, the depth of coverage reached by 

our panel has been considered sufficient for the detection of the alterations for 

which it has been designed. In addition, these data are supported by previous 

studies carried out with hybridization capture panels with a design similar to ours 

(which also analyze CNA, rearrangements and SNV), which affirm that depth of 

coverage lower than those achieved in our study are sufficient for the correct 

detection of these alterations (19x-150x for SNV and CNA, and 19x-170x for 

rearrangements) (Grossmann et al., 2011; Duncavage et al., 2012; Frampton et al., 

2013; He et al., 2016; McKerrell et al., 2016; Prieto-Conde et al., 2020). Comparative 

data with similar published panels  are detailed in section 6 (Global analysis of the 

designed panel and its application in clinical practice).  

In this line, other studies have also been published that use targeted panels for the 

detection of SNV, exclusively, which accept a much lower average depth of coverage 

(250x) than that recommended in the NGS guidelines (Hung et al., 2018). 
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1.2. Mapping quality 

The enrichment strategies used for targeted sequencing have limited efficacy. As a 

consequence, a large proportion of the generated sequences are mapped outside 

the target regions, and produce the so-called off-target sequences. While this 

proportion is relatively low (~10%) for amplicon panels, it can be up to 40-60% for 

capture panels (Samuels et al., 2013). For this reason, we examined the specificity of 

the capture approach for enriching DNA in the target regions of our assay. The 

median percentage of off-target sequences was 22.2% for PV1 and 10.5% for PV2 

(Table 50; Figure 35). These values are in accordance with the recommendations 

made by NGS guidelines in other hematological malignances, which suggest that the 

percentage of off-target sequences should be less than 30% (Palomo et al., 2020), 

indicating a high probe complementarity. Furthermore, the values obtained in our 

study are better than those reported in previous studies with similar panels, which 

reported an on taget efficiency of 36.3% in one of the studies (Bolli et al., 2016) and 

2.9%-63% in the other (Grossmann et al., 2011).  

It is noteworthy that a decrease in the proportion of off-target sequences was 

observed in PV2 compared to PV1. This decrease could be associated with both the 

effectiveness of the target enrichment procedures or the changes made in the panel 

design. On one hand, it has been described that higher capture efficiency would lead 

to fewer off-target reads (Kuilman et al., 2015). However, as no changes were made 

in the technical protocol, nor in the enrichment kit used for both panel designs, 

similar effectiveness may be assumed. On the other hand, although it was not 

expected, the removal of some target regions and SNP from the design might have 

had an effect on the distribution of off-target sequences generated in the 

sequencing runs from PV2. In fact, although these sequences have been reported to 

be homogeneously distributed (results observed in WES studies; Kuilman et al., 

2015), our results suggested the contrary. Thus, in those cases assessed with both 

panel versions, we observed a higher concentration of these sequences in the same 

regions when SNP were included in the design (PV1) (Figure 36). Therefore, it is 

possible that enrichment in certain genomic regions favors the generation of off-

target sequences adjacent to those regions. 
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Figure 35. Percentage of off-target bases for PV1 (A) and for PV2 (B). Samples from different tissue preparations are displayed in different  

color (Fresh tissue in green; Frozen tissue in red; and FFPE tissue in purple). 
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Figure 36. Comparison of the density of off-target sequences observed in a non-target region with the Integrative Genomics Viewer 

(IGV) for the same patient in (A) PV2, (B) PV1 with SNP and (C) PV1 with bioinformatically removal of SNP 
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Table 50. Detail of the quality parameters obtained for each panel (PV1 and PV2) 

 

 

 

 

 

 

 

 

 

 

 

 

Panel  

version 

Global vs 

Tissue 

preparation 

Total reads 

Mean (min-max) 
Mean target coverage 

depth 

Mean (min-max) 

Percent covered at 

100x 
Mean (min-max) 

Percent off-target 

bases 
Mean (min-max) 

PV1 Global 12112799 (7861383-16310248) 221.7 (138-317.3) 83 (72-88) 22.2 (14.8-40.8) 

Fresh 12127881 (7861383-15707019) 222.3 (145.4-317.3) 84 (74-88) 21.9 (14.8-37.4) 

Frozen 11894532 (8625605-16310248) 210.5 (138-314.1) 82 (72-87) 23.1 (14.8-40.8) 

PV2 Global 6450000 (1800000-15800000) 506.2 (126.3-1379.7) 92.5 (46.7-94.8) 10.5 (3.6-18.4) 

Fresh 6100000 (1800000-9800000) 480.3 (126.3-815.8) 92.4 (65.1-94.5) 10.5 (6.3-12.9) 

Frozen 6450000 (2200000-15800000) 506.2 (161.3-1379.7) 92.7 (46.7-94.8) 10.6 (3.6-18.4) 

FFPE 10800000 (9700000-12900000) 883.8 (762.6-1036.6) 92.5 (91.2-93.8) 5.9 (4.9-7.3) 
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2. Single nucleotide variations and indels analysis 

 

2.1 Assessment of sensitivity and specificity  

For optimal assay accuracy of SNV and indels variant detection and calling, only the 

raw data obtained with the MUTECT2 software from samples with an average 

coverage of >110x were considered and filtered. The first step consisted of 

comparing the obtained data with those variants previously reported using Sanger 

sequencing (n=48 patients, 135 variant calls), as well as with other NGS panels (n=30 

patients, 294 variant calls) in order to assess the sensitivity, specificity as well as the 

accuracy on VAF detection from PV1 and PV2 designs.  

Comparative analysis with the 429 variants analyzed by reference and validation 

techniques in 78 patients revealed that no false positive results were detected, so 

the specificity was 100% for both panels (confirmed normal results in 199 and 122 

variant calls in PV1 and PV2, respectively). Moreover, both panels could detect 

almost all the known variants achieving a sensitivity of 100% (75/75) for PV1 and 

97% (32/33) for PV2. The only variant not detected was a null variant (intronic within 

±2 of splice site) affecting TP53 gene (VAF: 47.9), and which position, despite being 

covered by both panel designs, was not well covered in this patient (with a depth of 

coverage of 15 reads) (Figure 37). With regard to the VAF and coverage achieved for 

the validated variants, VAF values measured using the designed panels and the 

reference/validation techniques showed a high correlation (R2 =0.8986 for PV1, and 

R2 =0.8998 for PV2) (Figure 37). However, the obtained coverage was very variable 

(range: 25-331x for PV1, and 26-1228x for PV2) and 11 of the 75 variants (14.6%) 

detected in PV1 presented less than 10 supporting variant reads, which was 

considered insufficient. Thus, to increase the assay accuracy, a second threshold of 

≥10 supporting variant reads was established for all the variants detected, unless 

they had been validated or re-sequenced for confirmation. As they were validated, 

all the 11 variants were considered for subsequent analysis although they were not 

considered in the assessment of the limit of detection of the panel due to their poor 

quality. In all, the limit of variant frequency detection for each design was 

established, based on the lowest validated VAF, at 6.4% for PV1 and 4.2% for PV2. 
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Figure 37. Alteration calling accuracy and concordance with reference platforms. The number of true or false positive and negative calls found 

 by our assay based on the oncordance with reference/validation assays on 22 genes for PV1 (A) and 24 genes for PV2 (C);  Correlation of short 

 variant VAF called by our assay vs reference/validation assays in 55 substitutions and indels PV1 (B) and 31 for PV2 (D), respectively. 
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On the other hand, regarding the two cases sequenced by both panel versions, the 

same variants (N=9) were detected at similar VAF by both designs (R2 =0.8984), in 

addition to a variant in the CCND3 gene that was also identified by PV2, and which 

was not covered in the first design. All the variants were also validated by another 

NGS panel. Although reproducibility was confirmed, the median depth of coverage 

across the variants doubled in the second design (141x for PV1 vs 328x PV2). Indeed, 

despite not being statistically significant, PV2 VAF showed a greater correlation with 

those defined by the validation techniques (PV1: R2 =0.9038; PV2: R2 =0.9325) (Table 

51). 

 

Table 51. Detailed of the variants detected in the two patients sequenced by both 

panel versions (PV1 and PV2) 

 

Taking into consideration this initial validation of the panel, all the variants with a 

mean coverage >110x, ≥10 supporting variant reads (unless validated), and VAF ≥ 

6.4% for PV1 and ≥ 4.2% for PV2, were further analyzed. In all, a total of 462 variant 

calls were detected by both designs (259 in PV1 and 203 in PV2), with a median 

depth of coverage across the variants detected of ~170x (PV1: 169x, range: 21-377x; 

PV2: 175x, range: 18-1228x), and with >90% of the variants with a depth of coverage 

≥50x (90.7% vs 93.6% in PV1 and PV2, respectively) (Figure 38). 
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Figure 38. Total number of SNV and indel variants detected in PV1 (A), PV2 (B), and 

in both (C). The count of positive calls are highlighted by different colors: red 

(alteration validated by reference test and presented a depth of coverage ≥50x), light 

purple (alteration validated by reference test and presented a depth of coverage 

<50x), grey (alteration not validated and presented a depth of coverage ≥50x), and 

white and green (alteration not validated and presented a depth of coverage <50x). 

  

Globally, the obtained results validate that both panel designs could successfully 

detect SNV and indels with high sensitivity and specificity, with a lower limit of VAF 

detection of at least 4-6%. We established thresholds of an average coverage of 

>110x and ≥10 supporting variant reads to consider a variant, which are consistent 

with those suggested by other authors who establish a threshold of 50x average 
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coverage to analyze a sample, in addition to a ≥10 reads with the alternative allele to 

analyze a variant (Hung et al., 2018), or suggest a VAF ≥5% to report it (Palomo et al., 

2020). 

On the other hand, the average depth of coverage in the variants detected for both 

designs was ~170x. Although this depth of coverage is not as high as in other 

published studies with targeted sequencing panels, it has been reported to be 

sufficient to make a reliable SNV and indels call (Cheng et al., 2015; He et al., 2016). 

Furthermore, despite the fact that great variability was observed in the coverage of 

the alterations detected in both panels, other authors have shown that a mean on-

target read depth of 17-37x is required to identify 90% of the heterozygous SNV in 

the target regions (Meynert et al., 2013; Sims et al., 2014). Of note, 96.5% of the 

variants detected in our assay exceeded this range, and none of the reported 

variants had a depth of coverage <17x. However, when applying the NGS panel in 

the clinical setting, the depth of coverage obtained in some samples could be 

insufficient and it would be convenient to validate or re-sequence variants with low 

depth of coverage (<50x) before being reported (Cottrell et al., 2014; Jennings et al., 

2017). In this regard, 14.6% of the known variants in PV1 would be omitted for 

having <10 supporting variant reads, in addition to the 48 variants that were 

excluded from the present analysis (25 for PV1 and 23 for PV2) and that were 

potentially real pathogenic variants. In clinical practice, these samples should be re-

sequenced before being reported which would increase the cost and the response 

time of the test. Notably, the reduction of the regions captured in the PV2 partially 

overcomes this limitation. Although no differences were detected in the median 

depth of coverage for both designs due to the high variability among the variants, it 

was doubled in those cases sequenced twice and no case would have been removed 

from the analysis for presenting <10 reads in the validated cohort of PV2. 

Finally, the sensitivity limits of both designs were below 10%, which is the limit 

established by many authors to report the data with confidence despite being 

limited when reporting subclonal variants or monitoring minimal residual disease 

(Cottrell et al., 2014; Hung et al., 2018). Nonetheless, the limit of variant frequency 

detection for each design was defined based on the lowest validated VAF carrying 
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≥10 supporting variant reads, therefore, it would be possible that the panel could 

call variants with lower allele frequency than the established. Thus, to conclude if 

this improvement in coverage depth is sufficient to increase the sensitivity of the 

panel, it would be necessary to analyze diluted samples with known variants at 

different frequencies to establish the analytical sensitivity of the panel. For the time 

being, we have demonstrated that the panel is useful to detect clonal SNV and 

indels, but additional analysis are needed to define its sensitivity for low-frequency 

variants and adjust the optimal depth of coverage for its application in the clinical 

practice. 

2.2. Description of the variants found in each entity 

A total of 461 variants were identified affecting the cellular pathways typically 

described in the different MBCN (figura 39). To understand the importance of these 

variants in the pathogenesis and their clinical impact on patients, the analysis of the 

variants detected by both panel versions in each entity was carried out individually.  

Figure 39. Summary of the SNV and small indel variants detected among the 

different MBCN and cellular pathways involved. 



192 
 

2.2.1. Mantle cell lymphoma 

In all, nine out of the 12 MCL patients displayed variants. A total of 22 variants 

distributed in nine genes were found, with an average of two variants per patient 

(range: 0-5) (Figure 40). 

Biologically, the chromosomal translocation t(11;14) is considered the genetic 

hallmark of MCL (Jares et al., 2007). However, additional genetic alterations and 

deregulated pathways are required to initiate and promote MCL lymphomagenesis 

(Pérez-Galán et al., 2010; Jares et al., 2012). These secondary genetic aberrations 

often affect molecular pathways that are involved in DNA damage response, cell 

proliferation, and cell survival, which is consistent with the results obtained in our 

assay. In fact, ATM and TP53, described as two of the most commonly disrupted 

genes in MCL, were also the most frequently altered genes in our cohort affecting 

42% and 33% of the cases, respectively, and reflecting the importance of DNA repair 

in the pathogenesis of MCL. Furthermore, it is important to highlight that variants in 

TP53 are associated with an aggressive disease course and inferior outcomes in 

different subsets of MCL and identify a phenotypically distinct and highly aggressive    

form    of    MCL   with   poor or no   response    to   firs-line treatments   (Beà et al., 

2013; Eskelund et al., 2017). In addition to the TP53 variants, alterations involving 

other genes with prognostic impact in MCL were also detected. Missense 

substitutions affecting BIRC3 and TRAF2 genes were found in one case each, leading 

to constitutive activation of the alternative NF-κβ pathway (Vogt et al., 2017). These 

aberrations are clinically relevant, since they are associated with resistance to the 

BTK inhibitor ibrutinib in in vitro studies (Rahal et al., 2014; Ahmed et al., 2016). In 

addition, a small frameshifting deletion in the PEST domain of NOTCH1 gene, a 

transmembrane protein that functions as a ligand-activated transcription factor, was 

also detected in one case (Guruharsha et al., 2012). These NOTCH1 variants are 

associated with adverse survival since NOTCH pathway activation induces 

proliferation and reduces apoptosis, suggesting that this signaling cascade might 

serve as a novel molecular target for MCL with activated NOTCH (Kridel et al., 2012). 

Futhermore, a patient harboring the C47R alteration in CCND1 gene was also 

observed. Another variant in this amino acid (C47S) has been reported as one of the 
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three most frequent CCND1 alterations in MCL together with E36K, and Y44D, and it 

has been observed that these variants increase protein stability and promote 

resistance to ibrutinib treatment (Zhang et al., 2014; Mohanty et al., 2016). 

However, despite the clinical impact provided by the variants described above, none 

of these genes has been incorporated into clinical practice for mutational screening. 

In addition to these variants, a small frameshifting deletion in the HECT domain of 

UBR5 gene was also detected in one patient. These variants are MCL-specific and this 

gene is considered to play a crucial role in the pathogenesis in MCL as it participates 

in DNA damage response, cell cycle control in addition to E3 ligase function 

(Swenson et al., 2020). Finally, consistent with other studies, lesions in chromatin 

modifiers such as nonsense variants in KMT2D, and missense substitutions in MEF2B 

were also detected in our cohort in 25% (3/12) and 17% (2/12) of MCL cases, 

respectively (Beà et al., 2013; Zhang et al., 2014). 



194 
 

  

Figure 40. SNV and small indel variants detected in the MCL patients. (A) Distribution of the detected variants among genes, and their predicted  
clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns.
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2.2.2. Chronic lymphocytic leukemia 

Globally, 30 of the 37 assessed CLL patients displayed genetic lesions, with an 

average of 2 variants per patient (range: 0-5). A total of 22 different variants were 

identified involving 15 genes (Figure 41). 

It has been described that the typical genome of unselected CLL carries ∼2000 

molecular lesions, of which, however, only ∼20 are nonsynonymous variants and 

only ∼5 are gross structural abnormalities (Landau et al., 2015; Puente et al., 2015), 

which is consistent with the mutational burden detected among our patients. 

Besides, more than 40 recurrently altered driver genes have been identified in CLL 

(Landau et al., 2015; Puente et al., 2015). These recurrent lesions are not 

homogeneously spread across the CLL genome, but, rather, affect genes that can be 

integrated into a small set of pathways. Consistent with the data published in the 

literature, the most frequently altered genes in our assay were TP53 (21/66, 31.8%), 

ATM (12/66, 18.2%), NOTCH1 (8/66, 12.1%), and BIRC3 (6/66, 9.1%). However, the 

frequency of these genes in our study was much higher than that reported in the 

literature (especially for TP53, BIRC3, and ATM), which could be explained due to the 

fact that our cohort was enriched in patients with a complex karyotype (22/37). With 

regard to the lesions in NOTCH1, among the eight variants detected, two affected 

different nucleotides within exon 34 (Q2394* and P2411Hfs*11), and were distinct 

from the hotspot dinucleotide deletion targeting the function of the C-terminal PEST 

domain (c.7541_7542delCT). Diverse NGS studies in CLL have revealed genetic 

lesions that affect different nucleotides in exon 34 (including frameshift and 

truncating variants) and which occur with lower frequency than the canonical delCT 

variant (12.5%) (Nadeu et al., 2016; D’Agaro et al., 2018). 

In addition, other lesions have been identified that affect MAPK (BRAF), chromatin 

modification (KMT2D, ARID1A, CREBBP, and CHD2), transcription (TCF3), and 

ribosomal processing (XPO1, SF3B1) pathways. Moreover, three patients with 

missense variants in genes involved in the BCR signaling pathway (CARD11, and 

FOXO1) were detected. However, genes encoding for this pathway are usually not 

targeted by somatic variants in CLL, since BCR pathway activation in CLL usually 

results from contacts between tumor cells and antigens, which is influenced, among 
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others, by the somatic hypermutation (SHM) load of the rearranged immunoglobulin 

heavy-chain variable (IGHV) genes (Vardi et al., 2014). On the other hand, two 

missense variants outside the HECT domain of the UBR5 gene, not previously 

reported in the literature, were also found in two patients (S2011P, and P1496S). 

UBR5 is considered to play a crucial role in lymphomagenesis as it participates in 

DNA damage response, cell cycle control in addition to E3 ligase function, and is 

frequently altered in some B-cell neoplasm (Henderson et al., 2006; Benavides et al., 

2013). However, is seldom disrupted in CLL (Puente et al., 2018). 

Regarding the clinical association of the detected variants, several genetic lesions 

have been associated with clinical results in CLL. In addition to TP53 and ATM 

variants, which are both known to confer poor prognosis, several high-throughput 

NGS studies have revealed recurrent variants within NOTCH1, SF3B1, and BIRC3, that 

were reported to be associated with poor clinical outcome, with higher frequencies 

in relapsing/treatment-refractory CLL and in Richter syndrome (Rossi et al., 2011; 

Schnaiter et al., 2013; Jeromin et al., 2014; Rosenquist et al., 2016). Furthermore, in 

a multi-center study conducted within ERIC, sequencing of TP53, NOTCH1, SF3B1, 

BIRC3 and MYD88 was performed in a large patient series, revealing that TP53 and 

SF3B1 variants, but not NOTCH1 variants, remained as independent prognostic 

markers of shorter time to first treatment in multivariate analysis (Baliakas et al., 

2015).  

However, genetic lesions in TP53 are currently the only with documented impact on 

therapy selection and patient management. Hence, the assessment of TP53 status is 

essential for clinical decision-making and is currently the only gene analyzed in 

clinical practice despite the prognostic impact that other genes such as ATM, BIRC3, 

NOTCH1 and SF3B1 have shown (Hallek et al., 2008; Pospisilova et al., 2012; 

Rosenquist et al., 2016). 
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Figure 41. SNV and small indel variants detected in the CLL patients. (A) Distribution of the detected variants among genes, and their predicted  
clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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2.2.3. Burkitt lymphoma 

The five patients diagnosed with BL harbored a total of 20 variants among 12 genes, 

the average being four variants per patient (range: 0-8). Notably, in one case no 

variants were identified in the genes analyzed by the panel (Figure 42). 

Burkitt lymphoma is a very aggressive mature B-cell lymphoma with a high degree of 

complexity in its coding genome (Grande et al., 2019; Panea et al., 2019), which is in 

line with the mutational burden detected herein. It is characterized by deregulation 

of the MYC gene through its translocation to one of the IG loci. However, recent 

studies have demonstrated the existence of regulatory pathways that cooperate 

with MYC in the lymphomagenesis, highlighting the importance of the BCR pathway 

(Sander et al., 2012). Indeed, variants that affect the transcription factor TCF3 or 

interrupt its negative regulator ID3 are highly recurrent and are considered 

diagnostic biomarkers in BL (Schmitz et al., 2012; Rosenquist et al., 2016). Our results 

are concordant with these data; although no patient presented aberrations in the 

TCF3 gene, lesions in ID3 were detected in 40% (2/5) of BL cases. Notably, all variants 

except one (c.300+1G>A) were located in the helix–loop–helix functional domain of 

the protein, what is consistent with data published (Love et al., 2012; Rohde et al., 

2017).  

On the other hand, we found some variants that have been more frequently 

associated with DLBCL, highlightening the close relationship between both entities 

(Bellan et al., 2009; Swerdlow et al., 2014). In this regard, we detected variants in the 

coiled-coil domain of CARD11, described in ABC-DLBCL and, in FOXO1 gene, 

associated with relapse and refractoriness in DLBCL (Trinh et al., 2013; Morin et al., 

2016). In addition, one case showed a lesion affecting the EZH2 Y641 histone 

methyltransferase residue, which is specific for the GCB-DLBCL subtype, and 

aberrations in other genes involved in epigenetic and transcriptional regulation, 

namely CREBBP, MEF2B, KMT2D and EP300. Of note EP300 variant (c.3671+1G>T) 

was also observed in a patient with DLBCL. In addition, we detected variants that 

affected pathways such as cell cycle control (TP53, ATM and POT1) and 

ubiquitination (UBR5), which could be increasing genomic instability in these cases 

(Chang, 2013; Ramsay et al., 2013). Nevertheless, from a practical point of view none 
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of these genes are currently tested in the clinical management of BL patients 

(Rosenquist et al., 2016). 



200 
 

Figure 42. SNV and small indel variants detected in the BL patients. (A) Distribution of the detected variants among genes, and their predicted  

clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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2.2.4. Diffuse large B-cell lymphoma 

A total of 190 variants were found in the 55 patients diagnosed with DLBCL included 

in the assay. All but one displayed variants with an average of 3 variants per patient 

(range: 0-12) (Figure 43 and Figure 44). 

The coding genome of DLBCL have shown a high degree of complexity compared 

with other B-cell malignancies, harboring on average between 30 and more than 100 

lesions per case, with a great variability across patients (Morin et al., 2011; 

Pasqualucci et al., 2011; Lohr et al., 2012). These data were also reflected in our 

results, in which a variable number of variants in a large number of genes and 

pathways were observed among patients. Globally, genomic lesions disrupting the 

key cellular pathways involved in DLBCL were detected, which include alterations in 

epigenetic modifiers (such as KMT2D, CREBBP, EZH2, MEF2B, EP300, ARID1B, 

ARID1A, WHSC1 and CHD2), genetic lesions leading to constitutive NF-κβ activity 

(such as variants in TNFAIP3, and KLF2) and chronic active BCR signaling (such as 

alterations in FOXO1, CARD11, CD79B, ID3, BCL10, and CD79A) (Pasqualucci et al., 

2013). Most of the observed variants were related to these pathways and it is 

remarkable that 45/190 (24%) of the detected variants affected genes with 

prognostic and therapeutic value in DLBCL. Among them, TP53, MYD88, CD79A, 

CD79B and EZH2 variants had been associated with poor outcomes (Lam et al., 

2008.; Ngo et al., 2011; Pasqualucci, 2013; Rovira et al., 2016). Besides, MYD88 

variants have been shown to promote NF-κβ and JAK–STAT3 signaling in activated B-

cell-like DLBCL, and patients harboring L265P variation may benefit from therapies 

targeting IRAK4 alone or in combination with agents targeting the BCR, NF-κβ, or 

JAK–STAT3 pathways (Davis et al., 2010; Milhollen et al., 2010). 

Furthermore, variants in genes involved in other pathways were also detected. For 

instance, CXCR4 is a key player in the dissemination of DLBCL, and variants in this 

gene have been associated with disease progression and poor survival, and may also 

be an indicator of metastasis. These variants constitute a prognostic and therapeutic 

marker since inhibition of the CXCR4 expression could reduce metastasis in DLBCL 

(Du et al., 2019). 
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In addition, aberrations affecting the PEST domain of the NOTCH1 and NOTCH2 

genes are associated with a poor prognosis in other mature B-cell neoplasms. 

Moreover, variants affecting the NOTCH1 gene have been associated with a poor 

prognostic DLBCL subtype (Liu & Barta, 2019). 

Nevertheless, at the present there is no consensus on which biological prognostic 

variants should be routinely assessed, and therefore, these data have not yet been 

incorporated into the clinical management of patients with DLBCL, nor analyzed in 

clinical practice (Perry et al., 2012; Swerdlow et al., 2016). 

 

Figure 43. Distribution of SNV and small indel variants detected in the DLBCL 
patients among genes, and their predicted clinical impact. 
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Figure 44. Distribution of SNV and small indel variants detected in the DLBCL patients among patients. Each patient is represented in a row and assessed 
the  genes in columns. 
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2.2.5. Follicular lymphoma 

After the analysis of the 14 FL sequenced patients, a total of 61 variants affecting 15 

genes were identified. All patients showed variants, with an average of 4 variants per 

case (range: 1-7). These variants are detailed in Figure 45. 

Although follicular lymphoma is an indolent mature B-cell neoplasm, the average 

number of variants detected per patient was relatively high. There is accumulating 

evidence that other genetic hits than t(14;18) are required for complete 

transformation to FL (Vaux et al, 1988; Kridel et al, 2012). Disruption of histone-

modifying enzymes by genetic lesions has been recognized as a central hallmark of 

FL, arising in nearly all patients (Morin et al, 2011; Pasqualucci et al, 2011). 

Consistent with these data, 67% of the variants detected in our cohort affected 

genes involved in epigenetic and transcriptional regulation, and these alterations 

were present in almost all the patients (13/14 showing aberrations in KMT2D, 

CREBBP, ARID1A/B, EZH2, MEF2B, EP300, or CHD2). Interestingly, there was a high 

prevalence of concurrent lesions in more than one epigenetic modifier (observed in 

~70% of cases), suggesting a potential cooperation among enzymatic activities to 

affect the expression of key regulators of B-cell homeostasis. However, it is 

noteworthy that 75% of these alterations affected the KMT2D and CREBBP genes, 

which are early oncogenic events and are believed to be present in the so-called 

common progenitor cell population, which contains tumor-initiating cells and acts as 

a disease reservoir in relapse and histological transformation (Green et al, 2015; 

Horton et al, 2017). In addition to their relevance in the lymphomagenesis, EZH2, 

ARID1A, MEF2B, EP300, FOXO1, CREBBP and CARD11 have been reported to impact 

the prognosis of FL patients and have been included in the Follicular Lymphoma 

International Prognostic Index (FLIPI) (Pastore et al, 2015). Furthermore, the 

mutational status of EZH2 and CREBBP could determine the choice of therapy in FL 

patients (Jiang et al, 2017; Morschhauser et al, 2017). 
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On the other hand, lesions affecting genes involved in other pathways have also 

been identified, such as TNFRSF14, which is frequently disrupted in this pathology, 

and whose variants are also associated with a worse prognosis. In addition, a variant 

in the CD79B gene was detected in one patient who could benefit from the BTK 

inhibitor (Jerkeman et al, 2017). Furthermore, lesions in genes involved in cell cycle 

control (TP53, ATM and CCND3) were also detected. Loss of proliferation control is a 

hallmark of cancer and is frequently seen in aggressive B-cell malignancies like MCL 

and DLBCL, being a rare event in FL, where it is mainly related to disease 

transformation (Morin et al, 2011; Okosun et al, 2014; Pasqualucci et al, 2014). In 

fact, the patient with aberrant TP53 presented a transformation to DLBCL during 

follow-up. For the rest of the patients, no follow-up was performed, so it is not 

possible to determine whether there was progression. 

However, it is surprising that no gene is currently analyzed in clinical practice, 

although a large number of biomarkers associated with both prognosis and 

treatment have been reported and could be of great help in clinical management of 

these patients. 
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Figure 45. SNV and small indel variants detected in the FL patients. (A) Distribution of the detected variants among genes, and their predicted  

clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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2.2.6. Splenic marginal zone lymphoma 

A total of 80 variants were identified in 36 of the 38 SMZL patients analyzed. These 

variants involved 23 genes, with an average of 2 variants per patient (range: 0-6) 

(Figure 46). 

The genetic hallmark of SMZL is predominantly associated with alterations affecting 

the signaling pathways that regulate marginal zone differentiation, including NOTCH, 

NF-κβ, and BCR pathways (Arcaini et al., 2016). In line with these data, we detected 

variants affecting genes involved in these pathways including NOTCH1 and NOTCH2 

(NOTCH pathway), KLF2, TNFAIP3, and BIRC3 (NF-κβ pathway), and TCF3, BCL10, 

FOXO1 and CARD11 (BCR pathway). In addition to the pathogenic implications, it has 

been reported that variants in NOTCH2 and KLF2, in addition to variants in TP53, 

which is the most frequently detected gene in our study (21% of cases, 8/38), confer 

a poor prognosis (Parry et al., 2015; Piva et al., 2015). Moreover, a variant in 

TNFAIP3 gene was also detected in one patient, which is associated with an 

increased risk of high-grade transformation. Conversely, variants in MYD88 have 

been shown to confer a good prognosis and are associated with longer overall 

survival (Parry et al., 2015; Campos-Martín et al., 2017). Interestingly, two of the 

seven cases with an aberrant MYD88 in our study presented concomitant 

aberrations in TP53. Despite the prognostic value of these variants in SMZL, they do 

not impact on the therapeutic decision and, therefore, are not currently analyzed in 

clinical practice. On the other hand, in addition to their prognostic value in SMZL, 

alterations in PEST domain of NOTCH2 have been suggested as diagnostic markers 

since they have been reported as almost specific for SMZL (Kiel et al., 2012; Rossi et 

al., 2012). However, variants located in the PEST domain of NOTCH2 were also 

detected in 14% of patients with DLBCL of our cohort, one of them showing a variant 

in the same nucleotide position as a SMZL patient (c.6853C>T and c.6853delC, 

respectively). Although not being frequently altered in DLBCL, it has been described 

that those cases unclassified are enriched in NOTCH2 lesions compared with ACB and 

CGB subtypes (Schmitz et al., 2018). 

Apart from genes implicated in marginal zone development, a wide variety of 

alterations in genes involved in other pathways were identified, such as chromatin 
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remodeling and transcriptional regulation (KMT2D, ARID1A, EP300, EZH2, and 

ARID1B), cell cycle control and DNA repair (ATM and CCND3), ubiquitination (UBR5), 

chemokine signaling (CXCR4), MAPK signaling (BRAF and MAP2K1) and ribosomal 

processing (XPO1). These data suggest a great heterogeneity in the SMZL genome, 

which could explain the prognostic heterogeneity shown in the patients. Indeed, 

despite being an indolent lymphoma, 30% of patients have worse outcome, including 

up to 10% of patients that undergo transformation to DLBCL (Conconi et al., 2015).  

Although the molecular pathogenesis of many lymphoma entities has been 

elucidated in detail, relatively little is known about the genetic lesions associated 

with SMZL, which limits the present understanding of its pathogenesis and hampers 

the possibility of diagnosis and classification based on genetics, one of the mainstay 

criteria adopted by the WHO Classification for the diagnosis of B-cell lymphoma 

(Swerdlow et al., 2016). 

 

 

 

 

 

 



209 
 

 

Figure 46. SNV and small indel variants detected in the SMZL patients. (A) Distribution of the detected variants among genes, and their predicted  

clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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2.2.7. Other pathologies 

MALT lymphomas represent a heterogeneous group with a large number of different 

genetic alterations depending on the site of origin (Streubel et al., 2004). Although 

could not analyze differences in the mutational profile of the patients according to 

the origin of the lymphoma, since the analysis of only four patients was not large 

enough to make a comparative analysis, this heterogeneity was visible among 

patients. While three of the patients presented one or no variants, the fourth patient 

harbored eight alterations in the genes analyzed by the panel (Figure 47). As 

expected, most of these genetic lesions affected genes related to the NF-κβ signal 

pathway, causing constitutive activation of this pathway, which is in line with that 

described in the literature (Kuper-Hommel & Van Krieken, 2012). Interestingly, there 

was a case with a single lesion affecting the POT1 gene, recently described in MALTL 

and whose inactivation has been shown to accelerate tumorigenesis (Pinzaru et al., 

2016; Cascione et al., 2019). However, in clinical practice this information is missing, 

since no variants detected in MALTL has shown to have a diagnostic, prognostic, or 

predictive impact and therefore, the mutational screening is not performed in any 

gene for the clinical management of MALTL patients. 

In contrast, regarding Hairy cell leukemia, the BRAF V600E alteration was identified 

as a diagnostic marker. However, while this variant is detected in 90% of cHCL cases, 

it is absent in patients with vHCL. Therefore, it can also be used to differentiate these 

two entities that show differences in their clinical course and could be clinically 

relevant (Tiacci et al., 2011). Furthermore, although cHCL and vHCL show differences 

in their morphology and immunophenotype, which may guide their differential 

diagnosis, a subgroup of cHCL has been described morphologically and 

immunophenotypically very similar to BRAF V600E positive cHCL, but does not 

display this variant. This subgroup is associated with lesions in MAP2K1, in the same 

way as vHCL, and IGHV4-34 usage, which has shown to be a poor prognostic factor in 

HCL. In our assay, a total of 11 variants affecting eight genes were detected in the 

four sequenced HCL patients, three with cHCL and one with vHCL (Figure 48). As 

expected, we did not detected lesions in BRAF in vHCL, but neither were they 

identified in one of the patients diagnosed with cHCL in whom mutational screening 
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had not been performed in clinical practice. Indeed, this patient harbored a variant 

in MAP2K1, in addition to lesions in WHSC1, ARID1A, and XPO1 genes. Although the 

IGHV data were not available, these results suggest that this patient could 

correspond to the IGHV4-34 cHCL subgroup. Furthermore, consistent with the data 

published, another variant in MAP2K1 gene was detected in the patient diagnosed 

with vHCL. Both, IGHV4-34 and vHCL are independently associated with poorer 

overall survival and lack of response to treatment (Arons et al., 2011). For this 

reason, performing mutational screening of both BRAF and MAP2K1 genes is 

essential in clinical practice and should always be carried out, since, although the 

morphology and immunophenotype seem to help in the differential diagnosis of 

cHCL and vHCL, they do not help to differentiate the IGHV4-34 cHCL subgroup. 

Finally, regarding the case diagnosed with splenic diffuse red pulp lymphoma, 

although it did not show lesions in genes described as frequently altered in this 

entity, three variants were detected in genes involved in pathways described in this 

pathology, such as cell cycle regulation (ATM) and BCR signaling (FOXO1 and TCF3) 

pathways (Curiel-Olmo et al., 2017; Jaramillo Oquendo et al., 2019). Furthermore, 

the absence of alterations in NOTCH2, BRAF and MAP2K1 genes aided in the 

differential diagnosis with SMZL, cHCL and vHCL (Curiel-Olmo et al., 2017). 
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Figure 47. SNV and small indel variants detected in the MALTL patients. (A) Distribution of the detected variants among genes, and their predicted clinical 

impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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Figure 48. SNV and small indel variants detected in the HCL patients. (A) Distribution of the detected variants among genes, and their predicted  

clinical impact; (B) Detailed distribution of variants among patients, each patient is represented in a row and assessed the  genes in columns. 
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2.3. Interpretation of variants: Consequences of using a non-hotspot panel 

Transforming the vast amount of data generated by NGS into meaningful clinical 

information is a complex and often challenging process. The larger the area of the 

genome that is sequenced, the greater the probability of finding rare or novel 

variants that need to be interpreted. While novel or rare variants that cause a 

frameshift or introduce a stop codon will probably be pathogenic if that mechanism 

has been specifically described in that gene, missense variants present more 

difficulties when interpreting. The developed panel does not focus exclusively on the 

hotspot variants described in the literature, but rather analyzes all the exonic regions 

of the genes included in the design, making the variant analysis and interpretation 

more complicated. 

In the present study, variants were classified based on the five-level classification 

system proposed by the ACMG guidelines for interpretation and classification of 

germline alterations, and only variants classified as pathogenic, likely pathogenic or 

of uncertain significance, were included in the analysis (Richards et al., 2015). These 

guidelines assign strength of evidence for various criteria regarding a particular 

variant and rules for combining all the criteria to classify that variant into five 

pathogenic categories. However, differences in variant interpretations have been 

shown among practitioners, which may be due to differences in the approach used 

to search, curate, select, and weigh the evidence. Furthermore, there is not the 

same published evidence, in terms of quality and availability, for all the variants 

(Yohe et al., 2015; Amendola et al., 2016). These limitation was also reflected in our 

assay, in which, while there was abundant evidence for certain variants or genes 

(such as TP53, MYD88, EZH2, NOTCH1, NOTCH2, and KMT2D), only limited or 

conflicting information was available for others (FOXO1, ATM, TCF3, UBR5 and 

CARD11, for instance), making its classification more subjective (Figure 49). 

Moreover, in addition to the hotspot variants described in some genes (such as 

ARID1A for HCL, XPO1, MYD88, BRAF, CARD11 and EZH2), 23 additional variants 

were identified, of which 15 could be classified as likely pathogenic as they were 

nonesense or frameshift variants (n=2), or, because, despite being missense variants, 

they were identified in genes or pathologies for which more published data were 
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available (n=13). However, the rest of the detected variants (n=8) remained as 

variants of uncertain significance, as they were missense variants and there was 

insufficient published evidence available for their classification. Therefore, overall, 

only ~60% of the 461 variants included in the analysis could be classified as 

pathogenic or likely pathogenic because they presented high or moderate evidence 

of pathogenicity, while the remaining ~40% corresponded to variants of uncertain 

significance that could not be classified as pathogenic or benign due to insufficient 

information currently available (Figure 49). 

 

 

Figure 49. Classification of SNV and small indel variants detected in our assay. (A) 

Total frequency of each type of variant: pathogenic, likely pathogenic and variant of 

uncertain significance (VUS); (B) Number of pathogenic, likely pathogenic and VUS 

variants detected in each gen 
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Of note, due to a lack of evidence supporting the clinical utility of these variants, 

reporting of VUS is not considered a necessary component of tumor sequencing 

analysis (Strom, 2016). Whether and how to report VUS is highly laboratory and test 

dependent. However, due to their high frequency, and the fact that the lack of 

evidence to support their pathogenicity does not mean that they cannot be 

pathogenic variants, not incorporating them in the analysis together with the other 

variants with proven pathogenicity could mask the genetic complexity of the tumor. 

On the other hand, in 2017 guidelines that provide a systematic approach for the 

classification, interpretation and reporting of somatic variants were published (Li et 

al., 2017). These guidelines emphasize on clinical significance and actionability of 

variants, and therefore, improve the clinical interpretation of sequencing reports 

that are based on therapeutic, diagnostic, and prognostic information. However, this 

approach is less useful for classifying somatic variants that may contribute to 

oncogenesis but whose actionability has not already been tested in clinical trials. 

Furthermore, the actionability of a variant may change over time, requiring the need 

for accurate variant designation supported by current evidence. For these reasons, 

we decided not to use these guidelines to classify the variants detected in our assay.  

Finally, since the normal tissue of each patient was not analyzed, as an indirect 

method to avoid reporting benign germline variants, those alterations present in 

>1% allele frequency in the population databases were eliminated. However, since 

somatic variants can equal germline heterozygous and homozygous variant 

frequencies, respectively, variants with VAF at almost 50% or 100% should be 

considered potentially germline when non-tumoral tissue is analyzed. 
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3. Rearrangements analysis 
 

3.1. Optimization of the rearrangements analysis algorithm  

Samples were analyzed using three different callers (Lumpy, Smoove, and DELLY) in 

addition to the analysis carried out by the DREAMgenics company. Data obtained 

with these four methods were compared, individually, with the results previously 

obtained by routine techniques, FISH mainly (PV1= 57 patients, 124 rearrangement 

calls; PV2= 51 patients, 103 rearrangement calls), to refine the filtering of the data 

generated and assess the sensitivity and specificity of each caller in detecting these 

abnormalities. Herein, the optimal analysis algorithm for the detection of 

rearrangements will be established, while the analysis and characterization of the 

identified rearrangements of each target gene will be described in the following 

points. 

Regarding PV1, the first analysis was carried out with the Lumpy tool. Although 

results generated by this caller displayed relatively high sensitivity (48/53 known 

translocations detected, 90.6%), it was striking that it detected rearrangements in 

most of the target genes for all patients, regardless of their diagnosis. In this regard, 

this caller generates an extremely high proportion of false positive results, with a 

specificity of only 22.5% and showing positive results in almost 50% (153/308) of the 

rearrangements not assessed in routine procedures, which were expected to be 

enriched in non-altered cases (Table 52). Moreover, most of the rearrangements 

presented two or more partners and several of them were found to be repeated at 

high rates between different target genes and patients. When focusing in these 

recurrently detected read-pairs, we identified seven highly repeated rearrangement 

partners, involving 884 rearrangements in our raw database, which had been 

identified among the top 16 rearrangement hot spot regions described in a study 

carried out by Xu et al in which they analyzed the genome of 1,481 healthy subjects 

from the 1000 Genomes Project (Xu et al., 2014). Thus, those rearrangements with 

hot spot regions were considered as non-pathogenic and were filtered from the 

initial output in order to reduce the false positive detection rate (Table 53). 

However, the output generated by Lumpy was still very complex, with a large 
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number of nonspecific rearrangements and an unacceptable specificity of 53.5%. For 

this reason, the use of Lumpy as a single caller for the detection of the 

rearrangements was discarded and its analysis was not performed on PV2. 

Table 52. Rearrangements results obtained by the Lumpy caller. 

Routine techniques included FISH and CBA 

 

Table 53. Annotation of the hot regions of translocation detected by Lumpy and 
which were described among the 16 main hot regions of translocation in healthy 
subjects from the 1000 Genomes Project.  

(Adapted from Xu et al., 2014) 

 

The second step was the analysis using the Smoove tool. Due to the filters that this 

program applies to the output generated by Lumpy, as expected, the specificity was 

improved, increasing up to 100% for all the target alterations. Similarly, no false 

positives were observed neither when DELLY was used nor in the analysis carried out 

Hot 
Region Chromosome Start End Size 

(pb) Gene Repeats 
Number of cases 

detected in 
healthy  

Number of cases 
detected in our 

target genes 
1 12 66451361 66451530 170   SINE, Simple 8627 12 
3 2 33141301 33141770 470 LINC00486 Simple 2833 648 
9 6 382041 382470 430    1371 106 

11 4 1708921 1709060 140 SLBP SINE 1206 4 
12 1 62390831 62390970 140 INADL SINE, Simple 1193 1 
14 16 33428141 33428570 430  LINE 1116 106 
16 7 107410631 107410760 130 SLC26A3 SINE, Simple 1067 7 
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by DREAMgenics. As a consequence, sensitivity of all three methods is compromised 

except for CCND1, for which 100% of known cases were identified (Table 54). On the 

other hand, despite the fact that the specificity achieved by the three methods was 

100%, when analyzing the raw data non-specific rearrangements were detected in 

the three methods, as was the case with Lumpy. However, in contrast to Lumpy, 

these rearrangements were easily identified as non-specific or non-pathogenic 

rearrangements, and were removed from the analysis. Filtered results included, on 

one hand, those with frequent rearrangement partners, which appeared repeated 

between the different patients and target genes, and some of which have been 

described by Xu et al to be among the top 16 translocation hot regions in human 

genomes (Xu et al., 2014) (Table 55). On the other hand, some rearrangements 

which showed low quality values were also filtered. It is noteworthy that since a few 

real rearrangements previously identified by FISH were detected with low quality, 

low quality rearrangements could not be filtered directly and visualization of IGV was 

needed to refine the rearrangements that would be considered. In this regard, when 

we observed filtered rearrangements in IGV, both were characterized by being highly 

nonspecific in the target region, which was shown with a large number of reads 

mapping different rearrangement pairs (Figure 50).  Globally, specificity was 

maintained and similar sensitivity (around 60%) was achieved for all the methods 

after the filtering process. The highest global sensitivity was obtained when DELLY 

was used (69.8%) (Table 54). 

With regard to PV2, the rearrangements obtained were analyzed and compared with 

data previously obtained by conventional techniques (n=51 patients, 103 

rearrangement calls). Non-specific rearrangements detected in the raw data were 

filtered in the same way as in PV1. As can be seen in Table 56, on two occasions 

these non-specific rearrangements coincided with those detected in PV1. On the 

other hand, 10 non-specific rearrangements were detected that were not repeated 

between the different callers, target genes or panel versions. However, collecting all 

non-specific rearrangements in a database could aid in their identification and 

filtering. Although, as previously detailed, these cases are easily discounted when 

analyzed in IGV. 
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Similarly to PV1, a specificity of 100% was reached with all methods for all target 

genes except for MYC, for which all three callers detected a gene rearrangement 

with IGH, in a MYC-negative case by FISH. However, manual IGV analysis, in addition 

to the high quality of results obtained by the three tools, suggests that it could be a 

“real” translocation, and it should be validated before discarding it. Regarding 

sensitivity, comparative of results obtained by each caller were very similar to those 

observed in PV1, although an improvement was observed in those target regions for 

which the design was optimized, as will be detailed in the following sections. While 

all three methods managed to detect 100% of the CCND1 rearrangements, sensitivity 

ranged from 50 to 85% for the other target genes (DELLY being the one with the 

highest overall sensitivity, 83.9%). However, as in PV1, DREAMgenics continued to be 

the method that showed the highest sensitivity for BCL2 (85.71% vs 78.57% for 

DELLY, and 64.29% for Smoove) (Table 54). 

On the other hand, in both PV1 and PV2, all methods provided the genomic 

coordinates of the rearrangement breakpoints. In many cases, different callers 

detected several breakpoints for the same rearrangement, which differed by a few 

base pairs. This variability is inherent to the technique, therefore in these cases only 

one of the identified break points was taken into account. However, in some cases, 

breakpoints that differed by 5-10Kb were identified for the same rearrangement. 

Due to this huge difference in the position of the breakpoints detected, in these 

cases it was considered that they were two distinct breakpoints, whose difference in 

their genomic position could be a consequence of other structural variations such as 

deletions or duplications of genomic material. 

Altogether, DELLY proved to be the best rearrangement analysis tool in both versions 

of the panel. However, although Smoove did not detect any case that had not 

already been detected by DELLY, the joint analysis of these two tools provided 

greater reliability, both in the detection of the rearrangement and in the 

identification of the rearrangement partner. On the other hand, although DELLY 

sensitivity was quite high for BCL2, DREAMgenics presented a higher sensitivity for 

this target gene in both panel versions and was also considered in the final 

characterization of rearrangements. 
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Table 54. The results obtained by the three callers used to detect the rearrangements (Smoove, Delly, and DREAMgenics) for PV1 and PV2. 

 

Routine techniques included FISH and CBA 
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Table 55. Non-specific rearrangements detected in PV1 by the different methods.  
 

Target	gene	 Caller	 Genomic	coordinates	of	
the	partner	gene	

No.	of	cases	with	the	same	
rearrangement	partner	

Defined	among	top	16	rearrangement	
hot	regions	by	Xu	et	al	(Xu	et	al.,	2014)	

	
BCL6	

	
DELLY	

2:33141310	(LINC00486)	
12:66451372-66451373	
1:42351357	

19	
9	
1	

Yes	
Yes	
No	

SMOOVE	 11:21929951	 8	 No	

MYC	 DELLY	 2:33141310	(LINC00486)	
12:66451372-66451373	
3:25802410	
18:35460556	
11:85068747-85068748	
15:55218276-55218277	
18:19318826-19318827	
16:79447108-79447109	

14	
15	
26	
10	
2	
1	
1	
2	

Yes	
Yes	
No	
No	
No	
No	
No	
No	

	 SMOOVE	 18:35460556	
3:25802410	

2	
1	

No	
No	

CCND1	 DELLY	 2:33141318	(LINC00486)	 40	 Yes	

*DREAMgenics	 14:106330070	(IGH)	 7	 No	

 

* These rearrangements were detected in non-target pathologies, and always with low allelic freq (< 0.1) and qual 0. 
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Table 56. Non-specific rearrangements detected in PV2 by the different methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

* These translocations were detected in pathologies for which they were not targeted, and always with low allelic frequency (< 0.1) and quality parameter 
at 0 

Target	gene	 Caller	 Genomic	coordenates	of	
the	partner	gene	

	

No.	of	cases	with	the	same	
translocation	partner	

Defined	among	top	16	translocation	
hot	regions	by	Xu	et	al	(Xu	et	al.,	2014)	

	
BCL2	

DELLY	 2:33141674	(LINC00486)	
5:51080866	
6:9226860	
10:92051146	
12:59762521	
X:118845824	

35	
1	
1	
1	
1	
4	

Yes	
No	
No	
No	
No	
No	

DREAMgenics	 X:118845824		
1:154878460	(KDSR)	

7	
2	

No	
No	

	 SMOOVE	 X:118845824		 2	 No	

BCL6	 DELLY	 2:33141301	
6:93097206	
13:82429523	
1:42351357	
13:22344755	

56	
3	
1	
1	
1	

Yes	
No	
No	
No	
No	

MYC	 DELLY	 12:47478547	
11:85068747-85068748	
2:33141301	
2:223731499	
6:24600340	
5:88060637	
X:45587867	

1	
16	
66	
1	
1	
1	
2	

No	
No	
Yes	
No	
No	
No	
No	

	 DREAMgenics	 12:47478547	 1	 No	

CCND1	
DELLY	 2:33141654	 66	 Yes	
	 7:105741885	 2	 Yes	
DREAMgenics*	 14:106329461	 3	 No	
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Figure 50. Examples of the visualization of different translocation partners in IGV. (A) Visualization of non-specific translocation partners, each 

chromosome partner is represented in a different colour; (B) Visualization of a real CCND1-IGH rearrangement (picture above) and a false one (picture 

below) due to the low quality of the reads mapping the rearrangement partner, and the scarcity of reads in the target region. 

. 

A																																																																																	B	
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3.2. Analysis and characterization of rearrangement target genes included in the 

panel  

Since no positive case was identified by conventional techniques for the 

rearrangement targets other than the CCND1, BCL2, BCL6, and MYC genes, included 

in PV1, and no additional case was detected by NGS, this section will focus 

exclusively in analyzing the rearrangements detected in these four target genes. 

3.2.1. CCND1 

With regard to CCND1, the design developed in both versions of the panel was 

optimal since 100% of the previously identified rearrangements were detected (n=6 

cases for PV1, and n=6 cases for PV2). As expected, this gene was rearranged in all 

MCL patients, as the CCND1 rearrangement is the hallmark of MCL. No further 

rearrangements were identified in patients diagnosed with other B-cell malignances. 

When focusing on the detected breakpoints, although it has been described that 

most of them (30–50%) map to the ~200bp major translocation cluster (MTC) near 

CCND1 (~120 Kb at 3’ from the gene), all breakpoints sequenced in our study were 

located outside the MTC (Fernàndez et al., 2005; Jares & Campo, 2008). 

Furthermore, consistent with other publications, our analysis revealed a remarkable 

diversity in the breakpoints, which were found scattered in a large genomic region of 

109 kb (from 174 bp to 109 kb 3 'of CCND1) (Greisman et al., 2012) (Figure 51).  

Besides, the rearrangement partner identified in all cases was the IGH gene and, in 

the same way as in CCND1, our analysis revealed a great variability in the distribution 

of breakpoints in this locus (Figure 51). Moreover, as previously described by other 

authors, ~60% of the cases (7/12) displayed two distinct breakpoints at the IGH 

locus, which in all cases consisted of a DH and a JH coding end breakpoints (Greisman 

et al., 2012). In addition, in one case, two breakpoints were also observed at the 

CCND1 locus, which were located at 80 kb and 70 kb 3' from CCND1, respectively. As 

shown in other studies, these multiple breakpoints could correspond to the 

sequence from both derivative chromosomes involved in the translocation. The 

different sequences identified could be a consequence of the loss of material 

associated with some chromosomal breaks and recombinations that generated the 
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rearrangement (Greisman et al., 2012). Of the cases with a single breakpoint at IGH, 

three cases displayed a DH coding end breakpoint, one case had a breakpoint in the 

JH region, and one case had a VH breakpoint. Furthermore, the latter presented an 

additional translocation of CCND1 with chromosome 1p13.2, which was detected by 

all three softwares (DELLY, Smoove and DREAMgenics) (Table 57).  

 

 
Figure 51. Scheme of the breakpoints identified involving the CCND1-IGH 
rearrangements. (A) CCND1 gene and (B) its partner gene IGH. In gray the cases with 
a single breakpoint or rearrangement identified. The breakpoints corresponding to 
the same case with multiple breakpoints or rearrangements are identified with the 
same color.  
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Table 57. Detail of the rearrangements detected involving the CCND1 gene. 

Patient ID Genomic coordinates in 
the target gene 

Breakpoint location in the 
target gene 

Genomic coordinates in 
the patner gene 

Breakpoint location in the partner 
gene 

CCND1-1 11:69454808 1.065 kb 3' from CCND1 14:106324592 IGHD 

CCND1-2 11:69439040 
 

16.832  kb 3' from CCND1 
 

14:106357561 
14:106331650 

IGHD6-19 
IGHJ1 

CCND1-3 11:69413465 42.408  kb 3' from CCND1 14:106725199 IGHV3-23 

 11:69413822 42.051  kb 3' from CCND1 1:112660208 1p13.2 

CCND1-4 11:69413985 
 

41.888  kb 3' from CCND1 
 

14:106370544 
14:106330070 

IGHD3-29 
IGHJ5 

CCND1-5 11:69447492 
 

8.381  kb 3' from CCND1 
 

14:106350737 
14:106329467 

IGHD4-23 
IGHJ6 

CCND1-6 11:69455699 0.174  kb 3' from CCND1 14:106329480 IGHD 

CCND1-7 11:69346891 108.982  kb 3' from CCND1 14:106370541 
14:106330845 

IGHD3-9 
IGHJ3 

CCND1-8 11:69346872 
 

109.001  kb 3' from CCND1 
 

14:106361495 
14:106330845 

IGHD3-16 
IGHJ4 

CCND1-9 11:69386636 
11:69384951 

69.237  kb 3' from CCND1 
79.922  kb 3' from CCND1 

14:106370542 
14:106330472 

IGHD3-9 
IGHJ4 

CCND1-10 11:69450769 
 

5.105 kb 3' from CCND1 
 

14:106380221 
14:106329464 

IGHD3-3 
IGHJ6 

CCND1-11 11:69398929 56.944 kb 3' from CCND1 14:106329461 IGHJ6 

CCND1-12 11:69439851 16.022 kb 3' from CCND1 14:106354408 IGHD 
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Although CCND1 rearrangements with chromosome 1p13 have not been described 

in the literature, complex rearrangements involving the IGH and CCND1 loci and 

other chromosomes have been observed in a subset of primary tumors and MCL cell 

lines (Salaverria et al., 2008). Moreover, secondary alterations of chromosome 1 are 

frequently found in t(11;14)(q13;q32)-positive B-cell non-Hodgkin lymphoma (NHL) 

subtypes, including MCL, for which, in most cell lines the most frequently altered and 

deletion-prone loci were 1p31 and 1p21. Besides, MCL cell lines with alterations 

involving the cytoband 1p13 have also been described (Rudolph et al., 2006).  

On the other hand, in this patient with two CCND1 rearrangements found, the FISH 

results using LSI IGH/CCND1 Dual Color, Dual Fusion Translocation Probe (Abbot 

Molecular, Des Plaines, Illinois, USA) showed a classic dual fusion rearrangement 

pattern (2F1O1G). In addition, although a cytogenetics culture was set-up in this 

case, not enough metaphases were obtained to get an informative result. However, 

the possibility that it could be a small rearrangement, not observable by FISH due to 

its resolution limit cannot be discarded, which would explain the classic two-fusion 

pattern observed. Moreover, when visualizing these CCND1 rearrangements in IGV, 

the existence of a rearrangement with 1p31 was confirmed, and its evidence was 

even more robust than for the CCND1-IGH rearrangement (Figure 52). Furthermore, 

the hypothesis that it could be a region homologous with the IGH gene was 

discarded using the BLAST tool (NCBI). However, it would be advisable to confirm 

these results with other techniques. 
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Figure 52. IGV image of the two rearrangements detected in a patient with MCL. 

(A) Rearrangement detected between CCND1, on chromosome 11 (left), and IGH, on 

chromosome 14 (right). The reads that are identified in light brown covering 

chromosome 11 have their partner read mapping chromosome 14. The reads 

identified in dark brown covering chromosome 14 have their partner read mapping 

chromosome 11. This is an image indicative of a chromosomal rearrangement 

between both chromosomes; (B) Rearrangement detected between chromosome 1 

(left), and CCND1, on chromosome 11 (right). The reads that are identified in dark 

brown covering chromosome 1 have their partner read mapping chromosome 11. 

The reads that are identified in  blue  covering chromosome 11 have their partner 

read mapping chromosome 1. This is an image indicative of a chromosomal 

rearrangement between both chromosomes. 
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3.2.2. BCL2 

Detection of rearrangements in BCL2 was improved after optimizing the BCL2 design 

in PV2 (sensitivity increased from 70% to 86%). In line with previous knowledge, 

among the 31 BCL2 rearrangements detected in 27 patients, most breakpoints were 

located within either the major breakpoint region (MBR) or the minor cluster region 

(mcr) (64.5% and 9.7%, respectively). However, a large number of breakpoints 

(25.8%) dispersed between MBR and mcr were also observed (Buchonnet et al., 

2000; Godon et al., 2003). Although these breakpoints were correctly covered in the 

PV1, in four out of the 14 positive cases sequenced in PV2 (2.8%) the breakpoint was 

located at the end of the mcr, which represents the limit of the design in PV1, and at 

3' mcr, which was not covered in PV1 (Figure 53, Table 59). Two of these cases 

corresponded to BCL2 rearrangements missed by PV1 that were re-sequenced with 

PV2. Thus, probably the remaining four cases not detected in PV1, from which no 

further material was available, would be detected with the optimized design for 

BCL2.  

However, two of the 14 cases with known BCL2 translocation by FISH could not be 

identified in PV2. Although the PV2 design covers all the regions that have been 

described involved in BCL2 rearrangements, the possibility that in these cases the 

rearrangement occurs in a region not covered by the panel cannot be discarded 

(Akasaka et al., 1998; Godon et al., 2003; Espinet et al., 2008). On the other hand, 

although these two cases were detected by FISH, we did not know the percentage of 

altered cells, so these discordances could also be due to a low tumor infiltration. 

Furthermore, although the same biopsy on which the FISH study was performed was 

used for NGS, the possibility that the sample fragment used for NGS displayed less 

tumor infiltration than the fragment used for FISH cannot be discarded, although the 

immunohistochemical studies performed on the sequenced samples identified 

tumor cellularity in all cases. 

Apart from the cases previously identified by FISH, an additional BCL2-IGH 

translocation was detected in a patient diagnosed with SMZL in which BCL2 had not 

been tested in the routine procedure. Despite not being common, a patient with 

SMZL carrying this alteration has been previously described (Baseggio et al., 2012). 



231 
 

On the other hand, focusing on the rearrangement partners, all cases presented 

rearrangements of BCL2 with the IGH gene, and as it was observed for CCND1-IGH 

translocation, our analysis revealed some variability in the distribution of 

breakpoints at this locus. However, despite this variability, a large number of 

coincident breakpoints were identified among patients, being the JH6 junction 

segment the most frequent, which is consistent with the literature (Buchonnet et al., 

2000) (Figure 53, Table 59). In contrast to what has been described by other authors, 

the breakpoints were not only located at JH region, but also along DH and VH regions 

(Godon et al., 2003). Moreover, coinciding with what was observed in CCND1, 59% of 

the cases (16/27) displayed two breakpoints at the IGH locus, which in all cases 

consisted of a DH and a JH coding end breakpoint, except in a case where the second 

breakpoint was on chromosome 14, but outside the IGH region. Furthermore, in four 

cases, two breakpoints were also observed at the BCL2 locus. These multiple 

breakpoints appear to correspond to the sequence from both derivative 

chromosomes involved in the translocation, as previously observed in CCND1. 

However, two of these cases showed a large difference in the coordinates of the 

breakpoints involved in the translocation (>200kb vs 6kb for the remaining) and 

when visualizing these rearrangements at the IGV, a rearrangement pattern was 

observed that agrees with the hypothesis of a double rearrangement in the same 

BCL2 allele (Figure 54), which have been previously described by other authors (Seité 

et al., 1993; Vaandrager et al., 2000). 

Finally, despite the fact that the BCL2-IGH rearrangement is a diagnostic marker in 

FL, many of the patients with BCL2-IGH translocation were diagnosed of DLBCL 

(14/27; 52%). In all, 78% (11/14) of these DLBCL patients corresponded to cases that 

came from an initial FL, which later transformed into a DLBCL, or cases with DH or TH 

lymphoma, which would explain this high incidence of BCL2 rearrangements in this 

pathology. The BCL2-IGH rearrangement was also identified in two patients 

diagnosed with BL and SMZL. The remaining cases corresponded to patients 

diagnosed with FL (11/27; 41%), as expected. Notably, our analysis did not reveal any 

difference in breakpoint distribution among patients diagnosed with different 

lymphomas.  Indeed, survival studies have not shown any correlation between the 
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breakpoint location and the clinical outcome in patients with FL (Buchonnet et al, 

2002). 

 

Figure 53. Scheme of the breakpoints identified involving the BCL2-IGH 

rearrangements. (A) BCL2 gene and (B) its partner gene IGH. In gray the cases with a 

single breakpoint or rearrangement are identified. The breakpoints corresponding to 

the same case with multiple breakpoints or rearrangements are identified with the 

same color. The shape of the breakpoints shows the diagnosis of the patients. 

Patients diagnosed with DLBCL are identified with 1= Single hit lymphoma (SH); 2= 

Double hit lymphoma (DH); and 3= Triple hit lymphoma (TH). 
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Table 58. Detail of the rearrangements detected involving the BCL2 gene 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Patient ID Genomic coordinates 
in the target gene 

Breakpoint location in the 
target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location 
in the target gene 

 Patient diagnosis 

BCL2-1 18:60793552 Exon 3 of BCL2 (MBR) 14:106370542 

14:106330074 

IGHD3-9 

IGHJ5 

 DLBCL 

BCL2-2 18:60793458 Exon 3 of BCL2 (MBR) 14:106330071 IGHD2-2  DLBCL 

BCL2-3 18:60793458 
18:60793496 

Exon 3 of BCL2 (MBR) 

3.302 kb 3' BCL2 (~3' MBR) 

14:106330069 

14:106382688 

IGHJ5 

IGHD2-2 

 DLBCL 

BCL2-4 18:60793550 Exon 3 of BCL2 (MBR) 14:106370364 

14:106329446 

IGHD3-10 

IGHJ6 

 DLBCL (DH) 

BCL2-5 18:60793458 Exon 3 of BCL2 (MBR) 14:106329465 IGHJ5  DLBCL (DH) 

BCL2-6 18:60793504 Exon 3 of BCL2 (MBR) 14:106351764 

14:106331463 

IGHD3-22 

IGHJ1 

 DLBCL (TH) 

BCL2-7 18:60793458 Exon 3 of BCL2 (MBR) 14:106330071 IGHJ5  BL 

BCL2-8 18:60793496 Exon 3 of BCL2 (MBR) 14:106370539 

14:106329459 

IGHD3-9 

IGHJ6 

 FL 

BCL2-9 18:60793552 Exon 3 of BCL2 (MBR) 14:106330070 IGHJ5  DLBCL (TH) 

BCL2-10 18:60793495 
18:60787272 

Exon 3 of BCL2 (MBR) 

3.307 kb 3' BCL2 (~3' MBR) 

14:106330075 

14:106382691 

IGHJ5 

IGHD2-2 

 FL 

BCL2-11 18:60793447 Exon 3 of BCL2 (MBR) 14:106363817 IGHD2-15  FL 

BCL2-12 18:60793461 Exon 3 of BCL2 (MBR) 14:106351901 

14:106329462 

IGHD3-22 

IGHJ6 

 FL 

BCL2-13 18:60786790 3.789 kb 3' BCL2 (3' MBR) 14:106363819 

14:106329174 

IGHD2-15 

IGHJ6 

 FL 



234 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Patient ID Genomic coordinates 
in the target gene 

Breakpoint location in the 
target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location 
in the partner gene 

Patient diagnosis 

BCL2-14 18:60774504 16.075 kb 3' BCL2 (5' mcr) 14:106363818 

14:106329451 

IGHD2-15 

IGHJ6 

FL 

BCL2-15 18:60742638 47.941 kb 3' BCL2 ( 3’ mcr) 14:106375769 
14:106329450 

IGHD1-7 
IGHJ6 

FL 

BCL2-16 18:60787278 
18:60987949 

3.301 kb 3' BCL2 (3' MBR) 
1.336 kb 5' BCL2 ( 5´VCR) 

14:106346897 
14:106329451 

IGHD1-26 
IGHJ6 

SMZL 

BCL2-17 18:60764459 26.120 kb 3' BCL2 ( mcr) 14:106380225 

14:106329449 

IGHD3-3 

IGHJ6 

DLBCL (TH) 

BCL2-18 18:60793550 Exon 3 of BCL2 (MBR) 14:106329462 IGHJ6 DLBCL 

BCL2-19 18:60793600 Exon 3 of BCL2 (MBR) 14:106329465 IGHJ6 DLBCL 

BCL2-20 18:60793496 Exon 3 of BCL2 (MBR) 14:106370539 IGHD3-9 DLBCL 

BCL2-21 18:60793549 Exon 3 of BCL2 (MBR) 14:106552288 IGHD3-9 FL 

BCL2-22 18:60763910 26.673 kb 3' BCL2 (mcr) 14:106329458 IGHJ6 FL 

BCL2-23 18:60793548 Exon 3 of BCL2 (MBR) 14:106382688 

14:106329462 

IGHD2-2 

IGHJ6 

DLBCL 

BCL2-24 18:60793462 Exon 3 of BCL2 (MBR) 14:106368509 

14:106330064 

IGHD5-12 

IGHJ5 

DLBCL 

BCL2-25 18:60793447 Exon 3 of BCL2 (MBR) 14:106363817 IGHD2-15 FL 

BCL2-26 18:60766640 
18:61005948 

23.939 kb 3' BCL2 (mcr) 
19.335 kb 5' BCL2 (~5' VCR) 

14:106329450 
14:97496686 
14:98643070 

IGHJ6 
14q32.2 
14q32.2 

DLBCL 

BCL2-27 18:60793552 Exon 3 of BCL2 (MBR) 14:106382688 
14:106329462 

IGHD2-2 
IGHJ6 

DLBCL (DH) 
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Figure 54. IGV image of the two break points identified in a patient with double BCL2-

IGH rearrangement. (A) Genomic coordinates from one of the breakpoints on 

chromosome 18; (B) Genomic coordinates from the second breakpoint on chromosome 

18. In both figures the reads identified in light brown covering chromosome 18 have 

their paired-read mapping chromosome 14. This image is indicative of a double 

chromosome rearrangement between BCL2 and IGH. 
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3.2.3. BCL6 

With regard to BCL6, the design developed for both versions of the panel turned out to 

be optimal since approximately 94% of the previously identified rearrangements were 

detected (n= 10/10 cases for PV1, and n= 6/7 cases for PV2). Furthermore, the same 

BCL6 rearrangement was successfully detected in a patient sequenced in both panels. In 

contrast, one known BCL6 translocation previously described by FISH could not be 

detected in a patient diagnosed with MALT lymphoma. Although the panel design covers 

a much larger region than the two rearrangement clusters described in the literature 

(Iqbal et al. 2007; Jarosova et al. 2016), the possibility that the rearrangement occurs in 

a region not covered by the panel cannot be discarded. However, the results obtained 

from the FISH performed on the same biopsy (but in FFPE tissue, unlike the sequenced 

sample that was OCT embedded fresh tissue sample) showed a very low percentage of 

altered cells (10-15%), with a classic rearrangement pattern (1F1O1G).These data 

support our hypothesis that this case could not be detected mainly due to a low tumor 

cell infiltration in the sequenced sample. 

Rearrangements affecting the BCL6 gene occur predominantly in the major breakpoint 

region (MBR) encompassing the first noncoding exon and a portion of the first intron of 

BCL6. In addition, an alternative breakpoint cluster (ABR) located 245–285 kb 5ʹ BCL6 

has also been described (Iqbal et al., 2007; Jarosova et al., 2016). Although ABR 

breakpoints have been associated with a follicular growth pattern, few cases diagnosed 

with DLBCL with breakpoints localized in this cluster have been identified (Iqbal et al., 

2007). In line with these data, our analysis revealed that 57% of the breakpoints 

detected were located in the MBR, of which, 75% corresponded to IG-BCL6 

rearrangements. In addition, three breakpoints located near ABR cluster were described 

in two patients with DLBCL. On the other hand, our analysis also revealed that around 

30% of the breakpoints were not within any of the previously described clusters, but 

were distributed up to 30kb 5' of BCL6. Specific breakpoint sequence motifs have been 

described in BCL6 rearrangements, and they have been reported to be differentially 

used in IG–BCL6 and non-IG–BCL6 rearrangements (Lu et al., 2013). In our study, the 

analysis of the nucleotide sequences involved in the different breakpoints has not been 

carried out. However, a different distribution pattern of the breakpoints of non-IG-BCL6 
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rearrangements has been observed compared to IG-BCL6, with a greater tendency for 

the latter to accumulate in the MBR region (nine IG-BCL6 in MBR vs two outside MBR; 

three non-IG-BCL6 in MBR vs five outside MBR). 

In addition, two cases were identified with a double breakpoint in BCL6, as well as in the 

partner gene (Table 59; Figure 55). Due to the proximity (~6Kb) between the two 

breakpoints identified in each of the two genes involved in the rearrangement, and the 

translocation pattern observed in IGV, these multiple breakpoints appear to correspond 

to the sequence from both derivative chromosomes involved in the rearrangement, as it 

was observed in CCND1 and BCL2. However, unlike these, BCL6 seems to display more 

stable rearrangements, since there is a lower incidence of cases with different 

breakpoints in their derivative chromosomes as a consequence of the loss of material 

associated with the rearrangement. 

 

 

Figure 55. Scheme of the breakpoints identified involving the BCL6 gene. In gray the 

cases with a single breakpoint or rearrangement are identified. The breakpoints 

corresponding to the same case with multiple breakpoints or rearrangements are 

identified with the same color. The shape of the breakpoints shows the diagnosis of the 

patients. Patients diagnosed with DLBCL are identified with 1= Single hit lymphoma (SH); 

2= Double hit lymphoma (DH); and 3= Triple hit lymphoma 
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Regarding translocation partners, BCL6 has been commonly described rearranged with 

diverse partners, including one of three immunoglobulin genes (IGH, IGK, IGL) loci or 

diverse non-IG chromosomal loci (Ohno, 2006; Nedomova et al., 2013; Jarosova et al., 

2016). Consistent with previous publications, 58% of the rearrangements in our study 

involved IG genes (n=8 with IGH, and n=3 with IGL), while the remaining 42% (n=8) 

comprised non-IG regions.  

Regarding non-IG partners, to date, more than 20 genomic regions have been described, 

involving almost all chromosomes. In our study, a great variability has been observed in 

these partners, since none of the detected regions has been identified repeatedly in two 

or more patients. In addition, a translocation involving the 3q25 cytoband has been 

observed in two patients (3q25.1 in the first, and 3q25.33 in the second patient), 

suggesting an inversion. This translocation has been previously reported in the literature 

(Jarasova et al., 2016). However, as far as we know, many of the partner genes identified 

in our study have not been previously reported by other authors (Jarasova et al., 2016) 

(Table 59; Figure 56).  

On the other hand, clinical and biological differences between cases with IG-BCL6 and 

non-IG-BCL6 rearrangements have been observed in DLBCL patients (Akasaka et al., 

2000; Ueda et al., 2002). Although there is no consensus on the effect of BCL6 

translocation on the clinical outcome, studies on IG-BCL6 rearrangements commonly 

point that high BCL6 expression at mRNA and/or protein levels is a favourable 

prognostic indicator of DLBCL through the repressory control of antiapoptotic BCL2 and 

other known BCL6 pro-survival target genes (Lossos et al., 2001; Ueda et al., 2002; Ohno, 

2006). On the contrary, in cases with BCL6 rearrangements with non-IG loci, BCL6 mRNA 

levels were unexpectedly low (Ueda et al., 2002; Lossos et al., 2004; Ohno, 2006). 

Moreover, the survival rate of DLBCL patients with non-IG partners has been shown to 

be inferior to that of those with IG-BCL6 translocation, suggesting that non-IG-BCL6 

fusion is a poor prognostic indicator of DLBCL (Akasaka et al., 2000; Barrans et al., 2002). 

In this line, we found a higher frequency of rearrangements with non-IG genes in cases 

with double-hit and triple-hit lymphomas compared with other DLBCL (4/6 vs 2/11, P= 

0.1094). 
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Due to the worse prognosis observed in DLBCL patients with non-IG-BCL6 

rearrangements, compared to cases with IG-BCL6 rearrangements, a worse prognosis 

could also be expected in DH/TH lymphoma patients with non- IG-BCL6 rearrangements. 

However, to our knowledge, no study has been published that analyze the BCL6 

rearrangement partners and their clinical impact on this subset of aggressive 

lymphomas. 

Nevertheless, despite the clinical importance of the identification of the translocation 

partner, the strategy used in clinical practice does not allow obtaining this information in 

the vast majority of cases. In fact, in our assay, only two of the 18 cases with BCL6 

rearrangements previously detected by cytogenetic techniques had the translocation 

partner identified. In both cases the rearrangement partner was detected by karyotype 

(6p21 in one case and 14q32 in the other), and in both cases it coincided with the one 

identified by NGS (Figure 56). 
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Figure 56. Circosplot showing the rearrangements identified involving the BCL6 gene by conventional techniques and by NGS. (A) Rearrangements 

detected by conventional techniques, CBA and/or FISH and; (B) with the designed panel. Chromosomes are represented on the outermost circumference, 

blue lines indicate the rearrangements between two chromosomes. Cases for which the rearrangement pair is unknown are shown in brown.  
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Table 59. Detail of the rearrangements detected involving the BCL6 gene. 

Patient ID Genomic coordinates 
in the target gene 

Breakpoint location 
in the target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location 
in the partner gene 

Partner gene function Patient 
diagnosis 

Reported in 
the literature 

BCL6-1 3:187492172 
3:187495695 

28.659 kb  5' BCL6 
32.182 kb  5' BCL6 

5:89358574 
5:87948324 

5q14.3 
5q14.3 (LINC00461) 

Post-transcriptional 
regulation 

Enhanced proliferation 
and inhibited apoptosis 

 

FL No 

BCL6-2 3:187463987 0.474 kb 5´BCL6 22:23223324 22q11.22 (IGLV3-1) Immunoglobulin lambda 
locus 

DLBCL Yes 

BCL6-3 3:187462672 Intron 1 BCL6 (MBR) 22:22804907 22q11.22 (IGLV7-35) Immunoglobulin lambda 
locus 

DLBCL (DH) Yes 

BCL6-4 3:187462334 Intron 1 BCL6 (MBR) 22:23223256 22q11.22 (IGLV3-1) Immunoglobulin lambda 
locus 

DLBCL Yes 

BCL6-5 3:187462992 Intron 1 BCL6 (MBR) 6:27107400 6p22.1 ( HIST1H2BK) Core component of 
nucleosome 

DLBCL (DH) No 

BCL6-6 3:187475788 12.275 kb 5' BCL6 2:145908001 2q22.3 ( TEX41) Long Intergenic Non-
Protein Coding RNA 953 

DLBCL No 

BCL6-7 3:187466248 2.735 kb 5' BCL6 8:128792690 8q24.21 (MYC) Controls cell cycle, cell 
growth, apoptosis, 

cellular metabolism and 
biosynthesis, adhesion, 

and mitochondrial 
biogenesis 

DLBCL (TH) Yes 

BCL6-8 3:187462520 Intron 1 BCL6 (MBR) 16:10971638 16p13.13 ( CIITA) Transcription of genes of 
the MHC  I and II 

DLBCL (TH) Yes 

BCL6-9 3:187469593 6.080 kb 5' BCL6 3:151999952 3q25.1 ( MBNL1) Regulates alternative 
splicing 

DLBCL (TH) Yes 
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Patient ID Genomic coordinates 
in the target gene 

Breakpoint location 
in the target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location 
in the partner gene 

Partner gene function Patient 
diagnosis 

Reported in 
the literature 

BCL6-10 3:187461954 Intron 1 BCL6 (MBR) 14:106240461 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL (DH) Yes 

BCL6-11 3:187462994 Intron 1 BCL6 (MBR) 3:160118247 3q25.33 (TRIM59-
IFT80; SMC4) 

Lnc-RNA; 
Chromosome 

condensation and 
sister chromatid 

cohesion 

SMZL No 

BCL6-12 3:187462864 Intron 1 BCL6 (MBR) 14:106325488 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-13 3:187461547 Intron 1 BCL6 (MBR) 14:106324788 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-14 3:187462903 Intron 1 BCL6 (MBR) 14:106325843 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-15 3:187461906 Intron 1 BCL6 (MBR) 14:106327132 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-16 3:187699781 
 

3:187693923 

236.268 kb 5' BCL6 
 ( ~ABR) 

230.411 kb 5' BCL6  
( ~ABR) 

14:106213838 
 

14:106330372 

14q32.33 (IGH) 
 

14q32.33 (IGH) 

Immunoglobulin heavy 
locus 

Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-17 3:187462295 Intron 1 BCL6 (MBR) 14:106239950 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-18 3:187461543 Intron 1 BCL6 (MBR) 14:106326517 14q32.33 (IGH) Immunoglobulin heavy 
locus 

DLBCL Yes 

BCL6-19 3:187662482 198.988 kb 5' BCL6  
( ~ABR) 

17:73290797 17q25.1  DLBCL No 
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3.2.4. MYC 

Detection of rearrangements involving MYC at 8q24.1 in MBCN is important for 

diagnostic and prognostic purposes. However, its detection is often hampered by the 

wide variation in breakpoint location within the MYC region, which can affect up to 1 

Mb from MYC on each side (Einerson et al., 2006; Bertrand et al., 2007). Due to a 

bioinformatics error, the PV1 only covered the MYC gene region in addition to 100 

kb on each side of the gene. However, and despite this design limitation, 50% (8/16) 

of the sequenced cases with previously known MYC rearrangements were detected. 

In order to increase the sensitivity for this target, larger captured regions for MYC 

were designed in PV2. Due to the large size of the genomic region involved in MYC 

rearrangement, encompassing more than 2 Mb, only those genomic regions most 

frequently involved in the translocation were included to minimize the size of PV2 

design (Haralambieva et al., 2004; Einerson et al., 2006). Following this strategy, 75% 

(n=3/4 cases sequenced) of known rearranged cases were detected, including one 

case missed in PV1 which was re-sequenced. Despite the improvement in sensitivity 

observed in PV2, the number of cases included to analyze the ability of the panel to 

detect MYC rearrangements was quite small. For this reason, although our results 

are promising, additional cases should be analyzed to confirm if the design 

developed in PV2 is optimal for detecting MYC rearrangements. Besides, a MYC-IGH 

translocation was identified in PV2 that had not been previously detected with the 

IGH/MYC dual-color dual-fusion probe (Abbot Molecular). Performing either 

IGH/MYC dual-fusion or MYC break-apart probes studies in isolation can provide 

false-negative results because of the complex nature of the MYC rearrangement 

(Peterson et al., 2019). Unfortunately, no additional tumor sample was available to 

perform FISH with the MYC break-apart probe. Besides, it could also be a 

rearrangement involving a small genomic region, not detectable by FISH. Since all 

the callers identified this rearrangement, and also with high quality, and the 

visualization of the sequences in IGV support the idea that it is a “real” 

rearrangement. 

Regarding the translocation partners, although IG genes have been reported to be 

the most frequent, non-IG genes have also been described in 35% to 53% of MYC 



244 
 

rearranged DLBCL cases (Karube & Campo, 2015). According to these data, in our 

study 83% (n=5/6) of the MYC rearrangements detected in DLBCL involved the IGH 

gene, and exceptionally, only in one case (n=1/6, 17%) with a TH lymphoma MYC was 

identified rearranged with the BCL6 gene. In the context of double/triple-hit, it is of 

special interest to know whether the BCL6-MYC rearrangement leads to the 

simultaneous activation of BCL6 and MYC genes. In a previous study carried out by 

Ryan et al, using the combination of chromatin immunoprecipitation and next-

generation sequencing to map acetylated enhancer elements, they observed that 

while the BCL6-MYC translocation led to strong MYC activation by the interaction 

between the MYC promoter and the BCL6 enhancer elements, BCL6 was not 

activated (Ryan et al., 2015). Therefore, the authors suggested that MYC-BCL6 did 

not represent a double-hit, but was equivalent to a single-hit MYC activation 

rearrangement, and proposed the term "pseudo double-hit" for this particular 

translocation. According to this evidence, it is possible that our patient is a pseudo 

triple-hit. However, further studies will need to be performed to evaluate the 

activation of BCL6 and MYC genes due to this rearrangement. 

Regarding the breakpoints, a difference was observed in their distribution in relation 

to the rearrangement partner. While the breakpoint in the only non-IG-MYC case 

was identified outside the gene (~39kb 3' from MYC), all the breakpoints 

corresponding to the IG-MYC cases were located within the gene. These data agree 

with that described by other authors and display a similar pattern to what has been 

reported in Burkitt lymphoma, suggesting a common mechanism and developmental 

stage at which these rearrangements arise (Chong et al., 2018; Nguyen et al., 2017). 

Furthermore, it is noteworthy that while in all cases with DH/TH lymphomas the 

breakpoint was located in the first intron of MYC, in the only case diagnosed with 

DLBCL (not DH/TH) the breakpoint was identified in the first exon of the gene. 

However, Chong et al analyzed 1048 biopsies from patients diagnosed of de novo 

DLBCL and tFL with DLBCL morphology and observed that breakpoints of the MYC-SH 

(single hit) or MYC-DH/TH, when rearranged with IG genes, were indistinctly 

distributed in the "genic cluster" (a genomic region spanning from 1.5 kb upstream 

of the transcription start site to the end of MYC intron 1) (Chong et al., 2018). 



245 
 

Regarding the prognostic value of MYC rearrangements in DLBCL, although it has 

been confirmed that they have a strong negative prognostic impact on the survival of 

patients with DLBCL, it has been seen that this impact is evident mainly in the first 

two years after diagnosis, both in MYC-SH (single hit) and MYC-DH/TH. Furthermore, 

although a negative impact is observed on MYC-SH, only in the case of MYC-DH/TH 

the decrease in PFS and OS is significant. Besides, it has recently been pointed out 

that the type of MYC rearrangement partner (IG vs non-IG) has a prognostic impact 

in DLBCL. A study carried out by Rosenwald et al demostrates that DLBCL patients 

with non-IG-MYC rearrangement do not differ in outcomes with wt MYC DLBCL 

patients (Rosenwald et al., 2019). And in the same way is observed in DLBCL patients 

with DH/TH. These data show that the exclusive knowledge of the MYC status 

(rearranged or not rearranged) is not sufficient to establish the prognosis in these 

patients. Therefore, strategies that allow the identification of the rearrangement 

partner (IG vs non-IG) should be implemented in the clinical practice. 

In BL, the MYC-IGH translocation is the most common genetic lesion, observed in 

approximately 80% of cases. In addition, variant MYC rearrangements with IGK or 

IGL genes have been identified in approximately 10% of cases (Nguyen et al., 2017). 

In our study, MYC rearrangements involved the IGH gene in all BL patients (n=3/3). 

Regarding the breakpoints, according to what have been described in the literature, 

we identified two cases with class I breakpoints (located in the first intron and first 

exon of MYC) and one case with a class III breakpoint (located ~64Kb 5' from MYC). 

In addition, a patient has been identified with a complex MYC-IGH rearrangement, 

located at the same breakpoint on chromosome 8q24, which also involves the ITGAL 

gene, locus at 16p11.2. ITGAL has been described to be involved in a variety of 

immune phenomena including leukocyte-endothelial cell interaction, cytotoxic T-cell 

mediated killing, and antibody dependent killing by granulocytes and monocytes.  In 

addition, it also contributes to natural killer cell cytotoxicity (Barber et al., 2004). 

Complex rearrangements involving MYC-IGH genes in BL patients have been 

previously described by other authors (Zimonjic et al., 2001; Liu et al., 2007). 

However, in our case this pattern was not previously identified by routine 

techniques, either by karyotype (in which a simple rearrangement with chromosome 
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14q32 was detected) or by FISH, for which IGH/MYC dual-color dual-fusion probe 

(Abbot Molecular) was used, and which coincided with what was observed by 

karyotype (classic dual fusion rearrangement pattern with 2F1O1G). Since all the 

callers detected this rearrangement with high quality parameters, and after 

confirming it with IGV, these data could indicate the possibility of a complex 

rearrangement involving a small region of chromosome 16, below the resolution 

limit of FISH, which would not allow to see a complex pattern of FISH. MYC 

rearrangement is the genetic hallmark of BL, and although it is not exclusive to this 

pathology, it represents a diagnostic marker in this disease. Despite the fact that it 

does not provide prognostic information in this entity, unlike DLBCL, the possible 

clinicopathological implication of complex rearrangements in BL has not yet been 

established. 

In this line, a patient diagnosed with MCL harboring a complex rearrangement of the 

MYC gene has been identified. MCL with MYC abnormalities, referred by some as 

“double-hit” MCL, are rare. However, other authors have previously reported MCL 

patients carrying MYC rearrangement (Setoodeh et al., 2013; Hu et al., 2016). In 

“double-hit” MCL with MYC rearrangement, about half cases show translocation 

with the IGH or IGL gene loci, and the other half show non-IG translocation with 

MYC.  Furthermore, our case showed a rearrangement of the MYC gene with two 

non-IG partners, 4q13.2 and 11q14.1, with a common breakpoint outside the gene 

region (at ~73Kb 5' from MYC). As it was observed in the previous case, this 

complex rearrangement was not identified by FISH, for which MYC break-apart 

probe was used and which resulted in a classic rearrangement pattern (1F1O1G). 

However, both rearrangements were detected by the three callers, and the 

rearrangement was confirmed by IGV. These data indicate that it could be a 

rearrangement that is involving a smaller genomic region in one of its partner genes, 

and that for this reason a complex rearrangement pattern is not observed by FISH. 

“Double-hit” MCL represent a relatively unique group of MCL with highly aggressive 

clinical behavior, and it has been associated with advanced-stage disease, a high 

proliferation rate, p53 expression, aggressive morphologic features, complex 

karyotypes, and a poor prognosis (Setoodeh et al., 2013; Hu et al., 2016). 
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Furthermore, the complex rearrangement of MYC, involving two or more 

rearrangement pairs, could be expected to provide an additional aggressive 

character to this entity. However, as far as we know, no studies have been carried 

out that have analyzed this event in MCL. In addition, MYC rearrangement was 

detected in a patient diagnosed with FL. This rearrangement was located outside the 

gene region (~13Kb 3' from MYC), and involved the ZBTB5 gene, locus at 9p13.2. 

ZBTB5 has been described as a potent transcription repressor of cell cycle arrest 

gene p21 and as a potential proto-oncogene that stimulates cell proliferation (Koh et 

al., 2009). MYC rearrangement is a rare event in low-grade B-cell lymphomas and, 

while it is typically associated with an inferior prognosis and poor response to 

therapy in DLBCL, its clinical significance in FL is less clear and should be interpreted 

in the context of overall cytogenetic changes (Nguyen et al., 2017). 

Finally, no differences have been observed in the breakpoints of the derivative 

chromosomes, which indicate that the MYC rearrangements occur fairly stable and 

do not lead to the loss of material associated with the rearrangements. All the 

rearrangements identified and the breakpoints described are shown in Figures 57 

and 58, and Table 60. 

 

Figure 57. Scheme of the breakpoints identified involving the MYC gene. In gray the 

cases with a single breakpoint or rearrangement are identified. The breakpoints 

corresponding to the same case with multiple breakpoints or rearrangements are 

identified with the same color. The shape of the breakpoints shows the diagnosis of 

the patients. Patients diagnosed with DLBCL are identified with 1= Single hit 

lymphoma (SH); 2= Double hit lymphoma (DH); and 3= Triple hit lymphoma (TH). 
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Figure 58. Circosplot showing the rearrangements identified involving the MYC gene by conventional techniques and by NGS. (A) Rearrangements 

detected by conventional techniques, CBA and/or FISH and; (B) with the designed panel. Chromosomes are represented on the outermost circumference, 

blue lines indicate the rearrangements between two chromosomes. Cases for which the rearrangement pair is unknown are shown in brown. 

A																																																																																							B												
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Table 60. Detail of the rearrangements detected involving the MYC gene. 

 

Patient ID Genomic coordinates 
in the target gene 

Breakpoint location 
in the target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location 
in the partner gene 

Partner gene function Patient 
diagnosis 

MYC-1 8:128749265 MYC intron 1 14:106176343 

14:106056032 

14q32.33 (IGH) 

14q32.33 (IGH) 

Immunoglobulin heavy locus 

Immunoglobulin heavy locus 

DLBCL (DH) 

MYC-2 8:128684200 64.114 kb 5' MYC 14:106326617 14q32.33 (IGH) Immunoglobulin heavy locus BL 

MYC-3 8:128748069 
8:128748073 

MYC exon 1 

MYC exon 1 

 

14:106241010 

16:30501529 

14q32.33 (IGH) 

16p11.2 (ITGAL) 

Immunoglobulin heavy locus 

Involved in a variety of 

immune phenomena:  

leukocyte-endothelial cell 

interaction,  natural killer cell 

cytotoxicity, etc. 

BL 

MYC-4 8:128748926 MYC intron 1 14:106330384 14q32.33 (IGH) Immunoglobulin heavy locus BL 

MYC-5 8:128792625 38.945 kb 3' MYC 3:187466290 3q27.3 (BCL6) Transcriptional repressor DLBCL (TH) 

MYC-6 8:128749047 MYC intron 1 14:106069549 14q32.33 (IGH) Immunoglobulin heavy locus DLBCL (TH) 

MYC-7 8:128749455 MYC intron 1 14:106209850 

14:106238270 

14q32.33 (IGH) 

14q32.33 (IGH) 

Immunoglobulin heavy locus 

Immunoglobulin heavy locus 

DLBCL (DH) 

MYC-8 8:128766371 12.692 kb 3' MYC 9:37443790 9p13.2 ( ZBTB5) Potential proto-oncogene 

stimulating cell proliferation 

FL 

MYC-9 8:128748722 MYC exon  1 14:106095160 14q32.33 (IGH) Immunoglobulin heavy locus DLBCL 

MYC-10 8:128675658 
 
 

8:128675667 

72.658 kb 5' MYC 
 

 

72.648 kb 5' MYC 

4:68730281 

 

 

11:78260168 

4q13.2 (UBA6-AS1;  
TMPRSS11D) 

 

11q14.1 (NARS2) 

ncRNA;  role in the host 

defense system on the 

mucous membrane 

Play a critical role in protein 

biosynthesis 

MCL 

MYC-11 8:128750025 
 

MYC intron 1 

 

14:106056549 

 

14q32.33 (IGH) 

 

Immunoglobulin heavy locus DLBCL (DH) 
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4.    Analysis of copy number alterations 

4.1. Global detection of target CNA 

To perform the CNA analysis, data were analyzed using the CopywriteR 

bioinformatics tool. In line with the other types of abnormalities assessed, the 

parameters used to filter the CopywriteR output were adjusted comparing with data 

previously obtained by conventional techniques. 

Regarding PV1, the maximum concordance with available known CNA results was 

obtained fixing a bin of 100Kb and segment.mean values of <1.8 and >2.2 to consider 

lost and gained regions, respectively. In addition, those regions with the same copy 

number state separated by less than 100 Kb were joined to avoid segmentation of 

large CNA. On the other hand, since CopywriteR uses off-target reads instead of on-

target reads to infer DNA copy number profiles, an additional analysis was 

performed in which reads from SNP regions, which were included in PV1 design 

distributed throughout the genome to have an overview of it, were bioinformatically 

removed from the raw data to find out if the SNP could be excluded from the design 

and therefore a smaller design could be made for PV2. 

Overall, PV1 displayed a high sensitivity (70.1% to 100%) and a specificity of almost 

100% for all known target alterations (97.6% to 100%). Both strategies showed 

similar sensitivity and specificity, being the latter slightly better in the analysis with 

no SNP (Table 61). Therefore, it was decided to only consider results generated from 

data without SNP and to eliminate the SNP from the PV2 design, which also made 

possible to reduce the size of the panel considerably. 
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Table 61. Sensitivity and specificity obtained for each target alteration with PV1 analyses. 

The target alterations L_CREBBP, L_EP300 and L_KLF2 are not present, since by conventional techniques no case presenting these alterations was 
reported. 

PV1	 	 	 NGS	
 Routine	techniques	 Without	SNPs	 With	SNPs	

Target alteration N.	of	cases	
altered	

N.	of	cases	not	
altered		

Sensitivity Specificity	 Sensitivity Specificity	

Loss 1p36 18	 65 94.4% (17/18) 98.7% (64/65) 94.4% (17/18) 100% (65/65) 

Gain 2p24-2p12 11	 71 100% (11/11) 97.6% (69/71) 90.9% (10/11) 100% (71/71) 

Gain chr 3/3q 19	 66 100% (19/19) 100% (66/66) 84.2% (16/19) 100% (66/66) 

Gain chr 5/5q 6	 77 83.3% (5/6) 100% (77/77) 83.3% (5/6) 100% (77/77) 

Loss 6q13-q26 25	 60 92% (23/25) 98.6% (59/60) 88% (22/25) 100% (60/60) 

Loss 7q22.1-q35 8	 77 87.5% (7/8) 100% (77/77) 75% (6/8) 100% (77/77) 

Loss 8p21.1-p23.1 10	 73 100% (10/10) 100% (73/73) 90% (9/10) 100% (73/73) 

Gain 8q24 (MYC) 14	 69 100% (14/14) 100% (69/69) 85.7% (12/14) 100% (69/69) 

Loss 9p21 13	 71 84.6% (11/13) 98.8% (70/71) 69.2% (9/13) 100% (71/71) 

Loss 11q22.1-q24 16	 72 81.3% (13/16) 100% (72/72) 81.3% (13/16) 100% (72/72) 

Gain chr12 20	 67 90% (18/20) 98.7% (66/67) 80% (16/20) 100% (67/67) 

Loss 13q14 32	 58 78.1% (25/32) 98.4% (57/58) 78.1% (25/32) 100% (58/58) 

Loss 17p13 (TP53) 34	 57 88.2% (30/34) 98.4% (56/57) 88.2% (30/34) 100% (57/57) 

Gain chr18 13	 172 92.3% (12/13) 100% (72/72) 69.2% (9/13) 100% (72/72) 

 
Total 

	  
  

 
90% 

 
99.3% 

 
83.3% 

 
100% 
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Additionally to the high detection rate achieved with the panel, alterations identified 

were highly concordant in terms of size and location with those previously defined 

by conventional techniques (Figure 59).  The size of detected CNA ranged from only 

200 Kb to whole chromosome gains or losses. Moreover, among the 206 CNA 

previously defined by genomic arrays, the median overlap between the exact 

coordinates established by both methods was 99.97% (range: 0-100). Besides, 

detailed information regarding the 24 previously known CNA missed by the panel 

was further analyzed to elucidate potential causes of discordance. Of note, 10 of the 

11 CNA with available percentage of abnormal cells by FISH or genomic arrays 

showed the alteration in less than 30% of tumor cells. The only discordant deletion 

detected in a higher proportion of cells (50%) was a 9p deletion found by genomic 

arrays which probably would not have been detected by the panel due to its reduced 

size (66Kb) (Table 62). Although data regarding the mosaicism level of the remaining 

CNA were not available, these results suggest that the lowest limit of detection for 

CNA could be established at 20-30%, which is similar to the generally assumed for 

genomic microarray platforms.  
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Figure 59. Karyoplots representing the CNA identified by conventional techniques and NGS in patients sequenced with PV1. (A) Alterations detected by 

conventional techniques (CBA, FISH and/or arrays); (B) CNA defined by CopywriteR (without SNP). CNA in each chromosome are shown in blue (gains) and 

red (losses) lines, and the thickness of the lines is proportional to the number of cases. 

A																																																																																							B	
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Table 62. Known altered cases not detected by PV1 for each target alteration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

In all cases studied by genomic arrays, the same DNA sample was analyzed by both techniques. * Altered metaphases from a total 
metaphases analyzed, as it could be biased by the in vitro proliferative capacity of the altered cells it has not been considered to assess the 
detection limit of the panel.  

Target CNA N. of cases Diagnostic Technique that identified the 
alteration 

Size (Kb) % of cells with the alteration 

Loss 1p36 1 SMZL Genomic arrays 323 - 
Gain chr 5/5q 1 SMZL Karyotype 180,915 1/20 metaphases analyzed* 
Loss 6q13-q26 2 SMZL Genomic arrays 

Karyotype 
8,732 

40,815 
- 

6/30 metaphases analyzed* 
Loss 7q22.1-q35 1 MALT Karyotype 49,900 2/20 metaphases analyzed* 

Loss 9p21 2 DLBCL Genomic arrays 
Genomic arrays 

209 
66 

20% 
50% 

Loss 11q22.1-q24 
3 CLL 

FISH 
FISH 

Genomic arrays 

- 
- 

20,826 

28% 
12% 

- 
Gain chr12 2 DLBCL Genomic arrays 

Genomic arrays 
33,376 

111,826 
20% 

- 
Loss 13q14 

7 

CLL 
CLL 

DLBCL 
CLL 
CLL 
MCL 

Genomic arrays 
FISH 

Genomic arrays 
Genomic arrays 
Genomic arrays 

FISH 

31,003 
- 

115,169,878 
1,025 
890 

5,863 
- 

22% 
21% 

- 
- 
- 
- 

8% 
Loss 17p13 (TP53) 

4 CLL 

FISH 
FISH 
FISH 

Genomic arrays 

- 
- 
- 

670 

19% 
19% 
10% 

- 

Gain chr18 1 DLBCL Genomic arrays 78,077 - 
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When the same CNA analysis was performed in PV2, a large number of false positive 

results were detected both in tumor and in control samples. For this reason, new 

parameters were evaluated for PV2. Initially, two bin sizes were tested: 500kb for all 

the regions and an analysis using a smaller bin of 200kb in those target CNA regions 

that were expected to be smaller with the aim to improve its detection (Figure 60).  

 

Figure 60. Example of the visualization of the CopyWriteR CNA calls when different 

bin sizes were applied. The figure shows a region of chromosome 17 observed with 

different bin sizes: 100Kb (A), 200Kb (B) and 500Kb (C) for the same patient. While in 

A and C no CNA are found, the 200kb bin shows a deletion involving the 17p13 

(TP53) that had previously been identified with genomic arrays. 
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Contrarily to the expected, although both methods displayed similar global 

specificity (~96%), the 200Kb bin resulted in a lower sensitivity than the 500Kb bin 

(63.6% vs 68.8%, respectively). Moreover, in those target regions for which 

sensitivity was improved with 200Kb bin, the specificity was compromised due to the 

detection of false positive CNA (Table 63). Besides, since some false positive and 

unnexpected de novo results showed segment.mean values close to the established 

thresholds, further analysis by setting more restrictive segment.mean values was 

carried out. When considering only those CNA with segment.mean values <1.7 

(losses) and >2.3 (gains), specificity increased up to ~99% (Table 63). For these 

reasons, it was decided to take into account those results obtained after applying a 

bin of 500Kb and restrictive values for segment.mean.  

With regard to the detected CNA, it is important to highlight that, as in PV1, a high 

concordance was observed in terms of location and size with the alterations 

described by conventional techniques (Figure 61). On the contrary, the sensitivity 

obtained in PV2 was not as good as expected from the PV1 experience, especially in 

target regions such as losses in 1p36 (21.4%) or 9p21 (16.7%). In this regard, due to 

the largest bin used in PV2, it displayed a lower resolution than PV1. The smallest 

CNA identified was 1Mb in size and only 4/15 (27%) CNA which were known to be 

below 3Mb were correctly identified. However, discrepances with conventional 

techniques were not only restricted to small abnormalities. In addition, as 80% of the 

CNA detected in 30-40% of cells by conventional techniques were correctly 

identified, the limited sensitivity found in PV2 could not be associated with a lower 

detection of CNA with low mosaicism than that obtained for PV1. Thereby, 11/16 

(68.8%) of missed CNA from which the percentage of abnormal cells was available 

were found in at least 50% of the analyzed sample (Table 64).  
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Table 63. Sensitivity and specificity obtained for each target alteration with PV2 analyses.  

    The target alterations L_CREBBP, L_EP300 and L_KLF2 are not present, since by conventional techniques no case presenting these alterations was  
    reported. 

PV2	 	 	 	 NGS	 	

 Routine	techniques	 200kb	bin	 500kb	bin	 500kb	bin	+	SEG.MEAN	
filters	(>2.3	for	gains;		

<1.7	for	losses)	
Target alteration N	of	cases	

altered	
N	of	cases	
not	altered	

Sensitivity Specificity	 Sensitivity Specificity	 Sensitivity	 Specificity	

Loss 1p36 14	 26	 35.7% (5/14) 97.8% (25/26) 21.4%  (3/14) 100% (26/26) 21.4% (3/14)	 100% (26/26)	

Gain 2p24-2p12 5	 33	 60% (3/5) 96.2% (31/33) 60% (3/5) 99.1% (32/33) 60% (3/5)	 98.1% (32/33)	
Gain chr 3/3q 6	 36	  -  - 100% (6/6) 100% (36/36) 100% (6/6)	 100% (36/36)	
Gain chr 5/5q 3	 34	  -  - 100% (3/3) 100% (34/34) 100% (3/3)	 100% (34/34)	

Loss 6q13-q26 17	 23	 70.6% (12/17) 100% (23/23) 76.5% (13/17) 100% (23/23) 76.5% (13/17)	 100% (23/23)	
Loss 7q22.1-q35 6	 41	 83.3% (5/6) 100% (41/41) 66.7% (4/6) 100% (41/41) 66.7% (4/6)	 100% (41/41)	
Loss 8p21.1-p23.1 4	 34	 75% (3/4) 98.1% (33/33) 100% (4/4) 100% (34/34) 100% (4/4)	 100% (34/34)	

Gain 8q24 (MYC) 6	 32	 50% (3/6) 100% (32/32) 66.7% (4/6) 98% (31/32) 66.7% (4/6)	 98% (31/32)	
Loss 9p21 6	 32	 66.7% (4/6) 100% (32/32) 16.7% (1/6) 100% (32/32) 16.7% (1/6)	 100% (32/32)	

Loss 11q22.1-q24 8	 33	 37.5% (3/8) 100% (33/33) 37.5% (3/8) 100% (33/33) 37.5% (3/8)	 100% (33/33)	
Gain chr12 12	 32	  -  - 83.3% (10/12)  95.7% (30/32) 83.3% (10/12)	 95.7% (30/32)	
Loss 13q14 6	 34	 50% (3/6) 98.1% (33/34) 66.7% (4/6) 96.2% (32/34) 66.7% (4/6)	 96.2% (32/34)	

Loss 17p13 (TP53) 11	 40	 90.9% (10/11) 87.5% (34/40) 72.2% (8/11) 97.9% (39/40) 72.7% (8/11)	 97.9% (39/40)	

Gain chr18 13	 28	 	-  - 100% (13/13) 93.6% (26/28) 100% (13/13)	 93.6% (26/28)	

 
Total	

	   
62.4% 

 
96.1% 

 
66.7% 

 
96.6% 

 
66.4% 

 
98.6% 
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Figure 61. Karyoplots representing the CNA identified by conventional techniques and NGS in patients sequenced with PV2. (A) Alterations detected 

by conventional techniques (CBA, FISH and/or arrays); (B) CNA defined by CopywriteR (with 500kb bin). CNA in each chromosome are shown in blue 

(gains) and red (losses) lines, and the thickness of the lines is proportional to the number of cases. 

A																																																																																																													B	
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Table 64.  Known altered cases not detected by PV2 for each target alteration. 

Target CNA N of cases Diagnostic Technique that identified the alteration Size (Kb) % of cells with the alteration 

Loss 1p36 10 DLBCL 

DLBCL 

DLBCL 

DLBCL 

FL 

DLBCL 

DLBCL 

DLBCL 

DLBCL 

DLBCL 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

6,085 

7,400 

11,713 

623 

9,073 

5,121 

1,015 

1,878 

365 

10,685 

- 

- 

- 

80% 

- 

90% 

50% 

20% 

50% 

60% 

Gain 2p24-2p12 2 MALT 

DLBCL 
Genomic arrays 

Genomic arrays 
2,923 

1,021 
- 

90% 
Loss 6q13-q26 4 FL 

DLBCL 

DLBCL 

DLBCL 

Genomic arrays 

Karyotype 

Genomic arrays 

Genomic arrays 

27,580 

171,115 

2,265 

38,619 

- 

8/10 metaphases analyzed* 

80% 

20% 
Loss 7q22.1-q35 2 FL 

SMZL 
Genomic arrays 

FISH 
40,414 

- 
- 

18% 
Loss 9p21 4 DLBCL 

DLBCL 

DLBCL 

DLBCL 

Genomic arrays 

Genomic arrays 

Genomic arrays 

Genomic arrays 

1,516 

2,338 

5,764 

180 

- 

50% 

60% 

90% 

Loss 11q22.1-q24 3 SMZL 

FL 

MCL 

Genomic arrays 

Genomic arrays 

Genomic arrays 

1,762 

24,149 

14,451 

- 

- 

- 

Gain chr12 2 SMZL 

SMZL 

Karyotype 

Karyotype 

133,851.895 

133,851.895 

4/10 metaphases analyzed* 

6/10 metaphases analyzed* 

Loss 13q14 2 MCL 

DLBCL 

Genomic arrays 

Genomic arrays 

2,637 

32,894 

- 

- 

Loss 17p13 (TP53) 1 DLBCL Genomic arrays 21,039 - 

 In all cases studied by genomic arrays, the same DNA sample was analyzed by both techniques. * Altered metaphases from a total metaphases analyzed, 
as it could be biased by the in vitro proliferative capacity of the altered cells it has not been considered to assess the detection limit of the panel.  
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On the other hand, with regard to the sample included to test the MYC amplification 

detected by FISH, the gene amplification could also be confirmed by NGS (Figure 62). 

Figure 62. Detail of the MYC amplification corresponding to the case diagnosed 
of FDCS, observed using different approaches. (A) FISH with MYC split probe 

revealed amplification of the orange probe (5 'MYC), involvement of MYC could 

not be confirmed; (B) FISH with  MYC/IGH dual fusion probe showed 

amplification of the MYC signal, but as it is a large probe, it is not possible to 

determine whether the observed pattern is due to amplification of a region 

adjacent to MYC; (C) FISH with Tri-Color MYC split probe (Metasystems, 

Heidelberg, Germany) confirmed the  MYC amplification, since an amplification 

of the aqua and orange signals is observed; The probe design is shown at the 

bottom of the image (D);  Genomic arrays showed gain of the entire 8q arm in 

addition to a very small amplification. However, the array used did not include 

probes covering the MYC gene and it could not be determined if it was is 

involved in the amplification; (E) CopywriteR identified a gain of the entire long 

arm of chromosome 8 (8q). Although in this image the MYC region is not zoomed 

in, an amplification of the gene was detected by NGS. 

A																																																															B																																																													C											

	
E	
	
	
	
	
	
	
	
	
D	
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Globally, although PV2 CNA analysis allowed to correctly detect most of the known 

abnormalities with high specificity, the obtained sensitivity was heterogeneous 

among target regions and it would be insufficient to be implemented in a routine 

setting. This limitation in sensitivity could be associated with both the performance 

of the sequencing or the changes made in the design. Regarding the quality of the 

sequencing, cases in which the alteration was not detected did not present lower 

coverage when compared with the others. However, it is possible that the higher 

heterogeneity in the coverage between the samples analyzed with PV2, which the 

program uses as control samples to performe the baseline, indirectly affects the 

capability of the tool to infer the CNA in the tested sample. On the other hand, 

although it was not expected, the removal of some target regions and SNP from the 

design in PV2 might had an effect on the density and distribution of off-target 

sequences generated in the sequencing runs, as detailed in section "Sequencing 

quality analysis". Therefore, even though CopywriteR does not use the on-target 

reads directly, it indirectly needs the enrichment of these target regions so that 

higher number of off-target sequences are generated there. This would explain the 

reduced capability of CopywriteR to analyze CNA in PV2, while the sensitivity was not 

compromised when SNP removal was bioinformatically simulated in PV1. 

Finally, taking all the results into account, we conclude that both the bioinformatics 

method used, CopywriteR, and the PV1 design are optimal for the detection of CNA 

in target regions. However, the inclusion of SNP along the genome in the design 

greatly increases the size of the panel to be used in routine diagnosis. Thus, a third 

version of the panel including only those SNP located in the target regions should be 

evaluated. It is expectable that this strategy would allow to considerably reduce the 

size of the panel offering a sensitivity equivalent to PV1. 
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4.2. CNA detection in non-target regions  

Although it was not the main objective of the panel, we wanted to test if the 

inclusion of SNP scattered throughout the genome allowed CopywriteR tool to 

infer CNA also in non-target regions. Therefore, a preliminary study was carried 

out in a selected cohort of 37 cases diagnosed of CLL from PV1 runs from which 

previous genomic arrays information was available. 

The comparative study showed that 122/144 (85%) alterations previously 

described by genomic arrays were correctly identified, with sizes ranging from 

200Kb to 173Mb. However, CopywriteR also generated 216 discordant CNA. To 

minimize the false positive rate, CNA in sex chromosomes were discarded, and 

more restrictive values of segment.mean (<1.6 for losses and >2.4 for gains) were 

established for non-target regions. Furthermore, those alterations with a size 

<5Mb were also eliminated. This strategy allowed the identification of 46/61 

known CNA ≥5Mb (75%) with a high concordance in the genomic coordinates 

defined previously, moreover discordant findings were reduced to two.  

These results show the ability of the method to detect CNA also in non-target 

regions using the off-target sequences (Figure 63). However, the sensitivity and 

the resolution obtained was lower compared to that detected in target regions. 

The cut-off size established to avoid an unacceptable false positive rate is in line 

with the recommendations of genomic array guidelines, since <5Mb alterations 

located outside the target regions have been associated with constitutionally 

benign variants (Simons et al., 2012; Schoumans et al., 2016). Nonetheless, 

although they generally should not be reported, some small CNA such as those 

involved in chromothripsis phenomenon could be clinically relevant (Edelmann et 

al., 2012; Salaverria et al., 2015) and would be missed by the designed panel. In 

all, these results suggested that although the panel could offer an orientative 

information regarding CNA distributed along the genome, it was not equivalent 

to genomic arrays, therefore, in a routine setting, its analysis should be restricted 

to target abnormalities. 
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The poorer results found in non-target regions are consistent with our hypothesis 

that the distribution and density of the off-target sequences depends on the 

target regions included in the design. In this regard, since SNP were eliminated in 

the second version, data of CNA in non-target regions from PV2 have not been 

analyzed. Indeed, results obtained from PV1 support the idea of restrict the 

analysis to target regions and partially eliminating the SNP from a third version of 

the panel, maintaining only those included in large regions related to target CNA.  

 

 

Figure 63. Example of CNA detection by CopywriteR using off-target sequences in 

non-target regions. The figure shows two examples (A and B) of the high 

concordance, in terms of location and size, between the deletions detected by 

genomic arrays (top) and that detected by CopywriteR with off-target sequences 

(bottom) in two non-target regions [chr1: 0-249,250,613 (A); and chr11: 0-

135,006,516 (B)]. 

 

 

chr1:	0	-	249,250,613	
	

	chr11:	0	-	135,006,516	

A																																																																					B	
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4.3. Clinical implications of detecting CNA with the designed panel 

In this section, we will focus mainly on describing the CNA detected in CLL and SMZL, 

and their clinical impact, since these pathologies are the ones in which CNA had 

been studied the most, prior to conducting this assay. 

4.3.1. CNA detected in chronic lymphocytic leukemia 

The genomic landscape of CLL is heterogeneous, lacking a specific cytogenetic 

abnormality (Puiggros et al., 2014). However, a variety of characteristic, well-

stablished cytogenetic abnormalities are observed, including deletions of 13q14, 

11q22-23, 17p13, and trisomy 12, which have a role as prognostic markers, this 

being the main reason for their detection (Döhner et al., 2000). Although current 

guidelines only recommend as "mandatory" the screening for 17p13 (TP53) deletions 

before any treatment, the study of the four alterations by FISH is a common routine 

practice (Hallek et al., 2018). 

When comparing the capability of the panel to detect these four target CNA with the 

FISH technique, a sensitivity of 100% was observed for trisomy 12, while it decreased 

to approximately 78% for deletions (Table 65). Undetected alterations presented a 

tumor infiltration burden of ≤20% by FISH, this sensitivity cut-off being similar to that 

obtained with genomic arrays. An association between higher percentages of 

abnormal nuclei and more adverse outcome has been described for all the four FISH 

probes (Marasca et al., 2013; Puiggros et al., 2013; González-Gascón et al., 2016; 

Hernández et al., 2015). Nonetheless, although lower percentage of cells with 

del(17p) (≤25%) predict better  survival [longer time to first treatment (TTFT) and OS] 

within TP53-deleted group, these patients continue to display a shorter TTFT 

compared with patients without del(17p) (Yuan et al., 2019). Furthermore, studies 

carried out with ultra-deep-NGS have observed that small subclones with TP53 

aberrations identified before treatment became the predominant population at the 

time of CLL relapse and anticipated the development of chemorefractory, reflecting 

the importance of these subclones in the later course of the disease (Rossi et al., 

2014). For this reason, it would be advisable that the panel could achieve higher 

sensitivity to detect abnormalities at very low frequencies, which could probably be 
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achieved by increasing the depth of coverage of the samples. Regarding specificity, 

although it was very high for most abnormalities, two additional alterations (a 

trisomy 12, and a deletion of 13q14) not previously described by FISH and genomic 

arrays were detected, indicating the possibility of false positive results (Table 65). 

However, these results should be validated before drawing any conclusions.  

 

 

Table 65. Comparison of the detection of the four target alterations in CLL by 
routine FISH assessment and the designed NGS panel. 

 

 

Besides, the panel also provided information about the specific region involved in 

the alteration, which coincided with great accuracy with that previously described by 

genomic arrays. This information could be informative for alterations such as 

del(13q14) and del(11q22-q23). Although del(13q14) as sole abnormality has been 

reported as good prognosis marker, differences have been observed in the course of 

the disease associated with the size of the deleted region. In this sense, CLL cells 

with larger deletions that span the RB1 gene (Type 2 deletion, which encompasses 

both the DLEU2/MIR15A/MIR16B locus and RB1, and the Type 3 deletion, which 

encompasses the same as Type 2 but with a size greater than 10 Mb) have shown a 

distinct molecular behaviour and have been associated with a poorer clinical course 

(Ouillette et al., 2008; 2011; Mosca et al., 2010). In our study, 19% (n=3/16) of the 

identified deletions corresponded to type 2 (n=2) and type 3 deletions (n=1). 

 FISH NGS 

Target alteration N of cases 
altered 

N of cases 
not altered 

Sensitivity Specificity Alteration size (Kb) 

Loss 11q22.1-q24 (ATM) 11 26 72.7% (8/11) 100% (26/26) 14,100 - 55,900 

Gain chr12 5 32 100% (5/5) 97% (31/32) 133,200,000-133,500,000 
Loss 13q14 21 16 76.2% (16/21) 94% (15/16) 200 - 14,100 
Loss 17p13 (TP53) 18 19 77.8% (14/18) 100% (19/19) 1,000 – 21,100 

Total   78.6% 97.8%  
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Similarly, del(11q22-q23), which mainly involves deletion of ATM, sometimes can 

involve the neighboring BIRC3 gene, which may or may not be deleted along with 

ATM (Rossi et al., 2013). BIRC3 loss represents a poor prognosis marker independent 

of other factors (Asslaber et al., 2019). In our study, in 87.5% (7/8) of the cases 

identified with del(11q22-q23) the deletion affected both the ATM and BIRC3 genes. 

Even though the proven impact in the outcome of these deletion patterns, in clinical 

practice this information is not considered for the management of CLL patients. 

On the other hand, genomic complexity is a relevant prognostic and predictive 

marker in CLL. A complex karyotype (CK) is defined by the presence of ≥3 

chromosomal aberrations (structural and/or numerical) identified by using 

chromosome-banding analysis. Besides, genomic complexity has also been detected 

using genomic arrays. In this sense, two recent publications of the European 

Research Initiative on CLL (ERIC) group have underscored that patients with high 

complexity (≥5 abnormalities by CBA or ≥5 CNA by GM) are those showing the 

poorest outcomes ( Baliakas et al., 2019; Leeksma et al., 2020). Indeed, genomic 

complexity represents an independent poor-prognostic marker, also constitutes a 

novel predictive marker of refractoriness. This has been demonstrated in patients 

treated not only with standard chemoimmunotherapy regimes (Baliakas et al., 2015; 

Herling et al., 2016; Puiggros et al., 2017; Baliakas et al., 2019) but also in the initial 

clinical trials with the novel mechanism-based therapeutic agents such as ibrutinib or 

venetoclax (Thompson et al., 2015; Chanan-Khan et al., 2016; Anderson et al., 2017), 

regardless of the presence of TP53 aberrations. 

For this reason, an enriched cohort of CLL patients with CK (22/37) was included to 

analyze the ability of the panel to detect genomic complexity in these patients. The 

obtained results were similar to those previously observed with CBA or genomic 

arrays (Figure 64). The concordance was greater for those alterations in regions 

considered "target" in the panel. However, the sensitivity obtained in non-target 

regions was lower, as detailed in the previous section. These results indicated that 

although the panel could offer an orientative information regarding CNA distributed 

along the genome, it was not equivalent to genomic arrays or CBA. Therefore, in a 

routine setting, it would not be useful to assess global genomic complexity, limiting 
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its analysis to target anomalies. However, as the panel interrogates genomic regions 

other than those considered target in CLL, it provides additional information to that 

obtained with FISH. 

In contrast to conventional techniques (CBA and FISH), the panel provides 

information regarding mutational status of several genes in the same assay (Figure 

64). This is especially important for TP53, as it has been observed that patients with 

both del(17p) and TP53 mutations present the shortest TTFT and overall survival (OS) 

(Yuan et al., 2019). In the same line, CLL patients with trisomy 12, which constitute a 

heterogeneous group with an intermediate prognosis, when display with NOTCH1 

aberrations, are associated with a more aggressive disease and worse clinical 

outcome (Autore et al., 2018; Rosati et al., 2018).  
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Figure 64. Comparison of CNA detection in CLL patients using conventional techniques and the designed NGS panel. The CNA detected by conventional 

techniques (A) and by NGS (B) are shown in two circos plots: the chromosomes are represented in the outermost circumference; then, the CNA identified 

for each chromosome are shown in red for losses, and blue for gains; finally, the SNV detected are displayed as green dots in the center.
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4.3.2. CNA detected in splenic marginal zone lymphoma 

SMZL presents great clinical and biological heterogeneity, since although 

approximately 70% to 80% of cases show cytogenetic and/or molecular genetic 

abnormalities, none of them is disease-specific (Matutes et al., 2008). However, 

there are some well-established cytogenetic abnormalities commonly detected in 

SMZL, including deletions in 7q (30-40% of patients) and gains in chromosome 3/3q 

(30% of patients). Besides these abnormalities, which have a role as diagnostic 

markers, the cytogenetic testing currently performed in clinical practice also includes 

the detection of 17p deletions (TP53), asssociated with poor prognosis (Salido et al., 

2010; Arcaini et al., 2016). 

When comparing the ability of the panel to detect these three target abnormalities 

with routine techniques, a sensitivity of 95% (n = 20/21) was observed (Table 66). 

The only missed alteration was a case with a deletion in 7q, detected at 18% of 

nuclei by FISH, which is consistent with the sensitivity cut-off described for other 

target alterations. Furthermore, 100% specificity was achieved for all target 

alterations. Besides, the panel also provided information about the specific region 

involved in the alterations, which coincided with great accuracy with that previously 

described by genomic arrays (Figure 65). With regard to 7q deletion, in our study it 

was found to span from 7q22.1 to 7q36.3, with 7q31.2-q34 identified as the smallest 

overlapping region of imbalance, which is slightly larger than that reported by 

previous studies (Gruszka-Westwood et al., 2003; Andersen et al., 2005; Salido et al., 

2010). As for gain 3q, although it has been reported that in SMZL the gain in 

chromosome 3 occurs specifically in 3q (Salido et al., 2010), in our series great 

variability was observed, which ranged from a more reduced genomic region of 

62.2Mb to the entire chromosome. However, 3q21.2-q27.2 was identified as the 

smallest overlapping region of imbalance, which involves the relevant regions of 

overrepresentation previously described by other authors (3q21-23, 3q25-29 and 

3q23-25) (Gazzo et al., 2003). Finally, unlike the previous alterations, the losses of 

TP53 detected involved the whole 17p arm (spanning from 17p13.3 to 17p11.2), 

except for one case that displayed a smaller deletion of 6Mb which only involved 

17p13 cytoband. 
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Table 66. The alterations identified by conventional techniques (CBA and/or FISH) 
and detected by NGS for each of the target alterations in SMZL. 

 

 

 

On the other hand, results obtained regarding the detection of non-target CNA were 

similar to those previously shown in CLL. Although there was a greater concordance 

between the CNA profiles obtained by the panel and by routine techniques (CBA or 

genomic arrays) (Figure 65), more strict filtering criteria were needed to avoid false 

positive results in these regions. Thus, results from SMZL cohort also indicate that 

the panel is not equivalent to conventional techniques to assess global genomic 

complexity.  

Finally, the panel also provided information on mutations otherwise not tested in 

our laboratory routine procedures, this being especially important for KLF2, NOTCH2, 

and TP53 genes (Figure 65). KLF2 lesions have been identified as the most frequent 

somatic changes in SMZL (up to 20%) and appear to comprise a subset with a distinct 

genotype (Clipson et al., 2015; Campos-Martín et al., 2017). Lesions in KLF2 have 

been described as early clonal events, generally associated with the 7q deletion (53% 

7q-with aberrant KLF2 versus 11% 7q- without aberrant KLF2), and are an 

independent factor of poor prognosis in SMZL. In our series KLF2 lesions were 

detected in four patients, of which three also harbored a 7q deletion (75%). These 

findings show the possibility that the poor prognosis conferred on 7q deletion by 

some authors could be due to its association. On the other hand, although it has 

been described that KLF2 mutations do not present with deletions in the remaining 

allele (Piva et al., 2015; Campos-Martín et al., 2017), this evidence could not be 

 Routine techniques NGS 

Target alteration N of cases 
altered 

N of cases 
not altered 

Sensitivity Specificity Alteration size (Kb) 

Gain 3q 7 32 100% (7/7) 100% (32/32) 10,100,000 – 197,500,000 
Loss 7q 8 31 88% (7/8) 100% (31/31) 43,800,000 – 58,200,000 
Loss 17p13 (TP53) 8 31 100% (8/8) 100% (31/31) 6,000,000 – 19,800,000 
Total   95.4% 98.9%  
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verified in our study. Although the KLF2 region is covered by the designed panel, and 

we did not detect any cases with this deletion, we had no cases with a KLF2 deletion 

identified by conventional techniques, so we could not verify that the panel detected 

this alteration. 

Furthermore, NOTCH2 variants have been reported as independent markers of poor 

outcome in SMZL, and have also been associated with 7q deletions (Parry et al., 

2015). In our study, of the five patients identified with NOTCH2 variants, three (60%) 

showed 7q deletions, and of these, two cases also harbored lesions in KLF2. Of note, 

7q deletions combined with somatic variants in KLF2 and/or NOTCH2 has recently 

been described as highly specific for SMZL. On the other hand, abnormalities of the 

TP53 gene have also shown to be independent markers of poor prognosis in SMZL 

(Gruszka-Westwood et al., 2001; Chacón et al. 2002; Parry et al., 2015). In our study, 

eight cases were identified with TP53 variants. It is noteworthy that, of these, six 

cases (75%) also harbored deletions in 17p. To the best of our knowledge, the clinical 

impact of TP53 abnormalities when both alleles are altered (by mutations and 

deletions) has not been described. However, studies carried out in other neoplasms 

such as CLL support the importance of evaluating TP53 in an integrated way, both for 

the analysis of possible deletions and mutations (Yuan et al., 2019). All together, 

these data reflect the importance of knowing and integrating the information of the 

different alterations both to perform a differential diagnosis and to establish the real 

clinical impact that these alterations will have on the patient. In this sense, the panel 

provides an advantage over the techniques currently available in the diagnostic 

routine. 
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Figure 65. Comparison of CNA detection in SMZL patients using conventional techniques and the designed NGS panel. The CNA detected by conventional 

techniques (A) and by NGS (B) are shown in two circos plots: the chromosomes are present in the outermost circumference; then, the CNA identified for 

each chromosome are shown in red for losses, and blue for gains; finally, the SNV detected are displayed as green dots in the center. 
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5. Assessment of the panel applicability in FFPE sample sequencing 

To evaluate the ability of the panel to analyze FFPE samples, a preliminary study was 

carried out in four patients (three DLBCL and one FL) that were sequenced in parallel 

with a fresh tissue sample from the same tumor. Results obtained for each type of 

abnormality in FFPE samples were compared with both, the data obtained from the 

sequencing of fresh tissue from the same patient, and with that previously obtained 

by conventional techniques, when available. 

Regarding SNV and indel detection, comparative analysis with the 16 variants 

previously identified in fresh tissues revealed that all of them were also detected 

with highly similar VAF in the FFPE sample, reaching a sensitivity of 100%  (Figure 

66). Besides, none of the detected variants had to be excluded from the analysis for 

not presenting the established quality parameters. Of note, two additional 

frameshift variants in the KMT2D gene were identified in two patients in the FFPE 

samples compared to the variants detected in fresh tissue for this gene. These two 

variants had been previously observed in fresh tissue, further with allelic frequencies 

similar to those obtained in FFPE (46.7% in FFPE vs 33.4% in fresh tissue; and 16.1% 

in FFPE vs 13.8% in fresh tissue), but were eliminated from the analysis because they 

presented <10 supporting variant reads. This discordance is a consequence of the 

greater coverage depth reached in the sequencing of the FFPE tissue compared to 

the fresh tissue samples (mean of coverage of 883.84x vs 470.32x). Globally, no false 

positives were detected, achieving a specificity of 100% (confirmed normal results in 

124 and 16 mutation calls, respectively). 

With regard to rearrangements, detection was optimal in FFPE tissue samples since 

100% of previously identified rearrangements, both by routine techniques and in 

fresh tissue samples, were detected (n=4/4). Furthermore, a specificity of 100% was 

achieved. On the other hand, it is noteworthy that the breakpoints detected were 

located exactly in the same genomic coordinates where they were identified in their 

corresponding fresh tissue simple (Table 67). 
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Figure 66. SNV and small indel variants detected the four patients sequenced with paired samples (FFPE and fresh tissue samples). (A) The 

variants detected in each patient for each of the two tissue types (fresh and FFPE) are shown. Genes with multiple variants are identified with a 

(*); (B) For each patient, the VAF of the variants detected in each gene with each tissue type (fresh tissue in gray and FFPE tissue in light red) are 

shown. Those variants identified only in FFPE tissue (de novo FFPE) are outlined in purple.  
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Table 67. Genomic rearrangements detected in sequenced paired samples 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For each of the four patients, the rearrangements identified in the fresh and in the FFPE tissue are shown. One of the patients (Patient 2) 
shows a double breakpoint in IGH detected in both tissues. 

Patient 
ID 

Tissue type Genomic coordinates 
in the target gene 

Breakpoint location in 
the target gene 

Genomic coordinates 
in the patner gene 

Breakpoint location in the 
partner gene 

 
Pa

tie
nt

 1
 Fresh 

 
18:60793600 Exon 3 of BCL2 (MBR) 14:106329465 IGHJ6 

FFPE 18:60793600 Exon 3 of BCL2 (MBR) 14:106329465 IGHJ6 

 
Pa

tie
nt

 2
 

Fresh 18:60793548 Exon 3 of BCL2 (MBR) 14:106382688 

14:106329462 

IGHJ6 

IGHD2-2 

FFPE 18:60793548 Exon 3 of BCL2 (MBR) 14:106382688 

14:106329464 

IGHJ6 

IGHD2-2 

 
Pa

tie
nt

 3
 Fresh 18:60793447 Exon 3 of BCL2 (MBR) 14:106363817 IGHD2-15 

FFPE 18:60793447 Exon 3 of BCL2 (MBR) 14:106363817 IGHD2-15 

 
Pa

tie
nt

 4
 Fresh 3:187461906 Intron 1 of BCL6 (MBR) 14:106327132 14q32.33 (IGH) 

FFPE 3:187461906 Intron 1 of BCL6 (MBR) 14:106327132 14q32.33 (IGH) 



276 
 

In contrast, some discrepancies were found regarding the detection of CNA in FFPE 

tissues compared with their paired biopsies. Results obtained showed a slightly 

inferior sensitivity regarding the identification of the 13 known abnormalities (54% 

vs 46% in fresh and FFPE samples, respectively) as well as a false positive result not 

observed in the parallel analysis (specificity: 97.7%) (Figure 67). As shown in the 

whole cohort, the alterations identified in FFPE tissue samples were largerly 

concordant in size and location with those previously defined by genomic arrays. 

Thus, the median overlap between the exact coordinates established by both 

methods was 96.7% (range: 85.15%-100%) and the size of the CNA detected ranged 

from 18Mb to complete chromosomal abnormalities.  

On the other hand, regarding the undetected alterations, they were mostly found in 

Patient 3 (Figure 67). However, as the quality parameters of the sequencing obtained 

for the FFPE tissue of this patient were good, discrepancies could not be attributed 

to a poorer sequencing performance in this patient. Therefore, since the results from 

genomic array came from the fresh sample, we could hypothesize that the FFPE 

tissue presents a smaller fraction of tumor cells with these alterations. However, 

FISH assessment on FFPE tissue is needed to corroborate this hypothesis.  

Regarding the remaining patients, while some CNA were not detected in the FFPE 

tissue, other alterations not observed in the fresh tissue were identified (Figure 67). 

In addition, some of the variants considered negative in FFPE tissue were filtered 

after applying more restrictive values of seg.mean (>2.3 for gains; and <1.7 for 

losses) defined for the whole cohort of patients with fresh or frozen samples (Figure 

67). Therefore, the sensitivity in the detection of CNA could be improved after 

adjusting the seg.mean values for the analysis of FFPE tissue samples. However, 

since our cohort was not large enough, the seg.mean values could not be optimized. 

Overall, these results suggest the panel's ability to sequence and analyze FFPE tissue 

samples. However, for CNA, unlike for SNV and translocations, although the results 

are promising, the analysis should be improved. On the other hand, since this is a 

preliminary study, more samples should be included in the analysis to draw 

definitive conclusions. 
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Figure 67. CNA detected in the four patients sequenced with paired samples (FFPE and fresh tissue samples). The rows show the CNA target 

that have been analyzed. The columns it is identified if the sample has been altered (for each CNA target) by routine techniques, in the fresh 

tissue and in the FFPE tissue, for each of the four patients. 
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6. Global analysis of the designed panel and its application in clinical practice 

Taking into account all the results previously exposed, both the designed panel and 

the pipeline developed for the analysis allow to detect SNV and indels, translocations 

and CNA in the target regions with a high specificity (nearly 100%) and sensitivity 

(nearly 90%), being the sensitivity limit ≥ 20-30% of abnormal cells for CNA and 

rearrangements and ≥ 5% of VAF for SNV and indels. Nonetheless, although the 

designed panel could potentially be implemented in the clinical practice, some 

additional studies are still required to improve its performance. First, while PV2 has 

been optimized for SNV and rearrangements, panel design for CNA detection could 

be improved. Results obtained for CNA revealed, on the one hand, the need to 

enrich the target regions of CNA with SNP, and on the other, the futility of the 

inclusion of SNP in non-target regions. Thus, a third version of the panel that 

combines the target regions included in PV2 and those SNP of PV1 that were located 

in the CNA target regions should be evaluated. Second, although the results obtained 

in PV2 showed an improvement in the detection of MYC rearrangements (for which 

the design had been optimized) compared to PV1, the number of sequenced cases 

that presented with this gene rearranged was scarce. Therefore, it would be 

advisable to sequence a greater number of cases with this rearrangement in a third 

version of the panel to reaffirm the optimization of the MYC design carried out for 

PV2. Finally, although the sensitivity of the designed panel is acceptable and is in line 

with that obtained by other techniques currently used and that aim to detect this 

type of alterations (such as Sanger sequencing to detect SNV, or genomic arrays to 

detect CNA), due to the importance of detecting these aberrations in clinical 

practice, the sensitivity limit of the panel should be improved in a third design, 

probably increasing the depth of coverage of sequencing. On the other hand, the 

preliminary study carried out with paired samples of fresh and FFPE tissue from the 

same patient also suggests the ability of the panel to efficiently analyze FFPE tissue 

samples. However, the results obtained for CNA, although promising, indicated the 

need to optimize the analysis for the study of this particular tissue type. Therefore, a 

study including a larger cohort of samples must be conducted to apply the panel in 

this setting. 
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In recent years, numerous studies have been published characterizing the different 

hematological malignancies using NGS techniques. Moreover, studies prior to ours 

have demonstrated the possibility of detecting complex genetic alterations, such as 

translocations, in the neoplastic process using NGS  (Duncavage et al., 2012; Morin 

et al., 2013). In this regard, targeted panels which allow the identification of 

translocations in myeloid neoplasms have been described (Grossmann et al., 2011; 

He et al., 2016; McKerrell et al,. 2016; Stengel et al., 2018; Prieto-Conde et al., 2020) 

(Table 68). Nonetheles, in mature B-cell neoplasms, the application of these 

techniques has been mainly focused on the description of somatic mutation profiles 

(Love et al., 2012; Beà et al., 2013; Gaidano & Rossi, 2017; Sujobert et al., 2019) 

(Table 68). On the other hand, a large number of targeted NGS panels have been 

commercialized for the detection of SNV and small indel variants, mainly, in solid 

tumors and hematological neoplasms, with a greater focus on myeloid neoplasms. 

Besides, some of these panels also allow the analysis of CNA and fusion genes, the 

latter by amplicon-based sequencing using RNA (TruSight RNA Fusion, Illumina; The 

Oncomine™ Focus Assay, and The Oncomine™ Precision Assay, Thermo Fisher 

Scientific; SOPHiA Solid Tumor Plus, SOPHIA GENETICS; and AVENIO NGS Oncology 

Assay, Nimblegen, among others). However, regarding MBCN, the NGS panels 

available on the market are scarce. Moreover, due to the technical complexity 

involved in detecting the characteristic translocations of MBCN (since these 

translocations do not generate fusion genes, and therefore cannot be analyzed using 

RNA), the commercialized panels in MBCN have focused on the study of SNV, and 

recently also in CNA, in hematological neoplasms such as CLL, mainly (Table 69). In 

this sense, to date, none of the panels available on the market for the study of 

MBCN can detect structural chromosomal alterations, such as translocations. 

Furthermore, to our knowledge, this is the first panel developed that allows the 

integrated analysis of SNV and small indels, CNA and chromosomal rearrangements 

in MBCN. 
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In this sense, our panel has the ability, on the one hand, to analyze the different 

clinically relevant alterations detected today by the diverse genetic techniques 

applied in routine laboratories, and on the other, to obtain additional information, 

clinically relevant, and that, otherwise, would not be studied. Thus, this design 

facilitates its application in routine laboratories, compared to the use of panels 

aimed exclusively at the study of genetic mutation profiles, since a large part of the 

information provided by these panels is currently not applied in the clinical 

management of patients. Furthermore, it provides greater efficiency and scalability 

than the combination of genetic techniques currently used in the diagnosis of 

mature B-cell neoplasms, since it allows the simultaneous study of multiple genetic 

alterations, as well as the parallel analysis of different patients, using a single 

methodology. On the other hand, MBCN may pose a challenge in their diagnosis, 

since they often have overlapping morphological and clinical characteristics 

(Momose et al., 2015; Swerdlow et al., 2016; Wagener et al., 2019). Most of the 

panels developed focus on the study of a single entity. However, the use of a panel 

that comprises the genetic alterations involved in different MBCN could help to 

make a differential diagnosis, in addition to predicting the progression or 

transformation to a more aggressive lymphoma. Furthermore, this design also allows 

the genetic characterization of less frequent neoplasms for which designing a 

specific panel would not be cost effective in clinical practice. 

Otherwise, due to the additional financial burden that the use of NGS implies, which 

includes the expenses related to technical equipment and personnel, composed of a 

variety of professionals such as molecular and computational biologists, genetic 

counselors and specialized doctors, in addition to the volume of samples required to 

keep sequencing costs and turnaround time affordable, we consider that this panel 

could be applied in reference laboratories or those with a relatively high sequencing 

activity, since the samples can be multiplexed together with other libraries for their 

sequencing. Furthermore, given that the panel includes alterations of many 

neoplasms, it allows to recruit more patients than if it were specific to a single 

pathology. 
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Altogether, we have designed a panel with the ability to analyze the distinct clinically 

relevant alterations currently detected by different genetic techniques, in addition to 

providing additional, clinically relevant information that, is not currently analyzed in 

clinical practice, since it does not present actionability in patients. Nevertheless, the 

incorporation of these additional regions in the design of the panel only represents a 

few Kb of the total size, so their study does not imply a limitation associated with the 

increase in the size of the panel. Furthermore, whether or not to analyze this 

information will be optional and laboratory dependent. However, having this 

information available and integrating it into the clinical context of patients will help 

deepen our understanding of these diseases. 
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Table 68. Targeted NGS panels published in the literature similar to the designed in the thesis. 

Reference Type of 
sequencing 

Target regions 
included 
 

Diagnosis 
to which it 
is directed 

Type of 
sample 

Alterations 
analyzed 
 

Quality criteria Outstanding results 
 

Grossmann et 
al., 2011 

Targeted 
sequence 
capture 
microarray 
(Roche Applied 
Science) 

Exons from 92 
genes  relevant in 
leukemias; 
also three array 
designed to cover  
MLL, RUNX1 and 
PDGFRB genes 

AML, ALL 
and MPN 
 

DNA  SNV, small 
indels, fusion 
genes, and 
balanced 
translocations 
and inversions 

- • Median per-base coverage for each sample: 19x 
• On-target read percentage: 2.9%- 63%  (varied 

according to the microarray design) 
 

Duncavage et 
al., 2012 

Hybridization-
based 
sequencing 
(Illumina) 

Exons from nine 
genes of interest in 
leukemia; and  
introns and exons 
from 11 genes 
frequently 
translocated in 
these pathologies 

AML DNA (from five 
previously-
characterized 
AML cell lines 
and  the BM of 
a patient with 
AML 
 

SNV, small 
indels, and 
rearrangemen
ts 

The established parameters 
were predetermined by the 
different programs applied 

• Total on-target read percentage: 5.7-14.9% 
• Depth of coverage in each gene: 150±69x (range: 0–

2215x)  
• Identified all published mutations within genes on the 

capture panel, without false positives  
• A 177x depth of coverage was sufficient for reliable 

translocation detection; lower-fold coverage (150x) 
allowed to detect SNV and indels 

Frampton et 
al., 2013 

Hybridization-
based 
sequencing 
(Illumina) 

Exons from 287 
cancer-related 
genes and introns 
from 19 genes 
frequently 
rearranged in solid 
tumors 

Different 
solid tumors 

DNA from 
routine FFPE 
samples 

SNV, small 
indels, CNA 
and fusion 
genes  

>500× by non-PCR duplicate 
read pairs;  >99% exons at 
>100× 
Rearrangements: ≥10 chimeric 
pairs identified 
Filtering of candidates 
performed by MQ >30 

Detection rate:  
• SNV: >99% if VAF ≥10% and 99% when VAF <10%; two 

false-positive calls at VAF <5% 
• Indels: 97-98% at VAF 10-20%, 88% at 5-10 (Few false-

positive calls at VAF <20%) 
• CNA (copy number ≥8): 99% (91/92) if tumor purity 

≥30%;  80% at 20–30% of tumor burden 
• FFPE: 95% of known alterations identified 
No information regarding fusion gene detection 

He et al., 
2016 

Hybridization-
based 
sequencing 
(Illumina) 

Genes (265 for RNA 
and 405 for DNA 
and target genomic 
regions of 
alterations specific 
for these 
pathologies 

ALL, AML, 
MDS, NHL, 
and MM 

DNA/RNA from  
PB, BM, and 
FFPE 

SNV, small 
indels, CNA 
and fusion 
genes 

DNA:~500x average unique 
coverage 
RNA: >3M unique pairs 
Median exon coverage of 150-
250 were considered qualified; 
SNV considered: VAF ≥1% for 
known, ≥5% for novel 
Indels considered: VAF ≥3% for 
known, ≥10% for novel  
Rearrangements: stablished a 
MQ=30 

They identified fusion transcripts present in 10% to 20% of 
cells 



283 
 

 

Reference Type of 
sequencing 

Target regions 
included 
 

Diagnosis 
to which it 
is directed 

Type of 
sample 

Alterations 
analyzed 
 

Quality criteria Outstanding results 
 

Bolli et al., 
2016 

Hybridization-
based 
sequencing 
(Illumina) 

246 genes 
implicated in MM 
and/or cancer in 
general 
2538 SNPs to detect 
CNA and allelic 
frequency changes 
(more densely tiled  
in target CNA 
regions)  
Whole IGH locus  

MM DNA  
(from 
hematopoietic 
cells lines 
and patient 
samples) 
 

SNV, CNA, 
IGH 
translocations 
and tumor-
specific V(D)J 
rearrange-
ments 
 

V(D)J rearrangements: 
• ⩾10 reads in the test 

sample and none in the 
controls 

• Supported by reads mapped 
with a quality of ⩾27 on one 
end and >0 on the other 

• Around a deletion of at least 
8Kb of length 

• Start and end coordinates 
not duplicated in the control 
cohort, suggestive of 
potential artifacts 

• Mean coverage of the target region was 155.48x, 
resulting from a rather low average on-target efficiency 
of 36.3%  

• IGH locus can be targeted with good efficiency (130x) 
• Overall, 90% and 63% of the target region was covered 

on average >10x or >30x, respectively.  
• Exons were covered at an average depth of 181x, with 

99% and 71% of bases covered at more than 30x and 
100x. 

 

McKerrell et 
al., 2016 

Hybridization-
based 
sequencing 
(Illumina) 

All exons from 49 
genes known to be 
recurrently mutated 
in myeloid 
malignancies. 
Previously identified 
intronic breakpoints 
at both partner 
genes of PML-RARA, 
CBFB-MYH11, 
RUNX1-RUNXT1, 
and at the MLL gene 

AML, MDS. DNA from PB 
and BM 

SNV and 
indels, 
tandem 
duplication, 
fusion genes, 
CNA and CN-
LOH variants 

Translocations: ⩾3 
independent supporting 
chimeric reads 
Sequencing and mapping 
quality >20 and no additional 
mismatches or indels in the 
same read 
SNV and  indel: ≥5% VAF  and 
⩾5 independent reads 
Missense, frameshift, or 
nonsense variants: VAF >10%, 
only if they affected genes 
known to be targeted by 
somatic variants 

• Average coverage was ≥30× for 94% of target exons 
and 98% of target SNP 

• 75% of exons/SNPs covered at ≥70× 
• They detected CNA involving >20% of cells 

 

Prieto-Conde 
et al., 2019 

Hybridization-
based 
sequencing 
(Illumina) 

32 genes (9 
complete coding 
sequence and 23 
hotspots) 
Intronic or exonic 
breakpoints 
of one or both 
partners of the 
most frequent 
translocations  

AML and 
CML  
 

DNA from BM SNV and 
rearrange-
ments 

SNV: genotype quality GQX 
>80, read depth >100, VAF 
>5%, and no synonymous 
variants 
Rearrangements:   ≥4-5 
supporting paired-end reads 
and at least a mean mapping 
quality of 20 (filter PASS) (only 
applied to Delly2) were 
considered as reliable 
 

• They identified all SNV and small indels 
• It detected two of the three FLT3-ITD cases previously 

identified by fragment analysis 
• Comparing three different open-access algorithms 

(Lumpy, GASV, and DELLY2), the Lumpy algorithm 
provided the best results  
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Current study Hybridization-
based 
sequencing 
(Illumina) 

PV1: 11 genes 
involved in 
translocations, 33 
frequently mutated 
genes, and 17 CNA 
regions (with 9,111 
SNP) 
PV2: 4 genes 
involved in 
translocations, 35 
frequently mutated 
genes, and 13 
regions involved in 
CNA. 

MBCN DNA from fresh 
(from PB, BM, 
and tissue 
samples), 
frozen and FFPE 
tissue samples  

SNV and small 
indel variants, 
CNA, and 
rearrange-
ments 

Average coverage of >110x  
SNV: ≥10 supporting variant 
reads (unless validated),  
VAF ≥ 6.4% for PV1 and ≥ 4.2% 
for PV2 
Rearrangements: Non-specific 
rearrangements were 
manually filtered  
CNA: in PV1: 100Kb bin and 
segment.mean <1.8 or >2.2; in 
PV2: 500Kb bin and 
segment.mean.  <1.7 or >2.3; 
regions with the same copy 
number state separated by 
<100Kb were also joined 
 

SNV: 
• Specificity of 100% for both, PV1 and PV2; sensitivity of 

100% (75/75) for PV1 and 97% (32/33) for PV2 
Rearrangements:  
• Specificity of 100%  for both, PV1 and PV2;  sensitivity 

of 50%-100% for PV1, and 75%-100% for PV2 
CNA: 
• PV1 displayed a high sensitivity (70.1% to 100%) and a 

specificity of almost 100% for all known target 
alterations (97.6% to 100%). Highly concordant in terms 
of size and location with those previously defined by 
genomic arrays; PV2 displayed a high specificity (99%) 
and a sensitivity of 68.8% (16.7%-100%) 
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Table 69. Commercial panels currently available for the study of the MBCN. 

 

Commercial 
platform 

Type of 
sequencing 

Source 
material 
 

Target regions included Diagnosis to which it is 
directed 

Alterations 
analyzed 

Additional information 

Oncomine 
Lymphoma 
Panel 
(ThermoFisher 
SCIENTIFIC) 

 

Amplicon-
based 

Specific for 
DNA 
extracted 
from FFPE 

25-gene panel Major B-cell lymphomas, 
including non-Hodgkin’s 
lymphomas (DLBCL, FL, 
MCL, and MZL) as well as 
Hodgkin’s lymphoma 

SNV • It allows to modify the design 
including certain genes (from the 
inventory in Ion AmpliSeqTM 

Designer) 
• Low sample input requirement and 

robust performance on FFPE tissue 
• End-to-end research workflow, 

including bioinformatics and a 
reporting solution 

• Specialized support for assay 
verification 

SOPHiA 
LYMPHOMA 
SOLUTION™ 
(SOPHIA 
GENETICS) 

Hybridization-
based 

DNA 54 relevant genes 
associated with many B- 
and T-cell lymphomas 

Major  B- and T-cell 
lymphomas 

SNV, indels and 
gene 
amplifications 

• Performance also in FFPE 
• Specialized support in variant 

analysis and interpretation 
• The gene panel can be adapted 

according to experts' needs 
SOPHIA CLL 
SOLUTIONTM 

Hybridization-
based 

DNA Exons of 13 genes with 
potential prognostic and 
predictive value of 
response to treatment in 
CLL, and genes in CNA 
regions of CLL [del(11q); 
del(13q); del(17p); +12 
 

CLL SNV, indels, 
CNA and 
inversions 

• Specialized support in variant 
analysis and interpretation 

 

CLL MASTR 
Plus (Agilent) 

Amplicon-
based 

DNA 9 selected genes 
associated with CLL 

CLL SNV and CNA  
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Conclusions 
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1. We have developed a targeted NGS panel that allows the study of genetic 

alterations with diagnostic, prognostic and therapeutic value in mature B-cell 

neoplasms, currently determined with different techniques, using a single 

methodology. 

 

2. We have designed a bioinformatic algorithm to analyze the results of the 

sequencing panel. For each type of alteration, this algorithm interrogates different 

bioinformatics tools and performs a comparative analysis of the results obtained. This 

approach allows increasing the specificity and sensitivity of the panel. 

 

3. The panel design allows the integrated analysis of SNV and small indels, CNA and 

chromosomal rearrangements of special relevance in the different MBCN, this being 

the first panel developed with this capacity. 

 

4. In addition to the study of the alterations included in the current clinical guidelines, 

the designed panel includes other relevant genetic alterations, which may have an 

impact on the diagnostic routine in the near future. 

 

5. In this sense, the panel also provides relevant information, currently not accessible 

with other methodologies, such as the identification of rearrangement partners and 

the exact location of the breakpoints involved in the rearrangement. This information 

may have clinical implications. 

 

6. We have successfully validated most of the genomic alterations detected by the 

designed panel using different conventional genetic techniques (CBA, FISH, genomic 

microarrays, PCR and Sanger sequencing) in addition to other massive sequencing 

panels for SNV validation. Furthermore, this has allowed us to compare the sensitivity 

and specificity of the panel with respect to genetic techniques performed in routine 

laboratories in addition to other NGS panels. 
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7. Although the designed panel could potentially be implemented in clinical practice, 

some additional studies are still required to improve its performance, so it would be 

advisable to carry out a third panel design that integrates the improvements of the 

two previously designed panels. 
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