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Preface

This thesis is divided into two, quite independent, chapters. The first is a
compendium of two research papers: [16], joint with Nikolaos Chalmoukis, and [5],
joint with Nicola Arcozzi. The two work have a strong common pattern and range
in the framework of Non Linear Potential Theory on trees. The second chapter
is based insted on a joint paper with Artur Nicolau and Od́ı Soler i Gibert, [27],
treating problems of classical Complex Analysis in the unit disc. There is, however,
a general flavor which is common to the whole thesis, from which the title. In fact,
all the treated problems regard fine properties of sets at the boundary of metric
spaces. How to extend functions defined over a domain to its boundary is a classical
and well studied problem in Analysis. For instance, the classical Fatou’s theorem
states that bounded analytic functions defined on the unit disc admit boundary
values at almost every point of the unit circle. Equivalent results are known also
for harmonic functions on trees, see for example [14]. We deal with this type of
problems both in the discrete setting, in Chapter 1 and in the continuous setting, in
Chapter 2. Radial limits, harmonic measures, exceptional sets are some keywords
common to the two chapters. In general, we are interested in estimating the size
of sets in the boundary at a fine level, which means not stopping the analysis
at a measure zero scale, but using more sensible set functions such as capacities
(Chapter 1) and Hausdorff contents (Chapter 2).

Trees and the unit disc are less unrelated than it seems: the firsts can be fruit-
fully used to provide discrete models for the latter (and for other planar domains)
and to define discrete function spaces which are easier to deal with than the cor-
responding continuous ones. If one has at hands a good transferring technique, to
solve the discrete problem can turn out to provide a solution for the correspon-
dent continuous problem. To cite a successful example in this direction, we refer
for example to [6], where the authors provide a characterization of the Carleson
measures for analytic Besov spaces by solving an analogous model problem on
the tree and then transferring back the result to the disc. However, analysis on
trees, besides being a useful tool for getting insight in continuous problems, is an
interesting subject per se, and as far as it regards this thesis we solve problems on
trees and not with trees.
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One problem we treat in Chapter 1 is what we call the Equilibrium Problem.
In Electrostatics, an amount of, say positive, electric charge free to move across
a conductor A in the Euclidean space will reach an equilibrium configuration µ,
which at the same time: (i) minimizes the energy E(µ) carried by the generated
electrostatic potential; (ii) minimizes the maximum value of the potential ; (iii)
makes the potential constant on all of A, but possibly for a small exceptional set.
For a given system of units, there is an amount ∥µ∥ of charge for which the potential
on (most of) A is unitary. The total charge ∥µ∥ is the capacity of the conductor
and µ is the corresponding equilibrium measure of A. The mathematical theory
of electrostatics, developed by Gauss, then put on firm mathematical foundations
by Frostman, was later extended in many directions. See [12] for a survey of
axiomatic linear theories which goes far beyond the scope of this thesis, and [1] for
a rather general axiomatic non-linear theory. The problem we consider here, in a
special instance, is that of characterizing equilibrium measures. Namely, given a
positive measure µ, our “measurable”, is there a way to tell whether or not it is the
equilibrium measure for some conductor A? The equilibrium measures are known
to satisfy a number of properties, but to the best of our knowledge a complete
answer is available only for finite planar graphs, and is somehow implicit in a
theorem by Schramm [34]. It is known, however, a combinatorial interpretation of
the equilibrium measure µ of a closed subset of the boundary of a planar graph
(see [10]). In Chapter 1, we characterize the equilibrium measures for Non Linear
Potential Theory on trees. Our main result consists in showing that equilibrium
measures are characterized by a sort of discrete integro-differential equation, which
we call the equilibrium equation. The equation can be interpreted in several ways.
On the one hand, it says that equilibrium measures on trees can be associated, in
the linear case p = 2, to particular tilings of rectangles by squares. Alternatively,
it can be reformulated in the form of a “continuous dyadic fraction”. The first
interpretations turns out to make available an independent proof of a tiling theorem
for graphs by Benjiamini and Schram (see [10]), in the special case of a tree and,
more importantly, to provide a converse result.

Another related problem treated in the first chapter is the Dirichlet problem
on the infinite tree. There is an extensive literature on the discrete Dirichlet
problem and its variations on graphs, see for example [38], [28] and [25]. In the
particular case of trees we derive more precise results about the exceptional set.
Our approach is based on the interplay between potential theory and probability,
which is well known and today established, so that at some extent the two theories
can be considered equivalent (see [26], Proposition 7.4]). We follow this path and
we give a probabilistic definition of capacity in the linear case. In a sense, the fact
that such an alternative probabilistic definition is available, means that the notion
of capacity that we consider is the “right” one for the context. An appropriate
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use of the rescaling properties of capacity obtained in [5], already crucial in the
Equilibrium Problem, allows us to develop a Wiener’s type test for irregular points.
We also discuss about the uniqueness of the solution to the Dirichlet Problem, with
or without energy conditions on the solutions, and we provide a capacitary Fatou’s
type theorem for Sobolev functions of the tree.

Capacity is arguably the leading concept of the chapter: it allows to measure
sets at a very fine scale, and it turns out to be the right tool to determine the
size of the set of irregular points for the Dirichlet Problem, and to highlight its
correspondence with the set of irregular points for the boundary of the tree.

In Chapter 2 we switch from the discrete to the continuous and from real valued
to complex valued functions. The object of study are the analytic self maps of the
unit disc, and in particular inner functions, which are those maps admitting uni-
modular radial limit at almost every point of the unit circle. Inner functions have
a key role in holomorphic function theory. Just to cite two important applications:

1) Every function in the Hardy space Hp (1 < p <∞), and more generally every
function in the Nevanlinna class N , admits an inner-outer factorization, i.e.
it can be factorized into the product of an inner function and a so called
outer function. In particular, the inner factor carries all the information
about the zero set of the function itself.

2) The classical problem of characterizing the invariant subspaces of the shift
operator on `2, which can be rephrased in an analytic function theoretic
contest using the Hardy space H2, has a solution in terms of inner functions
(the celebrated Beurling’s theorem): the closed invariant subspaces of the
Hardy space H2 are exactly all the spaces of the form IH2, I being an inner
function.

Aim of the chapter is to study the metric distortion properties of sets in unit circle
under the action of (boundary value maps induced by) inner functions. This type of
study has already be done for inner functions fixing the origin. It is a classical result
by Löwner that the Lebesgue measure of a subset E of the unit circle coincides
with the one of its preimage under the action of an inner function fixing the origin.
We refer to such a property as the invariance of the measure. More recently, in [19],
Fernández and Pestana proved that, under the same assumptions, for any 0 < α < 1,
the α-dimensional Hausdorff content of the preimage of E is bounded below by
the one of the set E itself, times a constant only depending on the dimension
α. This is what we call the distortion of the content. Our contribution in [27]
is to extend such an analysis to the whole class of inner functions, without a
priori assumptions on their fixed points. While both the aforementioned results
adapt smoothly, with a standard argument of conformal invariance, to the case
when the inner function f fixes a point z ∈ D ∖ {0} - in such a case the harmonic
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measure centered at z naturally takes the role of the Lebesgue measure - they do
not give any information for functions with no fixed points in the unit disc. It
is well known from the classical theory that any such a function must have some
fixed points on the boundary of the unit disc. For this reason, we introduce a
class of measures µp that allow to measure sets from the point of view of a chosen
point p on the unit circle. In a vague sense they can be regarded as a boundary
version of the harmonic measure. Using these measures we are able to prove both a
µp−invariance theorem and a (µp, α)−distortion theorem. The µp measures are not
ad hoc objects, but very natural measures, coinciding with the Lebesgue measure
on the real line composed with the conformal map from the unit disc to the upper
half plane mapping the point p to ∞. Beside carrying a notion of size, the µp
measures have the special feature of giving information about the distribution of
a set with respect to the point p: the µp measure of a set raises together with
the concentration of the set around p, in a way that can be quantified. As a first
application of our results, we present a distortion theorem for inner functions of
the upper half plane fixing the point at infinity, which is hard to prove directly
following the approach of Fernández and Pestana. Another application we provide
is a theorem for estimating the size of the omitted values of an inner functions
in terms of the size of points in the unit circle not admitting a finite angular
derivative.
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Chapter 1

The equilibrium problem and the
Dirichlet problem on trees

In this chapter we present some results from [16] and [5]. The two papers
have a strong common background in terms of approach, techniques, notation and
general flavour, for which reason we have decided to merge them together in a
unique chapter. The object we work on is the rooted tree, namely a connected
graph with no cycles with a chosen distinguished vertex that we call the root. We
work on very general trees: we do not put any restriction on the combinatorics
besides local finiteness, namely from every vertex can depart only a finite number
of edges. We do not ask for any uniform bound on the branching number of the
tree. Also, we consider infinite trees. This generality is what makes the problem
more complicated but even more interesting. The problems treated are two: the
Dirichlet problem on trees and the equilibrium problem on trees

The Dirichlet problem consists, classically, in finding a harmonic function on
the tree which satisfies some given boundary conditions. It is easy to construct
harmonic functions extending a boundary data to the vertices of the tree, via an
appropriate Poisson integral. However, when dealing with general trees, it is non
trivial to study the irregular set for the problem, namely the set of boundary
points where the Poisson integral of a (continuous) data fails to converge to the
data itself. We introduce a concept of capacity that is the right one to measure the
set of irregular points for the Dirichlet problem, which we solve in its generality.
The techniques used are both probabilistic, exploiting the properties of random
walks on graphs and their convergence to the boundary in the transient case, and
potential theoretic, based on the behaviour of potentials, capacities and equilib-
rium measures with respect to the structure of the tree. Although the Dirichlet
problem under exam is related to the classical Laplacian, most of the tools we use
are proved in a more general non linear setting, 1 < p < +∞. The only step at
which we are forced to settle for p = 2 is the probabilistic interpretation of capac-
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CHAPTER 1. THE EQUILIBRIUM PROBLEM AND THE DIRICHLET

PROBLEM ON TREES

ity. We do not exclude that considering more general stochastic processes than
the nearest neighbourhood random walk one could solve a Dirichlet problem for
the p−Laplacian.

To each set in the boundary of the tree corresponds a unique measure sup-
ported on it and having total mass equal to the p−capacity of the set. It is called
the equilibrium measure of the set. Equilibrium measures are quite mysterious
objects, whose theoretical existence is assured by deep and well established results
of modern Potential Theory (we refer to the treatise of Adams-Hedberg [1] for a
good overview of the field), but whose nature is not well understood. The Equilib-
rium Problem consists in finding a description of these measures. We are able to
characterize them as the set of solutions of an integro-differential equation, which
accordingly we call the equilibrium equation.

The chapter is organized as follows: is section 1.1 we provide the fundamental
terminology and give instructions to the reader for dealing with graphs, the un-
derlying space on which we perform analysis and set up our theory. In particular,
we introduce random walks having the vertices of a graph as a state space and we
shortly discuss their main properties. Then, we define a notion of harmonicity for
real valued functions defined on graphs, which is a key concept in the whole chap-
ter. Finally, we present two different classical notions of boundary of an infinite
graph, the Martin boundary, which is the natural boundary from a probabilistic
and harmonic point of view, and the Carathéodory boundary, which is the natural
notion from a combinatoric and geometric perspective. In a tree, which is the case
of our interest, the two notions coincide, and give raise to what we simply call the
boundary of the tree, a highly structured metric space which is the scenery of all
our work.

Section 1.2 is devoted to set up a Non Linear Potential theory on the rooted
tree, which we do following the axiomatics developed in §2.3-2.5 of the treatise
of Adams-Hedberg [1]. We introduce potentials and energies and, especially, the
key notion of capacity for sets on the boundary of the tree. We present some
rescaling properties for capacity and associated equilibrium measures, which have
been proved in [5] and are a fundamental tool in all the results to follow in the
chapter. Then we discuss the interplay among flows, co-potentials of measures
and p−harmonic functions, providing a characterization - in terms of a growth
condition - for p−harmonic functions arising from measures.

In Section 1.3 the main results of paper [16] are presented. First, we provide
a probabilistic definition of 2−capacity, which constitute the bridge between fine
boundary properties and harmonicity on the tree. Then, we present a useful result
which provides a test to identify irregular points of a given set in the boundary of
the tree. Finally, relying heavily on these two results, we prove that the Dirichlet
problem with continuous boundary data has solution at a capacity-zero scale. We
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1.1. INSTRUCTIONS TO NAVIGATE ON GRAPHS

end the section by discussing the uniqueness of the solution for some class of very
regular trees, and for general trees after having imposed some energy condition on
the solution. We provide a counterexample which shows that in the general case
this energy conditions are necessary to assure uniqueness.

Section 1.4 deals with some results of paper [5], concerning the equilibrium
problem. We prove a sufficient condition for measures to be equilibrium measures,
which, together with the rescaling properties of section 1.2 provides a full char-
acterization. We give a reformulation of the result in terms of vertex functions,
which can read more natural for some reader. We then discuss the regularity of
boundaries, giving some examples and showing how we can build trees with regular
boundaries and prescribed capacity. We also show how this can be done starting
with a given general tree and modifying it as little as possible. After that, we
present an application of our characterization, which, depending on the interests,
could also be seen as a motivation for the whole project. Namely, we prove how it
can be used to give a converse result of a well known tiling theorem from Benjamini
and Schramm proved in [10]. We end the section, and the chapter, by giving a
different formulation of the characterization theorem in terms of capacities and
branched continued fractions.

1.1 Instructions to navigate on graphs

Let G = (V,E) be a graph, where V and E are the set of vertices and edges,
respectively. We write x ∼ y if two vertices x and y are linked by an edge α. In
this case we say that x and y are the endpoints of α. We assume that the graph
has no loops, i.e. each edge has exactly two distinct endpoints. A path on the
graph is any sequence (finite or infinite) of vertices γ = {xj} such that xj ∼ xj+1,
for j = 0,1, . . . . We will always consider G to be connected : for every couple of
vertices x, y there always exists a path γ such that x, y ∈ γ. In a finite path {xj}nj=0

the vertices x0 and xn are called the endpoints of γ. Such a path is called a cycle if
it is not constant, x0 = xn and there are no other repeated vertices. Graphs with no
cycles are called trees. Write ∣γ∣ for the number of vertices in the path γ. A finite
path γ is a geodesic if ∣γ∣ ≤ ∣γ′∣ for any other path γ′ having the same endpoints.
An infinite path is called a geodesic if all its finite sub-paths are geodesics. In a
tree, for any couple of vertices x, y, there exists a unique geodesic path γ = [x, y]
connecting them, while we cannot expect uniqueness on more general graphs. If
x and y are endpoints of a geodesic γ, we write dG(x, y) = ∣γ∣ − 1 for the graph
distance between x and y (which we also call the edge counting metric).

We distinguish a vertex o which we call the root of G. We write ∣x∣ for the
level of x, which is the graph distance of x from the root. The choice of the root
induces a natural partial order relation on the graph: we write x ≥ y if x, y lie on a
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CHAPTER 1. THE EQUILIBRIUM PROBLEM AND THE DIRICHLET

PROBLEM ON TREES

same geodesic starting at the root and ∣x∣ ≥ ∣y∣. This can also be seen as a natural
orientation for edges: if an edge α lies on some geodesic starting at the root, we
write b(α) for the endpoint of α closer to the root (in graph distance) and e(α)
for the other. If the edge does not lie on any such a geodesic, the two endpoints
are equidistant from the root and we say that the edge is unoriented. An edge α
connecting two vertices x and y is also denoted by [x, y] if and only if it is oriented
and x < y. Observe that if [x, y] is an edge of the graph than [y, x] it is not, and
vice versa. Observe that in a rooted tree all edges are oriented. The partial order
relation extends to edges in the obvious way, and also to the whole V ∪E : given
an edge α and a vertex x we write α ≤ x if e(α) ≤ x and α ≥ x if b(α) ≥ x.

We define the sons and the parents of a vertex v, respectively, as s(v) = {w ∈
V ∣ w ∼ v,w > v} and p(v) = {w ∈ V ∣ w ∼ v,w < v}. Similarly, for an edge α we set
s(α) = {β ∈ E∣ b(β) = e(α)} and p(α) = {β ∈ E∣ e(β) = b(α)}. Observe that in a
rooted tree p(v) and p(α) are always a singletons.

We always assume that graphs are locally finite, meaning that the branching
number br(x), representing the number of edges departing from the vertex x, is
finite for every x ∈ V . A part from that, we do not put any restriction on the
combinatorics of the graph. In particular, br ∶ V → N is not asked to be bounded.
Also, it is important to remark that we work with infinite graphs. In general, we
assume that a graph G is infinite in every direction, i.e. that it has no leaves,
which are vertices having branching number 1.

1.1.1 Random walks

A random walk (Zn) on a graph G = (V,E) is uniquely identified by (a starting
point and) a function π ∶ V × V → R+ such that ∑y∈V π(x, y) = 1, for all x ∈ V . We
call such a function a transition probability and π(x, y) has to be interpreted as
the probability of moving from x to y, in one step. We write Px for the probability
distribution of the random walk starting at x. By the Markov property we have

Px0(Z1 = x1, . . . , Zn = xn) =
n−1

∏
j=0

π(xj, xj+1).

We say that the transition probability π on a graph G is reversible if there exists
a positive function m defined on V such that

m(x)π(x, y) =m(y)π(y, x) for all x, y ∈ V. (1.1)

A transition probability π is simple if it is both of nearest-neighborood type
(π(x, y) = 0 if x /∼ y), and locally uniform (π(x, y) = 1/br(x) if x ∼ y). A ran-
dom walk associated to a simple transition probability is called simple as well.

10



1.1. INSTRUCTIONS TO NAVIGATE ON GRAPHS

Observe that a simple transition probability π is reversible: in particular (1.1)
holds with m(x) = br(x).

Let π(n)(x, y) ∶= Px(Zn = y), the probability that the random walk starting at
x will visit y at the n-th step. We always assume random walks to be irreducible,
meaning that there are no unreachable points, or equivalently, for every x, y ∈ V
there exists n ∈ N, such that π(n)(x, y) > 0.

A random walk on G is transient if for some (equivelently, for all) x ∈ V ,
Px(Zn ≠ x, for all n) > 0, or equivalently if Zn eventually escapes to infinity with
probability one. Else, the random walk is called recurrent. A graphG itself is called
transient (recurrent) if the simple random walk on G is transient (recurrent). It
is a famous result by Polya [31] that the d-dimensional lattice Zd is recurrent for
d ≤ 2 and transient for d ≥ 3.

1.1.2 Harmonic functions

A function w ∶ V × V → R is a positive and locally finite edge weight (from
now on simply edge weight) if w(x, y) = w(y, x) ≥ 0, for every x, y ∈ V , it is non
zero if and only if x ∼ y and W (x) ∶= ∑y∼xw(x, y) < ∞, for every x ∈ V . If α
is the edge connecting x and y, then we also write w(α) for w(x, y). There is a
natural correspondence between graphs endowed of a reversible nearest neighbour-
hood type transition probability and edge weighted graphs. Specifically, if π is of
nearest neighbourhood type and satisfies (1.1), then w(x, y) = m(x)p(x, y) is an
edge weight with W (x) = m(x). Conversely, given an edge weighted graph with
weight w, then π(x, y) = w(x, y)/W (x) is a nearest neighbourhood type transition
probability satisfying (1.1) with m(x) =W (x).

Let G be an edge weighted graph with weight w. Given a function g ∶ V → R,
write dg(x, y) = g(y) − g(x). We define the gradient of g at (x, y) ∈ V × V to be
the weighted anti-symmetric difference operator

∇g(x, y) = w(x, y)dg(x, y). (1.2)

Since the weight w vanishes at all couples (x, y) such that x /∼ y, morally the
gradient is a function on (oriented) edges. If α = [x, y] is an edge, with the
natural orientation induced by the root, then we also write ∇g(α) for ∇g(x, y).
The divergence of a function f ∶ V × V → R at x ∈ V is given by div f(x) =
∑y∈V w(x, y)f(x, y).

For p ∈ (1,+∞), we define the p-Laplacian of a function g ∶ V → R as ∆pg =
div (dg∣dg∣p−2). Explicitely, for each x ∈ V we have

∆pg(x) =∑
y∼x

ω(x, y)(g(y) − g(x))∣g(y) − g(x)∣p−2.

11
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We say that g is p−harmonic if ∆pg ≡ 0 on V . As usual, we simply call Laplacian
the linear operator ∆ ∶= ∆2 and we say that g is harmonic if ∆g ≡ 0. Observe that
g is harmonic if and only if

g(x) =∑
y∼x

π(x, y)g(y), for all x ∈ V, (1.3)

where π is the transition probability induced by the weight w. Indeed, (1.3)
could be taken more generally as definition of harmonicity even on graphs with a
nearest neighbourhood transition probability π which is not necessarily reversible.
Notice that in the un-weighted case, namely when w(x, y) = δxy, the transition
probability π is simple and harmonicity coincides with the mean value property,
g(x) = ∑y∼x g(y)/br(x), for all x ∈ V .

It is easy to see that harmonic functions satisfy the following maximum prin-
ciple.

Proposition 1.1.1. (see also, for example, [38, page 5]) Let g be harmonic on G
and assume there exists a vertex x0 such that g(x0) ≥ g(y) for all y ∈ V . Then g
is constant.

Proof. By irreducibilty of the transition probability, we have that V = ⋃n Vn, where
Vn = {y ∈ V ∶ π(n)(x0, y) > 0}. Since g(x0) = ∑y∼x π(x0, y)g(y), it is easily verified
by induction that g(x0) = ∑y∈Vn π

(n)(x0, y)g(y) for every integer n ≥ 1. Then, it is
not possible for any y ∈ Vn that g(x0) > g(y). This is true for every n, implying
g(y) = g(x0), for every y ∈ V .

1.1.3 The Martin boundary

There are different possible paths to follow when introducing a notion of bound-
ary of a graph, depending on the desired applications and/or on the starting
structure at hands . One possible approach, which we present in this section,
is to introduce a boundary that allows to have a Herglotz-Riesz type representa-
tion theorem for non-negative harmonic functions in terms of boundary measures.
This was first introduced by Martin in [29], from whom it takes the name. Of
course, being harmonicity involved, such a notion makes sense for graphs with an
attached transition probability. Moreover, as we will see, this boundary is also the
right one to consider for assuring convergence of transient random walks to some
boundary valued random variable. Out of these reasons, we can refer to it also as
the probabilistic boundary. In the next section we will present a different type of
boundary which only depends on the combinatorics of the graph itself, reason for
which it is sometimes referred to as the natural boundary, although we will use a
different name.
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1.1. INSTRUCTIONS TO NAVIGATE ON GRAPHS

Write G(x, y) for the expected number of times a random walk starting at x
will visit y. It holds

G(x, y) =
∞
∑
n=0

π(n)(x, y).

The function G so defined is the Green function associated to the given transition
probability. Observe that since we consider irreducible random walks, the Green
function G(x, y) > 0 for every x, y ∈ V . The Martin kernel of G is given by

K(x, y) = G(x, y)
G(o, y) , x, y ∈ V. (1.4)

It can be easily verified that the function Ky(x) ∶= K(x, y) takes value 1 in the
root o, is bounded on V and harmonic off the diagonal (for all x ≠ y).

On a transient graph G(V,E) we can define a probabilistic distance as follows:

ρ(x, y) = ∑
z∈V

wzG(o, z)∣K(z, x) −K(z, y)∣, x, y ∈ V, (1.5)

where the positive weights wz > 0 satisfy, ∑z∈V wzG(z, z) <∞.
Denote by G∗ the completion of G with respect to the probabilistic metric ρ.

The Martin Boundary of G is defined as G∗ ∖G and denoted by ∂MG.
It can be shown (see for example [26], Proposition 10.13) that a sequence of

vertices {yn} is Cauchy in (G,ρ) if and only if {K(x, yn)}n is Cauchy for every
x ∈ V . Hence, the Martin kernel extends continuously to a function on G ×G∗ by

K(x, ξ) = lim
n
K(x, yn), for every Cauchy sequence ξ = {yn} ⊆ (V, ρ).

Consequently, the probabilistic distance ρ extends to the boundary: for ξ = {yn}, ν =
{zn} Cauchy sequences of vertices (i.e. elements in the Martin boundary of T ), we
set ρ(ξ, ν) = limn ρ(yn, zn). The resulting metric space (G∗, ρ) is compact.

We report here the two main results in Martin boundary theory. They show
how the Martin boundary is the right concept of boundary to consider both in
terms of representation of harmonic functions than in terms of limit distribution
of random walks. For the proofs of these theorems and for more discussion on the
topic, excellent references are section 24 of [38], sections 4 and 5 in chapter 10
of [26] and [33].

Theorem 1.1.2 (Poisson-Martin representation theorem). Let G be a transient
graph and g a non-negative harmonic function on it. Then, there exists a non-
negative Borel measure µ = µg on the Martin boundary ∂MG, such that

g(x) = ∫
∂MG

K(x, ξ)dµ(ξ). (1.6)

Conversely, for every finite Borel measure µ on ∂MG, the above expression defines
a non-negative harmonic function on G.

13
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The representing measure µg can be chosen so that it is supported on the
minimal Martin boundary,

∂mG ∶= {ξ ∈ ∂MG ∶ K(⋅, ξ) is minimal harmonic on V },

and in such a case it is unique. Here, a non-negative harmonic function g on G is
called minimal if g(o) = 1 and for every other non-negative harmonic function g1

on V , the relation g1(x) ≤ g(x) for all x ∈ V , implies that g1 is a constant multiple
of g.

Theorem 1.1.3 (The convergence theorem). Let (Zn) be a random walk on a
transient graph G. Then, there exists a ∂mG-valued random variable Z∞ such that
Zn → Z∞, Px-almost surely, for every x ∈ V .

We define the harmonic measure at the vertex x as

λx(A) = Px(Z∞ ∈ A), for every Borel set A ⊆ ∂mG.

Namely, λx is the Px-distribution of Z∞. Also, given a function ϕ defined on ∂T
and λx integrable on the boundary for some (all) x ∈ V , we define its harmonic
extension (or its Poisson integral) to be the function P(ϕ) ∶ V → R given by

P(ϕ)(x) ∶= ∫
∂T
ϕ dλx. (1.7)

The harmonicity of P(ϕ) follows by the Markov property, since λx = ∑y∼x p(x, y)λy.

1.1.4 The Carathéodory boundary

While the Martin boundary depends a priori on the transition probability, we
would like to realize it (or a part of it) in terms of a natural compactification,
depending on the graph combinatorics only. A ray is a path without repeated
vertices. We say that two infinite rays are equivalent if, roughly speaking, whenever
we try to disconnect the graph in a finite number of moves, we cannot disconnect
the two rays. More precisely, write G(F ) for the graph obtained eliminating an
arbitrary finite set F of edges and vertices from G. Let C(F ) be the (finite) set of
connected components of G(F ). We say that an infinite ray γ ends in C ∈ C(F )
if infinitely many of its vertices belong to the component C. Observe that such
a component exists and is unique for every ray. Two infinite rays γ = {xn} and
γ′ = {yn} are equivalent if, for every finite F , they end in the same connected
component of G(F ). A prime end of G is an equivalence class of infinite rays,
and the collection of all the prime ends is the Carathéodory boundary of G, which
we denote by ∂CG. We write ∂CC for the subset of prime ends of G whose rays

14
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end in C, which is exactly the Carathéodory boundary of the subgraph C. For
every graph we set G ∶= G ∪ ∂CG. Note that we always assume that the graph
has no leaves, but in case it does, each leaf has to be considered a point in the
Carathéodory boundary as well.

Observe that equivalent rays can still depart, in the sense that it is possible
that they are definitely arbitrarily far away one from the other in graph distance.
For example, let T be the binary tree (br(x) = 2 for every x ∈ V ) and G be the
planar graph obtained adding edges connecting vertices on the same level as in the
picture.

Let γ = {xn} and γ′ = {yn} be the only
two rays starting from the root with br(xn) =
br(yn) = 4, for all n (the leftmost and rightmost
ones). They clearly belong to the same prime
end - in fact the the Carathéodory boundary of
G is a singleton - but dG(xn, γ′) = dG(γ, yn) =
min{n,n2 − 1}Ð→∞, as n→∞.

On G we put the topology generated by
{C ∶ C ∈ C(F ), F finite}. It is clear that

such a choice defines a discrete topology on G, since {x} ∈ C ({α ∈ E ∶ x ∈ α}), for
every x ∈ V . As seen in the example, also ∂CG can possibly contain isolated points.
The space G can be clearly obtained as a finite union of open sets, and this is true
also for the closure C of any component C ∈ C(F ), F being any finite subset of
G, so that G is totally disconnected. It is also easy to check that with the chosen
topology G is compact.

With the Carathéodory boundary at hands there is a very natural way to
conceive the notion of boundary value of functions defined on the graph. Let g be
a real valued function defined on the vertices of a graph G. Given a ray γ = {xj}∞j=1,
we define the limit of g along γ as

lim
γ
g = lim

j→∞
g(xj).

Given a prime end ξ ∈ ∂CG, if the above limit exists and coincide for every ray
γ ∈ ξ, we say that g admits radial limit at ξ and we write

lim
x→ξ

g(x) = lim
γ
g for some (all) γ ∈ ξ.

The Fatou’s set of g is

F(g) = {ξ ∈ ∂CG ∶ there exists lim
x→ξ

g(x) ∈ R ∪ {±∞}}.

The boundary value of g is the map g∗ ∶ ∂CG→ R∪ {±∞} which on Fatou’s points
ξ ∈ F(g) is defined by

g∗(ξ) ∶= lim
x→ξ

g(x).
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From now on we simply write g in place of g∗ for the extension of g to the boundary
since no confusion can arise.

1.1.5 The boundary of a tree

When we restrict our attention to trees, the notions of boundary we introduced
become much easier and intuitive. Moreover, in a tree, the Carathéodory boundary
coincides with the minimal Martin boundary (see [15, Proposition 3]). We call it
simply the boundary of the tree and denote it by ∂T .

In a tree every ray is a geodesic, and for every couple of infinite rays, either
one is fully contained in the other, or they eventually depart one from the other.
It follows that the boundary ∂T of a tree T can be be thought of as a set of labels,
each one corresponding to a half-infinite geodesic starting from the root:

∂T = {ξ = {xj}∞j=0 ∶ x0 = o, xj ∼ xj+1, xj+1 ≥ xj}.

Also observe that, in contrast with the Carathéodory boundary of a graph (see the
example of the previous section) the boundary of a tree is a perfect set. Given an
edge α, we write Tα for the subtree rooted at α having as edge set {β ∈ E ∶ β ≥ α},
and we call it the α-tent. The boundary ∂Tα of the α-tent is exactly the set of
rays passing through α. Observe that the topology on ∂T is the one generated by
the boundary of tents, {∂Tα}α∈E.

It is clear that the edge counting metric does not extend properly to the bound-
ary of an infinite tree. Hence we seek for another metric. Given two points
ξ, η ∈ V ∪∂T , we define their confluent to be the vertex ξ∧η ∶= max{[o, ξ]∩ [o, η]}.
Then, we define

d(ξ, η) ∶= e−∣ξ∧η∣. (1.8)

For the reader familiar with Gromov’s theory of hyperbolic spaces, observe that
for ξ, η ∈ V , expression (1.8) coincides with the Gromov product on (T, dT ), given
by

(x, y)o =
1

2
(dT (x, o) + dT (y, o) − dT (x, y)) , x, y ∈ V.

In fact, one can extend such a product to points in ∂T by setting (ξ, η)o =
lim(x, y)o, where the limit is taken for x → ξ, y → η along the rays labeled by
ξ and η. With this notation we have d(ξ, η) = (ξ, η)o. It is not hard to see that
(1.8) defines a distance on T , which in fact is an ultrametric, and that (T , d) is a
compact metric space. Moreover, the topology induced by this metric is the tent
topology introduced before.

There is a one-to-one correspondence between compact sets in ∂T and bound-
aries of trees, in the following sense.
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Proposition 1.1.4. A set K ⊆ ∂T is compact if and only if there exists a subtree
TK ⊆ T such that K = ∂TK.

Proof. The fact that the boundary of a subtree is compact follows directly from
the definition of subtree. Conversely, if K is compact, consider the subtree S ⊆ T
having as edge set E(S) = P (K) ∶= {α ∈ E ∶ α ∈ ξ, for some ξ ∈ ∂K}. Clearly
K ⊆ ∂S. On the other hand, if ξ ∈ ∂S, by definition of boundary of a tree, P ({ξ}) ⊆
E(S). Now, suppose by contraddiction that ξ ∉ K. Then, by compactness, there
exists and an edge α ∈ E such that ∂Tα⋂K = ∅ and ξ ∈ ∂Tα. Hence, β ∉ P (K) for
β ∈ P ({ξ}) ⊆ E(S) with ∣β∣ ≥ ∣α∣, leading to a contraddiction.

1.2 Potential Theory on the rooted tree

In this section we set up a Non Linear Potential Theory on the tree. In order
to do so in a convenient way, we do attach to a chosen vertex an extra edge, not
linking to any other existing vertex. In other words, we introduce a leaf. This will
be the only leaf in the tree and we choose it as a root, denoting it by o. In this way,
we do also have a root edge, the attached one, denoted by ω, which is the only one
departing from o. From now on, every tree will be assumed to have this structure,
to which we will refer to simply as the rooted tree (see the picture below). We
point out that this is not a restriction at any scale, it is only a choice to make
the notation less heavy, to keep the duality between objects defined on edges and
vertices explicit, to guarantee a good metric normalization of the boundary, to
have a more neat parallelism with the classical continuous Potential Theory and
to have an easier probabilistic description in terms of random walks (see section
1.3.1).

A small remark: even technically being a leaf, in general we do not consider
o to be part of the boundary of the tree. However in some situations it will be
convenient to consider the so called extended boundary, which is ∂T = ∂T ∪ {o}.
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o

b(α)

e(α)

ω level 0

level 1

α level 2

. . .

Figure 11: A rooted tree with root edge root ω and one of its tents Tα.

1.2.1 The p−capacity

Let T = (V,E) be the edge weighted rooted tree, with weight w. Given a
function f ∶ E → R, and p ∈ (1,+∞), we define the p−potential of f , Ipf ∶ V ∪∂T →
R ∪ {±∞}, by

Ipf(ξ) = ∑
E∋α<ξ

f(α)∣f(α)∣p′−2

w(α) .

It is clear that if f is a non-negative function then Ipf is defined on the whole
boundary, possibly taking value +∞, while in general its Fatou’s set is non trivial.
For p = 2, we drop the subscript writing I for I2 and calling it simply the potential
of f ,

If(ξ) =∑
α<ξ

f(α)
w(α) .

It is immediate to see that the following fundamental theorem of calculus on trees
holds.

Proposition 1.2.1. Let T = (V,E) be a tree with root o and edge weight w. Take
two functions f ∶ E → R, g ∶ V → R. Then, g = If +g(o) on V if and only if f = ∇g
on E.

Proof. Let g = If + g(o) on V . Then, for every α ∈ E we have

∇g(α) = w(α)(g(e(α)) − g(b(α))) = w(α)( ∑
E∋β≤α

f(β)
w(β) − ∑

E∋β≨α

f(β)
w(β)) = f(α).

Conversely, let f = ∇g on E. Then If(o) = 0 = g(o)−g(o) and for every x ∈ V ∖{o},
we have

If(x) = ∑
E∋α<x

∇g(α)
w(α) = ∑

E∋α<x
(g(e(α)) − g(b(α))) = g(x) − g(o).
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Let p ∈ (1,+∞) be a fixed exponent and p′ its Hölder conjugate, 1/p + 1/p′ = 1.
The (weighted) p−norm of an edge function f ∶ E → R is given by

∥f∥pp = ∑
α∈E

∣f(α)∣p
w(α) .

Definition 1.2.1. Suppose that A ⊆ ∂T is a Borel set. We define the p−capacity
of A,

cp(A) ∶= inf{∥f∥pp ∶ f ∶ E → [0,∞), If ≥ 1 on A}.

Some remarks are in order. First, those functions on which we take the supre-
mum, namely the edge functions such that If ≥ 1 on A are called the admissible
functions for A. Second, it is customary to say that a property holds p−capacity
almost everywhere, or cp−almost everywhere, if the set on which it does not hold
has p−capacity zero. The infimum in the definition of p−capacity in general is
not attained. However, one can prove [1, Theorem 2.3.10] that given a Borel set
A ⊆ ∂T , there exists a unique function fA ∶ E → [0,+∞), such that IfA = 1, cp−a.e.
on A and ∥fA∥pp = cp(A). This function is called the p−equilibrium function for the
set A.

Definition 1.2.2. A point ξ ∈ A such that IfA(ξ) ≠ 1 is called irregular for the
set A.

As a set function, p−capacity is monotone, countably subadditive and regular
from inside and outside:

(i) cp(⋂
n
(Kn)) = lim

n
cp(Kn), for any decreasing sequence (Kn) of compact sub-

sets of ∂T .

(ii) cp(⋃
n
An) = lim

n
cp(An), for any increasing sequence (An) of arbitrary subsets

of ∂T .

Moreover, if A = ⋃nAn, (An) increasing, and cp(A) < ∞, then fAn converges
strongly to fA in p−norm.

Observe that without losing generality, in the definition of p−capacity the infi-
mum can be taken over functions supported on the predecessor set of Ā, P (Ā) ∶=
{α ∈ E ∶ α ∈ ξ, for some ξ ∈ ∂Ā}. Namely, the capacity of a compact set K only
depends on the combinatorics of P (K) and not on the rest of the tree, and if
TK ⊆ T is the subtree having K as a boundary (see Proposition 1.1.4), we have
cp(K) = cp(∂TK), where the right handside is intended as the capacity when TK
is taken as the ambient space.
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There exists a useful equivalent definition of capacities in terms of measures.
We call charge a signed finite Borel measure on ∂T . The co-potential of a charge
µ is defined by

I∗µ(α) = µ(∂Tα), α ∈ E.
Observe that the operator I∗ is the adjoint of the potential operator I in the follong
sense: for any f ∶ E → R, µ charge on ∂T , we have

⟨If, µ⟩L2(∂T ) = ∫
∂T
If(ξ)dµ(ξ) = ∫

∂T
∑
α∈E

f(α)
w(α)χ∂Tα

(ξ)dµ(ξ)

= ∑
α∈E

f(α)
w(α) ∫∂Tα

dµ(ξ) = ∑
α∈E

f(α)I∗µ(α)
w(α) = ⟨f, I∗µ⟩`2(E).

(1.9)

The p−energy of a charge is just

Ep(µ) = ∥I∗µ∥p′p′ .

Observe that, taking f(α) = I∗µ(α)∣I∗µ(α)∣p′−2 in (1.9), we get, for every p ∈
(1,+∞) the relation

Ep(µ) = ∫
∂T
Ip(I∗µ)dµ. (1.10)

As mentioned, we have the following dual definition of capacity in terms of
measures.

Theorem 1.2.2. [see [1], Theorem 2.5.3] Suppose that A ⊆ ∂T Borel. Then

cp(A) = sup{µ(A)p ∶ µ ≥ 0, supp(µ) ⊆ A,Ep(µ) ≤ 1}.

Moreover, there exists a unique positive charge µA supported in A, called the
p−equilibrium measure of A, such that

µA(A) = cp(A) = Ep(µA),

and (I∗µA)p
′−1 = fA.

With this definition of capacity, it is clear that if a property (P ) holds cp−a.e.
on A ⊆ ∂T , then it holds µ−a.e. on A for every measure µ with Ep(µ) < ∞. To

see this, let B ∶= {ξ ∈ A ∶ ¬(P )}, so that cp(B) = 0. The measure ν ∶= µ∣B
Ep(µ)1/p′

satisfies Ep(ν) ≤ 1. Then, ν(B) ≤= cp(B) = 0, from which it follows µ(B) = 0.

Remark 1. All the potential theoretic objects we introduced, depend on the edge
weight w one considers. However, to keep the notation light, we do not explicit
this dependence in the associated symbols. We know that they always carry a
weight and that it is a general weight, unless differently specified.
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We now give a couple of toy examples in which we explicitly calculate the
capacity some easy sets.

Example 1.1 (Capacity of a point). As we already specified, we always assume
that the trees we work with have no leaves, namely points in the boundary at
a finite graph distance from the root. However, as everything else we treat, our
definition of capacity applies also to trees having leaves, case that we briefly discuss
for completeness. For simplicity, consider the un-weighted case, w(α) = 1 for all
α ∈ E. Suppose ξ is a leaf of T . It is easy to check that the equilibrium function
for the set A = {ξ} is the function fA taking constant value 1/∣ξ∣ on all edges α < ξ
and zero elsewhere. In fact for any other admissible function f we have

∥f∥pp ≥∑
α<ξ

f(α)p ≥ 1

∣ξ∣p−1

⎛
⎝∑α<ξ

f(β)
⎞
⎠

p

= 1

∣ξ∣p−1
If(ξ)p ≥ 1

∣ξ∣p−1
= ∣ξ∣ 1

∣ξ∣p = ∥fA∥pp.

We deduce that the capacity of a leaf only depends on its level and is given by

cp({ξ}) = ∥f∥pp =
1

∣ξ∣p−1
.

Leaves are the only points in the boundary of a tree having positive capacity. To
see this, let ξ ∈ ∂T not a leaf, and suppose cp({ξ}) = c > 0. Then the associated
equilibrium measure µ has an atom in ξ, from which I(I∗µ)p′−1 =∞, contradicting
the properties of equilibrium functions. By subadditivity of the capacity it follows
that any countable subset of ∂T has null capacity.

Example 1.2 (Capacity of the boundary of a homogeneous tree). Let T n be
a homogeneous tree of degree n (i.e. a tree with constant branching number
br(x) = n + 1 for all x ∈ V ) with edge root ω, and let c(n, p) = cp(∂T n). If f is the
equilibrium function, then fp−1 is a flow (see (1.13)), which gives that for every
k ≥ 0 we have

∑
∣α∣=k

∣f(α)∣p−1 = f(ω)p−1 = c(n, p).

On the other hand, for each edge function f , by Hölder inequality we have the
estimate

∑
∣α∣=k

∣f(α)∣p−1

w(α) ≤
⎛
⎝∑∣α∣=k

∣f(α)∣p
w(α)

⎞
⎠

1/p′
⎛
⎝∑∣α∣=k

1

w(α)
⎞
⎠

1/p

.

It follows that

∥f∥pp =
∞
∑
k=0

∑
∣α∣=k

∣f(α)∣p
w(α) ≥

∞
∑
k=0

⎛
⎝∑∣α∣=k

1

w(α)
⎞
⎠

1−p′
⎛
⎝∑∣α∣=k

∣f(α)∣p−1

w(α)
⎞
⎠

p′

.
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If we pick a candidate function which is constant on levels, i.e. f(α) = c(n, p)p′−1/nk(p′−1)

when ∣α∣ = k, we get equality in Hölder inequality. For any such function we clearly
have that the potential If is constant on ∂T n. If we choose properly the value
at the root f(ω) we can make the constant to be 1 and f to be the equilibrium
function. Imposing for ξ ∈ ∂T n,

1 = If(ξ) =∑
α<ξ

c(n, p)p′−1

w(α)n∣α∣(p′−1) ,

we get c(n, p) = (∑α<ξ n
∣α∣(1−p′)/w(α))1−p

. In particular, in the un-weighted case
w ≡ 1, the capacity of the boundary is

c(n, p) =
∞
∑
k=0

nk(1−p
′) = (1 − n1−p′)p−1

.

In section 1.4.2 we will derive the capacity of an homogeneous tree in an easier
way. We conclude this chapter with a Proposition showing that in ∂T there exist
compact subsets with arbitrary p−capacity.

Proposition 1.2.3. Let T n be a homogeneus tree of degree n. For each real number
t ∈ [0, cp(∂T n)] there exists a compact subset Kt of the boundary ∂T n such that
cp(Kt) = t.
Proof. Each edge α of T n, except the root, can be given an index i(α) ∈ {0, . . . , n−
1} which distinguishes it from the other n − 1 edges β such that b(β) = b(α). We
can define a map Λ ∶ ∂T n → [0,1] associating to each point ξ = {αj}∞j=1 ∈ ∂T n the
number having expansion in base n given by

Λ(ξ) =
∞
∑
j=1

i(αj)n−j.

The map Λ is clearly onto but it fails to be injective because of the multiple
representations of the rational numbers. Still, Λ−1(t) has at most two points.
Moreover, Λ is continuous, since

∣Λ(ξ) −Λ(η)∣ ≤ (n − 1)
∞
∑

j=∣ξ∧η∣+1

n−j ≈ n−∣ξ∧η∣ Ð→ 0, as d(ξ, η)→ 0.

Now, consider the function ϕ ∶ [0,1] Ð→ R given by ϕ(t) = cp(Λ−1[0, t]). This
is an increasing map, and we know that ϕ(0) = 0 and ϕ(1) = cp(∂T n). By the
subadditivity of cp, the continuity of Λ and the regularity of capacity, we have

ϕ(t + ε) − ϕ(t) ≤ cp (Λ−1[t, t + ε])Ð→ cp(Λ−1{t}), as ε→ 0.

The right handside equals zero, since the preimage of a single point under Λ
is finite. By similar reasoning we estimate ϕ(t) − ϕ(t − ε). It follows that ϕ
is continuous and ϕ([0,1]) = [0, cp(∂T n)]. The result is obtained picking Kt =
Λ−1[0, ϕ−1(t)].
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1.2.2 Rescaling properties for capacities

In this section we show that equilibrium measures rescale under the change of
the root in a tree, in a sense that will be more clear soon. This is a point where the
behavior of trees is much simpler than the one of general graphs. We introduce
a subscript notation to indicate which is the root of the tree we are referring
to. For example, give the rooted tree T and some edge α ∈ E, we write Ip,α for
the p−potential operator acting on functions defined on the edges of the α− tent
Tα, Ip,αf = Ip(χTα

f). Similarly, cp,α will be the capacity when we consider Tα as
ambient space. In the same fashion, if A is some subset of ∂T , we set Aα ∶= A∩∂Tα.

A question arises: if A is a subset of ∂T and µ its p−equilibrium measure,
which is the p−equilibrium measure µα for Aα in the tent Tα? It is natural to bet
that it is a rescaling of the measure µ, i.e. µα = kαµ∣Aα for some positive constant
kα. In such a case, for cp−a.e. ξ in Aα, write M and Mα for the co-potential of µ
and µα respectively, we would have

1 = Ip,αMα(ξ) = kp
′−1
α Ip,αM(ξ) = kp′−1

α (IpM(ξ)−IpM(b(α))) = kp′−1
α (1−IpM(b(α))).

It follows that the only possible candidate rescaling constant is

kα = (1 − IpM(b(α)))
1−p
. (1.11)

We now prove that in fact our naive bet was the right one. This was already
observed in [8].

Proposition 1.2.4. Let A ⊂ ∂T , µ its p−equilibrium measure and M = I∗µ. Then,

µα ∶= kαµ∣Aα =
µ∣∂Tα

(1 − IpM(b(α)))
p−1 ,

is the p−equilibrium measure for Aα ⊂ ∂Tα.

Proof. Set Mα = I∗µα. We have already seen that (Mα)p′−1 is an admissible func-
tion for Aα ⊆ ∂Tα. Suppose it is not the p−equilibrium function. Let ϕα be the
(unique) p−equilibrium function of Aα in Tα. Define another edge function,

f =
⎧⎪⎪⎨⎪⎪⎩

(1 − IpM(b(α)))ϕα on Tα

(M)p′−1 on T ∖ Tα.

Then f is admissible for A ⊆ ∂T , since for cp−a.e. ξ ∈ A ∖Aα, If(ξ) = IpM(ξ) = 1,
while for cp−a.e. ξ ∈ Aα it holds

If(ξ) = Iαf(ξ) + If(b(α)) = (1 − IpM(b(α)))Iαϕα(ξ) + IpM(b(α)) = 1.
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Now, using the fact that IpMα = kp
′−1
α IpM , the relation p(p′ − 1) = p′ and the

uniqueness of the p−equilibrium function, we get

∥f∥pp = (1 − IpM(b(α)))
p

∥ϕα∥p`p(Tα) + ∥(M)p′−1∥p
`p(T∖Tα)

< ∥(M)p′−1∥p
`p(Tα)+ = ∥(M)p′−1∥pp.

This clearly contradicts the assumption that µ is the p−equilibrium measure for
A, since we found an admissible function whose p−norm is strictly smaller than
the one of Mp′−1.

As an immediate consequence we have the following.

Corollary 1.2.5. Let A ⊆ ∂T be a set of positive capacity and α ∈ E, α not the
root edge of T , such that A ⊆ ∂Tα. Then cp,α(A) > cp(A).

Proof. Since kα > 1, we have cp,α(A) = µα(A) = kαµ(A) > µ(A) = cp(A).

Observe by passing that the above corollary is supported by visual intuition,
since we expect the capacity of a set to be bigger if we look at the set from a
closer point of view. We can now give a necessary condition for a measure to be
of equilibrium.

Theorem 1.2.6. Let µ be the p−equilibrium measure of some set A ⊆ ∂T and
denote by M its co-potential. Then, for every α ∈ E, M solves the following
equation:

M(α)(1 − IpM(b(α))) = ∑
β≥α

∣M(β)∣p′

w(β) . (1.12)

Proof. Given α ∈ E, if Aα = ∅ then M(α) = 0 (since supp(µ) ⊆ A) and hence
M(β)p′−1 = 0 for all β ≥ α, and (1.12) trivially holds. Otherwise, on one hand we
have

cp,α(Aα) = Ep,α(µα) =
Ep,α(µ)

(1 − IpM(b(α)))
p ,

and on the other, since supp(µ) ⊆ A,

cp,α(Aα) = µα(Aα) = kαµ(Aα) =
µ(∂Tα)

(1 − IpM(b(α)))
p−1 = M(α)

(1 − IpM(b(α)))
p−1 .

Matching the two expressions we get the result.

From now on we will refer to equation (1.12) as the equilibrium equation. Ob-
serve that this equation is non linear (and non local) even in Linear Potential
Theory. This is not surprising, since linear combinations of equilibrium measures
are only seldom equilibrium measures themselves.
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1.2.3 Flows and p−harmonic functions on the tree

Let T = (E,V ) be the rooted tree. A function f ∶ E → R is a flow from o if

f(α) = ∑
β∈s(α)

f(β), for all α ∈ E. (1.13)

It is immediate that the co-potential of a charge defines a flow. Next proposition
characterizes flows that can be obtained as co-potentials of charges.

Proposition 1.2.7. A flow f ∶ E → R satisfies

lim
k
∑
∣α∣=k

∣f(α)∣ <∞, (1.14)

if and only if there exists a (unique) charge µ on ∂T such that f = I∗µ.

Proof. Note that the limit in condition (1.14) is in fact a supremum. If f is a flow,
for every integer k ≥ 0 we have

∑
∣α∣=k+1

∣f(α)∣ = ∑
∣α∣=k

∑
β∈s(α)

∣f(β)∣ ≥ ∑
∣α∣=k

∣f(α)∣,

from which it follows

sup
k
∑
∣α∣=k

∣f(α)∣ = lim
k→∞

∑
∣α∣=k

∣f(α)∣.

For each α write ξ(α) for an arbitrary point in ∂Tα. For each k ∈ N, define a
charge,

µk = ∑
∣α∣=k

f(α)δξ(α).

The total variation of µk is given by

∥µk∥ = ∑
∣α∣=k

∣f(α)δξ(α)(∂T )∣ = ∑
∣α∣=k

∣f(α)∣,

and from (1.14) it follows that the family of charges µk is uniformly bounded, so
that it has a weak∗-limit point µ which is a positive measure. For each edge α we
have

I∗µ(α) = µ(∂Tα) = ∫
∂T
χ∂Tα

dµ = lim
k
∫
∂T
χ∂Tα

dµk = lim
k
µk(∂Tα) = f(α).

For the uniqueness part, if f = I∗ν for some other charge ν, then ν(∂Tα) = µ(∂Tα)
for each α ∈ E and hence µ ≡ ν. Conversely, let µ be a charge on ∂T and consider
the flow f = I∗µ. Then

∑
∣α∣=k

∣f(α)∣ = ∑
∣α∣=k

∣µ+(∂Tα) − µ−(∂Tα)∣ ≤ ∑
∣α∣=k

∣µ∣(∂Tα) = ∥µ∥ <∞.
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Remark 2. Observe that if f ≥ 0 then condition (1.14) is automatically satisfied,
so that non-negative flows coincides with co-potentials of positive Borel measures.

Proposition 1.2.8. A function f ∶ E → R is a flow if and only if Ipf is a
p−harmonic function on V ∖ {o}.

Proof. Let α ∈ E and x = e(α). Then,

∆pIpf(x) = w(α)(Ipf(b(α)) − Ipf(e(α)))∣Ipf(b(α)) − Ipf(e(α))∣
p−1

+ ∑
β∈s(α)

(Ipf(e(β)) − Ifp(b(β)))∣Ipf(e(β)) − Ifp(b(β))∣
p−1

= −f(α) + ∑
β∈s(α)

f(β).

It follows that ∆pIpf ≡ 0 on V ∖ {o} if and only if (1.13) holds.

By the above Proposition, we deduce that an easy way to produce a p−harmonic
function on the tree is to start with a charge µ on the boundary, and take to
p−potential of its co-potential. Next result, combining the last two propositions,
completely characterizes the p− harmonic functions that can be realized in terms
of measures.

Corollary 1.2.9. A function g which is p−harmonic on V ∖ {o} satisfies

sup
k
∑
∣α∣=k

∣∇g(α)∣p−1 <∞, (1.15)

if and only if there exists a charge µ such that g = Ip(I∗µ).

Proof. A function g satisfies (1.15) if and only if f ∶= ∇g ∣∇g∣p−2
satisfies (1.14)

and, by Proposition 1.2.8, g = Ipf + g(o) is p−harmonic on V ∖ {o} if and only if f
is a flow. By Proposition 1.2.7 we have the claim.

1.3 The Dirichlet problem on the rooted tree

1.3.1 A probabilistic interpretation of capacity

In this section we give a characterization of the 2−capacity of the boundary
of the rooted tree (with edge weight ω) in terms of behaviour of random walks
on it. In this context we consider the root o = b(ω) as part of the extended
boundary ∂T = ∂T ∪ {o}, and we consider a random walk (Zn), with transition
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probability π induced by the weight ω, on the vertices of the rooted tree T , which
stops when it hits the root vertex o. The random walk (Zn) so defined is not
a priori transient on V , however it is on V ∖ {o}, in the sense that it reaches
the (extended) boundary with probability one. Hence, there exists a ∂T−valued
random variable Z∞ such that Zn converges to Z∞, Px−almost surely for every
x ∈ T , where Px is the probability measure of the random walk starting at x ∈ V .
Of course, in this context where we consider the extended boundary and the its
first hitting time to be the stopping time, we define the harmonic measure at x ∈ V
as λx(A) ∶= Px(Z∞ ∈ A), where A is a Borel subset of ∂T .

Proposition 1.3.1. Let T be the rooted tree, with edge weight . Then the 2−capacity
of ∂T equals the probability that a simple random walk starting at e(ω) will escape
to the boundary before hitting the root vertex o. Formally,

c2(∂T ) = Pe(ω)(Z∞ ∈ ∂T) = λe(ω)(∂T ).

Proof. Suppose that we have a finite tree whose leaves (except the root o) are all
of level n > 0. We can naturally identify ∂T these leaves. Then by the Markov
property the function h(x) = λx(∂T ) is harmonic in ∖{o}, h(ξ) = 1 if ξ ∈ ∂T
and h(o) = 0. Since the same is true for If∂T , the potential of the equilibrium
function of the boundary of T , by the maximum principle (1.1.1) If∂T = h. Then,
c2(∂T ) = f∂T (ω) = ∇h(ω) = h(e(ω)) and we have the result of the finite tree.

For a general tree T not necessarily finite , let Tn be the truncation of T up
to level n. Then from the finite case we have that c2(∂Tn) = Pe(ω)(supi ∣Zi∣ ≥ n).
By monotonicity of measures the last quantity converges to Pe(ω)(Z∞ ∈ ∂T ), as
n → +∞. It remains to show that c2(∂Tn) Ð→ c2(∂T ), as n →∞. By definition of
capacity we get that c2(∂Tn) ≥ c2(∂T ), since the equilibrium function f∂Tn is an
admissible function for ∂T (extend it to be zero on edges of level greater than n.)

To prove the other inequality we use the dual expression for capacity. Fix ε > 0.
By the dual definition of capacity, there exists a positive measure µn on ∂Tn such
that E2(µn) = ∑∣α∣≤n I∗µn(α)2 ≤ 1 and µ2

n(∂Tn) = c2(∂Tn) − ε. Consider now the
corresponding charges on ∂T ,

µ̃n ∶= ∑
∣α∣=n

µn(∂Tα)δξ(α),

where ξ(α) is an arbitrary point in ∂Tα and δξ(α) the corresponding Dirac mass.
Since µ̃n(∂T ) = µn(∂Tn) ≤ 1 we can find a weak∗-limit point µ of the sequence
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{µ̃n}. For any m ∈ N, we have that

∑
∣β∣≤m

I∗µ(β)2 = lim
n
∑
∣β∣≤m

I∗µn(β)2

= lim
n
∑
∣β∣≤m

I∗µ̃n(β)2

≤ lim
n
∑
∣β∣≤n

I∗µn(β)2

≤ 1.

Therefore, letting m →∞ we get that E2(µ) ≤ 1, and hence by the dual definition
of capacity,

c2(∂T ) ≥ µ(∂T )2 = lim
n
µ̃n(∂T )2 = lim

n
µn(∂Tn)2 = lim

n
c2(∂Tn) − ε.

Letting ε→ 0 we get the result.

Observe that as an immediate consequence we have a characterization of tran-
sient random walks (in the classical sense introduced in section 1.1.1) in terms of
capacity. This characterization was first proved by different methods in [9].

Corollary 1.3.2. A random walk (Zn) on the rooted tree T is transient if and
only if ∂T has positive 2-capacity.

In particular, the rooted tree is transient, namely the simple random walk is, if
and only if the un-weighted capacity of its boundary is positive. This information
is not empty, since there are non trivial trees having boundary of capacity zero.
An example is provided by the so called 1-3 tree, see [28, Example 1.2].

1.3.2 Irregular points and the Dirichlet problem

in this section we provide an algorithm to detect irregular points in the bound-
ary of the rooted tree T . We use here the same subscript notation introduced in
section 1.2.2. The following Theorem can be seen as the analogous for trees of the
classical Wiener test for irregular points (see [22, Theorem 7.1]).

Theorem 1.3.3. A boundary point ξ is irregular for a set A ⊆ ∂T of positive
capacity if and only if

∑
E∋α<ξ

cα,p(Aα)p
′−1 <∞. (1.16)

Proof. Let µ be the equilibrium measure for A, and M its co-potential. Set ε ∶=
1 − IpM(ξ) ≥ 0 to be the deficit of regularity of the point ξ ∈ A. Let {αj} be the
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edge-geodesic labeled by ξ, and set tn = ∑j≥nM(αj)p′−1. Clearly tn is monotonically
decreasing to zero, being the tail of the converging sum IpM(ξ). By Theorem 1.2.6,

cn ∶= cαn,p(Aαn)p
′/p = M(αn)p′−1

1 − IpM(b(αn))
= M(αn)p′−1

ε + tn
= tn − tn+1

ε + tn
.

Now, the sum ∑n cn converges if and only if ∏n(1 − cn) > 0. The partial product
can be explicitly calculated thanks to its telescopic structure,

N

∏
n=0

(1 − cn) =
N

∏
n=0

ε + tn+1

ε + tn
= ε + tN+1

ε + t0
.

Since t0 = µ(∂T )p′−1 > 0, it follows that ∏∞
n=0(1 − cn) > 0 if and only if ε > 0, which

is, if and only if the point ξ is irregular.

Observe that the Wiener condition (1.16) can be re-written purely in terms of
capacities on the whole boundary, in the following sense.

Corollary 1.3.4. A boundary point ξ is irregular for a set A ⊆ ∂T of positive
capacity if and only if

∑
α<ξ

cp(Aα)p′−1

1 − ∣α∣cp(Aα)p′−1
<∞.

Proof. Let T be any rooted tree, A ⊆ ∂T and consider a tent Tα, with ∣α∣ = n. If
µ is the equilibrium measure for Aα, then the associated co-potential M = I∗µ is
supported on the edges of Tα and the on the edges β ≤ α. Being a flow, M must be
constant on the predecessors of α, namely M(β) =M(ω) = cp(Aα), for all β ≤ α.
By the rescaling properties of section 1.2.2, we know that

M(α) = cp,α(Eα)(1 − IpM(b(α)))
p−1

,

and since IpM(b(α)) = ncp(Aα)p′−1, we obtain

cp(Aα) = Ep(µ)
= ncp(Aα)p

′ + Ep,α(µ)

= ncp(Aα)p
′ + (1 − ncp(Aα)p

′−1)
p

cp,α(Aα).

It follows,

cp,α(Aα) =
cp(Aα)

(1 − ncp(Aα)p′−1)
p−1 .

Substituting this expression in the Wiener condition (1.16) we get the result.
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Theorem 1.3.5. Let T = (V,E) be the rooted tree, which comes with an edge
weight and an associated reversible transition probability. For any given ϕ ∈
C(∂T ), the Poisson integral of ϕ satisfies

⎧⎪⎪⎨⎪⎪⎩

∆P(ϕ) = 0 inV ∖ {o}
lim
x→ξ
P(ϕ)(x) = ϕ(x), if ξ is a regular point of ∂T .

Proof. Pick α ∈ E and let ξ = {xj}∞j=0 ∈ ∂Tα. Write {αj}∞j=1 for the edge geodesic
labeled by ξ, so that xj = αj(1). For n ≥ ∣α∣ we have

0 ≤ 1 − λxn(∂Tα) ≤ Pxn(Zn hits b(α) before hitting ∂Tα)

=
n

∏
j=∣α∣

Pxj(Zn hits xj−1 before hitting ∂Tαj)

=
n

∏
j=∣α∣

(1 − c2,αj(∂Tαj)).

By the Wiener condition (1.16) we have that the right handside vanishes as n→ +∞
if and only if ξ is a regular point for ∂T . Hence, for any regular point ξ ∈ ∂Tα we
have limn→∞ λxn(∂Tα) = 1, from which it follows that for any regular point ξ in
the boundary

lim
n→∞

λxn(∂Tα) ≥ δξ(∂Tα).

Any open set A ⊆ ∂T can be written as a disjoint union of tents {∂Tαk}. Let ξ be
a regular point of ∂T . Then,

lim inf
n

λxn(A) = lim inf
n

∑
k

λxn(∂Tαk) ≥∑
k

lim inf
n

λxn(∂Tαk) ≥∑
k

δξ(∂Tαk) = δξ(A).

It follows that λxn
w∗Ð→ δξ, as n→∞. Therefore, for any ϕ ∈ C(∂T ),

P(ϕ)(x) = ∫
∂T
ϕ dλx Ð→ ϕ(ξ), as x→ ξ.

Corollary 1.3.6 (Kellog’s Theorem for Trees). The set of irregular points for the
Dirichlet problem has capacity zero. Which is,

c2({ξ ∈ ∂T ∶ there exists ϕ ∈ C(∂T ), lim
x→ξ
P(ϕ)(x) ≠ ϕ(ξ)}) = 0.
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1.3.3 Energy conditions and uniqueness results

We give a first uniqueness result for the class of spherically symmetric trees,
which are trees where the branching number is radial (i.e. constant on levels).
Clearly homogeneous trees belong to this class.

We define the Lebesgue measure on ∂T to be the measure λ which is equidis-
tributed among sons of any edge and is normalized with λ(∂T ) = 1. Namely, for
each α ∈ E, we have

λ(∂Tα) = λ(∂Tp(α))/deg (e(p(α))) = 1/ ∏
β<alpha

deg(e(β)).

It is clear that on spherically symmetric trees I∗λ is constant on levels. In what
follows, we write λ(k) in place of λ(∂Tβ) when ∣β∣ = k. One can check that
the equilibrium measure of a spherically symmetric tree is a scalar multiple of
the Lebesgue measure (see section 1.3.3). In particular, by symmetry, spherically
symmetric trees have no irregular boundary points.

Proposition 1.3.7. Suppose T is a spherically symmetric tree with radial edge
weights, w(α) = w(∣α∣). Assume c2(∂T ) > 0 and let µ be a charge on ∂T . Denote
by M its potential. If IM = 0 Lebesgue almost everywhere on the boundary, then
µ ≡ 0.

Proof. Let w be the edge weight of the tree. For a fixed α ∈ E, let s(α) = {αj}n(α)j=1

and define the measures λαj on ∂T in the following way

I∗λαj(γ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

n(α)I∗λ(γ) if γ ≥ αj
0 if γ ≥ αi, i ≠ j
I∗λ(γ), otherwise.

It is clear that λαj is absolutely continuous with respect to λ. Integrating on the
α−tent, using the fact that λ(∂Tβ) depends only on the level of β, for each j we
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get

0 = ∫
∂Tα

IMdλαj

= ∫
∂Tα

∑
β∈E

M(β)
w(β) χ∂Tβ(ξ)dλ

aj(ξ)

= ∑
β∈E

M(β)
w(β) λ

αj(∂Tα ∩ ∂Tβ)

= λ(∂Tα)∑
β<α

M(β)
w(β) + n(α) ∑

β≥αj
λ(∂Tβ)

M(β)
w(β)

= λ(∂Tα)∑
β<α

M(β)
w(β) + n(α)

∞
∑
k=∣αj ∣

λ(k)
w(k) ∑

β≥αj ,
∣β∣=k

M(β)

= λ(∂Tα)∑
β<α

M(β)
w(β) + n(α)M(αj)

∞
∑

k=∣α∣+1

λ(k)
w(k) .

Note that the last quantity is finite because the capacity of the boundary is positive.
Being the same true for each j, M must be constant on s(α). It follows that
µ = M(ω)λ, i.e. the measure µ is a scalar multiple of the Lebesgue measure.
Hence, by (1.10), we have

0 = ∫
∂T
IMdµ = ∑

α∈E

M(α)2

w(α) ,

which gives M ≡ 0 on E which is the thesis.

The same is not true for a general tree. In fact, there exists a sub-dyadic tree
T , with no irregular boundary points, and a charge µ on ∂T such that I(I∗µ) = 0
everywhere except at a point, but µ ≠ 0, as shown in the next example.

Example 1.3. The following diagram represents an infinite sub-dyadic tree, and
the values that the co-potential M of a boundary charge µ take on each edge. The
number r over an edge indicates how many times the edge is repeated. Also, the
label T (a) means that the vertex is the root vertex of a dyadic tree which carries
a total measure of a on the boundary, and the measure M is divided equally at
each edge.
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0

1

2

3

n-1

n

T (−1/2n+2)

T (−1/16)

T (−1/8)

T (−1/4)

M = 1/2

M = 3/4

M = 7/8

M = 1 − 1/2n

M = −1/2n+1, r = (n − 1)2n+1

M = −1/16, r = 32

M = −1/8, r = 8

M = −1/4, r = 0

If ξ0 is the leftmost point of the boundary it is clear that IM(ξ0) = +∞. If
ξ ∈ ∂T ∖ {ξ0} let n = ∣ξ ∧ ξ0∣. Consider the un-weighted case. Then,

IM(ξ) =
n

∑
i=1

(1 − 2−i) − (n − 1)2n+1

2n+1
− 1

2n+1

∞
∑
i=0

2−i

= n −
n

∑
i=1

2−i − (n − 1) − 2−n = 0.

By applying Wiener’s test one can see that ξ0 is a regular point of the boundary,
while all other points are clearly regular by symmetry.

The situation is different if we work with charges with finite energy.

Proposition 1.3.8. Let µ, ν be charges on ∂T , with Ep(µ), Ep(ν) <∞. Denote by
M and V their potentials, respectively. If IpM = IpV both µ-a.e. ad ν-a.e., then
µ ≡ ν.

Proof. Integrating both the p−potentials IpM and IpV with respect to both the
measures and recalling the relation (1.10), we can get any of the following equalities

Ep(µ) = ∫
∂T
IpMdν = ∫

∂T
IpV dµ = Ep(ν).
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Setting f(α) =M(α)∣M(α)∣p′−2 and g(α) = V (α)∣V (α)∣p′−2, by (1.9), we can write

0 = Ep(µ) + Ep(ν) − ⟨If, ν⟩L2(∂T ) − ⟨Ig, µ⟩L2(∂T )

= Ep(µ) + Ep(ν) − ⟨f, V ⟩`2(E) − ⟨g,M⟩`2(E)

= ∑
α∈E

1

w(α)(f(α)M(α) + g(α)V (α) − f(α)V (α) − g(α)M(α))

= ∑
α∈E

1

w(α)(M − V )(f − g)(α).

It is now clear that the general term of the above series is positive, from which
M ≡ V on E.

It is clear from the dual definition of capacity that if a property holds cp−a.e.
then it also holds µ-a.e. with respect to any charge µ of finite energy. Hence, the
above result can be restated in the following slightly less general but more natural
form.

Corollary 1.3.9. Given charges µ, ν on ∂T , with Ep(µ), Ep(ν) <∞, if IpM = IpV ,
cp−a.e. on ∂T , then µ ≡ ν.

As a consequence, we have a partial converse of the properties of equilibrium
measures given in Theorem 1.2.2.

Corollary 1.3.10. Let µ be a Borel measure on ∂T such that Ep(µ) < ∞ and
IpM = 1 cp−a.e. on A = supp(µ). Then µ is the p−equilibrium measure for A.

These uniqueness results can be reinterpreted in terms of functions in place of
measures. The following Sobolev space naturally arises from the space of charges
of finite energy,

W 1,p(T ) ∶= {g ∶ V → R ∶ ∇g ∈ `p}.
In fact, given a charge µ on ∂T , denoting by M its co-potential, we have

Ep(µ) = ∥M ∣M ∣p′−2∥pp = ∥∇IpM∥pp, (1.17)

so that the following proposition is self evident.

Proposition 1.3.11. Let µ be a charge on ∂T . Then Ep(µ) < ∞ if and only if
IpM ∈W 1,p(T ).

In terms of functions, Corollary 1.3.9 reads as follows.

Theorem 1.3.12. Let g, h be p−harmonic functions in W 1,p(T ) satisfying (1.15).
If g = h, cp−almost everywhere on ∂T , then g ≡ h on V .
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Proof. Glue together Corollary 1.2.9, Proposition 1.3.11 and Corollary 1.3.9.

If the tree T is spherically symmetric, by Proposition 1.3.7 we know that in
the linear case p = 2 we don’t need the energy condition g, h ∈ W 1,2(T ) in the
statement.

1.3.4 Boundary values

The uniqueness results we presented above are ment to apply to functions
admitting boundary values cp−almost everywhere. A priori it is not obvious which
functions enjoy this property. Here we prove that in fact all the functions in
the Sobolev spaces for which we have uniqueness results indeed admit boundary
values cp−almost everywhere. Other results of this kind can be found in [14]. To
prove the existence of boundary values we follow an approach exploiting Carleson
measures, which was already presented in [7] for the linear case p = 2. We include
here the argument adapted for general Sobolev spaces. We restrict calculations in
this section to the un-weighted case for semplicity.

Let T = (V,E) be a rooted tree. We say that µ is a measure on T ∶= V ∪ ∂T if
µ∣
V

is a function on vertices and µ∣
∂T

is a measure on the boundary. Observe that

if µ∣
V
(b(α)) = I∗(µ∣∂T )(α), then it defines a measure which is not finite.

Definition 1.3.1. We say that a Borel measure µ on T is a Carleson measure for
W 1,p if there exists a constant C(µ) > 0 such that for all g ∈W 1,p

∫
T
∣g∣pdµ ≤ C(µ)∥g∥p1,p. (1.18)

These measures have been widely studied and characterized (even in the weighted
case), see for example [6], [4] and [8]. In [6] it is shown that condition (1.18) can
be reformulated purely in terms of the measure µ. In fact, it is shown that it is
equivalent to

∑
β≥α

(∫
Tβ
dµ)

p

≤ C(µ)∫
Tα
dµ, (α ∈ E). (1.19)

Denote by ∥µ∥CM the best possible constant in (1.19), which for µ fully supported
on ∂T reduces to

∥µ∥CM = sup
α∈E

Ep,α(µ)
I∗µ(α) .

Observe that if µ is the equilibrium measure for some set A ⊆ ∂T , by (1.12) it
follows that, for every edge α, Ep,α(µ)/M(α) ≤ 1, with equality for α = ω. Hence,
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∥µ∥CM = 1 and cp(A) = µ(A)/∥µ∥p−1
CM . On the other hand, for any µ supported in

A ⊆ ∂T we have the bound Ep(µ) ≤ ∥µ∥CMµ(A), from which

µ(A)
∥µ∥p−1

CM

≤ µ(A)p
Ep(µ)p−1

≤ cp(A),

where the last inequality follows from the fact that the measure µ/Ep(µ)p−1 is
admissible. We have derived the following expression of p−capacity in terms of
Carleson measures of W 1,p spaces:

cp(A) = sup{ µ(A)
∥µ∥p−1

CM

∶ supp(µ) ⊆ A} . (1.20)

The following proposition shows that the Fatou’s set of a W 1,p function differs
from the boundary of the tree at most for a set of null capacity. The argument is
taken by [7], where the result is proved for p = 2.

Proposition 1.3.13. Functions in W 1,p have boundary values cp−a.e. on ∂T

Proof. For g ∈ W 1,p (that without loss of generality we normalize to g(o) = 0),

define the sequence of functions g∗n ∶= I (∣∇g∣χ∣α∣≤n). It is clear that g∗n is pointwise

non-decreasing and it extends to the boundary by continuity, being eventually
constant. By monotonicity we have that the function g∗(ξ) = limn g∗n(ξ) is well
defined for every ξ ∈ V ∪∂T . Moreover, we have the uniform bound ∥g∗∥1,p ≤ ∥g∥1,p.
Now, let µ be a Carleson measure for W 1,p and denote by M its co-potential. By
Fatou’s Lemma we have

∫
∂T
g∗(ξ)pdµ(ξ) ≤ lim inf

n
∫
∂T
g∗n(ξ)pdµ(ξ)

= lim inf
n

∑
∣α∣=n

∫
∂Tα

g∗n(ξ)pdµ(ξ)

= ∑
∣α∣=n

g(e(α))pµ(∂α)

≤ C(µ)∥g∥1,p.

This implies that g∗ ∈ L∞(dµ), and since g∗ is a bound for the radial variation of
g along geodesics, by Dominated Convergence Theorem we deduce that g admits
radial limit µ-a.e. on ∂T for every Carleson measure µ. In particular, the equilib-
rium measure µA of the set A = ∂T ∖F(g) is a Carleson measure since ∥µA∥CM = 1,
from which follows that the radial limit exists cp−a.e.
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1.4 The equilibrium problem

1.4.1 A characterization for equilibrium measures

In this section, we prove one of our main results, which, together with Theorem
1.2.6, provides a characterization of p−equilibrium measures on the rooted tree. .

Theorem 1.4.1. Let µ be a non-negative measure on ∂T . If M = I∗µ solves the
equilibrium equation (1.12), namely

M(α)(1 − IpM(b(α))) = ∑
β≥α

∣M(β)∣p′

w(β) , for every α ∈ E,

then, there exists an Fσ−set A ⊆ ∂T such that µ is the equilibrium measure of A.

Proof. First of all, observe that a measure µ solving (1.12) has finite p−energy,
since Ep(µ) = µ(∂T ). In order to guarantee signs accordance in (1.12), it must be
IpM(b(α)) ≤ 1 for each α ∈ E. It follows that IpM(ξ) ≤ 1 for each ξ ∈ ∂T , being
it the limit of the bounded sequence of its partial sums. We show that indeed
IpM = 1 µ-a.e. on ∂T .

Let EN = {α ∈ E ∶ ∣α∣ = N}. To each N ∈ N we associate a piecewise-constant
function ΦN on the boundary, ΦN(ξ) = (1− IpM(b(α))) for ξ ∈ ∂Tα, α ∈ EN . Then
we have

0 ≤ ∫
∂T

ΦNdµ = ∑
α∈EN

∫
∂Tα

ΦNdµ = ∑
α∈EN

(1 − IpM(b(α)))M(α) = ∑
α∈EN

Ep,α(µ).

Since

+∞ > Ep(µ) = ∑
β∈E

∣M(β)∣p′

w(β) = ∑
∣β∣<N

∣M(β)∣p′

w(β) + ∑
∣β∣≥N

∣M(β)∣p′

w(β) ,

and

∑
∣β∣≥N

∣M(β)∣p′

w(β) = ∑
α∈EN

∑
β≥α

∣M(β)∣p′

w(β) = ∑
α∈EN

Ep,α(µ),

it follows that

∫
∂T

ΦNdµÐ→ 0, as N → +∞.

Also, for each ξ ∈ ∂T , ΦN(ξ) ↘ Φ(ξ) ∶= 1 − IpM(ξ) ≥ 0 as N → +∞. Hence, by
monotone convergence theorem, we obtain

∫
∂T

Φ(ξ)dµ(ξ) = ∫
∂T

(1 − IpM(ξ))dµ(ξ) = 0,

from which follows IpM(ξ) = 1, µ−a.e on ∂T .
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Now we want to deal with the irregular points for µ, i.e. with the µ−measure
zero set

I(µ) = {ξ ∈ supp(µ) ∶ IpM(ξ) < 1}. (1.21)

Let Bn = {ξ ∈ supp(µ) ∶ IpM(ξ) ≤ 1 − 1/2n}. Clearly Bn ⊆ Bn+1 and I(µ) = ⋃nBn.
Fix ε > 0, and choose a collection of edges (αnj )n∈N,j∈Jn , such that {∂Tαnj }j∈Jn is

an open cover of Bn. Without loss of generally, we can assume that (αnj )n∈N,j∈Jn
satisfies the following:

(i) Bn ⊆ ⋃j∈Jn ∂Tαnj
(ii) Tαnj ⋂Tαli = ∅, for (j, n) ≠ (i, l)

(iii) ∣Jn∣ =mn ∈ N

(iv) ∑j∈JnM(αnj ) < ε/2n.

In fact, if the intersection in (ii) was not empty, one of the two would be contained
in the other and could be replaced by it in the covering family. Moreover, all the
sublevel sets Bn are compact, since the potential IpM is clearly continuous. Hence,
for each n, we can extract some finite subcover so that Bn ⊆ ⋃j∈Jn ∂Tαnj with ∣Jn∣ =
mn ∈ N, which is the finiteness condition on the index set in (iii). Finally, condition
(iv) is because the measure µ is outer regular, i.e. 0 = µ(Bn) = inf{µ(∂Tα) ∶ α ∈
E,∂Tα ⊇ Bn}, so there exist sequences (αnj )j such that µ(∂Tαnj ) → 0 and we can
assume we properly extract each subcover from one of those.

Write ∂T = Fε⋃Gε, where Gε ∶= ⋃j,n ∂Tαnj and Fε = ∂T ∖Gε. Observe that,

µ(∂T ) ≥ µ(Fε) = µ(∂T )−µ(Gε) = µ(∂T )−∑
j,n

M(αnj ) ≥ µ(∂T )−∑
n

ε/2n = µ(∂T )−ε.

Hence we have,
µ(∂T ) = lim

ε→0
µ(Fε).

Now, IpM ≡ 1 on Aε ∶= supp(µ) ∩ Fε, so that Mp′−1 is a p−admissible function for
Aε. Then by definition of capacity we have

cp(Aε) ≤ Ep(µ∣Fε) ≤ Ep(µ) = µ(∂T ). (1.22)

On the other hand, the measure νε ∶= µ∣Fε
Ep(µ∣Fε)1/p′ is admissible for Aε, since

Ep(νε) = 1. By the dual definition of capacity it follows that

cp(Aε) ≥ νε(Aε)p ≥ ( µ(Fε)
µ(∂T )1/p′ )

p

. (1.23)
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We are now ready to build up the candidate Fσ set. Let {εk}k∈N be a sequence of
positive numbers such that εk ↘ 0 as k → +∞. Define A ∶= ⋃kAεk , which is clearly
an Fσ set. Observe that we can assume that the covers related to each choice of ε
are taken so that Gεk+1 ⊂ Gεk . Therefore we have Aεk ↗ A as k → +∞. It follows
that

µ(A) = lim
k→∞

µ(Aεk) = µ(∂T ) − lim
k→∞

µ(Gεk) ≥ µ(∂T ) − lim
k→∞

∑
n

εk
2n

= µ(∂T ),

while the reverse inequality is trivially true. Using this together with (1.22) and
(1.23) and the regularity of the p−capacity, we obtain

cp(A) = lim
k→+∞

cp(Aεk) = µ(∂T ) = µ(A).

It is clear from the proof that the situation is much easier for measures with
no irregular points.

Corollary 1.4.2. Suppose that the co-copotential M of a non-negative measure µ
on ∂T solves (1.12) and Ip(I∗µ) ≡ 1 on supp(µ). Then, µ is the p−equilibrium
measure of supp(µ).

In principle, equation (1.12) can also be interpreted as an equation in the
function M , with no a priori assumption on weather such a function is the co-
potential of a measure.

Proposition 1.4.3. Let M ∶ E → R, IpM < 1 on V , be a solution of (1.12). Then
M is a non-negative flow on T .

Proof. First of all observe that M solving (1.12) and such that IpM < 1 automati-
cally implies that M ≥ 0 on E. We want to show that M satisfies (1.13) for every
α ∈ E. If M(α) = 0 for some edge α, then the right handside of equation (1.12)
says that M(β) = 0 on all edges β ≥ α and then clearly (1.13) holds in α. Now,
consider edges α such that M(α) ≠ 0. We have

∑
β≥α

M(β)p′

w(β) − M(α)p′

w(α) = ∑
β∈s(α)

∑
γ≥β

M(β)p′

w(β) = ∑
β∈s(α)

M(β)(1 − IpM(b(β)))

= (1 − IpM(e(α))) ∑
β∈s(α)

M(β)

= (1 − IpM(e(α)))( −M(α) + ∑
β∈s(α)

M(β))

+∑
β≥α

M(β)p′

w(β) − M(α)p′

w(α) .
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Since 1 − IpM(e(α)) ≠ 0, for every α, it follows that M is forward additive.

By Remark 2 and the above Proposition we have the following slightly rein-
forced statement for Theorem 1.4.1.

Corollary 1.4.4. Suppose that a function M ∶ E → R satisfies (1.12) and IpM <
1 on V . Then, there exists an Fσ set A such that M = I∗µ, where µ is the
p−equilibrium measure of A.

A similar calculation as in the proof of Proposition 1.4.3 can be used to show
that, if M is a (not necessarily positive) flow and (1.12) holds for ∣α∣ large, then it
holds everywhere. We give here the explicit details.

Proposition 1.4.5. Let α ∈ E and suppose that M is a flow solving (1.12) for
β ∈ s(α). Then M solves (1.12) also in α.

Proof. The proof is just an easy direct calculation.

∑
β≥α

∣M(β)∣p′

w(β) = ∣M(α)∣p′

w(α) + ∑
β∈s(α)

∑
γ≥β

∣M(β)∣p′

w(β) = ∣M(α)∣p′

w(α) + ∑
β∈s(α)

M(β)(1 − IpM(e(α)))

= M(α)2∣M(α)∣p′−2

w(α) +M(α)(1 − IpM(e(α)))

=M(α)(M(α)∣M(α)∣p′−2

w(α) + 1 − IpM(e(α)))

=M(α)(1 − IpM(b(α))).

If we consider functions defined on vertices instead, we have an alternative
formulation of Corollary 1.4.4, which reads as follows.

Corollary 1.4.6. Let g ∶ V → R, g < 1 on V , be a solution of the equation

∇g∣∇g∣p−2(1 − g(b(α))) = ∥∇g∥p′
W 1,p′(Tα)

, for all α ∈ E.

Then, g is p−harmonic and there exists an Fσ set A such that g = Ip(I∗µ), where
µ is the p−equilibrium measure of A.

Proof. If g solves the above equation, then the function M = ∇g∣∇g∣p−2 solves
(1.12). By Proposition 1.4.3, M is a non-negative flow, so that g = IpM is
p−harmonic. The conclusion is given by Corollary 1.4.4.

We end the section writing for once the full Characterization Theorem for
equilibrium measures in a compact form.
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Theorem 1.4.7. Let T = (E,V ) be a rooted tree with an edge weight w.

(i) If µ is the equilibrium measure of some set A ⊆ ∂T , then its co-potential
M = I∗µ solves the equilibrium equation (1.12).

(ii) If M ∶ E → R+ is a solution of the equilibrium equation (1.12), then there
exists an Fσ−set A ⊆ ∂T such that M is the co-potential of a the equilibrium
measure of A.

1.4.2 Regularity of boundaries

Potential Theory on trees presented in section 1.2.1 provides us with a notion
of regularity for boundaries of trees (or their subsets). Let T be a rooted tree,
A ⊆ ∂T and µ = µA the equilibrium measure for A. Denote as usual with M the
co-potential of µ. We define the set of p−irregular points of E as the set

I(E) = {ξ ∈ E ∶ IpM(ξ) < 1}.

Using the same terminology as in the proof of Theorem 1.4.1, the irregular points
of A are the irregular points for its equilibrium measure µA, i.e. I(A) = I(µA).
By definition of equilibrium measure, the set of irregular points has always null
capacity. Conversely, every point of a set of null capacity is irregular. We say that
the boundary ∂T of a tree is regular if I(∂T ) = ∅. Intuitive examples of trees with
regular boundaries are finite and spherically symmetric trees, defined in section
1.3.3. For finite trees, regularity follows from the fact that each point is a leaf,
which we know to have positive capacity (see Example 1.1). In spherically symmet-
ric trees, all the quantities of our interest are constant on levels (or radial), which
simplifies all the calculations. We write deg(k) and cp(k) to indicate respectively
br(e(α)) − 1 and cp,α(∂Tα), for ∣α∣ = k. It is clear that also the co-potential M of
the equilibrium measure µ of the boundary of a spherically symmetric is radial,
i.e. M(α) = M(ω)/ card{∣β∣ = k} for all ∣α∣ = k. A way to see this, is to observe
that the rescaling property of Proposition 1.2.4 provides a recursive formula for
the co-potential M : for any edge α of level k we have

M(α) = cp(k)
⎛
⎝

1 −∑
β<α

M(β)p′−1

w(β)
⎞
⎠

p−1

. (1.24)

It follows that M(α) is constant on levels and that boundaries of spherically sym-
metric trees are regular: the intuition arising from the symmetry (if a point is
irregular then by symmetry all the points would be), is supported by the fact
that the equilibrium function for the boundary is constant on levels, which gives
If∂T ≡ 1 on the boundary.
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The radial structure of the equilibrium measure provides an easy way to express
the capacity of spherically symmetric trees with radial weights. In fact, writing µ
for the equilibrium measure of the boundary we have

cp(∂T ) = Ep(µ) =
∞
∑
k=0

∑
∣β∣=k

1

w(k) ( M(ω)
card{∣β∣ = k})

p′

= cp(∂T )p′
∞
∑
k=0

1

w(k) card{∣β∣ = k}p′−1
.

Solving the equation we obtain

cp(∂T ) = (
∞
∑
k=0

card{∣β∣ = k}1−p′

w(k) )
1−p

. (1.25)

In particular, if we write c(n, p) for the un-weighted p−capacity of the boundary
of a homogeneous tree of order n, we recover the quantity calculated in Example
1.2,

c(n, p) = (1 − n1−p′)p−1
.

Observe that as n→∞ we have c(n, p)→ 1, which is by definition an upper bound
for every tree capacity. This, togheter with Proposition 1.2.3, tells us that for any
given real number c ∈ (0,1) we can find a tree T such that cp(∂T ) = c. However, the
construction in the proof of Proposition 1.2.3 does not provide a regular tree (the
top right point of the boundary is irregular). It turns out that one can construct
a regular tree of prescribed (arbitrary) capacity.

Lemma 1.4.8. If B < 1, for every real number λ > 0 there exists a sequence of
integers n0, n1, . . . such that

λ =
∞
∑
j=0

njB
j.

Proof. Set n0 = ⌊λ⌋, so that there exists a reminder r0 < 1 such that λ = n0 + r0.
Setting n1 = ⌊r0/B⌋, we have λ = n0 + n1B + r1, with r1 < B, and proceeding like
this one gets

λ =
k

∑
j=0

njB
j + rk, with nk = ⌊rk−1/Bk⌋, rk < Bk.

Since Bk → 0, as k →∞, taking the limit we obtain the result.

Theorem 1.4.9. For any real number c ∈ (0, c(2, p)) there exists a subdyadic tree
T with regular boundary such that cp(∂T ) = c.

Proof. Given 0 ≤ c ≤ c(2, p), let λ = c1−p′ and n0, n1, . . . non-negative integer
coefficients such that

λ =
∞
∑
j=0

nj
2(p′−1)j .
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Let T be a spherically symmetric and purely subdyadic tree, i.e. deg(α) ≤ 2 for
every edge α. Let ξ ∈ ∂T , {αj}∞j=0 be the associated edge geodesic and {βj}∞j=0 the
subgeodesic obtained extracting all the edges of degree 2. We can choose the tree
so that ∣β0∣ = n0 and ∣βj ∣ − ∣βj−1∣ = nj. Then by (1.25) we have

c(2, p) ≥ cp(∂T ) = (
∞
∑
k=0

nk
2(p′−1)k)

1−p

= λ1−p = c.

Although irregular points are a concrete obstacle when working with capacities,
we have some regularization methods. Given any pair of rooted trees S,T , write
⟨S,T ⟩ for their biggest common subtree, namely the tree having the property that
any tree Z which is a subtree of both S and T , is also a subtree of ⟨S,T ⟩. It is
clear that such a subtree maximizes the capacity: cp(∂Z) ≤ cp(∂⟨S,T ⟩), for any Z
subtree of S and T .

Theorem 1.4.10 (Approximation of capacity via regular boundaries). For any
rooted tree T there exists a tree R having regular boundary such that

cp(∂R) = cp(∂T ) ∶= c.

Moreover, the tree R can be choosed so that it agrees with T at a arbitrary scale:
for every ε > 0 there exists R so that,

cp(∂⟨T,R⟩) ≥ c − ε.

Proof. Let µ be the equilibrium measure for ∂T , so that it solves (1.12). Write M
for I∗µ. Choosen ε > 0 we can associate it the same family of tents Tαnj constructed
in the proof of Theorem 1.4.1. By Theorem 1.4.9, as small as ε is, we can choose
a regular tree T nj such that cp(∂T nj ) = cαnj ,p(∂Tαnj ). Construct a new tree R = R(ε)
from T substituting each tent Tαnj with the tree T nj rooted in αnj . Write νnj for
the equilibrium measure of ∂T nj , and Nn

j for the associated co-potential. Write
Sε for the subtree T ∖⋃j,n T nj and, as in the proof of Theorem 1.4.1, Fε = ∂Sε for
∂T ∖⋃j,n ∂Tαnj , which equals ∂R ∖⋃j,n ∂T nj .

Set k(αnj ) ∶= 1− IpM(b(αnj )). We want to define a measure µε on ∂R such that

(a) µε∣∂Tnj is the p−equilibrium measure of ∂T nj as a subset of ∂R, i.e., by Propo-

sition 1.2.4, µε∣∂Tnj = k(αnj )p−1νnj .

(b) µε∣Fε = µ.
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These requests identify a unique measure µε, since for each edge β of R, we have
that ∂Rβ can be expressed as a disjoint union of sets which are fully contained in
Fε or in some ∂T nj , whose measure is defined by (a) and (b) respectively. Observe
that with this measure, the size of the boundary of each trasplanted tree T nj is the
same as the size of the boundary of the removed tent ∂Tαnj with respect to µ:

M ε(αnj ) = µε(∂T nj ) = µ(∂Tαnj ) =M(αnj ),

where M ε = I∗µε. As a consequence, the co-potentials of µ and µε coincide on the
edges which are common to T and R. In fact, for any edge β of Sε, we have

M ε(β) = ∑
j,n∶ αnj ≥β

M ε(αnj ) + µε(∂T εβ ∖⋃
j,n

∂T nj )

= ∑
j,n∶ αnj ≥β

M(αnj ) + µ(∂T εβ ∖⋃
j,n

∂Tαnj ) =M(β).

In particular,
µε(∂R) = µ(∂T ). (1.26)

We claim that µε is the equilibrium measure for ∂R. To see this, first of all we
verify that it solves equation (1.12). If α belongs to one of the trasplanted trees,
namely α ≥ αnj , we have

Ep,α(µε) = k(αnj )pEp,α(νnj ) = k(αnj )p(1 − Ip,αnjN
n
j (b(αnj )))Nn

j (α)

= k(αnj )(1 − Ip,αnjN
n
j (b(αnj )))M ε(α)

= (k(αnj ) − Ip,αnjM
ε(b(αnj )))M ε(α)

= (1 − IpM ε(b(α)))M ε(α).

(1.27)

Hence, µε solves (1.12) for every edge α of T nj . Observe that in particular, since
M ε(αnj ) =M(αnj ), equation (1.27) together with equation (1.12) for µ give

Eαnj ,p(µ
ε) = k(αnj )M(α) = Eαnj ,p(µ).

In fact, the measure µε was constructed so that its energy on the trees T nj equals
the energy of µ on the corresponding tents Tαnj . This is true more generally for
any tent rooted in one of the edges that T and R have in common. Namely, for
any edge α of Sε we have

Ep,α(µε) = ∑
β∈Sε∩Rα

M ε(β)p′

w(β) + ∑
αnj ≥α
Eαnj ,p(µ

ε)

= ∑
β∈Sε∩Tα

M ε(β)p′

w(β) + ∑
αnj ≥α
Eαnj ,p(µ) = Ep,α(µ).
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Again by equation (1.12) for the measure µ on the original tree T , for any edge
α ∈ Sε we get

Ep,α(µε) = Ep,α(µ) = (1 − IpM(b(α)))M(α) = (1 − IpM ε(b(α)))M ε(α). (1.28)

By (1.27) and (1.28) together we have that equation (1.12) holds for the measure
µε and every edge α ∈ R.Computing the p−potential of M ε on ∂R, for ξ ∈ ∂T nj we
get

IpM
ε(ξ) = Ip,αnjM

ε(ξ)+ IpM(b(αnj )) = (1− IpM(b(αnj )))Ip,αnjN
n
j (ξ)+ IpM(b(αnj )),

while for ξ ∈ Fε it holds IpM ε(ξ) = IpM(ξ) ≡ 1.
Since Nn

j is the co-potential of the p−equilibrium measure of a regular bound-
ary, then Ip,αnjN

n
j (ξ) ≡ 1 on ∂T nj . It follows that IpM ε ≡ 1 on supp(µε) = ∂R.

Then ∂R is regular and by Corollary 1.4.2, µε must be its equilibrium measure. It
follows from equation (1.26) that

cp(∂R) = cp(∂T ).

To end the proof, we have to show that the p−capacity of the tree ⟨R,T ⟩ is arbitrary
large. By monotonicity and subadditivity we have,

cp(∂⟨R,T ⟩) ≥ cp(∂Fε) ≥ c − cp (⋃
j,n

∂T nj ) ≥ c −∑
j,n

cp(∂T nj ).

By the Rescaling Property of Proposition 1.2.4, and the relation

Nn
j (αnj ) =M(αnj )/k(αnj )p−1,

we have

∑
j,n

cp(∂T nj ) =∑
j,n

Nn
j (αnj )k(αnj )p−1 =∑

j,n

M(αnj ) < ε,

which gives, cp(⟨R,T ⟩) > c − ε.

1.4.3 Infinite tilings and an inverse tiling theorem

In [13] Brooks, Smith, Stone and Tutte considered the problem of tiling a
rectangle with a finite number of squares and proved that to any finite connected
planar graph G can be associated such a packing. The same graph can produce
different packings. Chosing any two vertices in G, they show how the associated
packing can be built in such a way to reflect this choice. See [13] for more details. In
[10] Benjamini and Schramm extended this result to the infinite case, showing that
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infinite graphs can produce infinite packings. Theorem 1.4.7 can be reformulated,
for p = 2, in terms of square packings of a rectangle. With this reformulation,
part (i) of the theorem is essentially equivalent to the infinite packing theorem
by Benjamini and Schramm in the special case when G is a rooted tree T , hence
providing a new and different proof of it. More importantly, part (ii) provides
a converse result, in a sense that will be more clear once introduced the proper
terminology.

Given a rectangle R (a closed planar region whose boundary is a rectangle), we
say that a family of squaresQ = {Qj} is a square tiling of R if int(Qi)⋂ int(Qj) = ∅,
for i ≠ j, and R = ⋃jQj. We denote by ∣Qj ∣ the area of the rectangle Qj. By
rotation invariance of the problem we always think rectangles and squares to have
sides parallel to the coordinates axes of R2, and we talk about upper (lower) and
left (right) sides (as well as horizontal and vertical sides) in the obvious way. We
write B(j) and E(j) for the upper and lower side of Qj, respectively.

We say that the combinatorics of a family Q of squares in the plane are pre-
scribed by a tree T if the followings are true.

(i) The squares in the family are indexed by the edges of the tree, Q = {Qα ∶
α ∈ E}.

(ii) B(α) ⊆ E(β) whenever b(α) = e(β).

The un-weighted and linear (p = 2) version of Theorem 1.4.7, can be reformulated
as follows.

Theorem 1.4.11. (i) Let T = (V,E) be a rooted tree and µ = µA be the equilib-
rium measure (for p = 2) for some set A ⊆ ∂T . Then, there exists a square
tiling {Qα}α∈E of the rectangle R = [0, c2(A)] × [0,1], where the combina-
torics of the tiling are prescribed by T and the square Qα has side of length
∣Qα∣1/2 = µA(∂Tα).

(ii) Conversely, suppose a rectangle R = [0, c] × [0,1] is square-tiled by {Qα}α
with combinatorics given by a rooted tree T . Then there exists an Fσ subset
A of ∂T such that the measure µ(∂Tα) = ∣Qα∣1/2, is the equilibrium measure
of A, and then c2(A) = c.

Proof. (i) Given a tree T with root edge ω and a set A ⊆ ∂T , let {Qα}α∈E be a
family of squares such that Qα has side of length `(α) = µ(∂Tα), being µ = µA the
equilibrium measure of A. By the additivity of µ we can place the squares on the
plane in such a way that,

E(β) = ⋃
β∈s(α)

B(α).
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With this choice, the combinatorics is prescribed by T . Moreover, it is clear that
the interiors of the squares in the family are pairwise disjoint and that ⋃αQα is
both vertically and horizontally convex (its intersection with any vertical (horizon-
tal) line is either empty, or a point, or a line segment). Now, let R be the rectangle
having vertical sides of length 1 and upper side coinciding with the upper side of
Q(ω), so being of length µ(∂T ) = µ(A) = c2(A). Then,

∣R∣ = c2(A) = I∗µ(ω) = E2(µ) = ∑
α∈E

µ(∂Tα)2 = ∑
α∈E

∣Qα∣ = ∣⋃
α
Qα∣.

It follows that it is enough to show that the family of squares is contained in R to
prove that it is a tiling. It is clear that all the family {Qα} lies in between the two
vertical sides of R, and that the horizontal room is fully filled, by additivity of the
measure. Moreover, being µ an equilibrium measure, for every ξ ∈ ∂T it must hold

1 ≥ I(I∗µ)(ξ) =∑
β<ξ

µ(∂Tβ) =∑
β<ξ

`(β).

It follows that ⋃αQα ⊆ R and {Qα}α is a tiling.
(ii) Let the rectangle R be tiled according to the combinatorics of the given tree
T , as described above. Then for each α ∈ E, we have:

∑
β≥α

∣Q(β)∣ = `(α)(1 −∑
β<α

`(β)).

Hence, it is immediate that if we define a measure on ∂T by µ(∂Tα) = `(α), it
solves equation (1.12). By Theorem 1.4.7, it must be the equilibrium measure of
some Fσ subset A of ∂T .

Recall that, given any real number c ∈ (0,1), it is possible to build a tree (even
with regular boundary) with c2(∂T ) = c (see 1.4.9). It follows that we can perform
square tilings of rectangles with any ratio of sides.

Observe also that in (i), if we replace T by its subtree obtained keeping only
the edges α with µE(∂Tα) > 0, then tiling remains, in fact, the same (it is the same
without degenerate squares). Hence from now on we can well assume that A is
dense in ∂T .

It might be interesting to informally discuss some features of the tiling, and its
relation to the set A. The example below can provide a useful illustration of what
we are here saying in general terms. For each ξ in ∂T , let {αn} be the associated
edge geodesic with the edge ∣αn∣ = n, and choose a point xn+1 in Qαn . Then, it is
immediate that limn→∞ xn =∶ λ(ξ) exists in R, and that it does not depend on the
choice of the xn’s. Let π(ξ) be the orthogonal projection of λ(ξ) onto the lower
side of R, identified with [0, c2(A)]. The following facts are easy to check:
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(i) let A′ = {ξ ∈ ∂T ∶ I(I∗µA)(ξ) = 1}: then µA
′ = µA, hence they induce the

same tiling;

(ii) π is injective but possibly at countably many points and surjective from ∂T
onto [0, c2(A)];

(iii) µA(π−1(B)) = `(B) for all measurable subsets B ⊆ [0, c2(A)] (where ` de-
notes length measure on [0, c2(A)]);

(iv) let Ex(A) ∶= {ξ ∈ ∂T ∶ π(ξ) ≠ λ(ξ)}: then, Ex(A) = ∂T ∖A (if A = A′);

(v) by passing to a subtree of T , we can always assume that c2(A∩ ∂Tα) > 0 for
all edges α.

Figure 12: For the boundary point ξ = {xj} ∈ ∂T , λ(ξ) does not lie on the bottom
side of the rectangle. i.e. ξ ∈ Ex(A)

The combinatorics of the tree are not, by themselves, enough to determine a
unique rectangle R and a square tiling of it. They are, if we assume that the set
A in the Theorem 1.4.11 is closed, but they are not in general. This is in striking
contrast with the case of finite trees, or even finite graphs. However, under the
assumption A = A′ of (iv), if c2(A) < c2(∂T ), then a price has to be paid. In fact,
in that case

c2(Ex(A)) ≥ c2(∂T ) − c2(A) > 0 ∶
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the exceptional set Ex(A) is rather large, although, clearly, 0 = µA(Ex(A)) =
`(π(Ex(A))). In the next example we construct a tree with these features.

Example 1.4 (A regular set of dyadic combinatorics and arbitrarily small capacity
with positive capacity in every subtree). Let ε > 0 be any small number, and T = T2

a dyadic tree with edge root ω. Let n = n(ω) be the number of steps one has to
move to the left, starting from the root, before finding an edge αωn such that
cp(∂Tαωn) ≤ ε/2. Let {αω1 , . . . , αωn} be the geodesic from the root to αωn , and βj be
the right brother of αωj , i.e. the only edge with b(βj) = b(αωj ). In each subtree Tβj ,
j = 1, . . . , n, starting from the root βj, move to the left, say n(βj) steps, until you

find an edge α
βj
n(βj) such that cp(∂T

α
βj
n(βj)

) ≤ ε/(22n). Then we iterate the process:

{αβj1 , . . . , α
βj
n(βj)} is the geodesic from βj to α

βj
n(βj) and γi = γi(j) the right brother

of α
βj
i . In each subtree Tγi we individuate as before, always moving to the left,

subtrees with cp(∂Tαγi
n(γi)

) ≤ ε/(23n(βj)), and so on. Let

A1 = ∂Tαωn , A2 =
n

⋃
j=1

∂T
α
βj
n(βj)

, A3 =
n

⋃
j=1

n(βj)

⋃
i=1

∂Tαγi
n(γi)

, . . . , and set A =⋃
k

Ak.

By construction, for every α ∈ E the tree Tα contains a tent with boundary in
A. Since tents have positive capacity (for example by the rescaling property of
Proposition 1.2.4), it follows that cp(A ∩ ∂Tα) > 0 for every α ∈ E. On the other
hand,

cp(A) ≤∑
k

cp(Ak) ≤∑
k

ε

2k
= ε.

For the regularity, observe that by construction for every point ξ ∈ A, there exists
some edge α such that ξ ∈ ∂Tα ⊆ A. Therefore, if µ, µα are the equilibrium
measures for A and ∂Tα respectively, and M , Mα their co-potentials, we have

IpM(ξ) = Ip,αM(ξ) + IpM(b(α)) = (1 − IpM(b(α)))Ip,αMα(ξ) + IpM(b(α)) = 1,

by the regularity of homogeneous trees.

1.4.4 Branched continued fractions

Theorem 1.4.7 can be reformulated in terms of branched continued fractions.
Besides adding further interesting structure to the class of equilibrium measures,
this provides a recursive formula for concretely calculating capacity of sets. An
accessible survey on branched continued fractions is in [11]. In the whole section
we disregard weights (we set w(α) = 1 for all edges α) to make it more readable.
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Proposition 1.4.12. Let M ∶ E → R+ be any non-negative function such that
IpM < 1 on V , and consider the associated rescaled function defined by

c(α) = M(α)

(1 − IpM(b(α)))
p−1 . (1.29)

Then, M is the potential of a measure µ on ∂T if and only if c is defined, for each
edge α which is not a leaf, by the following recursive formula

c(α) =
∑

β∈s(α)
c(β)

⎛
⎜
⎝

1 +
⎛
⎝ ∑
β∈s(α)

c(β)
⎞
⎠

p′−1⎞
⎟
⎠

p−1 . (1.30)

Proof. By (1.29), M(ω) = c(ω). Denote by α− the father of α, i.e. the only edge
α− such that α ∈ s(α−). For every α ≠ ω, we have

M(α)p′−1 = c(α)p′−1(1 − IpM(b(α))) = c(α)p′−1 (1 − IpM(b(α−)) −M(α−)p′−1)

= c(α)p′−1 (M(α−)p′−1

c(α−)p′−1
−M(α−)p′−1) = c(α)p′−1M(α−)p′−1 1 − c(α−)p′−1

c(α−)p′−1
.

Iterating we obtain,

M(α) = c(α)∏
γ<α

(1 − c(γ)p′−1)p−1
. (1.31)

Hence, for any chosen edge α which is not a leaf, it holds

∑
β∈s(α)

M(β) =∏
γ≤α

(1 − c(γ)p′−1)p−1
∑

β∈s(α)
c(β).

Now, M is the co-potential of a measure if and only if the flow condition (1.13)
holds. Namely, using (1.31), (1.13) holds if and only if

c(α) = (1 − c(α)p′−1)p−1
∑

β∈s(α)
c(β),

which is equivalent (1.30), as can be seen solving with respect to c(α).

By the rescaling properties of equilibrium measure (Proposition 1.2.4), we have
that if µ is the p−equilibrium measure for a set A ⊆ ∂T , then c(α) = cp,α(Aα). This
gives us an algorithm to calculate the capacity of a set in ∂T in terms of successive
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tents capacities. Moreover, by relation (1.30) we deduce that capacities can be
expressed by means of branched continued fractions. For example, by (1.30) we
obtain the expression

c2(∂T ) = 1

1 + 1

∑
β∈s(ω)

1

1 + ∑
γ∈s(β)

1

1 + . . .

.

In [36, p. 57] the same structure was observed for the total resistence R of an
infinite tree without edges of degree 1. In particular, for such a class of trees, we
obtain the relation

c2(∂T ) = 1

1 +R.

To end the section, we give a reformulation of Theorem 1.4.7 which provides a
characterization of equilibrium measures by means of an equation for capacities.

Theorem 1.4.13. Let µ be a measure on ∂T such that Ip(I∗µ) < 1 on V . Let
M = I∗µ and write c(α) for the rescaled potential obtained from M(α) by means
of (1.29). Then, µ is the equilibrium measure for some set E ⊆ ∂T if and only if

c(α) (1 − c(α)p′−1) = ∑
β>α

c(β)p′ ∏
α≤γ<β

(1 − c(γ)p′−1)p . (1.32)

Proof. By (1.29), for each edge α we have

M(α)(1 − IpM(b(α))) = M(α)p′

c(α)p′−1
.

By Theorem 1.4.7, µ is an equilibrium measure if and only if (1.12) holds, i.e. if
and only if

M(α)p′ (1 − c(α)p′−1) = c(α)p′−1 ∑
β>α

M(β)p′ .

But by Proposition 1.4.12, we know that c(α) solves (1.30), or equivalently, M(α)
is defined by (1.31). Hence, sobstituting above we get

c(α)p′ ∏
γ<α

(1 − c(γ)p′−1)p (1 − c(α)p′−1) = c(α)p′−1 ∑
β>α

c(β)p′ ∏
γ<β

(1 − c(γ)p′−1)p ,

which is (1.32).
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Chapter 2

Boundary behavior of inner
functions

In this chapter we present some new results concerning the boundary behavior
of inner functions, which are analytic self-maps of the unit disc D, mapping almost
every point of the unit circle to the unit circle. Every inner function f induces
a boundary map defined (a.e.) on ∂D, which we denote by the same symbol f
with no risk of confusion. This boundary map lacks the regularity of the inner
function itself and it is actually discontinuous at every point ξ ∈ ∂D where f does
not extend analytically. For this reason, it is not easy to study the behavior of an
inner function as a mapping from the unit circle to itself.

A classical result due to Löwner (see, for instance, page 12 of [3]) says that
Lebesgue measure λ on the unit circle is invariant under the action of any inner
function f fixing the origin: for every set E ⊆ ∂D,

λ(f−1(E)) = λ(E). (2.1)

In the 90’s Fernández and Pestana pushed such an analysis to a deeper level,
studying the distortion of the α-dimensional Hausdorff content

Mα(E) = inf∑
j

λ(Ij)α

of a set E ⊆ ∂D under an inner function f fixing the origin. In [19], they prove
that for any 0 < α < 1 there exists a constant Cα > 0 such that

Mα(f−1(E)) ≥ CαMα(E). (2.2)

Both the results adapt smoothly, with a standard argument of conformal invari-
ance, to the case when f fixes a point z ∈ D ∖ {0}. In such a case the harmonic
measure λz centered at z, naturally takes the role of the Lebesgue measure, as
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we will see later. However, inner functions are defined as well (a.e.) on the unit
circle, and they can present boundary fixed points, i.e. points ξ ∈ ∂D such that
f(ξ) = ξ, and no interior fixed points. In such a case, the conformal invariant
extension of results (2.1) and (2.2) do not give any information on distortion of
measure and content for inner functions with no interior fixed points. This is the
original observation from which our work departs. We look for a more general
class of measures which allow us to get results in the spirit of (2.1) and (2.2) but
applying also to inner functions with no interior fixed points.

The chapter is divided into two sections. The first one contains all the required
preliminaries while the second contains our results. More in detail, in section
2.1 we begin by introducing some basics concepts about analytic self-maps of
the unit disc, such as angular derivatives and their connection with boundary
fixed points. We then define inner functions giving some examples and presenting
their canonical factorization. We introduce the powerful tool of Clark measures
which allows us to give an alternative definition of inner function and an extra
characterization of points admitting finite angular derivatives. We then talk about
the analytic continuation of inner functions across the boundary and we show,
roughly speaking, that boundary points are either extremely regular or extremely
irregular (Theorem 2.1.7). This is the only original result in the first section, which
is meant to be introductory to the problem.

Section 2.2 is devoted to present our results. We state Löwner Lemma and
Fernández-Pestana theorem in a conformal invariant version, so that they apply
to all inner functions with interior fixed points. We introduce a new measure µp
fitting with our purpouse, which is to extend the aforementioned results to inner
having only boundary fixed points. The approach we adopt is to “push” the known
results to the boundary, obtaining the desired results as some sort of limit cases of
(2.1) and (2.2). Once our results are proved, we provide two applications. The first
one concerns a smoothness property of inner functions which omit large sets of the
unit disc and it is inspired by a nice result in [19]. In the second application we
obtain analogous results on distortion of sets in the real line under inner mappings
of the upper half plane.

All the original results in this chapter have been obtained together with Artur
Nicolau and Od́ı Soler i Gibert and are essentially contained in [27].

2.1 Self maps of the unit disc

2.1.1 Fixed points and angular derivatives

Our object of study are holomorphic functions defined on the unit disc D = {z ∈
C ∶ ∣z∣ < 1}, which, by means of the Riemann mapping theorem, can be though of
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as a model space for every simply connected domain of the complex plane. The
class of bounded analytic functions on the unit disc is classically denoted by H∞.
An analytic self map of the unit disc is a function f ∈ H∞ such that f(D) ⊆ D.
We denote by Aut(D) the group of the automorphisms of the unit disc, i.e. the
class of univalent self maps of the unit disc such that f(D) = D. They are exactly
the Möbius transformations of the form λϕw, where w ∈ D, ∣λ∣ = 1 and ϕw is the
conformal bijection of D mapping w to 0 and vice versa:

ϕw(z) ∶=
w − z
1 −wz .

We say that a sequence of points {zn} ⊆ D converges non-tangentially to p ∈ ∂D
if for each n the distance of zn from p is comparable to its distance from the
boundary. Namely, {zn} tends to p and there exists some 0 < β < 1 such that
{zn} ⊂ Γβ(p) = {z ∈ D ∶ ∣z−p∣ < β(1−∣z∣)}. The region Γβ(p) is called the Stolz angle
with opening β and vertex at p. We say that a function f ∶ D→ C admits angular
limit at p ∈ ∂D if there exists η ∈ C∞ such that f(zn) Ð→ η for every sequence of
points {zn} converging non-tangentially to p. We write ∠ limz→p f(z) = η or simply
η = f(p). It is a classical result by Fatou that bounded holomorphic functions on
the unit disc admit angular limit at almost every point of the boundary.

Let f be an analytic self map of the unit disc having unimodular angular limit
at ξ, i.e. f(ξ) ∈ ∂D. We say that f has a finite angular derivative at ξ if one of
the following equivalent conditions hold:

(i) ∠ lim
z→ξ

f(ξ) − f(z)
ξ − z exists and is finite.

(ii) lim inf
z→ξ

1 − ∣f(z)∣
1 − ∣z∣ = δ > 0.

(iii) ∠ lim
z→ξ

f ′(z) exists and is finite.

The equivalence of the three conditions above is guaranteed by the classical Julia-
Carathéodory theorem (see for example Chapters IV and V of [35]). The value of
the limits in (i) and (iii) coincide and are denoted by f ′(ξ), namely the angular
derivative of f at ξ. Moreover it holds

f ′(ξ) = ξf(ξ)δ, (2.3)

so that in particular δ = ∣f ′(ξ)∣. As a convention, we set ∣f ′(ξ)∣ = +∞ if the function
f does not have a finite angular derivative at ξ.

Angular derivatives may help in identifying and describing fixed points. If f is
a disc automorphism (not the identity and not a rotation fixing only the origin),
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solving the second degree fixed point equation f(z) = z one can see that either
f has a fixed point z1 ∈ D and another one z2 ∈ C ∖ D (in which case f is called
elliptic), or it has two (possibly coinciding) fixed points ξ1, ξ2 on ∂D. Moreover, if
f is an automorphism and f(z0) = z0, it holds ∣f ′(z0)∣ = 1. More generally, as an
immediate consequence of the Schwarz-Pick Lemma, any analytic self map f of
the unit disc can have at most one fixed point z0 in the open unit disc, at which it
holds ∣f ′(z0)∣ ≤ 1, with equality if and only if f is a disc automorphism. Of course,
f can possibly have also some boundary fixed point, in the sense that there exists
some point ξ0 ∈ ∂D, at which f admits angular limit f(ξ0), and f(ξ0) = ξ0. By (2.3)
it follows immediately that ∣f ′(ξ0)∣ > 0 at boundary fixed points. Unfortunately,
we cannot say much about the number of boundary fixed points of f when the
function is not a disc automorphism. However, the following celebrated theorem
assures that there is at most one fixed point which is attracting for the dynamics
of the iterates of f .

Theorem 2.1.1 (Denjoy-Wolff, see e.g. Chapter V of [35].). Let f be an analytic
self map of the unit disc which is not an elliptic automorphism. Then, there exists
a unique point p ∈ D, called the Denjoy-Wolff fixed point of f , such that the iterates
fn tend to p uniformly on compact sets of D. Moreover, p is the unique fixed point
of f in D with 0 < ∣f ′(p)∣ ≤ 1.

So, given an analytic self map of the unit disc f , either it has a fixed point z0 in
the interior of D, which is the Denjoy-Wolff fixed point, or it has no interior fixed
points, in which case the Denjoy-Wolff fixed point lies on the boundary and it is the
only fixed point ξ0 in ∂D for which the angular derivative satisfies 0 < ∣f ′(ξ0)∣ ≤ 1.

2.1.2 Inner Functions

Let f ∶ D → D be analytic. We denote by F(f) the set of Fatou’s points of f ,
i.e. points ξ ∈ ∂D at which the angular limit f(ξ) exists and is unimodular. Our
object of study are those functions whose set of Fatou’s points have full measure
in the unit circle.

Definition 2.1.1. An analyitic function f ∶ D→ D is called inner if ∣f(ξ)∣ = 1 for
a.e. ξ ∈ ∂D, i.e. if almost every boundary point is a Fatou’s point for f .

It is clear that every disc automorphism is an inner function for which all
boundary points are Fatou’s, and the same is true for every finite product of
automorphisms. Less evident is the fact that even some infinite products of au-
tomorphisms may produce inner functions. A Möbius transformation is called a
Blaschke factor if it is positive at 0 or if it vanishes but has a positive derivative
at 0. Namely, Blashke factors are exactly the disc automorphisms of the form
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ba(z) = (ā/a)ϕa(z), plus the identity function z. An infinite product of Blaschke
factors converges to an inner function if and only if the zeros of the factors sat-
isfy some natural asymptotic condition. Accordingly, the produced inner function
takes the name of (infinite) Blaschke product.

Proposition 2.1.2 (see, e.g. [24], pag. 63). Let {zj} be a sequence of points in
D ∖ {0} satisfying the Blaschke condition

∑
j

(1 − ∣zj ∣) <∞. (2.4)

Then, the Blaschke product of the sequence {zj},

B{zj}(z) =
+∞
∏
j=1

zj
∣zj ∣

zj − z
1 − zjz

,

converges uniformly on compact subsets of D and defines an inner function.

Condition (2.4) is satisfied by the zeros of any bounded analytic map of the
unit disc (in fact, any function in the Nevanlinna class, see [21]). It follows that for
every f ∈ H∞ we can write f = zkB{zj}g, where k ∈ N is the multiplicity (possibly
zero) of the zero of f at the origin, B is the Blaschke product of the other zeros
of f and g is a zero free bounded analytic map of the unit disc. Assume, without
loss of generality, that ∥f∥ ≤ 1, and observe that log ∣g∣−1

is a positive harmonic
function. Hence by the Herglotz-Riesz representation theorem, it is the Poisson
integral of a positive measure µ on the unit circle. Writing the Poisson kernel as
the real part of the Herglotz kernel, we have

log ∣g(z)∣−1 = Re (− log g(z)) = Re∫
2π

0

eiθ + z
eiθ − zdµ(θ). (2.5)

Hence, there exists λ ∈ ∂D such that

g(z) = λ exp(−∫
2π

0

eiθ + z
eiθ − zdµ(θ)) . (2.6)

Now, f is an inner function if and only if the angular limit of log ∣g∣−1
vanishes

almost everywhere on the unit circle, from which follows that the measure µ in
(2.6) is singular. Accordingly, an analytic self map of the unit disc having the form
(2.6) with µ a positive singular measure is called a singular inner function and
will be denoted by Sµ. We have just proved the following classical factorization
theorem.

Theorem 2.1.3. Every inner function f has the form f = BSµ, where B = zkB{zj}
is the Blaschke product of the zeros of f and S is the singular inner function
associated to a singular measure µ.
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A Blaschke product is the prototype of inner function one has to have in mind.
In fact, not only they are one of the building blocks of every inner function as the
just stated factorization theorem proves. It turns out that every non constant inner
function is in fact a Blaschke product, up to composition with a disc automorphism.

Theorem 2.1.4 (Frostman, see e.g. [21], theorem 6.4). Let f be a non constant
inner function. Then, for every w ∈ D∖K, where K is a set of logarithmic capacity
zero, the function

fw(z) =
f(z) −w
1 −wf(z) ,

is a Blashke product.

It is worth mentioning that Ahern and Clark have provided a full characteriza-
tion of points where an inner function admits a finite angular derivative in terms
of the distribution of its zeros and the singular measure of its singular inner factor.

Theorem 2.1.5 ( [2], Theorem 2). For an inner function f = zkB{zj}Sµ and a
point ξ0 ∈ ∂D, it holds

∣f ′(ξ0)∣ =
∞
∑
n=0

1 − ∣an∣2
∣ξ0 − an∣2

+ 2∫
∂D

1

∣ξ − ξ0∣2
dµ(ξ).

The case when f is a Blaschke product was already observed by Frostman
in [20].

2.1.3 Clark measures and analytic continuation

Fix an analytic self-map of the unit disc f . For any point α ∈ ∂D, the associated
function

z ↦ Re
α + f(z)
α − f(z) = 1 − ∣f(z)∣2

∣α − f(z)∣2 , (2.7)

is harmonic and non-negative on D. Hence, by Herglotz-Riesz representation the-
orem, there exists a finite and non-negative measure µα on ∂D such that:

Re
α + f(z)
α − f(z) = ∫

∂D

1 − ∣z∣2
∣ξ − z∣2dµα(ξ) = ∫∂D Re

ξ + z
ξ − zdµα(ξ) =∶ P [µα](z), z ∈ D.

(2.8)
The elements of the family {µα}α∈∂D are called Clark measures (for the function
f). See [32] and [30] for good surveys on these measures and their applications in
complex analysis and operator theory. If we denote by να the Lebesgue absolutely
continuous part of the Clark measure µα, then it is classical that P (µα)(rξ) →
να(ξ) as r → 1−, for a.e. ξ ∈ ∂D. On the other hand, it is clear by (2.7) that
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limr→1− P (µα)(rξ) = 0, at least at every Fatou’s point ξ ⊈ f−1(α), from which
follows the following alternative definition of inner function.

Theorem 2.1.6 (see [32], theorem 2.2). An analytic self-map f of the unit disc is
an inner function if and only if the associated Clark measure µα is strictly singular
for some (equivalently, for all) α ∈ ∂D.

Moreover (see again [32], theorem 2.2) the singular part of any Clark measure
µα is supported in f−1(α). It follows that when f is an inner function,

µα (∂D ∖ {ξ ∈ ∂D ∶ ∠ lim
z→ξ

f(z) = α}) = 0. (2.9)

It is worth to mention that Clark measures also provide a further characterization
of the points at which an analytic self map of the unit disc f admits finite angular
derivative. In particular, f admits finite angular derivative at ξ0 ∈ ∂D if and only
if the Clark measure µf(ξ0) has a point mass at ξ0 (see [32, Theorem 3.1]). No
other Clark measure can have a point mass at ξ0: µα({ξ0}) > 0 implies α = f(ξ0)
and ∣f ′(ξ0)∣ <∞.

There are different ways to classify points of the unit circle with respect to an
inner function f . We have seen that we can distinguish points which are Fatou’s
for f and points which are not, or points which have finite angular derivative and
points which have not. We introduce now a further classification method. Every
inner function f partitions the unit circle into two sets: the points at which f can
be extended analytically and the points at which it cannot. The latter is called
the set of singular points of f , denoted by Sing(f), and it can be proved (see [21],
theorem 6.1 and 6.2) that, if f = zkB{zj}Sµ, then

Sing(f) = {zj} ∪ supp(µ).

Observe that singular points can well admit finite angular derivative. For example,
consider a Blaschke product B with zeros {an} tending tangentially to 1 in a way
such that

∞
∑
n=0

1 − ∣an∣2
∣1 − an∣2

< +∞. (2.10)

Then, by Theorem 2.1.5, at the singular point 1 we have ∣B′(1)∣ <∞.
Nevertheless, the behavior of an inner function at singular points is very wild,

in the following sense: let f be an inner function and ξ0 ∈ ∂D. Then, either f
extends analytically in an open neighbourhood of ξ0, or (see [21], theorem 6.6),

CD(f, ξ0) = D. (2.11)
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Here, CD(f, ξ0) is the cluster set of f at ξ0, which for any function f which is
meromorphic and sigle-valued on the unit disc and for any ξ0 ∈ ∂D is defined as

CD(f, ξ0) = {α ∈ C ∪ {∞} ∶ there exists {zn} ⊆ D s.t. lim
n
zn = ξ0 and lim

n
f(zn) = α} .

In fact, we can show that this bahavior holds in a stronger sense for the boundary
map induced by f .

Theorem 2.1.7. Let f be an inner function and ξ0 ∈ ∂D a singular point. Then,
for every arc I containing ξ0 it holds f(I ∖ {ξ0}) = ∂D.

Proof. Let ξ0 be a singular point for f and fix α ∈ ∂D. For δ > 0, let Iδ = {ξ ∈ ∂D ∶
∣ξ − ξo∣ < δ}. We want to show that for any δ > 0 there exists a Fatou’s point ξ ∈ Iδ,
such that f(ξ) = α. By (2.9) it suffices to show that µα (Iδ) > 0 for any δ > 0. The
Clark measure µα satisfies (2.8), hence the analytic function

g(z) = α + f(z)
α − f(z) − ∫∂D

ξ + z
ξ − zdµα(ξ),

has zero real part. Therefore, g ≡ iC, for some real constant C. In particular,
since µα(∂D) = P [µα](0), we get C = Im α+f(0)

α−f(0) .

Now, suppose that µα (Iδ) = 0 for some δ > 0. Then,

α + f(z)
α − f(z) − iC = ∫

∂D

ξ + z
ξ − zdµα(ξ) = ∫∂D∖Iδ

ξ + z
ξ − z dµα(ξ),

implying that the left handside extends analytically through the singular point ξ0.
But by (2.11), we know that there exists a sequence of points {zn} ⊆ D tending
to ξ0 for which f(zn) → α. Hence the denominator in the right hand side can get
arbitrarily small as z → ξ0, leading to a contradiction.

2.2 Distribution and distortion of sets under

inner functions

2.2.1 Motivation and statement of results

Denote by λ the normalized Lebesgue measure on ∂D and by λz the harmonic
measure from the point z ∈ D, given by

λz(E) = ∫
E

1 − ∣z∣2
∣ξ − z∣2 dλ(ξ),
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for any measurable set E ⊆ ∂D. A classical result due to Löwner (see, for instance,
page 12 of [3]) says that Lebesgue measure is invariant under the action of any
inner function fixing the origin. More generally, the following conformally invariant
version of Löwner’s Lemma holds.

Theorem 2.2.1 (conformal invariant version of [3], theorem 1.6). Let f ∶ D → D
be an inner function and z ∈ D. Then,

λz(f−1(E)) = λf(z)(E)

for any measurable set E ⊆ ∂D.

Observe that, if z ∈ D is a fixed point of f , Theorem 2.2.1 says that λz is
invariant under the action of f . So, morally the above theorem says that if f(z) = z
then if one looks at the sets E and f−1(E) from the base point z they appear to
have the same size However, it may be the case that f has no fixed points in D
but only on ∂D. For example, consider the function

f(z) = 2z3 + 1

2 + z3
.

It is easy to check that f is an inner function and that its only fixed points are
+1 and −1. In particular +1 is the Denjoy-Wolff point, since ∣f ′(1)∣ = 1 while
∣f ′(−1)∣ = 9.

A question arises naturally: does it exists a measure which is invariant under
the action of an inner function with no interior fixed points? In other words, can
we find an analogue of Theorem 2.2.1 when z ∈ ∂D? The idea is to look for a
measure on ∂D which allows to measure sets with respect to boundary points.
This can be seen as an analogue of the harmonic measure in which the base point
can lie on the boundary. To this goal we consider a measure introduced by Doering
and Mañé in [17]. Fix a point p ∈ D and consider the positive measure µp on ∂D
defined by

µp(E) = ∫
E

1

∣ξ − p∣2 dλ(ξ),

for any measurable set E ⊆ ∂D. Observe that for a point p ∈ ∂D the measure µp
is not finite, while for p ∈ D, it is just a scalar multiple of the harmonic measure
given by µp = (1 − ∣p∣2)−1λp. Also, it is clear that µp is absolutely continuous with
respect to the Lebesgue measure: µp(E) = 0 for some (equivalently, for all) p if
and only if λ((E) = 0. A very natural interpretation of the measure µp when
p ∈ ∂D is the following. Let ωp∶D→ H be the conformal map from the disc into the
upper half-plane H such that ωp(p) =∞ and ωp(0) = i/2. Then, for any measurable
set E ⊆ ∂D, we have that µp(E) = ∣ωp(E)∣, where we denote by ∣A∣ the Lebesgue
measure of a set A ⊆ R. Roughly speaking, for a point p ∈ ∂D, the measure µp gives
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information about the size and the distribution of a set around the point p. Sets
having large µp measure are those that are highly concentrated around the point
p. In particular, if E is an open neighbourhood of p, then µp(E) = ∞. Our first
result is the following analogue of Theorem 2.2.1.

Theorem 2.2.2. Let f ∶D→ D be an inner function and let p ∈ ∂D be a boundary
Fatou point of f.

(a) Assume ∣f ′(p)∣ <∞. Then

µp(f−1(E)) = ∣f ′(p)∣µf(p)(E)

for any measurable set E ⊆ ∂D.

(b) If ∣f ′(p)∣ =∞ and E ⊆ D is a measurable set, then µp(f−1(E)) =∞ if λ(E) > 0
and µp(f−1(E)) = 0 if λ(E) = 0.

As we can see, we still have a general relation between the measure of a set and
its preimage under f, independent of the set. Nonetheless, in this case, a distortion
factor appears and it is given by the size of the angular derivative at the point p.
If p ∈ ∂D is the Denjoy-Wolff fixed point of f, this result was previously proved
in [17].

In [19], Fernández and Pestana studied the distortion of Hausdorff contents
under inner functions. For any fixed z ∈ D and 0 < α < 1, consider the Hausdorff
content defined as

Mα(λz)(E) = inf∑
j

λz(Ij)α,

where the infimum is taken over all collections of arcs {Ij} of the unit circle such
that E ⊆ ⋃ Ij. Thus Mα(λ0)(E) is the standard Hausdorff content of E, which is
denoted by Mα(E). Observe that if z ∈ D and τ is the automorphism of D which
interchanges z and 0, then Mα(λz)(E) =Mα(τ−1(E)) for any E ⊆ ∂D. Fernández
and Pestana proved the following result, analogous to Theorem 2.2.1 for Hausdorff
contents, stated here in a conformally invariant way.

Theorem 1. For any 0 < α < 1 there exists a constant Cα > 0 such that, if f ∶D→ D
is an inner function and z ∈ D, we have

Mα(λz)(f−1(E)) ≥ CαMα(λf(z))(E)

for any Borel set E ⊆ ∂D.
It is also shown in [19] that there exists an inner function f such that the

preimage of a single point has Hausdorff dimension 1. Hence, the converse estimate
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in Theorem 1 is false. It is worth mentioning that a related result for sets E ⊆ D
was established in [23].

For 0 < α < 1 and p ∈ ∂D, we define the (p,α)-Hausdorff content of a Borel set
E ⊆ ∂D as

Mα(µp)(E) ∶= inf∑
j

µp(Ij)α,

where the infimum is taken over all collections of arcs {Ij} of the unit circle such
that E∖{p} ⊆ ⋃ Ij. Our second result is the following analogue of Theorem 1 when
z ∈ ∂D.

Theorem 2.2.3. Let f ∶D→ D be an inner function and let p ∈ ∂D be a boundary
Fatou point of f.

(a) Assume ∣f ′(p)∣ < ∞. Then for any 0 < α < 1 there exists a constant Cα > 0,
independent of f, such that

Mα(µp)(f−1(E)) ≥ Cα∣f ′(p)∣αMα(µf(p))(E)

for any Borel set E ⊆ ∂D.

(b) Assume ∣f ′(p)∣ = ∞. Then we have that Mα(µp)(f−1(E)) = ∞ for any Borel
set E ⊆ ∂D such that Mα(E) > 0.

The proofs of Theorem 2.2.2 and Theorem 2.2.3 are given in Section 2.2.2.

2.2.2 Boundary distortion theorems

In this section we prove our main results. We start with some elementary
properties of the measure µp and the content Mα(µp). Recall that a sequence of
points {pn} ⊆ D converges non-tangentially to a point p ∈ ∂D if limpn = p and there
exists β > 0 such that {pn} ⊆ Γβ(p).

Lemma 2.2.4. Let p ∈ ∂D. For every sequence of points {pn} ⊆ D converging
non-tangentially to p, we have

µpn(E)Ð→ µp(E), as n→∞,

for any measurable set E ⊆ ∂D.

Proof. Let {pn}n ⊆ D be any sequence of points approaching p, and write µn = µpn
for every n ≥ 1. By Fatou’s Lemma, we have

lim inf
n

µn(E) ≥ ∫
E

lim
n

1

∣ξ − pn∣2
dλ(ξ) = µp(E),
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from which it follows that the result is true when µp(E) =∞. So assume µp(E) <∞.
Fix ε > 0 and consider an arc I centred at p and such that µp(E ∩ I) < ε. Since
pn → p non-tangentially, there exists a constant C > 0 such that ∣ξ − pn∣ ≥ C ∣ξ − p∣
for every ξ ∈ ∂D and every n ≥ 1. Hence, we have that µn(E ∩ I) ≤ C−2ε for every
n. On the other hand, by dominated convergence, we have that

µn(E ∩ (∂D ∖ I))Ð→ µp(E ∩ (∂D ∖ I)), as n→∞,

from which the result follows.

Observe that the assumption on the non-tangential convergence of the sequence
{pn} to p only enters into play if p ∈ E. If p ∉ E, the result holds true for any
approaching sequence. However, as the following example shows, Lemma 2.2.4
fails badly if pn approaches p tangentially. Fix a point p ∈ ∂D and consider a
sequence of points {ξn} ⊆ ∂D such that ∣ξn − p∣ = 1/(2n) for every n ≥ 1. Consider
as well the sequence of pairwise disjoint arcs {In} such that In is centred at ξn
and λ(In) = 1/(4n4) for every n ≥ 1. Now, let E ∶= ⋃n In, pn = (1 − λ(In)) ξn, and
µn = µpn , for every n ≥ 1. Since (1 − ∣pn∣)/∣p − pn∣ ≤ 1/n3 Ð→ 0, the sequence {pn}
converges to p tangentially. For ξ ∈ In, we have ∣pn − ξ∣ ≤ 2λ(In) and µn(In) ≥
(4λ(In))−1 = n4. Now, on one hand we have µn(E) ≥ µn(In)Ð→∞, as n→∞. On
the other hand since ∣p − ξ∣ ≤ 1/n for any ξ ∈ In, we have µp(In) ≤ n2λ(In) = 1/4n2

and we deduce

µp(E) =∑
n

µp(In) <∞.

For 0 < α < 1 and z ∈ D consider the (z,α)-Hausdorff content of a Borel set
E ⊆ ∂D defined as

Mα(µz)(E) = inf∑
j

µz(Ij)α,

where the infimum is taken over all collections of arcs {Ij} such that E ⊆ ⋃ Ij.

Lemma 2.2.5. Given p ∈ ∂D and β > 0, let Γβ(p) be the Stolz angle of opening β
with vertex at p. Then there exists a constant C = C(β) > 0 such that

µz(A) ≤ Cµp(A)

for any measurable set A ⊆ ∂D and any z ∈ Γβ(p). Consequently, for any 0 < α < 1
we also have Mα(µz)(A) ≤ CαMα(µp)(A) for any set A ⊆ ∂D and any z ∈ Γβ(p).

Proof. Observe that there exists a constant C = C(β) > 0 such that ∣ξ−z∣ ≥ C ∣ξ−p∣
for any z ∈ Γβ(p) and any ξ ∈ ∂D. Hence, µz(A) ≤ C−2µp(A) for any measur-
able set A ⊆ ∂D and any z ∈ Γβ(p). This last estimate also gives Mα(µz)(A) ≤
C−2αMα(µp)(A).
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The corresponding result to Lemma 2.2.4 for Hausdorff contents reads as fol-
lows.

Lemma 2.2.6. Let 0 < α < 1 and p ∈ ∂D. For any sequence of points {pn} ⊆ D
converging non-tangentially to p, we have

lim
n→∞

Mα(µpn)(E) =Mα(µp)(E) (2.12)

for any set E ⊆ ∂D.

Proof. Write µn = µpn for every n ≥ 1. Assume that Mα(µp)(E) <∞. In this case,
we split the proof of the result into two parts. First we show that

lim sup
n→∞

Mα(µn)(E) ≤Mα(µp)(E), (2.13)

and then we prove that

lim inf
n→∞

Mα(µn)(E) ≥Mα(µp)(E), (2.14)

from which (2.12) follows immediately. To prove (2.13), given ε > 0, take a covering
of the set E ∖ {p} by open arcs {Ij} such that

∑
j

µp(Ij)α ≤Mα(µp)(E) + ε.

Now, by Lemma 2.2.5, for each interval Ij and for every n ≥ 1 we have that

µn(Ij) ≤ Cµp(Ij).

Thus, by Lemma 2.2.4 and dominated convergence, we get that

∑
j

µn(Ij)α Ð→∑
j

µp(Ij)α, as n→∞.

By definition, Mα(µn)(E) ≤ ∑j µn(Ij)α and, thus (2.13) follows immediately.

We prove inequality (2.14) by considering two cases. Assume first that p /∈ E.
Pick ε > 0 and a covering of E by open arcs {Ij}, such that dist(Ij, p) ≥ dist(E,p)/2
for every arc Ij. Observe that, in this situation, there exists n0 > 0 such that if
n > n0, we have that

µn(Ij) ≥ (1 − ε)1/αµp(Ij)
for every arc Ij in our covering. Thus, for any such covering of E ∖ {p}, if n > n0

we have that

∑
j

µn(Ij)α ≥ (1 − ε)Mα(µp)(E).
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Observe that the infimum of ∑j µn(Ij)α when ranging over all coverings {Ij} of E∖
{p} by open arcs satisfying that dist(Ij, p) ≥ dist(E,p)/2 is, precisely, Mα(µn)(E).
Hence, equation (2.14) follows in the case that p /∈ E, and therefore equation (2.12)
as well in this situation.

In the case that p ∈ E, since we assumed that Mα(µp)(E) <∞, given ε > 0 we
can choose δ = δ(ε) > 0 such that Mα(µp)(E ∩ I(p, δ)) < ε, where I(p, δ) denotes
the arc centred at p of length δ. Let us denote Eδ = E ∖ I(p, δ). Since p /∈ Eδ, we
already know that

lim
n→∞

Mα(µn)(Eδ) =Mα(µp)(Eδ) ≥Mα(µp)(E) − ε.

Hence, for any given ε > 0, we have

lim inf
n→∞

Mα(µn)(E) ≥ lim
n→∞

Mα(µn)(Eδ) ≥Mα(µp)(E) − ε.

This concludes the proof whenever Mα(µp)(E) <∞.
Assume now that Mα(µp)(E) = ∞. In this case, for any N > 0 we can find

δ = δ(N) > 0 such that Mα(µp)(Eδ) > N, where again Eδ = E ∖ I(p, δ). Since
p /∈ Eδ, we have that

lim
n→∞

Mα(µn)(Eδ) =Mα(µp)(Eδ) > N.

Hence, there exists n0 > 0 such that if n > n0, then Mα(µn)(Eδ) > N. Using that
Mα(µn)(E) ≥Mα(µn)(Eδ), we get (2.12) in the case in which Mα(µp)(E) =∞ as
well.

We will use the following immediate consequence of the Julia-Carathéodory
theorem.

Lemma 2.2.7. Let f be a holomorphic self map of the unit disc. Let {pn} be a
sequence of points in D converging non-tangentially to a point p ∈ ∂D. If ∣f ′(p)∣ <
∞, then {f(pn)} converges to f(p) ∈ ∂D non-tangentially.

Proof. Since ∣f ′(p)∣ <∞ we have that f(p) ∈ ∂D. Write

1 − ∣f(pn)∣
∣f(p) − f(pn)∣

= 1 − ∣f(pn)∣
1 − ∣pn∣

1 − ∣pn∣
∣p − pn∣

∣p − pn∣
∣f(p) − f(pn)∣

.

Also because ∣f ′(p)∣ < ∞, by Julia-Carathéodory Theorem, the first and third
terms converge respectively to ∣f ′(p)∣ and ∣f ′(p)∣−1, and therefore

lim inf
n

1 − ∣f(pn)∣
∣f(p) − f(pn)∣

= lim inf
n

1 − ∣pn∣
∣p − pn∣

> 0.
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Note that the assumption of finite angular derivative is necessary in the above
statement, even if we ask for the function f to be inner. In fact, it can be proved
that there exist inner functions mapping a given Stolz angle to a tangential region
(see [18]).

We are now ready to prove our main results.

Proof of Theorem 2.2.2. We can choose a sequence of points {pn} in D approaching
p non-tangentially such that

lim
n→∞

1 − ∣f(pn)∣2
1 − ∣pn∣2

= ∣f ′(p)∣ > 0. (2.15)

By Theorem 2.2.1, we have that

µpn(f−1(E)) = 1 − ∣f(pn)∣2
1 − ∣pn∣2

µf(pn)(E). (2.16)

Lemma 2.2.4 gives that µpn(f−1(E)) → µp(f−1(E)) as n → ∞. If ∣f ′(p)∣ < ∞,
applying Lemma 2.2.7 one deduces that f(pn) converges to f(p) non-tangentially.
Thus, Lemma 2.2.4 gives that µf(pn)(E) → µf(p)(E) as n → ∞. Therefore, equa-
tions (2.15) and (2.16) prove the statement (a). Assume now that ∣f ′(p)∣ = ∞.
If µf(p)(E) = 0, we have λ(E) = 0. Hence, by Theorem 2.2.1, we have that
λ(f−1(E)) = 0 and it follows that µp(f−1(E)) = 0. Finally assume µf(p)(E) > 0.
Observe that for any n ≥ 1 we have µf(pn)(E) > λ(E)/4 > 0. Thus, since ∣f ′(p)∣ =∞,
the right-hand side of equation (2.16) tends to infinity and, by Lemma 2.2.4, we
deduce that µp(f−1(E)) =∞.

Proof of Theorem 2.2.3. We will use Theorem 1 in the following form. For z ∈ D
we have that

Mα(µz)(f−1(E)) ≥ Cα (1 − ∣f(z)∣2
1 − ∣z∣2 )

α

Mα(µf(z))(E) (2.17)

for any Borel set E ⊆ ∂D. We can choose a sequence of points {pn} in D approaching
p non-tangentially such that

lim
n→∞

1 − ∣f(pn)∣2
1 − ∣pn∣2

= ∣f ′(p)∣ > 0. (2.18)

Assume ∣f ′(p)∣ <∞. Applying Lemma 2.2.6 and equation (2.17), we get

Mα(µp)(f−1(E)) = lim
n→∞

Mα(µpn)(f−1(E))

≥ lim sup
n→∞

Cα (1 − ∣f(pn)∣2
1 − ∣pn∣2

)
α

Mα(µf(pn))(E)

= Cα∣f ′(p)∣α lim sup
n→∞

Mα(µf(pn))(E).
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By Lemma 2.2.7, f(pn) tends to f(p) non-tangentially as n → ∞ and hence,
Lemma 2.2.6 gives that

lim
n→∞

Mα(µf(pn))(E) =Mα(µf(p))(E),

which finishes the proof of part (a). Assume now ∣f ′(p)∣ = ∞. We can assume
f(p) ∉ E. Since Mα(µf(p))(E) > 0, there exists an arc I centred at f(p) such
that Mα(µf(p))(E ∖ I) > 0. Write E∗ = E ∖ I. Then there exists n0 > 0 such that
Mα(µf(pn))(E∗) >Mα(µf(p))(E∗)/2 if n > n0. Now,

Mα(µp)(f−1(E∗)) = lim
n→∞

Mα(µpn)(f−1(E∗))

≥ Cα lim sup
n→∞

(1 − ∣f(pn)∣2
1 − ∣pn∣2

)
α

Mα(µf(pn))(E∗) =∞.

Hence Mα(µp)(f−1(E)) =∞.

2.2.3 Omitted values

In this section we aim to present a first application of our results. A classical
result by Frostman says that any inner function f can omit at most a set of
logarithmic capacity zero, that is, D∖f(D) has logarithmic capacity zero (it follows
from theorem 2.1.4). Conversely, given a relatively compact set K of the unit disc
having logarithmic capacity zero, the universal covering map f ∶D → D ∖K is an
inner function (see page 323 of [37]). Given a set E ⊆ D, its non-tangential closure
on ∂D, denoted by ENT , is the set of points ξ ∈ ∂D for which there exists a sequence
{zn} ⊆ E such that zn → ξ non-tangentially. We first state an auxiliary result which
may have independent interest.

Lemma 2.2.8. Let f ∶D→ D be an inner function and let E = D∖ f(D) be the set
of its omitted points. Then

f−1(ENT ) ⊆ {ξ ∈ ∂D∶ ∣f ′(ξ)∣ =∞}.

Proof. Consider a point ξ ∈ ∂D such that the angular derivative of f at ξ exists
and it is finite, and let ξ = f(ξ). In other words assume that

lim
Γβ(ξ)∋z→ξ

ξ − f(z)
ξ − z = A (2.19)

is finite. We want to see that, in this situation, for any opening γ > 1, there is
0 < s = s(γ) < 1 such that the truncated cone

Γγ,s(ξ) = {w ∈ D∶ ∣ξ −w∣ < γ(1 − ∣w∣), ∣ξ −w∣ < s}
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does not intersect E, that is, Γγ,s(ξ) ⊆ f(D). So fix γ > 1 and consider Γγ,s(ξ) with
0 < s < 1 to be determined. Fix w0 ∈ Γγ,s(ξ). We want to see that there is z0 ∈ D
such that f(z0) = w0. By equation (2.19), we can express

f(z) = ξ +A(z − ξ) + o(∣z − ξ∣),

where o(∣z − ξ∣)/∣z − ξ∣→ 0 as z → ξ non-tangentially. Consider Γβ,r(ξ) with β > 2γ
and 0 < r < 1 to be determined. Observe that there exists 0 < r0 < 1 such that, if
r < r0 and 0 < s < ∣A∣r/2, then for any z ∈ ∂Γβ,r(ξ) we have that

∣(f(z) −w0) − (ξ +A(z − ξ) −w0)∣ < ∣ξ +A(z − ξ) −w0∣.

Thus, by Rouché’s Theorem, the functions f(z)−w0 and g(z)−w0 = ξ+A(z−ξ)−w0

have the same number of zeroes in Γβ,r(ξ). But g(z) is a degree 1 polynomial and
g(Γβ,r(ξ)) = Γβ,∣A∣r(ξ) ⊇ Γγ,s(ξ), and thus g(z) − w0 has a single zero on Γβ,r(ξ).
Therefore, there is z0 ∈ Γβ,r(ξ) such that f(z0) = w0, which completes the proof.

As an application of Theorem 2.2.3 and Lemma 2.2.8, we have the following
result.

Corollary 2.2.9. Let f ∶D → D be an inner function and let E = D ∖ f(D) be the
set of its omitted points. Let p be a boundary Fatou point of f .

(a) Assume ∣f ′(p)∣ < ∞. Then for any 0 < α < 1 there exists a constant Cα > 0,
independent of f, such that

Mα(µp) ({ξ ∈ ∂D∶ ∣f ′(ξ)∣ =∞}) ≥ Cα∣f ′(p)∣αMα(µf(p))(ENT ). (2.20)

(b) Assume ∣f ′(p)∣ =∞. Then, whenever Mα(µf(p))(ENT ) > 0,

Mα(µp) ({ξ ∈ ∂D∶ ∣f ′(ξ)∣ =∞}) =∞.

2.2.4 Inner functions in the upper half plane

Let H = {w ∈ C∶I(w) > 0} be the upper half plane. A holomorphic mapping
g∶H→ H is an inner function of the upper half plane if limy→0 g(x+ iy) ∈ R for a.e.
x ∈ R. This natural definition agrees with conformal changes of coordinates: given
p ∈ ∂D denote by wp the Möbius transformation mapping D onto H, the point p to
∞ and, say, the origin to i/2. Then, g is an inner function of the upper half plane
if and only if f = w−1

p ○ g ○wp is an inner function of the unit disc D. Observe that
g(∞) = limt→+∞ g(it) =∞ if and only if f(p) = p. A holomorphic mapping g from
H into H has a finite angular derivative at ∞ if

g′(∞) = lim
t→+∞

it

g(it)
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exists and is finite. Otherwise, we write ∣g′(∞)∣ = ∞. Observe that g has a finite
angular derivative at infinity if and only if f = w−1

p ○ g ○ wp has a finite angular
derivative at p. Let w denote wp(z). Moreover, the identity ∣g′(∞)∣ = ∣f ′(p)∣ holds
in the sense that both quantities coincide when they are finite, and if one of them
is infinite so is the other. This fact easily follows from the identity

w

g(w) = p + z
p + f(z)

p − f(z)
p − z .

Let ∣A∣ denote the Lebesgue measure of a measurable set A ⊆ R and, for 0 < α < 1,
let Mα(A) denote its α-Hausdorff content. We now state the versions of Theorems
2.2.2 and 2.2.3 in this setting.

Corollary 2.2.10. Let g∶H→ H be an inner function and assume that g(∞) =∞.

(a) Assume ∣g′(∞)∣ <∞. Then

∣g−1(A)∣ = ∣g′(∞)∣∣A∣ (2.21)

for any measurable set A ⊆ R. Moreover, for any 0 < α < 1 there exists a
constant Cα > 0, independent of g, such that

Mα(g−1(A)) ≥ Cα∣g′(∞)∣αMα(A) (2.22)

for any Borel set A ⊆ R.

(b) If ∣g′(∞)∣ =∞ and A ⊆ R is a measurable set, then ∣g−1(A)∣ =∞ if ∣A∣ > 0 and
∣g−1(A)∣ = 0 if ∣A∣ = 0. Moreover, Mα(g−1(A)) = ∞ for any Borel set A ⊆ R
such that Mα(A) > 0.

Proof. Note that for any measurable set A ⊆ R we have

∣A∣ = µp(w−1
p (A)), p ∈ ∂D. (2.23)

Hence, ∣g−1(A)∣ = µp(w−1
p (g−1(A))) = µp(f−1(w−1

p (A))). Applying Theorem 2.2.2
and (2.23) we deduce that ∣g−1(A)∣ = ∣f ′(p)∣µp(w−1

p (A)) = ∣g′(∞)∣∣A∣ which is (2.21).
It follows from (2.23) and wp being a Möbius map that

Mα(µp)(E) =Mα(wp(E)), E ⊆ ∂D. (2.24)

Thus, the previous argument shows that (2.22) holds. Part (b) follows from similar
considerations.
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harmonic functions on trees, Potential Anal., 15 (2001), pp. 199–244.

[15] D. I. Cartwright, P. M. Soardi, and W. Woess, Martin and end
compactifications for non-locally finite graphs, Transactions of the American
Mathematical Society, 338 (1993), pp. 679–693.

[16] N. Chalmoukis and M. Levi, Some remarks on the dirichlet problem on
infinite trees, Concrete Operators, 6 (2019), pp. 20–32.
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