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Abstract

Structural variation contributes substantially to the genetic diversity, but

its association with complex traits and diseases is not well understood and

deserves detailed characterisation. This is particularly true for chromo-

somal inversions, whose functional consequences have remained elusive in

humans, with very few notable exceptions. Despite the rising interest in

identifying all types of genomic variants, inversions have been often set

aside due to the presence of repetitive regions in their breakpoints along

with their balanced nature. The InvFEST Project has tried to overcome

this technical challenge by developing unique methods for inversion geno-

typing. Thanks to this effort, a total of 111 polymorphic human inversions

have been accurately genotyped in a large number of individuals from di-

verse populations, becoming the most complete and reliable resource of

this type of variation available to date. In the current era of precision

medicine, quantitative trait loci (QTL) analysis has emerged as a key ap-

proach to determine how genetic polymorphisms influence gene expression

and, in turn, phenotypic traits. Thus, this thesis makes the most of the

great amount of data generated to perform for the first time a systematic

quantification of the functional impact of human polymorphic inversions.

The results show that inversions can affect gene expression by maintain-

ing differentiated haplotypes, disrupting or reorganizing gene structures,

creating novel fusion transcripts or acting through changes in epigenetic

patterns. Strikingly, half of the inversions analysed act as lead QTLs or

are in high linkage disequilibrium (LD) with top QTLs for gene expres-

sion and epigenetic changes across different tissues and cell lines, which

suggests that inversions are enriched for functional effects. In particular,

this influence on molecular phenotypes is even stronger for long inversions

(>100kb), which are involved in 80% of the QTL associations. Although

structural variants are known to have a higher chance to be associated

with expression levels and complex traits, the detected inversion effects

may reflect a trade-off between beneficial expression changes and poten-

tial negative costs on fertility due to production of unbalanced gametes by

recombination. Furthermore, inversions present an enrichment of genome-
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wide association studies (GWAS) signals in their surrounding area, and

14 of them are in high LD with trait-associated variants, supporting their

potential implication in human phenotypes. Finally, the phenotypic con-

sequences of two interesting inversions have been investigated in detail.

HsInv0102 inverts an alternative non-coding exon from the RHOH gene.

Interestingly, this inversion is also associated with RhoH protein levels and

the inverted allele could act as a moderate protective locus on blood can-

cer susceptibility. On the other hand, HsInv0124 regulates the expression

of several genes in the IFITM region, including IFITM2 and IFITM3,

through changes in histone modification patterns. Moreover, under in-

fection conditions, this inversion has a pervasive effect on the expression

of genes related with immune response, indicating that it may play an

important role in defense against viral infections. All together, these find-

ings illustrate the potential functional impact of inversions on the human

genome and help to uncover previously missing variants related to pheno-

type variability.
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Chapter 1

Introduction

The finalization of the first essentially complete version of the human

genome sequence by the Human Genome Project more than 15 years ago,

covering a total of ∼99% of the euchromatin (Lander et al. 2001; In-

ternational Human Genome Sequencing Consortium 2004), was just the

starting point of a wide range of large-scale collaborative enterprises aimed

at discovering all genetic elements implicated in the design of our pheno-

typic characteristics. The efforts devoted to generate a comprehensive de-

scription of human genetic variation by the International HapMap Project

in the first place (The International HapMap Consortium 2003; The In-

ternational HapMap Consortium 2005; International HapMap 3 Consor-

tium 2010) and the 1000 Genomes Project (1000GP) afterwards (The 1000

Genomes Project Consortium 2012; The 1000 Genomes Project Consor-

tium 2015) have provided a systematic catalogue of DNA sequence varia-

tion from the entire spectrum of allele frequencies across several popula-

tions. In addition, this has allowed us to discover the correlation patterns

between nearby variants in linkage disequilibrium (LD) blocks or haplo-

types, becoming a valuable public genomic resource and greatly enhancing

our molecular understanding of the global genetic composition of the hu-

man genome and the processes that shape such diversity. Likewise, other

recent sequencing projects have also offered an insight into the landscape

of human genome variation, either by focusing on particular populations
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Chapter 1. Introduction

(Wong et al. 2013; The Genome of the Netherlands Consortium 2014; The

UK10K Consortium 2015; Besenbacher et al. 2015; Nagasaki et al. 2015;

Ameur et al. 2017; Choudhury et al. 2017; Chheda et al. 2017; Kim et

al. 2018) or on individuals from diverse groups (Gurdasani et al. 2015;

Mallick et al. 2016).

Propelled by these projects and the commercial development of microarray

technology for efficient genotyping of variation at individual nucleotides,

known as single nucleotide polymorphisms (SNPs), genome-wide associa-

tion studies (GWAS) became rapidly popular. By testing allele frequencies

between healthy controls and affected patients, they have been widely used

as a systematic approach to discover those genetic markers associated with

the risk of suffering a particular disease. So far, GWAS analyses, through

the generation of many international consortia, have identified thousands

of robust associations with human traits and complex diseases (as for ex-

ample The Wellcome Trust Case Control Consortium 2007; Schizophrenia

Working Group of the Psychiatric Genomics Consortium 2014; Day et al.

2017; Elliott et al. 2018; Pulit et al. 2019; Jansen et al. 2019). Despite

this success, most associated loci confer relatively small increments in dis-

ease risk and they explain just a small part of the heritability estimated

from familial clustering, which was called as the “missing heritability”

problem (Manolio et al. 2009). Moreover, other issues present an obstacle

to the interpretation of GWAS findings, including strong LD patterns in

some loci, incomplete tagging of rare variants, the assessing almost ex-

clusively of polymorphisms from European populations, or the fact that

the vast majority (>90%) of GWAS signals reside in non-coding regions

of the genome (Hindorff et al. 2009; Edwards et al. 2013). Establishing

which gene functions are affected by associated variants has been thereby

delayed. However, comprehensive functional annotation of the genome by

other large projects such as the ENCODE project (Birney et al. 2007) has

improved our biological knowledge of the genetic associations, and GWAS

results have been translated into clinical application, such as in risk pre-

diction and classification (Natarajan et al. 2017; Khera et al. 2018),

diagnostic procedures and drug development (Manolio 2013; Okada et al.

2014; Finan et al. 2017; Fang et al. 2019).
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Chapter 1. Introduction

Although GWAS arrays are efficient at genotyping SNPs across the whole

genome, structural variants (SV) have frequently been ignored. SVs ac-

count for merely ∼0.2% of genomic variation and their detection and geno-

typing are more challenging (Alkan et al. 2011; Lappalainen et al. 2019).

Despite this group is less abundant than SNPs or small (<10 bp) inser-

tions or deletions (indels), owing to their much larger size, SVs affect a

higher fraction of nucleotide differences in the human genome (Pang et al.

2010; Alkan et al. 2011; The 1000 Genomes Project Consortium 2015).

Structural variation has been found to be disproportionately enriched in

functional associations; i.e. SVs are more likely to be associated to GWAS

hits or affect gene expression with larger effect sizes compared to SNPs

(Sudmant et al. 2015 Chiang et al. 2017). For instance, SVs have been

identified as notable contributors to several conditions, such as copy num-

ber variation in autism (Pinto et al. 2010) or schizophrenia (Marshall et

al. 2017). Therefore, this type of variants probably play a very important

role in human pathology.

Nonetheless, not all SVs have been studied at the same level. This is

particularly true for inversions, which could be considered the least un-

derstood of all genetic variants. Compared to other SVs, like copy number

variants (CNVs), they still constitute a challenge because its balanced na-

ture and the complex repetitive regions in which their breakpoints usually

appear (Puig et al. 2015a). In spite of being discovered nearly a cen-

tury ago in Drosophila melanogaster (Sturtevant 1917; Sturtevant 1921a),

only few human polymorphic inversion have been studied in some detail

so far, and their potential clinical relevance is almost unknown. However,

inversions have been implicated in a broad range of phenotypic traits and

adaptation in other species (Wellenreuther and Bernatchez 2018). Be-

sides, it has been found that a notable fraction of human inversions are

recurrent and are likely missed by GWAS arrays (Aguado et al. 2014).

Therefore, we may be missing the functional role of this kind of variants,

which makes the study of human inversions one of the areas with greater

potential within the genomic structural variation field.

3



Chapter 1. Introduction

1.1 Why chromosomal inversions? A brief

overview

1.1.1 It started in Drosophila : The story of a genetic vari-

ant

Already in the first quarter of the twentieth century, Alfred H. Sturte-

vant postulated the existence of inverted segments in the genetic material

as an event that can suppress recombination between chromosomes of

Drosophila species (Sturtevant 1917; Sturtevant 1921a). In 1913, as an

undergraduate, Sturtevant published the first genetic map based on the

proportion of crossing over events between normal and mutant alleles of

six genes on the chromosome X of D. melanogaster. Crossover rates were

useful to arrange genes in a linear series, but he also realized that some

chromosomes segregating in natural populations of flies carried crossing-

over “modifiers”, after observing an unusually low percentage of crossovers

affecting particular loci in some specimens (Sturtevant 1917). By compar-

ing the genetic linkage maps on chromosome X of D. melanogaster and

D. simulans, Sturtevant demonstrated that five genes controlling similar

characters were located in the same order, which suggested some degree of

conservation between closely related species (1921b). However, while com-

paring the third chromosome of the same species, Sturtevant found that

in this case three identical loci were arranged in a different order, which

was consistent with having a block of genes rotated by 180o and constitute

the first published evidence of an inversion (Sturtevant 1921a). Moreover,

this inverted gene order explained the observed “crossover suppression”

phenomenon for those samples that were inversion heterozygotes.

Initially, laborious observations on the genetic linkage in crosses between

different strains of the same Drosophila species were mainly used to detect

inversions. The posterior discovery of the polytene salivary gland chromo-

somes in fly larvae (known as “giant chromosomes” at that time) allowed

the direct observation of the karyotypes and inversion breakpoints by sim-

ple microscopic analysis (Dobzhansky and Sturtevant 1938; Krimbas and

4
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Powell 1992; Kirkpatrick 2010). These dipteran polytene chromosomes are

interphase chromosomes formed by the intimate association of thousand

of DNA strands resulting from numerous S-phase rounds of the cell cycle

that result in one large size chromosome with easy to visualize structural

features. Thus, heterozygous inversion could be seen clearly during this

somatic chromosome pairing as a loop-like configuration (Figure 1.1).

The substantial data on inversion polymorphisms identified within species

and fixed inversions between different species of the Drosophila genus were

used as the first genetic markers to infer phylogenetic trees (Dobzhansky

and Sturtevant 1937). However, the improvement of molecular biology

techniques in the 1970s promoted the decline in popularity of research

on inversions in the following years (Kirkpatrick 2010; Wellenreuther and

Bernatchez 2018). More recently, the new sequencing and genomic tech-

niques and the pervasive discovery of other structural variants made their

study more attractive thanks to the development of array-based strate-

gies that allowed to identify large unbalanced changes provoked by gains

or losses of DNA segments. These technologies supposed indeed a big

advance in the knowledge of structural variation, but, at the same time,

the balanced nature of inversions also meant a delay in their knowledge

compared to deletions, insertions or copy number variants (Alkan et al.

2011).

Until a few years ago, in humans, inversion discovery was limited to tra-

ditional cytogenetics, like classical G-banded karyotypes, but only large-

scale rearrangements -of several megabases in size- were perceptible under

the microscope, whereas submicroscopic changes remained largely ignored

(Feuk 2010). In this regard, several pericentric inversion variants (i.e. in-

cluding the centromere) affecting constitutive heterochromatic DNA have

been reported by cytogenetic analysis in some chromosomes with no appar-

ent phenotypic effects. An example is the inverted polymorphism in chro-

mosome 9 with incidences around 0-4% across human populations (Hsu et

al. 1987; Thomas et al. 2008), about which a few subsequent studies have

shown no adverse influence on fertility and pregnancy (Mozdarani et al.

2007; Dana and Stoian 2012; Nonaka et al. 2019). Furthermore, inversion

5



Chapter 1. Introduction

rearrangements can appear de novo in patients or families and be routinely

discovered by cytogenetic analysis in hospitals, often associated to abnor-

mal manifestations (Partida-Perez et al. 2012; Sotoudeh et al. 2017), or

appear in cancer (Le Beau et al. 1983; Gorello et al. 2013; Kaneko et al.

2014). Inversion analysis was helped later on by the development of other

techniques. These labour-intense and target-based approaches resulted in

the identification of only a few human balanced structural rearrangements

(see below), but the absence of high-throughput discovery and genotyp-

ing methods for inversions restricted their characterization to a modest

catalogue of polymorphisms (Feuk 2010) and despite their initial finding

about a century ago, inversions were set aside in favor of the rest of genetic

variants.

Figure 1.1 – Inversion detected in a Drosophila chromosome.

(A) Drawing of a polytene chromosome of D. pseudoobscura showing its

division into sections, obtained by Dobzhansky and Sturtevant in 1938

(Dobzhansky and Sturtevant 1938). Multiples copies of each parental third

chromosome of this species are tightly associated with its homologue in

somatic synapsis. The loop configuration observed is due to the presence of

an inversion in heterozygosis. (B) Drawing modified with a colored pattern

and a schema of the inversion for easier visualization. Sections 70 and 76

are highlighted to indicate the sections in which inversion breakpoints

occur (red and blue sections), leading to an inverted region.
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1.1.2 Molecular mechanisms of inversion origin

An inversion arises when a chromosomal segment breaks at two points, fre-

quently within repetitive sequences, rotates 180 degrees, and is inserted at

the same location, reversing the DNA sequence contained in it. Classically,

inversions are classified with respect to the inclusion of the centromere in

the inverted region, termed pericentric if they do involve the centromere,

and paracentric otherwise. Besides, inversions fall into distinct classes

based on the sequence similarity found at the breakpoints, which reflects

the mechanism by which these variants have been generated (Escaramı́s

et al. 2015; Weckselblatt and Rudd 2015). Many of them have very simi-

lar sequences in inverted orientation at the breakpoints and are the result

of a recombination-based process, termed non-allelic homologous recom-

bination (NAHR). Nonetheless, two other general mechanisms can lead

to the formation of inversions: pathways aimed to repair DNA breaks,

such as non-homologous end-joining (NHEJ) and microhomology medi-

ated end-joining (MMEJ), or problems produced during replication, like

fork stalling and template switching (FoSTeS), microhomology-mediated

break-induced replication (MMBIR), serial replication slippage (SRS) and

break-induced SRS (BISRS). These repair-based and replicative-based ex-

amples -jointly referred here as non-homologous processes- are, in this

manner, mostly caused by a variety of different mechanisms (Lee et al.

2007) and give rise to unique events.

Long sequences of homology provide the substrate for NAHR, which oc-

cur by illegitimate recombination of paralogous sequences that have mis-

aligned in mitosis or meiosis. Hence, segmental duplications, also known

as low-copy repeats, constitute the common catalysts of such events, al-

though this process can also occur at other repetitive elements of high

sequence similarity such as SINEs (Short interspersed nuclear elements),

LINEs (Long interspersed nuclear elements) or LTRs (Long terminal re-

peat elements) (Startek et al. 2015). The resulting SV is determined by

the location and relative orientation of the homologous sequences: within

the same chromosome, (i), a deletion appears when sequences are in direct

orientation and (ii) an inversion when such sequences are placed in inverted

7
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orientation; (iii) deletions and duplications occur when the sequences im-

plicated are from homologous chromosomes in direct orientation; and (iv)

translocations, on the other hand, happen when regions with high similar-

ity are located on different chromosomes. The factors behind the frequency

of NAHR still remain obscure, but it is clear that non-allelic crossovers are

associated with longer sequences of extremely high identity and negatively

correlated with the distance at which repetitive elements are situated (Liu

et al, 2011). Importantly, repeat-mediated NAHR inversions, as well as

other rearrangements, have been shown to happen recurrently (Aguado

et al. 2014; Weckselblatt and Rudd 2015), and some of them have been

related to genomic disorders (Fawcett and Innan 2013).

DNA double-strand break and repair mechanisms can also lead to the gen-

eration of inversions. Together with homologous recombination, NHEJ is

a major process of break-induced repair in mammals, where the break ends

are directly ligated with almost no homology requirements (<4 bp). Al-

though NHEJ can provoke gain or loss of nucleotides, it usually takes place

with high fidelity, whereas the alternative pathway, MMEJ, is more error-

prone. MMEJ accounts for a minor proportion of double strand break

repair and, although it was believed that generally occurs as a back-up

mechanism when NHEJ is suppressed or a sister chromatid is not available

for homologous recombination, increasing evidence indicates that MMEJ

may play a more importante role in DNA repair (McVey and Lee 2008).

The distinguishing element of MMEJ is the use of substantial microho-

mology (5-25 bp) during rejoining of broken ends and it is considered a

source of genomic instability (Iliakis et al. 2004). Double-strand breaks

are generated randomly in the genome by both endogenous and exogenous

genotoxic agents and inversions that arise from them are often distributed

through in the genome without a clear pattern and are accompanied by

short insertions or deletions at the breakpoint junctions due to these error-

phrone mechanisms.

Replication-based processes have been also proposed as origin of complex

rearrangements, including inversions and translocations (Lee et al. 2007).

The stalling of an active replication fork can cause the drifting of the DNA
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polymerase, which may invade a second fork where the DNA synthesis is

re-initiated (Zhang et al. 2009; Weckselblatt and Rudd 2015). This is de-

fined as FoSTeS and the template exchange is usually mediated by micro-

homology to any nearby single-stranded DNA. Serial template switching

may occur several times before resumption of replication on the original

template, casuing different types of rearrangements that can range from

some kilobases to few megabases. Other replication-based models causing

smaller complex rearrangements include SRS, which produces forward and

backward replication slippage due to the presence of short repeats in direct

orientation, provoking a dissociation followed by improper reassociation of

the replisome (Escaramı́s et al. 2015).

Pang and colleagues (2013) attempted to clarify the underlying mecha-

nisms that give rise to all structural variation between two genomes, in-

cluding inversions. A slightly larger number of the inversions in the anal-

ysed dataset were generated by NAHR rather than by non-homologous

processes that require little or no sequence homology, but each procedure

accounted for almost half of the total inversions. It is worth noting that

these relative proportions are presumably biased by the selected dataset

and the techniques available to detect inversions. Most common sequenc-

ing strategies are blind to the detection of inversions originated at segmen-

tal duplications and repetitive regions (Lucas-Lledó and Cáceres 2013),

which points out NAHR as the dominant generation mechanism. Actu-

ally, segmental duplications account for about 5% of the human genome

(Bailey et al. 2002), and at least half of the genome sequence is com-

posed by repetitive elements (International Human Genome Sequencing

Consortium 2001), although some studies suggest that is over two-thirds

(de Koning et al. 2011). Therefore, there is considerable raw material for

NAHR events.

1.1.3 Functional consequences of polymorphic inversions

We have already done a brief overview of how chromosomal inversions

were discovered and the mechanisms underlying their origin. But, why

9



Chapter 1. Introduction

inversions? Given that in many cases genetic content within inverted and

uninverted chromosomes remains the same, what type of impact could just

a change in the DNA linear order have? Two main mechanisms have been

hypothesized since early on (Hoffmann and Rieseberg 2008; Kirkpatrick

2010; Wellenreuther and Bernatchez 2018).First, chromosomal inversions

have intrigued biologists for a long time due to their unique properties

in recombination suppression between the two orientations. Thus, inver-

sions can capture and maintain together an advantageous combination

of alleles that will not recombine. Further, it is possible that adaptive

mutations are accumulated within the inversion and protected over time.

Second, another potential consequences of inversions is what has been

traditionally called as position effects due to the change of position of

genes and regulatory sequences. Moreover, inversions could cause signif-

icant functional alterations by disrupting gene sequences that span the

breakpoints. Finding the association between inversion polymorphisms

and distinct functional elements across the genome is an essential task to

understand how they could remodel the regulatory machinery and explain

their impact on gene expression. In this section, we review in detail the

potential implications derived from inverting a genomic segment, includ-

ing: (i) inhibition of recombination; (ii) mutational events at inversion

breakpoints; (iii) the so-called position effects; and (iv) predisposition to

further genomic rearrangements (Puig et al. 2015a).

Inhibition of recombination

One of the most characteristic effects of inversions is the inhibition of re-

combination in heterozygotes with both orientations, which is key to fig-

ure out their evolutionary and functional consequences. Inversions have for

long been known to affect the normal intimate pairing between homologous

chromosomes during the first meiotic division of diploid organisms, includ-

ing humans (Hoffmann and Rieseberg 2008; Kirkpatrick 2010). Given the

loss of linear homology at inverted regions in heterozygotes, inversions are

known to generate a chromosomal loop that allow chromosomes to synapse

with different orientation along the inverted segment, as it was observed
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initially in Drosophila polytene chromosomes (Figure 1.1). Still, recom-

bination within the inversion will generate unbalanced products, which

consist of acentric fragments and dicentric chromosomes if the crossover

occurs within a paracentric inversion, or chromosomes with deletions and

duplications of the whole arm fraction outside the inversion if a pericentric

inversion is implicated (Figure 1.2). Therefore, unless a physical mecha-

nism that blocks crossovers exist, inversions are likely to have an impact on

fertility since unbalanced chromosomes cannot give rise to viable progeny

(Anton et al, 2005). Also in the case that two crossovers happen with-

tin the inversion (actually, an even number), the resulting chromosomes

will be balanced. The exception are the species of Drosophila and other

diptera, since males do not recombine and in females the aberrant chro-

mosomes are relegated to the polar bodies.

Given that recombination allows the formation of new allelic combina-

tions, its impairment has important evolutionary consequences. For ex-

ample, the X and Y chromosomes do not recombine along almost their

full length and inversions have been an efficient mechanism for recombi-

nation suppression during sex chromosome evolution. In fact, the estab-

lishment of sex chromosomes during an early stage of mammal evolution

involved the appearance of a group of inversions that gradually increased

the non-recombining region, giving rise to separated sex-determinant al-

leles (Ming and Moore 2007; Hoffmann and Rieseberg 2008; Kirkpatrick

2010; Bachtrog 2013). Moreover, the fact that inversions inhibit recombi-

nation is an effective way to trap a favourable combination of independent

alleles and preserve linkage between them. We will comment in the next

section several cases in distinct species of animals and plants with long

inversions acting as “supergenes”, which can lead to complex phenotypes,

environmental adaptation and speciation. In addition, further adaptive

mutations can arise and establish within the inversion, giving rise to di-

vergent haplotypes associated with different functional profiles, which will

be protected over time.

In humans, the most notable example is the 589-kb inversion 17q21.31

(Stefansson et al. 2005). As a result of local recombination suppression, a
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strong LD spanning all the region has been observed with two highly di-

vergent lineages, H1 and H2 (Boettger et al. 2012; Steinberg et al. 2012;

Alves et al. 2015). H2 haplotype is at low frequency in Africans and

East Asians, but is found at higher levels in Europe. Remarkably, posi-

tive selection in one of the H2 inversion subhaplotypes has been reported

in European individuals due to the association of this inversion with an

increase in fertility of the female carriers in the Icelandic population (Ste-

fansson et al. 2005). As we will see later, this inversion is also associated

to a microdeletion syndrome and also many gene expression changes (de

Jong et al. 2012) and clinical conditions, such as Alzheimer’s disease (My-

ers et al. 2005), Parkinson’s disease (Skipper et al. 2004; Zabetian et al.

2007; Tobin et al. 2008; Setó-Salvia et al. 2011), neuroticism (Okbay et

al. 2016), progressive supranuclear palsy and corticobasal degeneration

(Baker et al. 1999; Webb et al. 2008).

Inversions causing direct mutational events

Among the most evident molecular consequences of inversions are direct

mutations at the gene structure level. In this regard, inversions can disrupt

genes that span one of the breakpoints, impairing or completely inhibiting

the transcription of the resulting truncated copy. There are many cases

of pathological inversions that disrupt genes (Puig et al. 2015a). For

instance, a high fraction of the patients suffering the X-linked disorders

haemophilia A and Hunter syndrome are known to carry inversions that

appear recurrently in the population. In particular, 45% of severe cases of

haemophilia A in humans, a coagulopathy caused by a genetic deficiency

in the clotting factor VIII (encoded by the F8 gene), is due to inversions

generated by NAHR between a 9.5 kb repeated element called “int22h”,

which is located flanking the exon 22 of the F8 gene, and one of the two

copies located ∼565 kb away closer to the telomere in inverted orientation

(Figure 1.3). This misalignment leads to inversions of the whole region and

the disruption of the coding capacity of the F8 gene (Lakich et al. 1993;

Antonarakis et al. 1995; Bagnall et al. 2005; Gouw et al. 2012). An-

other inversion mediated by homologous recombination between repeats
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Figure 1.2 – Suppression of recombination by inversions. Caption

on the following page.
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Figure 1.2 – Suppression of recombination by inversions. Paracen-

tric (left) and pericentric (right) inversions form a loop structure during

the pairing of homologous chromosomes. A single crossing over event

within the inverted segment results in unbalanced chromosomes. Let-

ters represent loci order and circles indicate centromeres. In paracentric

inversions, one acentric fragment and another dicentric chromosome are

produced. The acentric fragment is lost because it cannot be drawn to

either pole in chromosome segregation, and the dicentric fragment forms

a bridge between spindle poles in the telophase of Meiosis I and is broken

randomly, leading to two products with deletions. In pericentric inversions

two chromosomes with both duplications and deletions are originated. The

outcome of this is the selection of just non-crossover chromosomes in viable

offspring.

accounts for around 2-4.8% of haemophilia A cases and generates hybrid

transcripts between the first exon of F8 and the gene VBP1 (Bagnall

et al. 2002; Gouw et al. 2012; Oldenburg et al. 2014). Hunter syn-

drome, or mucopolysaccharidosis type II, is a rare disease caused by the

accumulation of glycosaminoglycans in body tissues due to a deficiency of

the lysosomal enzyme iduronate 2-sulfatase (encoded by the IDS gene),

which is implicated in the catabolism of these molecules. Patients with

the Hunter syndrome frequently present an inversion caused by an homol-

ogous recombination event between the IDS gene and an adjacent partial

pseudogene (IDS2 ), resulting in the disruption of the IDS gene in intron 7

(Bondeson et al. 1995). Also, inversions have been shown to break coding

genes or create fusion genes in cancer (Soda et al. 2007; Gruber et al.

2012; Gao et al. 2013; Rhees et al. 2014; Hamatani et al. 2014; Argani et

al. 2017).

One of the best examples of a human polymorphic inversion with these

effects is HsInv0379, which was already described by Puig and colleagues

(Puig et al. 2015b). HsInv0379 is located in chromome 19 and is among

the longest polymorphic inversions described in humans, with a length of

415 kb. Transcription factor ZNF257 is disrupted by one inversion break-
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point located in an intron of the gene, and, as expected its transcription

level is reduced in heterozygous individuals and no expression was de-

tected in the unique analysed individual carrying both inverted alleles.

Interestingly, the inversion relocates the promoter and the first two exons

of this gene, inducing the transcription of a new fusion transcript in the

new location that incorporates a novel 3’ exon made up of fragments from

repetitive elements. Although the inversion generates a defective ZNF257

copy and a novel transcript isoform, no clear phenotypic traits were as-

sociated to the inversion, but its limited global distribution -it is almost

exclusively present in individuals with East Asian ancestry with an aver-

age frequency of the inverted allele of ∼5%- suggests that if anything, it

may have detrimental effects.

Moreover, there are also some other inversions with less drastic effects.

Several examples of polymorphic inversions with two gene sequences

placed at both breakpoints have been described (Puig et al. 2015a). This

is frequent among rearrangements generated by NAHR, where two gene

copies located within highly homologous segmental duplications can ex-

change sequences when the inversion occurs. If final transcripts generated

in the inverted conformation do not possess significant nucleotidic dif-

ferences, expression changes are unlikely. However, if rearranged genes

were divergent enough, hybrid transcripts are created and expression or

function may vary. This is the case of HsInv0030, where the first exon

and promoter of the two chymotrypsinogen precursor genes CTRB1 and

CTRB2 are exchanged and hybrid transcript sequences have been doc-

umented (Pang et al. 2013). In fact, HsInv0030 has been associated to

alcoholic chronic pancreatitis risk and changes in the CTRB1 /CTRB2

expression ratio (Rosendahl et al. 2018). Additionaly, when both break-

points are placed within the same gene, inversion can reverse exons and

presumably affect splicing, like in inversion HsInv0102, which inverts an

alternative non-coding exon of the protein-coding gene RHOH (Puig et

al. 2015a; Sudmant et al. 2015). In such cases, a more detailed analysis

of the consequences on expression of the different isoforms are required

to disentangle the potential functional role. Altogether, these examples

highlight the importance of these variants in human pathology.
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Figure 1.3 – Recurrent inversions are the most common cause of

haemophilia. (A) In chromosome X, two repeated copies of the element

int22h (yellow arrows), which is within intron 22 of the factor VIII en-

coding gene F8 (the coding sequence is depicted in blue and the numbers

indicate the exons), are located approximately 565 kb away towards the

telomere. These copies are flanked by highly identical segmental dupli-

cations (red arrows) that can give rise to a polymorphic inversion that

reverses the orientation of both repeating elements. A misalignment and

NAHR with the other element located in opposite orientation lead to an

inversion of the whole region, disrupting in turn the F8 protein-coding

gene. (B) Another inversion mediated by the repeated elements ’int1h’

(green arrows), one of the located at the first intron of F8, can results in

this gene disruption. These two inversions account for half of haemophilia

A cases (Gouw et al. 2012). Non-functional parts of genes after inversion

disruption are indicated in grey.
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Position effect: Relocation of genomic segments by inversions

Although mutational effects on gene sequences could be considered as a

direct consequence of the inversion position, we decided to dedicate a

separate section for those potential inversions that can influence mRNA

levels withouth mutating directly the gene sequence. Indeed, for some

authors, a “position effect” has been defined as an alteration of gene-

expression patterns provoked by relocating the whole gene from its original

place to another genomic location, but this change should not affect the

gene itself and the transcription unit is supposed to remain intact (Wilson

et al. 1990; Kleinjan and van Heyningen 1998). Thus, it is worth noting

that inversions can reshape genomic regions by modifying the position of

diverse functional elements with respect to their ordinary chromosomal

environment.

Hypothetically, it is possible to imagine various mechanisms that could be

responsible for expression changes (Wilson et al. 1990; Kleinjan and van

Heyningen 1998; Sharp et al. 2006; Puig et al, 2015a). For instance, an

inversion could separate a cis-acting regulatory element from the gene on

which such element exerts its influence. Depending on the type of regu-

latory element, the consequences could vary. For example, removing an

enhancer may lead to a reduction of the gene transcription in the inverted

allele, while disconnecting a silencer may give rise to inappropriate activity

of the gene in certain tissues or cell types. Alternatively, if the regulatory

elements from this gene are situated closer to another transcript unit be-

cause of the rearrangement, the novel regulatory sequences may increase

or impair the expression of this second gene by provinding novel regulatory

sequences. Also, a competition for the interaction with these regulatory

sequences between both genes may occur, resulting in aberrant expres-

sion levels as well. Although these cases differ from the reorganization of

gene sequences in the previous section, the consequences of some of these

position effects resemble the gene fusions that frequently occur in lym-

phoid leukaemias and lymphomas (Wang et al. 2017). A good example

is Burkitt lymphoma, which is classically characterized by a translocation

that juxtaposes the MYC gene to regulatory elements of the immunoglob-
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ulin heavy or light chain. As a consequence, MYC becomes constitutively

activated owing to the control of the immunoglobulin enhancers (Boerma

et al. 2009). Thus, inversions could act in the same manner by bring-

ing elements together. Moreover, such position effect of inversions might

also result in gene expression alteration due to changes in local chromatin

structure. Indeed, the classical example is that of a gene sequence that

is relocated from a euchromatic region into the heterochromatin, or vice

versa, as it happens in position-effect variegation in Drosophila (Figure

1.4). In this case, an inversion places the eye colour gene white into the

pericentric heterochromatin, which results in the methylation of the pro-

moter and the subsequent down-regulation of gene expression (Vogel et

al. 2009).

Position effects can be also extended to insulators or boundary compo-

nents, affecting the chromatin context. As will be seen below, the three-

dimensional structure of mammalian genomes is organized into topolog-

ically associated domains (TADs) (Dixon et al. 2012). These domains

have been proposed to define regions flanked by CCCTC binding factor

(CTCF) sites that insulate the regulatory activity within the TAD and

prevent interactions with non-target genes (ref). In this regard, recent

studies highlighted the disruption of TADs by distinct structural variants

as a cause of gene misexpression in various human diseases (Lupianez et

al. 2015; Flavahan et al. 2016; Franke et al. 2016; Hnisz et al. 2016).

For instance, the split of the mammamalian HoxD gene cluster in mice

by an induced inversion rearreangement led to artificial repositioning of

the genes relative to flanking enhancer regions and dysregulated patterns

of gene activity during limb development (Spitz et al. 2005). Moreover,

Kraft and colleagues induced a series of inversions to place an active limb

enhancer cluster into the neighbouring gene-dense region and explored

their impact on gene expression in vivo in mice (Kraft et al. 2019). These

inversions broke the previous TAD configuration, leading to aberrant gene

activation. These alterations contributed to congenital malformations like

severe polydactyly (Kraft et al. 2019). Consequently, inversions that are

not breaking gene sequences cannot be discarded as functionally neutral;

rather, those inverted regions encompassing non-coding segments could be
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affecting the regulatory machinery due to these positional effects. Even

the slightest modification, such as the inversion of an enhancer, which are

known to be theoretically flexible in terms of orientation, could have con-

sequences on gene expression, since a few studies have described enhancers

with orientation-dependent activity (Nishimura et al. 2000; Swamynathan

and Piatigorsky 2002). Nonetheless, no polymorphic inversions affecting

gene expression through any of these mechanisms have been reported in

humans so far.

Figure 1.4 – Position-effect variegation in Drosophila. Normally,

every cell from Drosophila eyes expresses the white gene, which results in

a red-eye phenotype. If the inversion places the white gene close to the

pericentric heterochromatin, this gene could be silenced by the abnormal

spread of the heterochromatic marks into the euchromatin. Flies that in-

heret this rearrangement possess variegated eyes (mosaic of red and white

eye color), since there is variation in heterochromatin spread and some

cells express the gene while others do not.

Inversions predisposing to further rearrangements

Under certain circumstances, inversions may not have an obvious func-

tional impact as in the examples described above, but they could rather

confer a predisposition to further rearrangements that lead to several disor-
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ders. These secondary rearrangements, which are deletions in most cases,

are presumably catalyzed by the presence of large and highly identical

direct repeats. In these cases, inversions are characterized by switching

such repetitive elements and expand the number of segments of sequence

present in the same orientation, allowing their subsequent misalignment

during synapsis and hence facilitating illegitimate recombination (Sharp

et al. 2006; Feuk 2010; Puig et al. 2015a). In addition, it has been pro-

posed that the presence of an inversion in heterozygosis, and probably the

recombination problems associated, somehow facilitate this process (Puig

et al. 2015a).

Accordingly, higher inverted allele frequencies have been reported in the

parents of the patients suffering from some of these disorders compared

with the general population. Individuals affected by Angelman syndrome

frequently display deletions of chromosome 15q11-q13 and an inversion al-

lele involving this region was detected in 67% of mothers of patients, while

only 9% of control subjects were carriers (Gimelli et al. 2003). Moreover,

in another study it was found that all fathers of children affected by So-

tos syndrome with a deletion in the paternally derived chromosome were

heterozygous for an inversion in the 5q35 region (Visser et al. 2005). Sim-

ilarly, heterozygous inversions involving the critical region were detected

in transmitting parents of Williams-Beuren (Osborne et al. 2001; Hobart

et al. 2010) and Koolen-de Vries (Koolen et al. 2006) syndromes with

higher frequency than in the normal population.

Koolen-de Vries syndrome constitutes an interesting example in which the

17q21.31 inversion polymorphism facilitates the misalignment and abnor-

mal recombination between flanking segmental duplications of the disease-

critical region (Koolen et al. 2006). This disorder, also known as 17q21.31

microdeletion syndrome, is characterized by developmental delay, intellec-

tual disability, hypotonia and recognizable facial features. The 17q21.31

locus is a genomically complex region with diverse structural configura-

tions associated to direct H1 and inverted H2 divergent inversion alleles

(Stefansson et al. 2005; Boettger et al. 2012; Steinberg et al. 2012). One

of the potential inversion subhaplotypes, H2D, bears two duplications of
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∼150 kb placed in direct orientation and only carriers of this configura-

tion are predisposed to the deletion of the entire region (500-650 kb) by

NAHR (Steinberg et al. 2012) (Figure 1.5). This particular subhaplotype

is rare in Asians and Africans, while it is at high frequency (∼18%) in Eu-

ropean populations, indicating that individuals with European ancestry

are at much higher risk (Boettger et al. 2012). Consequently, virtually

all 17q21.31 microdeletion syndrome cases reported in the scientific liter-

ature have been developed in individuals of European origin (Mefford et

al. 2009; Cooper et al. 2011). The estimated prevalence of 17q21.31 mi-

crodeletion syndrome is around 0.64% of the individuals with idiopathic

mental retardation (Koolen et al. 2008). Likewise, Williams-Beuren syn-

drome is a rare disorder caused by a hemizygous deletion of ∼1.5-1.8 Mb

on chromosome region 7q11.23, which encompasses 28 genes (Bayes et al.

2003; Shubert et al. 2009; Merla et al. 2010). Typical symptoms are men-

tal retardation, vascular stenosis, visual problems, overfriendliness, short

stature and specific facial characteristics. The deleted region is flanked

by blocks of segmental duplications, which gave rise to a known polymor-

porphic inversion of this region by NAHR. About 30% of transmitting

parents are carriers of the inverted chromosome, whereas the inversion is

only in 5% of the general population individuals. As already mentioned,

it has been proposed that interchromosomal pairing in meiosis of the non-

inverted and inverted chromosome would produce a loop structure, where

an unequal crossover between segmental duplications could lead to the

subsequent deletion and a reciprocal duplication (Figure 1.5). In general,

both syndromes are assumed to be caused by haploinsufficiency for the

deleted genes. For instance, elastin gene haploinsufficiency causes arterial

stenosis, which is a component of Williams-Beuren syndrome (Metcalfe et

al. 2000). In the case of the 17q21.31 deletion phenotype, the implicated

region includes five known protein-coding genes, but affected individu-

als with de novo loss-of-function mutations in KANSL1 display most of

the clinical signs, suggesting that the deletion of one copy of this gene is

sufficient to cause the disease (Koolen et al. 2012; Zollino et al. 2012).

However, we cannot discard that the alteration of the other elements re-

siding within the deleted region contribute to exacerbate the phenotype.
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Further examples of chromosomal rearrangements promoted by inversions

include translocations. For instance, Y chromosomes carrying a 4 Mb in-

version are more prone to becoming involved in a translocation between

Figure 1.5 – Inversions predisposing to Koolen-de Vries and

Williams-Beuren syndromes. Caption on the following page.
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Figure 1.5 – Inversions predisposing to Koolen-de Vries and

Williams-Beuren syndromes. (A) Simplified scheme of the genomic

architecture at 17q21.31 (actual 17q21.31 inversion rearrangement is more

complex). The H2D subhaplotype is present in ∼20% of the European

population, in which flanking segmental duplications are directly oriented

and can undergo a deletion rearrangement via NAHR. The deletion in

17q21.31 may be responsible for up to 1% of cases of mental retardation.

(B) Diagram of the pairing of an inverted and non-inverted chromosome

that produce a loop in the 7q11 region, where a misalignment of segmental

duplication blocks and an unequal crossover would lead to gametes with

deletions and duplications. Segmental duplications are depicted as arrows,

and distinct units are showed in different colours.

homologous genes PRKX and PRKY on chromosome X and Y, respec-

tively, leading to sex reversal and infertility (Jobling et al. 1998). Among

other disorders caused by secondary rearrangements associated to an in-

version are the 3q29 microdeletion syndrome, Wolf-Hirschhorn syndrome,

15q13 microdeletion syndrome, 15q24 microdeletion syndrome, Emery-

Dreifuss muscular distrophy and RCAD syndrome (Puig et al. 2015a).

Nonetheless, these findings must be taken with extreme care given the

high frequency of many of these inversion polymorphisms in the popu-

lation and the low prevalence of such disorders, suggesting a very low

increase in the probability of having affected offspring by an inversion

carrier.

1.1.4 Role of inversions in local adaptation and complex

phenotypes

Substantial empirical evidence shows that inversions are common across

many species, and are associated with fascinating phenotypes, such as

diverse mating systems or social behaviours, as well as play a role in cli-

mate adaptation and ultimately speciation (Hoffmann and Rieseberg 2008;

Wellenreuther and Bernatchez 2018). Although most human inversions
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are small (<10 kb) (Feuk et al. 2005; Puig et al. 2015a), this is not the

rule in other species of animals and plants, where large inversions span-

ning several megabases are common. Consequently, such inversions may

cover a large proportion of the genome and affect a great number of genes.

As already mentioned, by limiting local recombination inversions can act

effectively as supergenes (Thompson and Jiggins 2014). A supergene is

considered a group of two or more genes and other functional elements at

a single chromosomal region that are jointly inherited and that simulta-

neously affect multiple complex characteristics. Supergenes segregate in

a simple Mendelian manner and have been reported to generate intricate

phenotypic systems and underlie adaptation in various species. Indeed,

the change in the activity of a single protein-coding gene is unlikely to

regulate many phenotypic traits. Since reduced recombination within su-

pergenes is crucial to maintain the block of multiple genes as a single unit,

inversions are a central element in evolution of supergenes and have been

reported to harbour supergene complexes (Thompson and Jiggins 2014;

Wellenreuther and Bernatchez 2018).

Well-known examples of supergenes come from mimetic wing forms of

butterfly species, where inversions have been observed to control colour

patterns. Mimicry in Papilio polytes and Heliconius numata has been

shown to be caused by an inversion that includes the gene doublesex, key

in insect sexual dimorphism (Kunte et al. 2014), and different inversion

rearrangements at the supergene locus P (Joron et al. 2011), respectively.

Likewise, inversions are associated to a broad range of complex phenotypes

such as migratory ecotypes and social forms. Supergene examples related

to migratory phenotypes include the Atlantic cod Gadus morhua (Berg et

al. 2016; Berg et al. 2017), the salmonid Oncorhynchus mykiss (Pearse

et al. 2014), and the willow warbler Phylloscopus trochilus, where large

haplotype blocks are consistent with the presence of inversions (Lundberg

et al. 2017). On the other hand, a large non-recombining chromosomal

region in the Alpine silver ant Formica selysi genome has been linked to

social organization, which can derive in different social forms with vari-

ation in queen number. While ant colonies are typically headed by one

queen, the workers with a specific inversion orientation can tolerate several
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fertile queens, which has been observed that can be advantageous. This

nonrecombining “social chromosome” has convergently evolved in a simi-

lar separate evolutionary lineage for the red imported fire ant Solenopsis

invicta (Purcell et al. 2014; Linnrechy and Kronauer 2014). Finally, repro-

ductive behaviours are also susceptible to be influenced by chromosomal

inversions. Two remarkable examples involve the ruff Philomachus pug-

nax (Küpper et al. 2016; Lamichhaney et al. 2016), a medium-sized and

lek-breeding wading bird that breeds in wetlands across northern Eurasia,

and the white-throated sparrow Zonotrichia albicollis (Tuttle et al. 2016),

a common songbird in North America (Figure 1.6).

On the other hand, a large body of literature supports that inversions are

strongly involved in climatic adaptation. Canonical examples come from

geographical clines (i.e. adaptation to altitudinal and latitudinal gradi-

ents) in multiple species of Drosophila. A prominent case is the inversion

3RP in D. melanogaster, with environmental clines on several continents

that shift in parallel according to climatic change (Krimbas et al. 1992;

Anderson et al. 2005). Other cases of inversion clines can be found in

Anopheles mosquito species (Ayala et al. 2017) and maize (Zea mays)

(Fang et al. 2012). Another typical example of adaptive response to

climate change is the association between frequency changes of D. sub-

obscura chromosomal inversions and increased tempeture due to global

warming (Balanyá et al. 2006; Rodŕıguez-Trelles and Rodŕıguez 2007).

While ding environmental adaptation mechanisms, reproductive barriers

may emerge, leading to speciation. In this regard, a chromosomal inver-

sion distinguishes alternative annual and perennial ecotypes in the yellow

monkeyflower Mimulus guttatus, with adaptative effects on flowering time

and growth-related traits that give rise in turn to isolating barriers (Lowry

and Willis 2010).
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Figure 1.6 – Inversion effects on mating systems in the white-

throated sparrow and the ruff. Caption on the following page.
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Figure 1.6 – Inversion effects on mating systems in the white-

throated sparrow and the ruff. Well described effects in the two colour

morphs of the white-throated sparrow and the three alternative male mat-

ing types of the ruff. In the white-throated sparrow a ∼100 Mb pericentric

inversion in chromosome 2 (∼10% of its genome) controls behaviour and

two color morphs: white-striped and tan-striped plumage. White males

are heterozygous for the inverted form and tend to have more mates, but

tan males, which carry only non-inverted chromosomes, are monogamous

and invest in parental care. A similar situation can be found in the ruff,

in which a ∼4.5 Mb inversion on chromosome 11 encodes for three al-

ternative male forms -independents, satellites and faeders-, which differ

from each other in mating strategy, size, plumage, physiology, testis size,

and behaviour. Independent males (most common in the population) with

ornamented dark or chestnut plumage are dominant and aggressive, and

carry two copies of the ancestral, noninverted chromosome. Satellite males

(less common) with white ruffs are submissive, while faeder males (rare),

mimic females in their size and plumage and sneak into the leks of inde-

pendent males to steal copulations. Satellites and faeders carry distinct

supergenes: the faeder supergene is a product of an inversion of the an-

cestral chromosome, whereas a rare recombination between the ancestral

and the faeder supergene originated the satellite version (Lamichhaney

et al. 2016). Each inverted region contains from 125 (ruff) to over 1000

(sparrow) genes, all of which are highly differentiated from their respective

non-inverted haplotypes and divergent alleles apparently drive phenotypic

differences between morphs. Satellite and faeder alleles in the ruff and

chromosome 2m in the white-throated sparrow are lethal or highly delete-

rious when homozygous.

1.1.5 Current strategies for inversion discovery and geno-

typing at large scale

The recent introduction of sequencing techniques has demonstrated that

they are suitable genomic approaches to identify inversions at a large scale.

Strategies aimed to discovery inversions genome-wide have been originally
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based on the comparison of the reference human genome with the genome

of non-human primates (Feuk et al. 2005; Kronenberg et al 2018; Catachio

et al. 2018) or with other de novo assembled human samples (Levy et al.

2007). This was initially a useful approach to identify inverted segments

between two organisms or individuals, and is one of the most exhaustive

and precise strategies to obtain detailed information of structural vari-

ation along the whole genome. Nevertheless, it is quite expensive since

it involves whole-genome sequencing and large segmental duplications at

inversion breakpoints often complicate the de novo reconstruction of the

genome assembly. Perhaps, one of the most successful methods for inver-

sion detection developed so far is based on the systematic comparison of

the human reference genome to a second genome represented by a set of

paired-end sequences (Tuzun et al. 2005). The resulting sequenced reads

from the two ends of a cloned fragment coming from an individual sample

are expected to align to the reference genome in an appropriate orienta-

tion (e.g. plus(+)/minus(-)) and at a specific distance; if not, this could be

indicating the presence of a structural variation between both genomes.

This general protocol was adapted to next-generation sequencing plat-

forms, and is currently known as paired-end mapping (PEM), resulting in

a major progress in the field of inversion identification (Korbel et al. 2007;

Kidd et al. 2008; Ahn et al. 2009; Sudmant et al. 2015). However, PEM

is not free of limitations, since it relies heavily on the reference genome,

which might contain miss-assembled regions that could lead to erroneous

calling of structural variants (Vicente-Salvador et al. 2017). Another

problem that should be outlined is that PEM often fails when inversions

are flanked by long inverted repeats of high identity, as happened when re-

constructing de novo assemblies, since reads from these regions cannot be

uniquely mapped (Lucas-Lledó and Cáceres 2013). For these inversions,

target-based assays are thereby needed (Feuk, 2010; Puig et al, 2015a).

Novel systems aimed to identify structural variation in the human genome

are continuously being developed, and some promising studies published

recently offered the ability to handle balanced events, such as inversions.

For example, the invention of optical mapping allowed the detection of

SVs as differences in restriction maps from single molecules of labeled
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DNA scanned by fluorescence microscopy (Teague et al. 2010). In a sim-

ilar manner, BioNano Genomics technology uses fluorescence imaging in

single DNA molecules to construct complete genomic maps on nanochan-

nel arrays (Lam et al. 2012), and it has been used to predict many in-

versions (Li et al. 2017a, Levy-Sakin et al. 2019). On the other hand,

long-read sequencing can provide insights into inversion polymorphism as

well by sequencing through longer repetitive elements (Chaisson et al.

2015; Huddleston et al. 2017; Shao et al. 2018; Audano et al. 2019).

Also, Strand-seq is a single-cell technique based on the sequencing of a

particular strand of DNA inherited by daugther cells that have incorpo-

rated 5-bromo-2’-deoxyuridine (BrdU) during DNA replication to allow

the selection of the BrdU-negative template strand (Falconer et al. 2012).

Sanders and colleagues (2016) applied this method to detect more than

100 human polymorphic inversions, which can be identified as segments

of strand switches in Strand-seq libraries. Although this is a interesting

application, it is quite labor intensive and the size of inversions detected

are usually big, resulting in that small inversions would be still hidden. Fi-

nally, the combination of several of these techniques can increase the power

and overcome the inherent limitations of each of them to maximise the ca-

pacity of discovering inversions. In particular, a recent study integrated

diverse genomic methods, including short- and long-read, strand-specific

sequencing technologies and optical mapping for SV detection in three

parent-child trios, and was able to identify 308 inversions with relatively

good accuracy (Chaisson et al. 2019).

Bioinformatic solutions for inversion discovery have been developed as

well. The existence of strong LD blocks in the genome, sequences of several

kilobases in which variants are strongly correlated with each other, allow

that many genetic variants can be tagged with only a fraction of genotyped

markers. This phenomenon is employed by imputation softwares like IM-

PUTE2 (Howie et al. 2008) to infer the state of many polymorphisms not

typed in GWAS arrays, for instance. In addition, specific programs for

inversion identification and genotype calling based on signatures in nu-

cleotide variation patterns (Bansal et al. 2007; Sindi and Raphael 2010;

Ma and Amos 2012) have been also proposed, such as PFIDO (Salm et
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al. 2012), invClust (Cáceres et al. 2015) or scoreInvHap (Ruiz-Arenas et

al. 2019). In this last case, inversion status is inferred from similarity to

orientation specific haplotypes determined experimentally. However, all

these methods have limitations and it is unclear how accurate are these

genotypes are, especially for recurrent inversions, which are unlikely to be

captured by any combination of linked genetic variants.

It is important to note that inversion discovery is just the first step and

despite all these efforts, it is still not clear how many common inversions

exist in the human genome, what the size distribution of inversions vari-

ants is, and to what extent inversions are associated with human disorders

(Puig et al. 2015a). In addition, there is still very little information about

population frequencies and worldwide distribution of human polymorphic

inversions. Therefore, it is necessary to have methods to validate the

genome-wide predictions and genotype them in multiple individuals. For

instance, one of the first techniques used for inversion validation was flu-

orescence in situ hybrization (FISH), which is a molecular cytogenetic

approach that uses fluorescent probes designed to bind complementarily

particular genomic regions. This is useful to detect chromosomal inver-

sions by using two or three probes labeled with different colors placed

inside and outside the inversion. Thus, depending on the inversion ori-

entation, the distance and order of the probes will vary (Antonacci et al.

2009; Bosch et al. 2009; Hobart et al. 2010; Nomure et al. 2018). Other

traditional molecular approaches that have been used to detect inversions

also comprise southern blot hybridization (Small et al. 1997) or pulsed-

field gel electrophoresis (Osborne et al. 2001). All these techniques can

be very accurate to test variants in a particular genomic localization, but

neither of them is scalable to genotype inversions on a population scale

or in the large cohorts necessary to perform association studies. Besides,

the low resolution of FISH limits the analysis to large inversions (>1 Mb).

Other molecular biology techniques like PCR can amplify DNA segments

enclosed by primers around inversion breakpoints, which makes possible

to design orientation-specific primer combinations. Also, a modified PCR

protocol can be applied to inversions with long inverted repeats at the

breakpoints, called inverse PCR (iPCR). Therefore, targeted inversions
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can be assayed by PCR in larger number of samples (Aguado et al. 2014;

Puig et al. 2015a; Vicente-Salvador et al. 2017). In the near future, with

the introduction of new powerful high-throughput techniques to screen for

inversions in an unbiased manner, a complete picture of human inversion

polymorphism is expected to be finally available.

1.1.6 The InvFEST project

As a consequence of the rising interest in structural variants and the

challenge that inversions represent among them, the InvFEST (INVer-

sion Functional & Evolutionary Studies) Project started in 2010 with the

aim of improving our little knowledge about this type of variation in hu-

mans. The project attempts to characterise the population distribution

and functional consequences of polymorphic inversions present in human

populations and aspires to become an indispensable complement to the

Database of Genomic Variants (dgv.tcag.ca) (MacDonald et al. 2014).

We have already commented that early studies predicted few hundred in-

versions by using genome assembly comparison and PEM (Korbel et al.

2007; Levy et al. 2007; Kidd et al. 2008). Thus, these initial inversion

predictions were combined into a unified non-redundant set and classi-

fied depending on their reliability according to an intense curation effort

(Mart́ınez-Fundichely et al. 2014; Mart́ınez-Fundichely et al. in prep.).

Nonetheless, the repetitive nature of the human genome gives rise to a

high proportion of false positives when using these methods (Mart́ınez-

Fundichely et al. 2014). Indeed, an exhaustive sequence analysis and

experimental validation using optimized PCR-based techniques for geno-

typing inversions, such as iPCR, have allowed to determine that a large

fraction of predicted inversions are false positives, but also to expand con-

siderably the number of experimentally confirmed polymorphic inversions

in humans, to more than 200 nowadays (Mart́ınez-Fundichely et al. 2014;

Aguado et al. 2014; Vicente-Salvador et al. 2017). All this information is

stored in the InvFEST database (invfestdb.uab.cat) (Mart́ınez-Fundichely

et al. 2014), which constitutes an ongoing effort to provide the most re-
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liable and largest collection on human inversions by integrating multiple

sources of available data. It is worth pointing out that there is a notable

variation in terms of size, ranging from ∼100 bp to dozens of Mb, although

many larger inversions (>10 kb) are probable false positives (Puig et al.

2015a). Also, the longer the inversion, the more likely to be flanked by

segmental duplications, suggesting differences in the mechanisms of origin

(Puig et al. 2015a). Given that PEM strategies have been demonstrated

to be unsuccessful at detecting inversions flanked by large segmental du-

plications (Lucas-Lledó and Cáceres 2013), the database is continuously

updated with the new studies covering novel technologies aimed to detect

inversions (Sanders et al. 2016; Huddleston et al. 2017; Shao et al. 2018;

Levy-Sakin et al. 2019; Audano et al. 2019; Chaisson et al. 2019).

The InvFEST project has already produced a big advance in our knowl-

edge of human inversions. In fact, a subset of validated inversions have

been genotyped in a large number of individuals (Aguado et al. 2014;

Vicente-Salvador et al. 2017). Specifically, information about mechanisms

of origin, breakpoint definitions, worldwide frequency, ancestral state and

evolutionary history has allowed us to get a global picture of each inversion

(Aguado et al. 2014; Vicente-Salvador et al. 2017). Also, these studies

have found that recurrent inversions seem to be common in humans -that

is, an inversion event can appear several times across the human lineage

due to NAHR between the IRs at the breakpoints- and even a low recur-

rence rate would reduce LD between inversions and nearby variants, which

limits their genotyping with tag SNPs (Antonacci et al. 2009; Aguado et

al. 2014; Vicente-Salvador et al. 2017).

The potential functional consequences of inversions in different organ-

isms, including humans, highlight the importance of studying inversions

in biomedical research (Puig et al. 2015a). However, only three polymor-

phic inversions in humans -17q21.31, 8p23.1 and 16p11- had been studied

in some detail (Stefansson et al. 2005; Myers et al. 2005; Zabetian et al.

2007; Webb et al. 2008; de Jong et al. 2012; Salm et al. 2012; Okbay et al.

2016; González et al. 2014). Besides the well-studied 17q21.31 inversion,

inversion 8p23 has been related to autoimmune diseases and personality
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traits (Salm et al. 2012; Okbay et al. 2016) and 16p11 inverted allele

appears to protect against the joint susceptibility of asthma and obesity

and correlates with expression levels of neighboring genes (González et

al. 2014). In this regard, the InvFEST project has given us the op-

portunity to start assessing the functional role of human inversions in a

systematic manner. For instance, the accurate annotation of inversions

has made possible to identify several cases in which inversions affect gene

sequences in different ways (Aguado et al. 2014; Vicente-Salvador et al.

2017). An interesting example includes the East-Asian specific inversion

HsInv0379 that disrupts a zinc-finger protein gene and creates a novel fu-

sion transcript (Puig et al. 2015b). However, the current knowledge about

the contribution of human polymorphic inversions to gene expression and

phenotypic variation is still limited and most cases have not been investi-

gated in detail yet. For instance, the 1000GP did not find any inversion as

lead eQTL of expression changes in LCLs. Additionally, a comprehensive

analysis of the effect of structural variants on gene expression in several tis-

sues could only associate a 198-bp inversion (HsInv0191 in InvFEST) with

the expression of genes P4HA1 in skin and FUT11 in nerve tissues, but

these signals were lost in a joint eQTL analysis in favour of other genetic

variants. Therefore, inversion effects have remained elusive. For that,

it is necessary direct genotyping methods that provide reliable genotypes

of human inversions in large cohorts. As we will see in the next chap-

ters of this thesis, new experimental high-throughput assays have been

developed, allowing us to carry out an complete characterisation of the

functional impact of human inversions for the first time (Giner-Delgado

et al. 2019; Puig et al. 2019).

1.2 Human genome function

A central goal of human genomics is to interpret the functional conse-

quences of millions of discovered genetic variants, including inversions.

The understanding of these potential effects is key to evaluate their

contribution to disease susceptibility, progression or treatment effective-
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ness. Much of our initial knowledge derived from the study of monogenic

“Mendelian” diseases, where the disease-causing variants and the protein-

coding genes in which they reside were successfully identified through link-

age mapping in human pedigrees (Botstein and Risch 2003). However, this

is not true for most common diseases, which involve contributions from

multiple genes as well as environmental and lifestyle factors. In the past

few years, the method of choice for the study of complex phenotypes has

been to carry out GWAS in large cohorts of cases and controls. Thanks to

GWAS efforts, thousands of genetic variants have been linked to human

traits and diseases.

Nonetheless, GWAS merely uncover and list statistical associations, but

this data does not provide biological insights about the mechanisms un-

derlying the respective phenotype per se. Indeed, the majority of these

association studies do not go beyond reporting the most significant loci.

Moreover, discovered variants only confer relatively small increments in

risk and are mostly located at non-coding regions. Therefore, our ability

to predict the functional implications of such variants is just speculative

and is based on available annotation of genes in the vecinity of GWAS

signals. To solve this challenge, a large number of molecular traits can

be potentially interrogated, including gene expression, DNA methylation,

histone modifications or chromatin conformation. These “intermediate”

phenotypes at cellular level allow to establish which gene functions are

affected by the variants implicated in disease. This approach helps to elu-

cidate the processes by which a genetic variant has a functional impact

and links cellular states with whole-organism phenotypes.

1.2.1 Genetic determinants of gene expression variation

While proteins are the chief actors in carrying out cellular functions, mea-

suring protein levels in a precise and high-throughput manner is techno-

logically challenging, although some progress has been made (see below;

Enroth et al. 2014; Battle et al. 2015; Sun et al. 2018). In contrast,

mRNA levels are easier to measure genome-wide and most current stud-
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ies typically use transcript rather than protein abundance as a proxy for

gene expression. Until a decade ago, gene expression profiling had been

mainly performed using microarrays that contained one or a few probe

sets for each interrogated gene. However, the quantification of previ-

ously un-annotated transcripts or alternative isoforms of the same gene

was impossible. With the advent of next-generation sequencing meth-

ods, the quantification of transcript levels by massive sequencing of RNA

molecules (RNA-Seq) has become the preferred method to detect and mea-

sure transcriptome-wide gene expression. RNA-Seq can accurately quan-

tify low expressed genes and is not limited to known genes (Marioni et al.

2008; Sun et al. 2013; T’Hoen et al. 2013; Stark et al. 2019). For example,

the expression of more than 4,000 un-annotated transcript were reported

in a RNA-Seq study of the Nigerian HapMap population (Pickrell et al.

2010). Furthermore, RNA-seq profiles of monocyte-derived dendritic cells

uncovered thousands of novel isoforms synthesized in response to influenza

infection (Ye et al. 2018).

Thanks to these genomic methods, there has been tremendous progress in

identifying genetic variants that affect gene expression, termed expression

quantitative trait loci (eQTLs). In other words, an eQTL is a genetic

variant that explains part of the expression variance of a gene; that is,

the intermediate phenotype tested is the gene expression level, and a di-

rect association between genetic variation and gene expression is measured

(Figure 1.7). The most associated variant is usually called lead, top or sen-

tinel eQTL, and is more likely to be the causal variant affecting expression

(Brown et al. 2017). However, LD structure makes difficult to identify

the true causal variants, since many eQTL signals will be correlated. This

association analysis, also termed as eQTL mapping, can involve variants

located either in cis-proximal to the gene- or in trans -distally-. On the

one hand, it is common to test variants within 1 Mb of the transcription

start site (TSS), since very few variants beyond this distance may influ-

ence expression. Indeed, most eQTLs lie either within gene bodies or close

to TSSs (Veryieras et al. 2008; Stranger et al. 2012). Also, only 25% of

top eQTLs were located at a distance higher than 50 kb from the TSS in

a large-scale study in lymphoblastoid cell lines (LCLs) (Lappalainen et al.
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2013). On the other hand, trans-eQTLs have been much more difficult to

detect, because interrogating the whole-genome for potential effects has

proven statistically challenging. Nonetheless, when a reasonable sample

size is employed, trans-eQTLs can be reliably found (Grundberg et al.

2012; Westra et al. 2013; Fairfax et al. 2014, GTEx Consortium 2017;

Bonder et al. 2017; Võsa et al. 2018). It is worth mentioning that genes

can be regulated by multiple eQTLs. In this sense, conditional analysis,

in which the eQTL mapping is conditioned on the lead variant to test any

other significant variant, can lead to the discover of secondary independent

eQTLs (Jansen et al. 2017).

First eQTL studies in humans explored gene expression in LCLs (Stranger

et al. 2007a; Stranger et al. 2007b; Montgomery et al. 2010; Pickrell et

al. 2010; Stranger et al. 2012; Stranger et al. 2007a; Stranger et al.

2007b; Stranger et al. 2012; Lappalainen et al. 2013). In this regard, the

most well-known work is probably from the GEUVADIS (Genetic EUro-

pean VAriation in DISease) Consortium (Lappalainen et al. 2013). This

project contributed to much of the knowledge available to that moment

about quantitative and qualitative transcriptome variation in human pop-

ulations with the creation of one of the most comprehensive transcriptome

reference datasets, given the already published genome sequences of these

individuals by the 1000 Genomes project (Lappalainen et al. 2013). The

authors analysed 462 individuals and reported 8,329 genes with eQTLs,

including expression levels and splicing, but also miRNA-mRNA interac-

tions, fusion genes and RNA editing, giving a precise view of the spec-

trum and functional mechanisms of regulatory variation. Additional early

studies also focused on other accesible cell types, such as skin or blood

(Grundberg et al. 2012; Battle et al. 2014; Buil et al. 2016).

Importantly, an increasing number of studies have shown that many of

GWAS signals are enriched for eQTLs (Nicolae et al. 2010). For exam-

ple, schizophrenia susceptibility alleles are enriched for eQTLs in brain

(Richards et al. 2012), whereas type 2 diabetes SNPs affect gene expres-

sion in liver and adipose tissues (Zhong et al. 2010). This enrichment

might not be so suprising if we take into account that a GWAS variant
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Figure 1.7 – Identification of regulatory variants through eQTL

analysis. From bottom to top. Many SNPs and other genetic variants

are tested against molecular phenotypes, such as gene-expression levels.

Variants of interest that are acting in cis on gene expression are detected

by focusing on a defined genomic window around the transcription start

site (TSS) (1 Mb in this case). Also, all variants can be tested in a

genome-wide manner to discover those acting in trans. Manhattan plot

shows the statistical significance of the tested variants along their genomic

coordinates. The graph above displays the distribution of gene-expression

levels stratified by the three genotypes of the most significant variant.

can act as an eQTL and affect the expression of a gene that in turn in-

fluences the disease. For instance, eQTLs discovered in LCLs helped to

explain a GWAS association between the 17q21 locus and asthma sus-

ceptibility. This region contains at least 15 genes and none of them had

evident roles in the disease at that time (Moffatt et al. 2007). How-

ever, transcript levels of ORMDL3 were strongly associated with the top

GWAS signal, suggesting the role of this gene as the leading candidate
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in the aetiology of the disease. In fact, further functional studies con-

firmed this finding (Ono et al. 2014). eQTLs found in LCLs have been

also useful to determine candidate genes in Crohn’s disease (Libiolle et

al. 2007), autism Nishimura et al. 2007) or bipolar disorder (Iwamoto

et al. 2004). Although some variants are expected to act in a tissue- or

condition-restricted manner, recent data suggest that many eQTLs are

shared across tissues and thus these first findings in LCLs were useful to

interpret GWAS results (Nica et al. 2011; Grundberg et al. 2012; Nica

and Dermitzakis 2013; GTEx Consortium 2017). However, it is also well

known that genes are differentially expressed and regulated across distinct

conditions and tissues, and many only show activity in specific cell lines

(Grundberg et al. 2012; GTEx consortium 2017), under certain condition

such as infection (Nedelec et al. 2016; Quach et al. 2016), or in a partic-

ular developmental stage (Cardoso-Moreira et al. 2019). In these cases,

analysing eQTLs in a relevant tissue or context is essential to evaluate the

functional impact of a specific SNP.

The Genotype-Tissue Expression (GTEx) project was founded to over-

come such restrictions with the aim of measuring the functional impact of

genetic polymorphisms on human transcriptomes by enabling the study of

eQTLs across diverse tissues of the human body (GTEx consortium 2015).

For that, RNA was isolated from postmortem samples derived of multiple

tissues from donors enrolled in the study. In total, the GTEX v6p analysis

freeze contains data from 44 tissues from 449 donors, including 31 solid

organ tissues, whole blood, two cell lines derived from blood and skin sam-

ples (lymphoblastoid cell lines and fibroblast cultures), and 10 brain re-

gions. Sampled donors were mostly from European ancestry (83.7%) while

the next largest group was African Americans (15.1%). For all individ-

uals, DNA was genotyped from blood samples using arrays and quantifi-

cation of gene expression in the different samples was performed through

massively-parallel sequencing of RNA. Therefore, the GTEx project pro-

vides a comprehensive landscape of gene regulation across a wide variety

of tissues (GTEx consortium 2017).

The GTEx project has taught us several lessons. First, pervasive cis-
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eQTL effects affecting the majority of human genes were found. In to-

tal, considering all GTEx tissues, more than 150,000 cis-eQTLs associ-

ated with almost 20,000 genes were discovered (GTEx consortium 2017).

These numbers represent around 50% and 86% of all known autosomal

long intergenic non-coding RNAs (lincRNAs) and protein-coding genes,

respectively. Same conclusion has been obtained by other similar stud-

ies, such as Võsa et al. (2018) analysis of 31,684 individuals, in which

they detected that 88% of the genes expressed had a cis-eQTL in blood.

This suggests that lowly expressed genes without associated eQTL so far

could also have eQTLs in other contexts that remain to be identified. Sec-

ond, overall, cis-acting eQTLs displayed two differentiated patterns with

regard to tissue sharing, acting in either most of the 44 tissues or just

in a specific and small subset of tissues. Third, in general, trans-eQTLs

exhibited greater tissue specificity. In fact, other studies with fewer tis-

sues already reported similar estimates of minimal sharing of trans-eQTLs

(Grundberg et al. 2012; Buil et al. 2016). However, despite of the exten-

sive tissue-specificity, some examples of trans-eQTLs shared across mul-

tiple tissues were observed. For instance, rs7683255 was associated with

NUDT13 in trans with a consistent effect direction across the majority

of GTEx tissues. Additionally, rs60413914 was linked to RMDN3 across

the subset of brain-related tissues, but this trans-eQTL shows little or

no effect in other tissues. Fourth, significant variants acting as eQTLs

were enriched in promoters and enhancers. Also, eQTL activity was likely

to be shared between a pair of tissues if this polymorphism was placed

at a similar chromatin state in both contexts. Remarkably, secondary

cis-eQTLs were enriched for chromosomal contact with target promoters

according to Hi-C data. This result means that, in spite of being located

further away from the transcriptional start site in the DNA linear sequence

compared to primary eQTLs, both secondary and primary eQTLs are lo-

cated physically close to regulated genes in the 3D space. On the other

hand, functional characterization of trans-eQTL mechanisms revealed that

trans-acting variants are enriched in enhancers, but not in promoter re-

gions, consistent with tissue-specificity of enhancer activity. As we will see

in the next sections, several studies support that trans-eQTLs are likely

affecting the regulatory machinery (Degner et al 2012; Moen et al. 2013;
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Waszak et al. 2015; Delaneau et al. 2019). Fifth, a strong evidence for

regulation of genes in trans through expression changes of other genes in

cis was also observed.

GTEx data has been also useful to boost further research in diverse ar-

eas. For instance, sex biases in the expression of chromosome X genes has

allowed to establish a systematic catalogue of chromosome X inactivation

across human tissues, pinpointing examples of variability in the degree

of chromosome X inactivation escape that may contribute to phenotypic

diversity (Tukiainen et al. 2017). Moreover, identification of individuals

with extreme measures of gene expression has uncovered the presence of

nearby conserved rare variants, demonstrating the contribution of rare ge-

netic variation in large gene-expression changes and likely in disease risk

as well (Li et al. 2017). Another study has reported the landscape of the

dynamic patterns and regulation processes of adenosine-to-inosine RNA

editing, illustrating editing trends across diverse tissues (Tan et al. 2017).

Among other relevant studies, there are also the development of methods

for transcriptome data analysis (Mohammadi et al. 2017), estimating the

causal variants and tissues for both expression and complex traits (Brown

et al. 2017; Ongen et al. 2017), the analysis of the impact of structural

variation on gene expression (Chiang et al. 2017) and the characterization

of regulation co-expression networks (Saha et al. 2017). Therefore, GTEx

data has provided a critical and necessary resource for the scientific com-

munity that have aided in the interpretation of GWAS findings, making

possible to identify regulatory variants acting in a tissue-specific manner

and link them to human disease phenotypes.

In contrast to eQTL analysis addressing gene-expression profiles at steady-

state, such as in the commented LCLs (Lappalainen et al. 2013) or post-

mortem tissues (The GTEx Consortium 2017), recent studies have re-

ported genetic variants associated to transcription variation in human

cells challenged to immune antigens or infectious agents (Nedelec et al.

2016; Quach et al. 2016). Infectious diseases are among the most pow-

erful selective driving forces in evolution. Indeed, immune-related genes

and variants, which are enrolled in a vital combat against microorgan-
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isms for host survival, have been reported to exhibit elevated adaptive

evolution (Barreiro and Quintana-Murci 2010). Thus, being part of a

complex phenotype such as our primary interface with the external world,

immune defense mechanisms have been continuously shaped as humans

faced contrasting pathogenic environments, leading to strong selective pat-

terns across different populations. Either a disproportionate or irrelevant

immune response can result in an inappropriate autoimmune or inflam-

matory disease or a mortal infection (Barreiro and Quintana-Murci 2010;

Brinkworth and Barreiro 2014). Since there is a strong evidence that reg-

ulatory variants are involved in human traits and disease, it is consistent

that many polymorphisms also play a significant role in immune response

through changes in transcript and protein leves differences. In this regard,

variants with effects specific of certain infections stimuli have been iden-

tified (Barreiro et al. 2012; Lee et al. 2014; Nedelec et al. 2016; Quach

et al. 2016). Additionally, splicing QTLs affecting differential transcript

isoform usage in the human antiviral response have also been found (Ye

et al. 2018).

The study of pathogenesis of type 2 diabetes (T2D) illustrates the decisive

value of targeting specific cell types for complex biomedical conditions of

interest, instead of relying on eQTL data generated from easily accesi-

ble tissues or other tissues that can be considered as a substitute. First,

thanks to RNA-seq data from subcutaneous adipose biopsies from 766 fe-

male twins it was possible to confirm that SNP rs4731702, which is within

a T2D-associated haplotype, was an eQTL of the KLF14 gene (Small et

al. 2011). Despite KLF14 is expressed in several tissues, cis and trans

associations discovered were completely specific of adipose tissue, with no

detectable signals in skin, whole blood or lymphoblastoid cell lines from

the same subjects. Additionally, rs4731702-C allele was also associated

with increased methylation levels around 3 kb upstream of KLF14. Again,

this association was only present in subcutaneous adipose tissue and not

in whole blood or skin. The KLF14 regulatory variants also modulate,

in trans, the expression of 385 genes, which consisted in a large adipose

network linked to glucose uptake, lipogenesis and cell size. In fact, mice

with adipose tissue-specific knockout of Klf14 displayed insulin-resistant
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phenotypes (Small et al. 2011). Second, previous studies have demon-

strated that rs7903146, which is a major GWAS locus for T2, influences

chromatin accessibility and enhancer activity in islets, but they failed to

characterize the influence on gene expression. A targeted analysis of 420

human islet preparations from the InsPIRE consortium (Viñuela et al.

2019) provided a detailed perspective of gene expression regulation in this

tissue and the mechanisms underlying T2D predisposition. The authors of

this study examined to which degree islet eQTLs overlapped with eQTLs

reported in 44 tissues from the GTEx project. In this regard, 5% of genes

discovered to be regulated in islets had no significant eQTLs in any of the

44 tissues, while none of the GTEx tissues could replicate more than 73%

of them, indicating that no alternative tissue is completely useful to un-

derstand the genetic effects in islets. Remarkably, whole pancreas, which

has been often employed as surrogate for its islet fraction, performed as a

limited proxy for islets, and did not show any particular advantage. How-

ever, rs7903146 was found to be an eQTL for TCF7L2 specific to islets

(Viñuela et al. 2019), and no additional regulated genes could be found in

other tissues. Thus, tissue-specific regulation plays a very important role.

These findings indicate that, although many eQTLs are shared across cell

types, tissue-specific regulation plays a very important role and must be

taken into account to estimate the relative contribution of each tissue to

a given trait and infer where genetic causality arises.

1.2.2 Gene activity is regulated by interaction with epige-

netic states

Nearly all cells in multicellular organisms have the same genetic infor-

mation. However, there are differences in the sets of genes that are ex-

pressed or inactivate, which determine heterogeneous cell types specialized

to carry out distinct functions. This differential expression arises during

embryonic development, in which pluripotent cells become differentiated

cell lines. Thus, cellular functional diversity does not involve a change

in the DNA sequence, but rather constitute what is called ’epigenetics’.

Literally, epigenetics means “over the genetics”, which states that these

42



Chapter 1. Introduction

changes are other than those encoded in the genetic sequence itself and

may last through cell divisions. Examples of molecular events that medi-

ate epigenetic phenomena include covalent histone modifications, cytosine

methylation of DNA or chromatin structure. Although epigenetic reg-

ulation is essential for cell differentiation, the influence of environmental

factors can also trigger epigenetic changes. Moreover, it is known that epi-

genetic modifications show inter-individual variation and can be directly

affected by underlying genetic polymorphisms in the DNA sequence.

As we have mentioned before, we do not know yet how to satisfactorily

interpret the effect of eQTLs located in non-coding regions of the genome,

but many have been reported to modulate expression levels through reg-

ulatory changes that can be mediated by epigenetics. Indeed, genetic

variants can alter chromatin structure and the recruitment of epigenetic

regulatory enzymes, thereby affecting gene expression. Importantly, the

identification of epigenetic changes associated to complex phenotypic traits

may potentially be reversible and result in therapeutic targets. In this sec-

tion, we review some of the key insights and novel ideas developed over

last years about the epigenetic processes underlying eQTL function.

DNA methylation

Probably the most comprehensively studied epigenetic modification of

DNA is cytosine methylation (Jaenisch and Bird 2003; Jones 2012; Tirado-

Magallanes et al. 2017). DNA methylation is defined as the enzymatic

process by which a methyl group is added through a covalent bond to the

C-5 position of a DNA cytosine. DNA methylation is widely present at

CpG-dinucleotides in mammalian genomes, although non-CpG methyla-

tion events also occur, especially in embryonic stem cells (Ramsahoye et al.

2000). CpG-dinucleotides are often found clustered in the so-called CpG

islands, which are frequently found at regulatory regions. This epigenetic

mark has typically been involved in repressing gene transcription. For

instance, methylated promoters are associated with a maintained inactive

gene state, such as in imprinted genes or in chromosome X inactivation
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(Messerschmidt et al. 2014). Besides, aberrant DNA hypermethylation

in promoters is associated with genome instability and oncogenesis, and

methylation inhibitors have been used as a therapy for specific tumors

such as myelodysplastic syndrome (Sato et al. 2017). However, evidences

over the past few years confirm that the relationship between DNA methy-

lation and gene expression is more complex and effects may vary (Wagner

et al. 2014). Paradoxically, methylation in gene bodies seems to stimu-

late transcription (Hellman et al. 2007; Yang et al. 2014) and intragenic

DNA methylation has also been associated with alternative promoter us-

age (Maunakea et al. 2010) and splicing (Shukla et al. 2011; Lev et al.

2015). Additionally, DNA methylation has been implicated in recruitment

of transcription factors (TFs), silencing of transposable elements, chromo-

some stability and nucleosome positioning, cellular proliferation, differen-

tiation, pluripotency, embryonic development, aging, drug response and

disease (Jaenisch and Bird 2003; Jones 2012; Tirado-Magallanes et al.

2017).

5-methylcytosine (5mC) levels are known to vary in the population. Moen

and colleagues (2013) analysed DNA methylation in 133 LCLs derived

from individuals of European and African ancestry, finding that a substan-

tial proportion of differences in cytosine modifications could be explained

by local genetic variation (methylation quantitative trait loci (mQTL)).

Since then, different large-scale studies with hundreds or even thousands

of samples and multiple tissues have tried to uncover the genetic archi-

tecture underlying DNA methylation both in cis and trans (Gibbs et al.

2010; Gamazon et al. 2013; Hannon et al. 2016b; Gaunt et al. 2016; Bon-

der et al. 2017; McRae et al. 2018). As happened with gene expression,

differential methylation patterns have been associated to distinct human

diseases, such as diabetes (Davegardh et al. 2018), body-mass index (Wahl

et al. 2017) or neurological disorders like autism (Hannon et al. 2018),

schizophrenia (Hannon et al. 2016a) or Alzheimer’s disease (Lunnon et al.

2014). There are different scenarious in which genetic variants can impact

DNA methylation. For example, SNPs within epigenetic regulatory en-

zymes, such as DNA methyltransferases, may alter their function, affecting

genome-wide epigenetic patterns. Also, SNPs in TFs or located at DNA
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motifs may impact the binding and recruitment of proteins implicated in

the methylation of a particular locus (Wang et al. 2019a; Wang et al.

2019b). An interesting example of the interplay among genetic variation,

DNA methylation and gene expression leading to disease susceptibility

is the effect of the intronic SNP rs3774937, which is associated with ul-

cerative colitis. The minor allele of rs3774937 is associated with higher

levels of NFKB1 expression in cis and differential DNA methylation at

hundreds of distal CpG sites, many of which regulate further expression

changes (Bonder et al. 2017).

Several technologies have been developed to study DNA methylation pat-

terns on a genome-wide scale. One of these methods consists in immuno-

precipitation of denatured methylated DNA fragments using an antibody

to 5mC, which are subsequently sequenced (Weber et al. 2005). Another

interesting approach is the use of the Illumina Infinitum HumanMethyla-

tion450 BeadChip (450K array) for high-throughput profiling of 5mC lev-

els across the human genome by analyzing bisulfite-treated DNA (Bibikova

et al. 2011). This high density microarray can assay over 480,000 cyto-

sine positions, the majority CpG dinucleotides, providing a comprehen-

sive coverage across CpG islands, promoters and gene body regions. In

fact, many alternative approaches take advantage of bisulfite conversion as

central procedure to map 5mC. Treatment of DNA with bisulfite converts

cytosines (C) to uracils (U), which are subsequently amplified as thymines

(T), while 5mCs are resistant to conversion, allowing to detect the C to

T difference by hybridization with different probes or sequencing. In this

regard, the highest coverage at single base-pair resolution to identify 5mC

is achieved by shotgun sequencing of bisulfite-converted DNA (Harris et

al. 2010). Contrary to arrays, sequencing-based methods can interrogate

5mC positions in repetitive sequences and perform allele-specific methy-

lation, although at a higher cost. The recent discovery of high levels of

5-hydroxymethylcytosine in Purkinje neurons and embryonic stem cells,

which may also play a role in gene expression, introduces a problem in the

interpretation since bisulfite sequencing cannot distinguish this conforma-

tion from 5mC, although novel detection methods are now available (Yu

et al. 2012).
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Histone modifications

Histones are small alkalyne proteins made up of a central globular do-

main and a flexible charged amino terminal end, also called histone

“tail”, that protrudes from the nucleosome. These tails are target of

post-translationally chemical modifications, being the most well-known

acetylation, phosphorylation and methylation, which have been involved

in chromatin compaction and gene expression (Jenuwein and Allis 2001;

Bannister et al. 2002; Kouzarides 2007; Lawrence et al. 2016). Two

mechanisms have been described by which histone modifications can trig-

ger their effects. First, some of these marks would directly shape the

inter-nucleosomal interactions and perturb the overall physical state of the

chromatin (Lu et al. 2008; Lawrence et al. 2016). For example, lysine 16

of histone H4 acetylation (H4K16ac) reduces chromatin compaction and

gene transcription increases (Akhtar and Becker 2000; Shogren-Knaak et

al. 2006). Second, histone modifications are supposed to act by the re-

cruitment of remodeling enzymes and TFs (Kouzarides 2007). In fact, the

“histone code” hypothesis postulates that diverse combinations of mod-

ification marks on the histone tails are required to provide binding sites

for proteins and obtain a particular effect (Jenuwein and Allis 2001). In

this case, histone modifications can cooperate in order to recruit factors

more efficiently, but also adjacent modifications can disrupt the bind-

ing of a protein to a particular mark (Bannister and Kouzarides 2011).

Currently, three well-studied histone modifications (H3K27ac, H3K4me1

and H3K4me3) are known to report both promoter and enhancer activity.

H3K4me1 and H3K27ac are found at active enhancers, whereas H3K4me3

predominantly locates at active promoters (Heintzman et al. 2007; Rada-

Iglesias et al. 2010). Other known modifications include H3K27me3 and

H3K9me3 at repressed regions or H3K36me3 at gene body of active genes

(Zhou et al. 2011).

Histone modifications are generally profiled by chromatin immunoprecip-

itation followed by sequencing (ChIP-seq) (O’Geen et al. 2011), which is

based on the selection of protein-DNA complexes by specific antibodies.

Briefly, proteins such as histones or transcription factors are covalently
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cross-linked to the DNA region in which they are located. Next, chro-

matin is fragmented, proteins of interest are immunoprecipitated with the

attached DNA, and DNA is sequenced to assess which regions are most

frequently bound to the proteins captured by the antibody. Therefore,

ChIP-seq technology is a powerful tool that can characterize DNA-protein

interactions in vivo and identify genome-wide patterns of histone marks.

Thousands of genetic variants have been found to influence histone tail

modifications (Kasowski et al. 2013, Kilpinen et al. 2013, McVicker et

al. 2013). As we have commented above, functional variants in TF bind-

ing sites can alter the recruitment of modifying enzymes, such as histone

methyltransferases, and result in changes in the local chromatin composi-

tion (Grubert et al. 2015; Waszak et al. 2015). An interesting study from

Delaneau and colleagues (2019) showed that chromatin activity levels (i.e.

enrichment of epigenetic marks) of H3K27ac, H3K4me1 and H3K4me3

histone modifications are structured in thousands of coordinated regions

across LCLs and primary fibroblast lines. That is, inter-individual cor-

relation between adjacent chromatin peaks confirmed the existence of a

widespread coordination of chromatin activity in modules, termed as cis-

regulatory domains (CRDs). CRDs, as chromatin peaks, are tightly regu-

lated by nearby genetic variants and their activity can be modulated (Gru-

bert et al. 2015; Waszak et al. 2015; Delaneau et al. 2019). Moreover, a

small proportion of genetic variants can also affect CRD structure, disrupt-

ing this coordinated regulatory activity among histone peaks (Delaneau

et al. 2019). Interestingly, gene expression is often strongly associated

with chromatin activity and variants acting as QTLs of chromatin peaks

and CRD (cQTLs and CRD-QTLs, respectively) are frequently eQTLs

(Waszak et al. 2015; Delaneau et al. 2019). Besides, a high concordance

has been observed between physical contacts derived from Hi-C and chro-

matin activity. This reflects that local three-dimensional conformation

of the DNA can be translated into functional links of coordinated activ-

ity between promoters and enhancers (Grubert et al. 2015; Delaneau et

al. 2019). In fact, CRDs delimit regulatory units within TADs. Finally,

as shown in other studies, cQTLs and CRD-QTLs significantly overlap

GWAS-associated variants, indicating that these loci may affect gene ex-
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pression and phenotypes through histone modification changes.

Higher-order chromatin structure and accessibility

By using DNase I sequencing, Degner et al (2012) showed that most eQTLs

also modify chromatin accessibility. This technique can identify regions

sensitive to cleave by the DNase I enzyme (DNase I-hypersensitive sites)

and measure chromatin accessibility. Thousands of variants correlate with

DNase-seq read depth, called Dnase I sensitivity QTLs or dsQTLs, and

are strongly enriched within TF binding sites. A substantial fraction of

dsQTLs were linked to differences of gene expression, which would seem-

ingly reflect that the strengthening or weakening of TF binding is a major

mechanism through which genetic variation influences gene transcription,

as suspected before. Increased chromatin accessibility was usually asso-

ciated with higher expression levels, thus suggesting that the majority

of TFs that are bound to hypersensitivity sites act as enhancers, which

in turn change nucleosome occupancy and hence measured DNase I cut

estimates.

Chromosome conformation capture methods have been useful to reveal

the spatial organization of the genome. In particular, the high-throughput

version Hi-C has showed the partitioning of chromosomes into numerous

condensed structures termed topologically associated domains or TADs.

These chromatin domains are characterised by high intradomain contact

frequency and insulation from adjacent TADs (Vietri et al. 2015). TAD

boundaries are largely conserved across cell types (Schmitt et al. 2016) and

species (Dixon et al. 2012), and are enriched of CTCF binding sites. TAD

size ranges between 40 kb to 3 Mb with a median size of 185 kb (Rao et al.

2014), though these estimates heaviliy depend on the resolution of the Hi-

C data employed. It has been proposed that TADs play a role in bringing

enhancers into spatial proximity with target genes (Jin et al. 2013). As

we have seen above, genetic variants, including inversions, can alter TAD

boundaries and thereby the three-dimensional structure of the genome

with consequences on gene expression and congenital diseases (Lupianez et
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al. 2015; Flavahan et al. 2016; Franke et al. 2016; Hnisz et al. 2016; Kraft

et al. 2019). Moreover, gene regulation by chromatin domain organization

has been also studies in cell differentiation (Fraser et al. 2015; Narendra

et al. 2016) and cancer (Dixon et al. 2018). While these studies highlight

the functional relevance of these domains, a recent work has suggested a

more moderated role (Ghavi-Helm et al. 2019). In this case, the authors

induce major genomic rearrangements in D. melanogaster chromosomes,

such as duplications, inversions or deletions, and found that the majority

of genes do not have changes in expression, indicating that the relationship

between chromatin topology and gene expression is much more complex

than previously thought.

1.2.3 Genetic regulation of protein levels

The central dogma of molecular biology describes that information in DNA

flows into proteins by a two-step process: DNA is transcribed to RNA,

which is translated into protein. Since proteins are likely to be more

directly implicated in the generation of the whole-organism phenotypes,

alterations to protein levels can have consequences in human health and

its study could provide insight into mechanisms behind disease origin and

development. As we have already commented in previous sections, there

is a vast body of literature dedicated to human genetic influence on gene

expression. Consequently, multiple protein quantitative trait loci (pQTLs)

analyses have emerged as the third element of this jigsaw puzzle in order

to reveal the genetic architecture behind variation in protein abundance.

However, although there has been a significant progress (Table 1.1), so far

efforts dedicated to identify proteome QTLs lag behind when compared to

published studies on eQTL identification due to the technical difficulties

of protein quantification compared to DNA and RNA.

Although changes in mRNA levels of protein-coding genes are expected

to be reflected in differential protein expression levels, it has been ob-

served that variation in mRNA expression is not a perfect surrogate for

the corresponding proteins since many process can be involved in post-
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transcriptional regulation. Thus, correlation between protein and mRNA

levels has been described as weak or modest (de Sousa et al. 2009; Schwan-

hausser et al. 2011), which highlights the importance of deciphering the

association of genomic architecture with protein levels in humans directly.

In fact, variants associated to gene expression tend to have reduced effect

sizes on protein levels, indicating that their impact is often attenuated

(Battle et al. 2015). Most of these studies have focused on different meth-

ods - aptamer-, immunoassay- and mass-spectrometry-based proteomics-

that allow to quantify protein levels using blood plasma samples, which

can be easily collected. Proteomic approaches based on high-resolution

mass spectrometry detection of digested peptides separated by chromatog-

raphy has been successfully applied to quantify relative protein expression

measurements (Johansson et al. 2013; Wu et al. 2013; Liu et al. 2015;

Battle et al. 2015). Nonetheless, this approach has been criticised due

to the limited resolution by the peptide spectra and detection sensitivity,

as well as other issues such as unreliably monitoring of post-translational

modifications and isoform level differences, reproducibility and cost. Other

methods include two-dimensional difference gel electrophoresis (2D DIGE)

technology (Garge et al. 2010) or distinct immunoassays such as ELISA

(Melzer et al. 2008; Kim et al. 2013; Enroth et al. 2014). In particular,

many recent studies have used aptamer-based technology – slow off-rate

modified aptamer (SOMAmers) – to measure protein levels (Lourdusamy

et al. 2012; Suhre et al. 2017; Sun et al. 2018). Aptamers are synthetic

single-stranded oligonucleotides, which can take diverse but well-defined

shapes by folding into convoluted molecular structures that can bind to

a wide array of target proteins, peptides or even small molecules in a

manner that conceptually resembles the function of antibodies. Thus,

SOMAmers act as recognition elements with high specificity and affinity,

and are chemically stable (Gold et al. 2010).

In any case, quantifying protein abundance at large-scale is still a notable

methodological challenge, and many of these population-based proteomic

studies are limited with regard to the number of proteins assayed or the

number of individuals. The most comprehensive study so far carried out

by Sun and colleagues (2018) assessed how genetic variation influences
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plasma protein abundance in humans by measuring 2,994 plasma pro-

teins in 3,301 healthy donors of European descent from the INTERVAL

study. In this analysis, more than 1,900 significant associations between

1,478 proteins and 764 genomic regions were found, with 89% of these

pQTLs being previously unreported. Two thirds of these pQTLs had lo-

cal associations and the rest were associations in trans. As happened in

gene expression analyses, proteins can also have two or more independent

pQTL signals. Although plasma protein levels may not reflect abundance

within cells or tissues, 44% of cis pQTLs were reported by previous stud-

ies as eQTLs for the same gene in at least one tissue or cell line, showing

greater overlap with blood, liver and LCLs, as expected. These findings

highlight the fact that plasma protein levels are driven to some extent

by effects acting at mRNA regulation, but not exclusively, since pQTLs

not overlapping eQTLs may reflect other regulatory processes such as al-

tered protein clearance, secretion, degradation or binding. Importantly,

88 pQTLs overlapped with disease susceptibility loci, providing not only

new understanding of the genetic control of protein regulation, but also of

the molecular impact of disease-associated variants.

51



C
h

ap
ter

1.
In

tro
d

u
ction

Table 1.1 – Published pQTL studies in human blood derived samples.

Reference Study sample
Proteins quantified

(tissues analyzed)
Approach

Number of

proteins

with pQTLs

Proteomic

technique

Melzer et al.

(2008)

1,200 fasting European

individuals from the

population based

InCHIANTI study

42 proteins

(serum and plasma)

Genome-wide and cis-only

(up to 300 kb away from the gene)

association with 496,032 autosomal

SNPs (MAF >1%)

9 proteins:

8 pQTLs in cis

and 1 in trans

Distinct

immunoassays

Garge et al.

(2010)

24 individuals from

HapMap CEU population

544 proteins

(LCLs)

Genome-wide and cis-only

(up to 200 kb away from the gene)

association with 1.7 M SNPs from

the HapMap Project

15 proteins:

24 pQTLs in cis

and 2 in trans

2D difference

gel electrophoresis

Lourdusamy

et al. (2012)

96 elderly healthy

Europeans cohort

(mean age 72.1 years)

778 proteins

(plasma)

cis-only (up to 300 kb away from

the gene) association with 776,864

genetic variants (MAF >5%)

60 proteins:

60 pQTLs in cis

Aptamer-based

proteomic technology

Johansson

et al. (2013)

1,029 individuals from

two population-based

cohorts (KA06 and

KA09)

163 proteins

(plasma)

cis-only (up to 100 kb away from

the gene) association with 7.83 M

SNPs in the discovery cohort

(KA06) and 8.78 M in the

replication cohort (KA09)

5 proteins:

5 pQTLs in cis
Mass-spectrometry

Wu et al.

(2013)

95 ethnically-diverse

individuals genotyped

in the HapMap

Consortium

4021 proteins

(LCLs)

cis-only (up to 20 kb away from

the gene) association with HapMap

phase III genotypes (MAF >10%)

77 proteins:

77 pQTLs in cis
Mass-spectrometry
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Table 1.1 continued from previous page

Reference Study sample
Proteins quantified

(tissues analyzed)
Approach

Number of

proteins

with pQTLs

Proteomic

technique

Kim et al.

(2013)

521 Caucasian participants

in the Alzheimer’s Disease

Neuroimaging Initiative

(ADNI) cohort and 59

participants in the Indiana

Memory and Aging Study

(IMAS) cohort

132 analytes

(plasma)

cis-only (up to 100 kb away from

the gene) association with 1,992

SNPs belonging to 137 genes

(MAF >5 %)

28 proteins:

28 pQTLs in cis
Immunoassay

Enroth et al.

(2014)

970 individuals from a

longitudinal cross-sectional

population-based study in

Sweden (KA06 and KA09

cohorts)

77 biomarkers for

cancer and

inflammation (plasma)

Genome-wide association with

4,840,842 SNPs and indels

14protein s:

16 pQTL s in cis

and 2 in trans

Immunoassay

Liu et al.

(2015)

113 female fasting MZ and

DZ twins from the Twins

UK Adult Twin Registry

303 proteins from 1,904

peptides (plasma)

cis-only (up to 1 kb away from

the gene) association with 758

SNPs

13 proteins:

13 pQTLs in cis
Mass-spectrometry

Battle et al.

(2015)

62 individuals from

HapMap YRI population

4,381 proteins

(LCLs)

cis-only (up to 20 kb away from

the gene) association with 15.8

million variants from the HapMap

Project (MAF >10%)

278 proteins:

278 pQTLs in cis
Mass-spectrometry
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Table 1.1 continued from previous page

Reference Study sample
Proteins quantified

(tissues analyzed)
Approach

Number of

proteins

with pQTLs

Proteomic

technique

Suhre et al.

(2017)

1,000 individuals of the

population-based KORA

study and 338 participants

of the QMDiab study

1,124 proteins

(plasma)

Genome-wide association with

509,946 common autosomal

SNPs

284 proteins:

391 pQTLs in cis

and 55 in trans

Multiplexed,

aptamer-based,

affinity proteomics

platform

(SOMAscan)

Sun et al.

(2018)

3,301 healthy blood

donors of European

descent from the

INTERVAL study

2,994 proteins

(plasma)

Genome-wide association with

10.6 million imputed autosomal

SNPs

1,478 proteins:

374 pQTLs in cis,

925 in trans, and

179 both in cis

and in trans

SOMAmers
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1.2.4 Current methods for QTL analysis

Earliest eQTL mapping studies in humans used dozens of samples, but

current analyses can involve hundreds or even thousands of individuals

with expression values (Lappalainen et al. 2013; The GTEx Consortium

2017; Võsa et al. 2018). As large-scale expression data were generated,

it became obvious that novel statistical methods were required to take

full advantage of sample size power. In this regard, high-throughput and

efficient techniques to ensure computational tractability, while preserving

acceptable accuracy of the results obtained, have been developed. We have

to take into account that the goal of QTL mapping studies is to determine

which DNA variants are really responsible for the phenotypic variation.

However, a second round of experimentation would be needed to confirm

the detected effects.

Identifying the variables that explain how data is structured is a crucial

process in any molecular QTL analysis. For instance, population stratifica-

tion refers to systematic population-specific differences among sample in-

dividuals. Thus, human genetic diversity, originated from migration across

the world and genetic drift, can lead to false positive associations due to

variation in allele frequencies. Principal Component Analysis (PCA) on

genotype data has been established as the most widely used method to

identify and quantify population structure (He et al. 2011). The top prin-

cipal components can explain differences in the genetic data and reflect

genetic variation due to ancestry. Thus, individuals with similar origin

would be characterized by close PC values (Novembre et al. 2008; Raj et

al. 2014). Moreover, stratification may be present even in a population

apparently homogenous. For example, PCA analysis was applied to ge-

netic data derived from Finland samples (Sabatti et al. 2009), identifying

regional structure that corresponded very well to geographic territories in

this country. It has been proposed that stratification can be controlled

by genotyping few dozens of unlinked genetic markers. To eliminate re-

dundant SNPs in high LD, selection of autosomal variants is done by LD

prunning and trimming for minor allele frequency (Delaneau et al. 2017).
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Batch effects and other confounding factors, such as date of sequencing,

library preparation, environmental influences, gender or unknown factors,

can also affect expression data and are known to reduce the power to find

eQTLs (Plagnol et al. 2008). The software suite PEER (probabilistic

estimation of expression residuals) (Stegle et al. 2012) is a widely used

tool that implements statistical models to infer hidden determinants of

variability on population-scale expression data and to improve the sensi-

tivity and interpretation of genetic associations. Briefly, PEER is based on

Bayesian factor analysis approaches that infer broad variance components

in expression measurements; i.e. learned variables are assumed to have

broad influence and to affect large fractions of all genes, explaining large

variance components. PEER takes as input transcription profiles from a

set of individuals and outputs the hidden determinants that explain much

of the expression variability. Therefore, these methods allow us to account

for such global confounders of variability in expression data and include

them in our models, both boosting the power to detect associations and

reducing spurious false-positive eQTLs.

Despite the goal of QTL mapping studies is to determine which DNA vari-

ants are really responsible for the phenotypic variation, a second round

of experimentation would be needed to confirm the detected effects. Fi-

nally, future studies will be focus on (i) increasing the sample size, (ii)

expanding the number and diversity of available tissues and cell types,

and (iii) performing eQTL mapping on single cells. First, larger sample

sizes are expected and several datasets will be combined into large-scale

meta-analyses that will permit us to find more eQTLs with smaller effects

(Võsa et al. 2018). In fact, there are already methods that allow to per-

form meta-analysis over distinct tissues simultaneously (Li et al. 2017b).

Second, exploring a complete array of cells and conditions will be impor-

tant to obtain a comprehensive catalogue of novel effects. For example, a

recent study has identified retina specific eQTLs (Ratnapriya et al. 2019).

Finally, the next natural step would be to study individual cells. In this

sense, some studies have detected eQTLs that are only present in single

cells, and are lost when the expression is averaged over multiple cells (van

der Wijst et al. 2018; Igor et al. 2019). In summary, eQTL studies will
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continue to contribute to our understanding of regulatory variants and

yield substantial biological insights into many diseases.

1.3 Objectives

The present doctoral thesis is focused on the functional impact of polymor-

phic inversions in the human genome. Specifically, we seek to investigate

how human inversion polymorphisms may have affected gene expression

and epigenetic changes, and identify potential candidates to have conse-

quences in human traits and disease. Thus, this work addresses one of

the basic questions in biology and human molecular genetics in particular:

which are the genetic basis of phenotypic characteristics and how genetic

variation is related to the molecular mechanisms responsible for such phe-

notypes. For that, we have carried out an integrative and global bioin-

formatic analysis of their possible functional effects at different levels by

making use of the unique knowledge about human inversions accumulated

during the last years through the new methods for inversion genotyping

developed within the InvFEST Project and the great amount of molecular

data available in humans. The specific objectives are illustrated in Figure

1.8 and are described in more detail below:

1. Analysis of the gene-expression changes associated to inver-

sions. Inversions can affect transcription by several mechanisms,

including the disruption of gene sequences and the repositioning

of functional elements. Therefore, this study aims to perform an

in-depth association study of gene expression data from LCLs and

inversions genotyped by different techniques (MLPA, ddPCR and

iPCR). Given the importance of testing the proper cell type or tis-

sue to infer hidden eQTL effects, these analysis will be extended

to gene expression data in multiple tissues from the GTEx project.

Finally, we will determine if inversions can create fusion transcripts

with novel added sequences derived from promoters belonging to

disrupted genes.
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2. Analysis of the epigenetic changes associated to inversions.

Given the importance of regulatory elements of gene expression, the

second objective of this thesis is to characterize histone modification

and DNA methylation patterns associated to inversion orientation.

Moreover, the correlation between gene expression and the enrich-

ment of epigenetic marks could explain the mechanisms by which

some inversions exert their effects.

3. Identify potential inversions associated with disease suscep-

tibility and other phenotypic traits. The information of the

effects of inversions on particular genes could be useful to determine

their association with diseases. In addition, thanks to the generated

genotypes we can study the role of inversions in phenotypic varia-

tion. Therefore, one of our goals is to fill the gap in the knowledge

of the role of human inversions in disease susceptibility and other

relevant traits.

4. Perform a functional characterization of particular inver-

sion candidates. Besides the previous global analysis, we will

carry out a more detailed analysis of some candidates of interest.

We will take advantage of the multiple levels of information avail-

able and combine genomic functional information, gene expression

in relevant cell types and conditions -like infection-, epigenetics and

protein levels to establish clear relationships between these inver-

sions and phenotypes.

Figure 1.8 – Outline of our integrative analysis of omics data

exploring the contribution of polymorphic inversions to human

traits.
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Chapter 2

Materials and Methods

In this thesis, I used the most complete and accurate set of inversion

genotypes available. This data set contains information from 111 common

inversions experimentally genotyped by targeted methods in a large num-

ber of individuals from diverse human populations. For the sake of clarity,

I divided this chapter in three parts that summarise the main methods

employed for each section in the Results chapter. Nonetheless, the first

two sections of the Results chapter are articles that include part of my

work, and the methods can be consulted directly on the corresponding

article (Giner-Delgado et al. 2019 and Puig et al. 2019).

2.1 Methods for “Functional and phenotypic ef-

fects of a human inversion regulating RHOH

isoforms and RhoH protein levels”

RHOH gene structure model

For improved clarity on RHOH structure, we used a collapsed gene model

in which overlapping exon intervals were merged. For that, we retrieved

GENCODE release 26 (Harrow et al. 2012). basic annotation and RHOH
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overlapping exons from distinct transcripts were merged into meta-exons,

and posterior expression quantification was calculated for the whole meta-

exon. Exons were numbered according to their order in transcription

direction from 5’ to 3’.

Expression analysis in LCLs

RNA-Seq data from LCL samples from the Geuvadis project (EMBL-

EBI ArrayExpress experiment E-GEUV-1) (Lappalainen et al. 2013) were

mapped with STAR v2.4.2a (Dobin et al. 2013) to the human reference

genome GRCh38.p10 using GENCODE v26 annotations (Harrow et al.

2012). Major chromosomes (chr. 1-22, chr. X, chr. Y and mitochondrial

DNA) together with un-placed and un-localized scaffolds were included.

HsInv0102 inversion genotypes for 173 individuals in common with the

Geuvadis project were extracted from Giner-Delgado et al. (2019). Given

that the error rate in 1000GP genotypes of this inversion for the 434

samples shared in both datasets is low (2.53%), we extended our analysis

to the whole set of 445 individuals with expression data by using the extra

1000GP Ph3 HsInv0102 genotypes (labeled as esv3600303) (Sudmant et

al. 2015). To distinguish HsInv0102 and rs7699141 effect on RHOH exon

E8, we defined HsInv0102 Std2 allele as Std2 when the alternative allele

of rs7699141 is detected, and Std1 otherwise. Other neighboring genomic

variants from the 1000GP Ph3 (The 1000 Genomes Project Consortium

2015) (Sudmant et al. 2015) were included in a joint analysis to estimate

the real contribution to observed exon expression changes.

Expression levels were estimated as reads per kilobase per million mapped

reads (RPKM). We only kept for downstream analysis protein-coding

genes that had expression values higher than 0.1 RPKM in at least one

third of samples. Gene expression was normalized by quantile transforma-

tion across all samples and each gene expression values were adjusted to

a standard normal distribution by rank-based inverse normal transforma-

tion. Differential exon usage was analyzed with DEXSeq v1.20.2 (Anders

et al. 2012) and expression measures obtained for RHOH meta-exons
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based on the collapsed gene model were transformed to match normal

distributions. Gene and exon expression values were adjusted by gender,

population membership and the laboratories in which RNA-Seq was per-

formed to control by confounder factors and batch effects, and associations

were performed by linear regressions implemented in R lm() function (R

Core Team 2016). For the protein-coding gene analysis, P values obtained

for each gene by regressing with HsInv0102 or rs7699141 genotypes were

corrected by false discovery rate (FDR) and significance was established

at 5%.

RhoH protein levels in LCLs

We retrieved normalized peptide expression data measured through mass

spectrometry using stable isotope labeling with amino acids in cell cul-

ture for 62 HapMap Yoruba LCLs (Battle et al. 2015). Although RhoH

was originally excluded in this study due to the low number of peptide

measures and individuals quantified, we tried to recover RhoH protein

abundance levels in the following way. First, from the seven different

peptides detected for the RhoH protein, we removed those peptides sup-

ported by only three or fewer observations. Second, we evaluated the

agreement between measurements of distinct RhoH peptides. Expression

of [SNLPCTPVLVVATQTDQR] and [GVQQVFECAVR] fragments was

highly correlated (P = 5.58 × 10−4), as happens among fragments for

similar proteins with single-exon coding sequences such as ATP6V1E2 (P

range: 6.11 × 10−4 – 9.67 × 10−5), REPIN1 (P range: 9.89 × 10−4 – 1.08

× 10−4), RAP2B (P range: 1.73 × 10−7 – 4.65 × 10−13) or F8A3 (P range:

9.79 × 10−3–6.69 × 10−19). Conversely, [TSLLVR] fragment quantifica-

tion was not consistent with the other RhoH peptides (P = 0.36 and P =

0.89, respectively) and it showed significantly higher expression than the

longer fragments (Wilcoxon test, P = 1.79 × 10−4). Moreover, a protein

blast (Madden, 2002) of [TSLLVR] peptide against UniProtKB/Swiss-

Prot (Boutet et al. 2016) generated several alignments with other protein

peptides differing in just one amino acid, which together with the fact that

it is the smallest fragment, suggests a potential low quality quantification
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of this peptide. Therefore, we excluded [TSLLVR] and used [SNLPCT-

PVLVVATQTDQR] and [GVQQVFECAVR] to estimate RhoH protein

expression levels. The median log2(sample/standard) ratio of both pep-

tide measures was used when available in the same individual (including

duplicate peptide measurements or replicates) and it was normalized to a

standard normal for protein-level quantification. Finally, we recovered 42

individuals with inversion genotypes and protein level profile.

Validation of expression changes in genes in trans and network analysis We

employed a permutation approach to confirm the reliability of significant

expression changes found in distal genes in LCLs. First, we repeated 100

times the eQTL analysis by exchanging HsInv0102 or rs7699141 genotypes

relative to expression and covariate phenotypes to break real genotype-

phenotype correlations, finding that only 3% of permutations had signifi-

cant differentially expressed genes after FDR correction. Second, we com-

puted a permuted-based P value for each gene by the number of P values

from these null distributions of no-association smaller than each ranked

nominal P value and divided by its rank and the number of permutations.

For protein analysis, we correlated each protein normalized expression

estimate against RhoH levels and we ran GOrilla analysis tool (Eden et

al. 2009) to identify enriched gene ontology terns in a ranked list of the

proteins the most correlated with RhoH.

HsInv0102 imputation through common genotyping arrays

To determine whether HsInv0102 or rs7699141 are associated to specific

traits or diseases, we first searched unsuccessfully for SNPs in high LD

(r2 > 0.8) with these variants in any population included in the NHGRI

Catalog of published GWAS (MacArthur et al. 2017). Thus, to deter-

mine whether these variants have been overlooked in GWAS, we checked

if 76 commercial commonly-used genotyping arrays available through the

LDLink web portal (Machiela and Chanock 2015) included SNPs in high

LD (r2 > 0.8) with HsInv0102 or rs7699141 in EUR, AFR and EAS

populations separately. Second, we chose 27 of these arrays to check
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if HsInv0102 can be imputed accurately through genotyped SNPs. For

each array, we merged our HsInv0102 genotypes together with 1000GP

Ph3 variants filtered by those SNPs included in the array for the 434

individuals in common, and used this as reference panel in the imputa-

tion. Imputation was performed with IMPUTE v2.3.2 (Howie et al. 2009)

adapted to unphased reference genotypes with an effective population size

of 20,000. We found similar performance considering different buffer re-

gions of 250 kb, 500 kb and 1 Mb. We checked the imputation accuracy by

a leave-one-out strategy: i.e. artificially removing one sample genotyped

for the inversion from the reference panel and then imputed it. Genotypes

were called with the highest posterior probability. To evaluate imputation

accuracy, we estimated correlation coefficients r2 between true inversion

genotypes and imputed genotypes.

HsInv0102 association with blood cancer

To identify Std and Inv HsInv0102 alleles among blood cancer patient

samples from WGS ICGC PCAWG datasets, we prepared fasta sequences

of 150 bases surrounding the two inversion breakpoints in both confor-

mations. Reads from bam files (CLLE-ES: EGAD00001001466; CMDI-

UK: EGAD00001002664; LAML-KR: EGAD00001002119; MALY-DE:

EGAD00001002123) aligned to the RHOH gene region were retrieved and

mapped to our custom library with a modified version of BreakSeq soft-

ware as described in a previous publication (Lucas-Lledó et al. 2014).

Reads from both tumor and normal pair were joined, and those mapping

uniquely and overlapping at least 20 bases to each side of the breakpoint

were considered as evidence of Std or Inv alleles. We repeated this process

with different overlapping lengths (5, 7 and 10 bases at each breakpoint

side) to ensure the reliability of inversion genotypes. Alleles with fewer

than 10 hits in total were excluded to avoid spurious callings. Only reads

with a MAPQ ≥ 15 were analyzed.

To match ethnically control groups, for CLLE-ES project in Spain, we

used three Iberian groups: IBS population from 1000GP (HsInv0102 im-
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puted as rs7676043 variant), elder individuals from Spain genotyped by

PCR (CNTPK), and individuals from the GCAT cohort from Catalo-

nia genotyped by BreakSeq as commented above. We performed fisher

tests to compare allele frequencies among control groups and no signifi-

cant differences were detected. For CMDI-UK project in United Kingdom,

MALY-DE in Germany and LAML-KR in South Korea, we employed, re-

spectively, GBR, CEU and CHB populations from 1000GP. To increase

control sample size, we also included additional CEU and CHB individuals

not in 1000GP genotyped in Giner-Delgado et al. (2019). We excluded

sample DO52739 from CMDI-UK, because it has Asian ancestry according

to Campbell et al. (2017). Allele frequency differences between cases and

controls were tested with fisher test, whereas genetic models implemented

in SNPassoc (González et al. 2007) were employed for genotype compar-

ison. To infer HsInv0102 genotypes, we chose rs7676043 in 1000GP Eu-

ropean control populations, since the SNP tags better the inversion than

the esv3600303 genotypes provided by the 1000GP, whereas esv3600303

was used to infer the inversion orientation in CHB. Those genotypes in

1000GP samples that we knew that were wrong were corrected.

Finally, to check the possible contribution of each variant to blood can-

cer susceptibility, we carried out a variant calling of SNP genotypes in

RHOH region in samples with WGS data with GATK Best Practices so-

matic variant calling protocol (Van der Auwera et al. 2013), using 1000GP

individuals as controls. We confirmed reliability in variant calling by ex-

tracting WGS reads for rs7676043 and rs7699141 and obtaining the same

genotypes by processing with SAMtools (Li et al. 2009). Allele frequen-

cies were compared between cases and controls for rs7699141 and other

biallelic variants located at RHOH gene as we did with HsInv0102. For

rs7699141, we also imputed this SNP in samples not included in 1000GP

Ph3.
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2.2 Methods for “A human inversion influences

antiviral response through different regula-

tory effects on interferon response genes”

HsInv0124 experimental genotypes

We retrieved inversion status obtained previously by the InvFEST project

(Giner-Delgado et al 2019) from 550 inidviduals with African (AFR) (100

YRI and 90 LWK populations), European (EUR) (90 CEU and 90 TSI),

South-Asian (SAS) (90 GIH) and East Asian (EAS) (90 CHB and 90

JPT) ancestry. A subset of 431 individuals included in 1000GP Phase 3

(Ph3) (The 1000 Genomes Project Consortium 2015) with available data

were used for analysing LD patterns and imputation accuracy. On the

other hand, genomic DNAs of 120 samples from the Genomes For Life

(GCAT) cohort (Obón-Santacana et al. 2018), which recruits population

of the north-east region of Spain (Catalonia), were used for experimental

genotyping of the inversion by iPCR using previously described assays

(Aguado et al. 2014; Giner-Delgado et al 2019).

Imputation of HsInv0124 genotypes

We measured LD (r2) between HsInv0124 and surrounding biallelic

1000GP variants (+/-150 kb from inversion outer coordinates) using

PLINK v1.90 (Purcell et al. 2007). This analysis allowed us to detect

that HsInv0124 is only tagged by SNPs in East Asian populations. Thus,

we decided to infer inversion status by imputation. For that, we merged

available HsInv0124 genotypes with 1000GP Ph3 variants for the 431 in-

dividuals in common, and used this as reference panel. Imputation was

performed with IMPUTE v2.3.2 (Howie et al. 2009) with an effective pop-

ulation size of 20,000 and adapted to unphased reference genotypes, since

HsInv0124 is a moderately recurrent inversion. We found similar perfor-

mance considering different buffer regions of 0, 25, 50, 100, 150, 200, 250,

300 and 500 kb. We checked the imputation precision by a leave-one-out
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strategy: i.e. artificially removing one genotyped sample for the inversion

from the reference panel and then imputed it. Genotypes were called with

the highest posterior probability. To evaluate imputation accuracy, we

estimated correlation coefficients r2 between true inversion genotypes and

imputed genotypes, confirming high rates of concordance.

We imputed HsInv0124 in all populations from 1000GP and using the

commented reference panel and a buffer region of 150 kb at each side of

the inversion. Moreover, inversion orientation was inferred in 120 GCAT

samples and 200 individuals with expression data under different immune

responses (100 european and 100 african individuals) provided by Quach et

al. 2016. Imputed genotypes from GCAT individuals were compared with

those obtained experimentally, whereas only samples with expression data

from European origin were used in downstream analysis since inversion

genotypes for some Africans differed when imputing several times.

RNA-Seq and de novo transcriptome

Total RNA was isolated from cell culture of LCLs of 5 O1 /O1 and 5

O2 /O2 individuals after stimulation with interferon. TruSeq libraries

were prepared and 2 x 101 bp paired-end stranded sequencing was per-

formed by the company Beckman Coulter using recommended protocols.

To generate the inverted orientation in human genome assembly

GRCh38/hg38, we reverse-complemented in silico HsInv0124 sequence

plus breakpoints. LCL raw RNA-Seq reads from the 10 LCL samples

exposed to IFN were aligned against both reference (hg38-124O1) and

modified (hg38-124O2) genome using STAR v2.4.2a in 2-pass mode to

improve accuracy of spliced alignment (Dobin et al. 2013). Only the

primary assembly was considered (i.e. chromosomes and scaffolds). We

also ran the mapping with GENCODE version 29 annotations, although

IFITM1 coordinates were adjusted to the inverted region and IFITM2-201

(ENST00000399815.2) trancript was removed for hg38-124O2 genome. We

collected all the novel discovered splice junctions in the first round detected

by mapping reads from the 10 individuals with each O2 /O2 and O1 /O1
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genotype and they were subsequently employed together with GENCODE

annotations to align reads for the second mapping for each sample. We

extracted uniquely aligned reads from HsInv0124 locus (chr11:305000-

333000, hg38) and reconstructed a de novo transcriptome with StringTie

per each sample (Pertea et al. 2015). Next, we combined all reconstructed

isoforms across samples per inversion orientation with StringTie merge

mode with a minimum input transcript length of 300 bp. Transcripts

reconstructed in the hg38-124 O2 genome were mapped on hg38-124O1

genome and only transcripts supported by the correct stranded alignments

were kept. To adjust external transcript limits and obtain a simplified

and consistent annotation, we compared reconstructed transcripts with

GENCODE annotation and followed several criteria: (i) for those iso-

forms among datasets overlapping the first or the last exon and sharing

the same splice site/s, the exterior border of these exons were adjusted to

the longest evidence; (ii) overlapping exons sharing the same donor splice

site were enlarged to the extended border; (iii) the largest isoform was

selected for overlapping mono-exonic transcripts; (iv) the first exon from

AC136475.1 and AC136475.2 transcripts were adjusted according to the

rules above; and (v) redundant transcripts were removed.

To demonstrate the presence of IFITM2 -IFITM1 fusion transcript de-

scribed in GENCODE v29 annotation, we checked both reads mapping

at splice junctions and read mates that support this isoform. However,

no uniquely mapped reads crossing the junction between IFITM2 and

IFITM1, or read mates mapping each in one gene were found.

Differential expression analysis in IFN-stimulated LCL

IFN-stimulated LCL RNA-Seq reads were aligned against the human ref-

erence genome GRCh38.p10 using STAR v2.4.2a (Dobin et al. 2013)

and gene-expression levels were estimated as counts based on a slightly-

modified version of GENCODE annotations. We excluded genes located at

IFITM locus from GENCODE version 29 and included our de novo anno-

tation to guide the alignments. We summed all reads from the 10 samples
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for each gene and those with 20 or fewer reads in total were excluded as

low expressed. We also filtered genes that included one expression value

in a sample that diverged more than 2.5 standard deviations from the me-

dian expression. To detect differentially expressed genes between O1 /O1

and O2 /O2 samples, we applied DESeq2 (Love et al. 2014) and selected

genes with a false discovery rate (FDR) < 0.1.

LCLs and CD14+ monocytes gene expression analysis

We performed pseudoalignment to estimate transcript abundance from

RNA-Seq data of 445 LCLs in common with 1000GP from the Geu-

vadis consortium (EMBL-EBI ArrayExpress experiment E-GEUV-1) us-

ing Kallisto v0.46.0 (Bray et al. 2016). We generated a reference tran-

scriptome index derived from a modified version of GENCODE v29 with

our annotation. Additionally, we quantified RNA-Seq collected from un-

stimulated and stimulated CD14+ monocytes yielding a final dataset of

493 expression experiments from 100 individuals of European origin (100

non-stimulated, 96 LPS, 100 Pam3CSK4, 98 R848 and 99 IAV) (Quach

et al. 2016). Gene-level abundance in each condition was calculated as

the sum of estimated counts for all transcripts of a gene with tximport

package (Soneson et al. 2015). Estimated counts were transformed to

RPKMs.

eQTL analysis

We normalized RPKM values by applying rank-based inverse normal

transformation to each gene and transcript. For LCLs, expression val-

ues were adjusted by gender, the first three principal components from

genotype data, laboratory of RNA sequencing and a set of components

calculated for normalized RPKMs to capture technical confounding fac-

tors. We tested technical variation with PEER software (Stegle et al.

2012), taking up to 50 expression-derived factors in intervals of 5. The

number of components used was chosen to both maximize the number of
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eQTL associations and consistency among different sets of technical co-

variates; i.e. the group of genes in which the inversion was the lead variant

that appeared more frequently by adjusting expression levels and, in case

of tie, we selected the set with more differentially expressed genes. In

LCLs and monocytes, we used 30 and 40 factors for genes and transcripts,

respectively. eQTL analysis was done including HsInv0124 and neighbor-

ing 1000GP variants (MAF > 0.05) to estimate the contribution of each

polymorphism to expression variation and identify sentinel eQTLs. Linear

regressions were implemented in QTLtools v1.1 (Delaneau et al. 2017) for

each gene or transcript expression and the variants located within 1.5 Mb

from the transcription start site. All P values from lead variants were cor-

rected by bonferroni and significance was established at an adjusted P <

0.05. Only cases in which HsInv0124 was the lead variant were reported.

Chromatin peaks and CRD

We retrieved chromatin activity -enrichment of epigenetic marks- from

three well-studied histone modification marks (H3K27ac, H3K4me1 and

H3K4me3) that are known to capture enhancer and promote activity

across 145 LCLs from 1000GP European individuals (Delaneau et al.

2019). Direct linear regressions were performed with QTLtools v1.1 (De-

laneau et al. 2017).

2.3 Methods for “Comprehensive analysis of the

influence of human inversions on gene ex-

pression, epigenetic changes and phenotypic

variation.”

Validation and genotyping of inversions

To extend our prior catalogue of human inversions (Mart́ınez-Fundichely

et al. 2014; Aguado et al. 2014; Vicente-Salvador et al. 2017; Giner-
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Delgado et al. 2019; Puig et al. 2019), we first tried to validate and define

the exact breakpoints of as many as possible of inversions that have been

already predicted more or less precisely using different methods (Chaisson

et al. 2015; Sudmant et al. 2015; Hehir-Kwa et al. 2016; Huddleston

et al. 2016). Only inversions with a predicted size of more than 50 bp

and in which the inverted region does not correspond entirely to a repet-

itive element were considered. Also, for those inversions with population

frequency data (Sudmant et al. 2015), we prioritized those with a global

frequency above 5%. For that, we checked the presence of the inversions in

downloaded the genomic sequences of 53 new human genome assemblies

and two updated versions from 35 different individuals that have been

submitted to the NCBI Assemblies database (ncbi.nlm.nih.gov/assembly).

hg19/hg38 sequences were retrieved from inversion regions plus 1 kb of

flanking sequence at each side using the coordinates reported in the corre-

sponding publication. Next, we systematically assessed each inversion by

comparing the inversion sequence in the reference human genome with the

downloaded sequence of all the genome assemblies using BLAST. If the

top hit is a contiguous BLAST hit extending over the inversions length

plus 1,800 bp out of the 1 kb added side, the assembly is marked as “Refer-

ence”. Otherwise, it is determined if there is an inversion or other type of

structural variant by manual inspection of pairwise Blast alignments. Real

inversions discovered in the assemblies were further validated by PCRs of

both breakpoints and genotyped in multiple individuals. In addition, a

few other inversions mediated by inverted repeats (IRs) predicted in these

studies were validated and genotyped by inverse PCR (iPCR). Finally,

all other validated inversions by PCR based assays for which there is no

population genotyping data yet (Mart́ınez-Fundichely et al. 2014) were

also genotyped in multiple individuals.

Imputation of inversion genotypes

For those inversions that do not have variants in perfect LD (r2 = 1)

across all the genotyped individuals, we assessed inversion calling in silico

by imputation with IMPUTE2. For that, we merged the available exper-
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imental genotypes for the inversions in our datasets and all the variants

from the 1000GP Phase 3 at 500 kb at each side of the inversion (including

SNPs, indels and structural variants) for the European and African indi-

viduals in common, and used these as reference panels. Imputation was

performed with IMPUTE v2.3.2 adapted to unphased reference genotypes,

due to the difficulty of phasing correctly recurrent NAHR-mediated inver-

sions. We adapted the imputation protocol for chr. X inversions by coding

hemizygote males as homozygous females. Inversion genotypes were in-

ferred by the highest posterior probability and were classified accordingly.

To estimate imputation accuracy, we followed a leave-one-out strategy by

masking the known genotype of one individual and subsequently impute it

with the rest of the panel. Imputation accuracy was measured as the LD

between imputed and experimental genotypes and those inversions with

an r2 higher than 0.8 were selected for in silico genotyping in downstream

analysis. For association studies, the European reference panel was used

for imputing inversions on the rest of 1000GP individuals from European

ancestry and Caucasian GTEx individuals, whereas African panel was

employed for the 1000GP samples with this origin.

Impact of inversions on gene expression and epigenetics

We mapped cis INV-eQTLs by testing associations between inversion

genotypes and gene-expression measures in 45 tissues and two cell lines

from the GTEx project: brain (cerebellum, cortex, caudate, anterior

cingulate cortex, hippocampus, hypothalamus, nucleus accumbens, puta-

men, amygdala, spinal cord -cervical c-1-, substantia nigra), artery (tib-

ial, aorta, coronary), adrenal gland, adipose (subcutaneous, visceral -

omentum-), colon (transverse, sigmoid), esophagus (mucosa, muscularis,

gastroesophageal junction), heart (left ventricle, atrial appendage), skele-

tal muscle, spleen, vagina, uterus, prostate, pituitary, ovary, minor salivary

gland, kidney (cortex), tibial nerve, pancreas, skin (sun exposed -lower

leg-, not sun exposed -suprapubic-), testis, thyroid, whole blood, breast

(mammary tissue), liver, small intestine (terminal ileum), lung, stomach,

cultured fibroblasts and EBV-transformed lymphocytes. Gene-level quan-
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tifications (transcripts per million) were retrieved from the GTEx project

webpage (gtexportal.org/home/). To estimate the relative contribution of

each variant to gene expression changes, we performed a joint eQTL anal-

ysis by including all common variants detected in GTEx together with

imputed inversions. We used a window of 1 Mb at either side of the TSS

that included at least one autosomal or chr. X inversion. Since the vari-

ation of RNA-seq levels can be due to technical or biological causes, we

applied a set of covariates to correct gene expression by potential coun-

founders, while retaining biological variation: gender, five genotyping prin-

cipal components and a variable number of technical covariates. Princi-

pal Component Analysis (PCA) was done on trimmed genotype data (one

variant with MAF > 0.05 every 50 kb) to obtain the principal components

that reflect the population membership and stratification. We applied the

same approach to expression levels to capture technical confounding fac-

tors. The number of components used as experimental covariates were

determined on the basis of the number of samples, adding 5 components

every 50 samples. Each gene expression was transformed to a standard

normal distribution for linear regression against variant genotypes. These

procedures are implemented in QTLtools software (Delaneau et al. 2017).

We carried out a multiple-testing correction for each tissue on all inversion-

expression tests using the Benjamini-Hochberg method at 5% FDR and

further filtering by inversions acting as sentinel markers or in high LD

with the top lead eQTLs (r2 > 0.8), ensuring the reliability of INV-eQTL

findings.

Gene expression levels from LCLs of the Geuvadis project (Lappalainen

et al. 2013) were also analysed in 358 European samples from 1000GP. In

this case, the analysis was done with imputed inversion genotypes for all

the individuals. RNA-seq reads (EMBL-EBI ArrayExpress experiment E-

GEUV-1) were aligned against the human reference genome GRCh38.p10

(excluding patches and alternative haplotypes) with STAR v2.4.2a (Dobin

et al. 2013) and gene expression levels were quantified as RPKM based on

GENCODE version 26 annotations (Harrow et al. 2012). RPKM values

were normalized as described above for GTEx samples. In addition to

gene expression, we also assessed other molecular phenotypes from LCL
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samples included in the 1000GP by direct linear regressions. In particular,

we downloaded normalized levels from DNase-seq data from 59 YRI LCLs

that measured chromatin accessibility (Degner et al. 2012) and chromatin

activity -enrichment of epigenetic marks- from three well-studied histone

modification marks (H3K27ac, H3K4me1 and H3K4me3) that are known

to capture enhancer and promote activity across 145 LCLs from European

individuals (Delaneau et al. 2019). 100 bp windows of DNase-seq levels

were liftover from hg18 to hg19 and, due to their large number, association

was centered in 5 kb on each site including an inversion. Finally, we

tested cytosine modification profiles obtained by HumanMethylation450

BeadChip in 103 LCLs derived from European and African ancestry (Moen

et al. 2013). Beta values were converted to M values through a logistic

transformation using the R package “lumi” (Du et al. 2010) and they were

then quantile normalized. Methylation levels were adjusted as described

before for gene expression by using 10 technical components. As with

eQTL analysis, we retained lead associations or in high LD with the top

QTLs (r2 > 0.8) after multiple-testing correction at 5% FDR. All analyses

were performed by using the appropriate inversion set.

Inversions and phenotypes

To check if polymorphic inversions are associated with specific traits or

diseases, we took advantage of the NHGRI Catalog of published GWAS

(http://www.ebi.ac.uk/gwas/) [release 2019-07-30, v1.0], which stores a

curated collection of the most significant SNPs from each independent lo-

cus highly associated (P < 10−5) to a particular phenotype. First, we

investigated if there was enrichment in the number of trait-associated sig-

nals in the inversion and flanking regions (± 20 kb) compared to what

should be expected by chance. To do so, we lifted over GWAS Catalog

coordinates to hg19 and crossed signals with 1000GP variants, obtaining

a final number of 142,997 associations (95.4% from the initial 149,855 as-

sociations). GWAS SNPs in high LD (r2 ≥ 0.8) and associated exactly to

the same phenotype were grouped together to obtain a non-redundant set

of GWAS signals. We carried out a permutation strategy to generate 100
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random genomic regions as a null model for each inversion and tested ob-

served versus expected GWAS hits according to the random distribution.

Chr. Y was excluded of this analysis. Also, permuted regions could not

overlap genome gaps in order to avoid biasing the results. We extended

this analysis to explore which individual inversions were more significantly

enriched in GWAS signals. Therefore, we repeated the same procedure,

but using a one-tailed permutation test for each inversion to deal with

inversions including zero GWAS signals.

We also crossed variants that have been reported in GWAS with those

SNPs in high LD with the inversion (r2 ≥ 0.8). Since each GWAS study is

focused on populations with different origin, the LD employed to evaluate

the association between inversions and GWAS signals was based on indi-

viduals with the corresponding acestry or the closest one available (e.g.

TSI for Sardinian, JPT for Japanese, CHB for Han Chinese or Singa-

pore Chinese, and GIH for South Asian, Indian or Bangladeshi). In the

case of individuals from the same population group (European, African,

East Asian or Asian), we used the LD for the whole continent (e.g. Eu-

ropean for Ashkenazi, Framingham, British, Caucasian or Hutterite, and

East Asian for Korean), whereas the global LD was selected if populations

from different continents were studied.

Detailed characterization of HsInv0014 and HsInv0030

Strong expression changes were associated to inversions HsInv0014 and

HsInv0030, both of which affect directly gene sequences. To study in detail

possible gene rearrangements caused by these inversions, we first modified

the human reference genome sequence by reversing in silico the sequence

between inversion breakpoints (chr16:75205642-75223319 for HsInv0030

and chr17:18622233-18823774 for HsInv0014; hg38 assembly). We used

STAR 2-pass to map the RNA-Seq reads extracted from BAM files stored

by GTEx project against the genome with the inverted conformation and

only uniquely mapped reads were selected. Tissues assayed were pan-

creas for CTRB1 and CTRB2 (HsInv0030), and adipose subcutaneous
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and testis for AKR1C1 and AKR1C2 (HsInv0014), where the genes af-

fected by the inversions are expressed at higher levels. The number of

individuals selected was dependent on the availability of aligned data.

For HsInv0014, the same process was repeated for Geuvadis LCL reads,

where the genes are also expressed. Homozygous samples were aligned

and RNA-seq profiles were computed separately for each inversion orien-

tation. Transcript structures were reconstructed with Cufflinks default

parameters by merging all reads from each genotype.
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Results

In this chapter, I present my contribution to the functional analysis of

polymorphic inversions in the human genome. As already commented in

the Materials and Methods, the first two sections are a published article

and a preprint under review that include part of my work:

Carla Giner-Delgado*, Sergi Villatoro*, Jon Lerga-Jaso*, Magdalena

Gayà-Vidal, Meritxell Oliva, David Castellano, David Izquierdo, Isaac

Noguera, Bárbara Bitatello, Iñigo Olalde, Alejandra Delprat, An-

toine Blancher, Carles Lalueza, Tonu Esko, Paul O’Reilly, Aida

Andrés, Luca Ferretti, Lorena Pantano, Marta Puig, Mario Cáceres

(2019). “Evolutionary and functional impact of polymorphic inver-

sions in the human genome”. Nature Communications., 10:4222.

https://doi.org/10.1038/s41467-019-12173-x

* Equal contribution

Marta Puig, Jon Lerga-Jaso, Carla Giner-Delgado, Sarai Pacheco, David

Izquierdo, Alejandra Delprat, Magdalena Gayà-Vidal, Jack F. Regan,

George Karlin-Neumann, Mario Cáceres (2019). “Determining the im-

pact of uncharacterized inversions in the human genome by droplet digital

PCR.” bioRxiv. https://doi.org/10.1101.766915

In the next three sections, I describe a global analysis of inversion effects
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at different levels and the functional characterization of two particular

interesting inversions.

3.1 Evolutionary and functional impact of com-

mon polymorphic inversions in the human

genome

In this article, we have carried out an exhaustive characterization of the

evolutionary and functional impact of 45 common polymorphic inversions

by genotyping them experimentally in a large sample of 550 individuals

from 7 HapMap human populations. In order to make such large-scale

genotyping possible, a new experimental high-throughput assay based on

probe hybridization was developed and optimized. Specifically, I was re-

sponsible of two distinct analysis. First, I investigated the determinants of

inversion frequency in human populations. Second, I explored the poten-

tial functional consequences of polymorphic inversions. In this regard, I

focused on the effect of inversions on genes and gene expression, and their

association with phenotypic traits.
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In the last decade a great effort has been devoted to char-
acterizing all the variation in the human genome1 5, which
opens the door to determining the genetic basis of phenotypic

traits and disease susceptibility. Nevertheless, despite the initial
expectations, a significant fraction of the genetic risk for common
and complex diseases is still unexplained6,7. Furthermore, not all
variants have been studied at the same level of detail. In parti-
cular, inversions are a type of structural variant that changes the
orientation of a genomic segment, usually without gain or loss of
DNA, and they often have highly-identical inverted repeats (IRs)
at their breakpoints. These characteristics make inversion detec-
tion very challenging, even with next-generation sequencing
methods, and they have been largely overlooked in humans8,9.

Genome-wide inversion discovery has been typically based
on genome sequence comparison10,11 or paired-end mapping
(PEM)4,12, although recent studies have exploited newer techni-
ques that could be especially useful for inversion detection, such
as long-read sequencing13 15, Strand-seq16, BioNano optical
maps17, or a combination of them18. In most cases around
100–200 inversions have been predicted, with a maximum of 786
predictions in the 1000 Genomes Project (1000GP)4,19. However,
these methods are not suitable for high-throughput genotyping,
and with few exceptions4,16,20, just a reduced number of indivi-
duals (1–15) have been analyzed. Moreover, the presence of
repetitive sequences at the breakpoints influences the inversions
that can be detected by each technique and results in high error
rates for inversion validation compared to other variants4,18,20,21.

Apart from the intensely-studied 17q21.31 and 8p23.1
inversions22,23, genotyping efforts have been restricted to a small
number of inversions and samples. For example, four other large
inversions have been genotyped by FISH24 and five smaller
inversions by PCR25 in 27 and 42 individuals of four populations,
respectively. In addition, PCR and inverse PCR (iPCR) have been
used for targeted studies of 34 inversions in 70–90 Europeans21,26

and a more worldwide characterization of three inversions25,27,28.
Also, although inversion genotypes might be predicted based on
SNP data, these methods can only detect inversions above a
certain size or associated with specific SNP combinations and the
error rate can be high21,23,25,29. Therefore, it is not yet clear how
many polymorphic inversions really exist in humans and very
little is known about their global frequency and distribution19.

Actually, inversions have been a model in evolutionary biology
for almost 90 years30,31 and there are numerous examples of their
phenotypic consequences and adaptive significance in diverse
organisms, from plants to birds32. One of their main effects is
related to recombination, since single crossovers within the
inverted region in heterozygotes generate unbalanced gametes
and, at the same time, the resulting inhibition of recombination
could protect favorable allele combinations30,31. In addition,
inversion breakpoints can directly alter the expression patterns of
adjacent genes9,33.
From the little information available, it is clear that inversions

can have important consequences in humans9. Inversions are
associated with haemophilia A34, increased risk of neurodegen-
erative diseases35 37, autoimmune diseases23,29 or mental dis-
orders38. They could also predispose to other genomic
rearrangements with negative phenotypic consequences in the
offspring9. Moreover, there is evidence that the 17q21.31 inver-
sion increases the fertility of the carriers and has been positively
selected in Europeans22. Finally, inversions have been shown to
affect gene expression23,28,29,39. However, most of these effects
are associated with just the two best-known inversions. Attempts
to associate inversions with gene-expression and phenotypic
variation in large datasets have been limited to those with simple
breakpoints, and only a couple of additional candidates have been
identified so far4,40,41. Thus, specific genotyping studies of a

diverse range of inversions in multiple individuals are necessary
to determine their functional and evolutionary impact.
Here, we have developed a new high-throughput genotyping

method and we have characterized in detail 45 common poly-
morphic inversions. By combining accurate inversion genotypes
in 551 individuals of different populations and the available
genomic information, we show that a large fraction of inversions
are not linked to other variants and have occurred recurrently. In
addition, several of them have signatures of selection and/or
functional effects, emphasizing the role of inversions in the
human genome.

Results
High-throughput genotyping of inversions. We focused on a
representative set of 45 paracentric inversions from the InvFEST
database19, which comprised most of those experimentally vali-
dated by PCR-based techniques when the project started19 and
corresponds approximately to half of the estimated number of
real variants with >5% frequency in human populations4,14

(Supplementary Fig. 1, Supplementary Data 1). These inversions
were originally detected in the comparison of the hg18 and HuRef
genome assemblies10 or a fosmid PEM survey in nine indivi-
duals12, and between 1 and 36 of them have been identified in
different recent studies (Supplementary Data 1). The main lim-
itation for inversion genotyping was due to breakpoint IRs, that
had to be of less than 25–30 kb and with target sites for certain
restriction enzymes at both sides but not within the IRs26, which
excluded previously-known large inversions mediated by big
repeat blocks19. Overall, the studied inversions are located
throughout the genome (37 in the autosomes, 7 in chr. X and 1 in
chr. Y), with sizes ranging from 83 bp to 415 kb. Also, 24 (53%)
have been generated by non-allelic homologous recombination
(NAHR) between >90% identical IRs (from 654 bp to 24.2 kb).
The rest (47%) were probably generated by non-homologous
mechanisms (NH), including 18 with small deletions or insertions
in the derived allele that may have been created in a single
complex FoSTeS/MMBIR event4,21 (Supplementary Fig. 1, Sup-
plementary Data 1).
Of those, 41 inversions were genotyped simultaneously using

high-throughput assays derived from the multiplex ligation-
dependent probe amplification (MLPA) technique42. For inver-
sions with simple breakpoint sequences (17), we carried out
directly custom MLPA assays with minor modifications. How-
ever, for inversions with repetitive sequences at the breakpoints
(24), which are difficult to detect by most techniques, we
developed a new method combining the principles of iPCR26 and
MLPA42 named iMLPA. In both cases, two pairs of oligonucleo-
tide probes were used to interrogate the two alternative
orientations for each inversion, orientation 1 (O1) and orienta-
tion 2 (O2) (Fig. 1). Four additional inversions not initially
included in the MLPA-like assays were tested independently by
PCR or iPCR (Supplementary Data 1). The 45 inversions were
genotyped in 551 individuals from seven populations studied in
HapMap and 1000GP1,3 with African (AFR) (YRI, LWK),
European (EUR) (CEU, TSI), South-Asian (SAS) (GIH) or
East-Asian (EAS) (CHB, JPT) ancestry, here referred as
population groups (Supplementary Table 1).
MLPA and iMLPA inversion genotypes were carefully

validated through several analyses and quality controls (Fig. 1):
(1) comparison with 3377 available genotypes19 (see Supplemen-
tary Data 1 for data source); (2) identification of potential iPCR
or iMLPA problems caused by restriction site polymorphisms;
and (3) association between inversions and other variants (see
below). As part of the validation, we repeated by PCR or iPCR
2160 extra genotypes with discrepancies or possible errors plus

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467 019 12173 x

2 NATURE COMMUNICATIONS |         (2019) 10:4222 | https://doi.org/10.1038/s41467-019-12173-x | www.nature.com/naturecommunications

Chapter 3. Results

82













that could be reliably phased were analyzed, including most NH
inversions and HsInv0040 (Fig. 2; Supplementary Data 7). The
strongest signals (empirical test P < 0.01) were in HsInv0201 for
balancing selection and HsInv0006 and HsInv0031 for positive
selection. In addition, four other inversions showed weaker
evidence of balancing or positive selection. Consistent with the
FST results, in HsInv0006 and HsInv0059 positive selection was
detected in those populations with increased DAF (Fig. 2;
Supplementary Data 7).
As independent confirmation of balancing selection signatures,

we also used the recently developed non-central deviation
statistics, NCD1 and NCD2, which detect site frequency spectrum
shifts towards an equilibrium frequency and an excess of
polymorphic sites44. However, the results of these tests summar-
ize the data of all the SNPs in a region and are not necessarily
linked to the inversion, as before. Focusing on signals detected in
at least three populations, we found respectively four and six
inversions with strong and weak signatures of balancing selection
for NCD1 or NCD2 (Fig. 2; Supplementary Data 7). Many of
these candidates could not be analyzed with the LSFS method
because of the lack of tag SNPs or correspond to low-frequency
inversions, such as HsInv1051 and HsInv0209, that are unlikely
the targets of selection, but consistent results were found for
HsInv0201.

Effect of inversions on genes and gene expression. As previously
described, some of the analyzed inversions can have important
effects on genes4,9,21,25 28. Although half of our inversions (21/
45) are located in intergenic regions, three of them invert genes,
eight are located within introns, seven might exchange gene
sequences overlapping the IRs at the breakpoints, and six affect
genes more directly through the inversion or deletion of an
internal exon (HsInv0102, HsInv0201) and the disruption of the
whole gene (HsInv0340, HsInv0379, HsInv1051) or an alternative
transcript isoform (HsInv0124) (Fig. 2 and Supplementary
Table 3).
We measured the effect of the 42 autosomal and chr. X

inversions with MAF > 0.01 on expression of nearby genes (<1
Mb away) by linear regression between inversion genotypes and
LCL transcriptome data from the GEUVADIS consortium45. To
increase statistical power and reliability, the analysis was
replicated in two datasets: (1) 173 CEU, TSI and YRI individuals
with inversion genotypes; and (2) the complete GEUVADIS set of
445 European (358) and African (87) individuals in which the
genotypes of 33 inversions could be imputed accurately
(Supplementary Fig. 4A). Considering the largest sample size
for each inversion, we uncovered eight inversions significantly
associated with LCL expression of 27 genes and 44 transcripts
(Supplementary Fig. 4B; Supplementary Data 8), with highly
concordant results for those analyzed in both datasets (7/7 genes
and 11/12 transcript effects were replicated) (Supplementary
Fig. 4C). As negative control, no associations were observed by
permuting inversion genotypes relative to expression levels
(Supplementary Fig. 4D). Moreover, significant expression effects
were robust when applying different analysis approaches (see
Supplementary Fig. 4E-F and Supplementary Methods), and
inversions acting as expression quantitative trait loci (eQTLs)
located significantly closer to the transcription start site (TSS) of
the differentially expressed genes (<100 kb) (Supplementary
Fig. 4D).
Next, we examined inversion expression effects in other tissues

through variants already reported as eQTLs in the GTEx
project46. We found 62 genes with eQTLs in different tissues in
high LD (r2 ≥ 0.8) with 11 of the 26 analyzed inversions,
including seven not detected in LCL data (Supplementary Fig. 5;

Supplementary Data 9). By searching for eQTL signals in
moderate LD (r2 ≥ 0.6) with some of the recurrent inversions,
we found additional potential expression differences associated
with HsInv0124 and in the genes affected by HsInv0030, which
exchanges the first exon and promoter of chymotrypsinogen
precursor genes CTRB1 and CTRB2 expressed only in
pancreas21,25, and HsInv0340, which disrupts the long non-
coding gene LINC00395 expressed in testis (Supplementary Fig. 5;
Supplementary Data 9). In total, 17/27 of inversion-gene
associations in LCLs were also identified in the smaller GTEx
sample (Supplementary Fig. 5).
To assess if inversions were the main cause of the observed

expression changes, we performed a joint eQTL analysis in LCLs
including our inversions together with SNPs, indels and structural
variants from the 1000GP3,4. Two inversions, HsInv0124 and
HsInv1051, were the most likely causal variant for two genes and
three transcripts in LCLs (Fig. 5a). Six other inversions show the
highest LD (r2≥ 0.9) with variants reported as first or second lead
eQTL in a given tissue by the GTEx project (Supplementary
Fig. 6). Similarly, for recurrent inversions HsInv0124 and
HsInv0030, eQTL significance in GTEx data increases with LD
with the inversions, supporting their causal role (Fig. 5b). In
general, some of the strongest effects are related to inversions
affecting exonic sequences, although the consequences can be
complex and need to be investigated in detail. For example,
HsInv1051 breaks the CCDC144B gene and the apparent
upregulation of specific isoforms (Fig. 5a) is actually due to the
creation of a fusion transcript with new sequences at 3′ (Fig. 5c;
Supplementary Fig. 7). HsInv0124 is the lead variant for the
antisense RNAs RP11-326C3.7 and RP11-326C3.11, which over-
lap respectively the IFITM2 and IFITM3 genes located at the
breakpoints, and it has opposite effects in the two pairs of
overlapping transcripts (Supplementary Data 8; Supplementary
Data 9). Also, HsInv0102 removes the RHOH isoforms with the
alternative non-coding exon that gets inverted, but its effect is
masked by a more frequent lead eQTL (SNP rs7699141) acting in
the same direction. On the other hand, HsInv0058 is associated
with chr. 6 MHC haplotypes APD, COX, DBB, QBL and SSTO,
which extend ~4Mb and harbor important functional differ-
ences47, suggesting that other variants in these haplotypes are
responsible for the observed effects.

Inversions and phenotypic traits. The role of inversions in
phenotypic variation was investigated using available genome-
wide association studies (GWAS) data. We found a 1.26- and
1.95-fold increase in GWAS Catalog48 and GWASdb49 variants in
the inversion and flanking regions (±20 kb). The top inversion
driving this result was the MHC-inversion HsInv0058, but
HsInv0030 and HsInv0347 showed similar enrichment of GWAS
hits in both datasets (Fig. 5d; Supplementary Fig. 8A-B). GWAS
signals close to the latter two inversions are consistent with their
effect on genes, involving type 1 and 2 diabetes, pancreatic cancer,
insulin secretion, and cholesterol and triglyceride levels for
HsInv0030, and glaucoma and optic disc and nerve characteristics
for HsInv0347, which is associated to the expression of c14orf39
(SIX6OS1) and SIX6, related to eye development.
We also explored whether inversions were in strong LD (r2 ≥

0.8) with known GWAS hits in the population where the
association was reported. That is the case of HsInv0004, which is
in complete LD in Europeans with a nearly genome-wide
significant GWAS SNP related to asthma susceptibility in
children and another one associated with body mass index in
asthmatic children (Supplementary Table 4). Moreover,
HsInv0006 is linked to schizophrenia in Ashkenazi Jews and
glaucoma in Europeans (Supplementary Table 4). Remarkably,
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great ape species. Similar results had been found in previous
small-scale studies21,24,26, but thanks to the analysis of many
more individuals and populations, multiple controls (such as
genotype confirmation by PCR of both breakpoints and different
sources of nucleotide variation data) and a detailed analysis of
haplotype relationships, we have obtained a better estimate of the
independent inversion events. Specifically, we found nine more
recurrence events in the five inversions originally predicted as
recurrent in humans and that seven inversions considered to be
unique or lacking information in CEU are recurrent as well21,26.
This suggests that, like other repeats, IRs are rearrangement
hotspots and the genome is more dynamic than previously
thought. However, recurrence has been detected only through the
sequences associated with the inversion, and we need more direct
ways to quantify inversion generation rates precisely.
As for other types of recurrent changes50,51, the lack of asso-

ciation between SNPs and many inversions and poor coverage by
common arrays (Supplementary Fig. 8C) means that their phe-
notypic effects have been largely missed in GWAS. For example,
half of the NAHR inversions cannot be accurately predicted with
typical imputation algorithms (Supplementary Fig. 4A). We have
found 23 and 22 inversions with different selection and functional
signatures, respectively (Fig. 2). More importantly, although not
all analyses could be applied to every inversion, there is a sig-
nificant enrichment of inversions with both effects on genes or
gene expression and selection signals directly linked to them
(Fisher’s exact test P= 0.0320) (see Supplementary Methods).
This combination of the two independent types of evidence
strongly indicates that inversions can have important con-
sequences in humans.
One particularly interesting example is HsInv0201, an old

inversion (>1.5 Mya) with intermediate frequency around the
globe and clear signals of balancing selection (Fig. 6a), which
deletes an exon of SPINK14 and is lead eQTL for two nearby
genes (Supplementary Data 9). Moreover, the inversion haplotype
is the main responsible for the lower SPINK6 expression during
immune response to Salmonella infection52,53 (Fig. 6b). In fact,
HsInv0201 eliminates the promoter and first exon of a putative
novel SPINK6 transcript (Fig. 6b) and it is in high LD (r2= 0.971
in EUR) with SNPs accounting for plasma levels of SPINK6
protein54. Together with the role of several of the affected genes
in lung and extracellular mucosas, this suggests that the inversion
could be related to immune response. In HsInv0006, its particular
distribution pattern and the selection test results point to positive
selection of the derived allele in Africa (Fig. 6a). Furthermore, the
inversion is located within DSTYK first intron21 and is associated
with expression changes in the proximal genes, including DSTYK
upregulation in different tissues (Fig. 6c; Supplementary Fig. 5).
DSTYK deletion causes pigmentation problems and elevated cell
death after ultraviolet irradiation55. Thus, positive selection on
these traits could explain the inversion increase in Africa. Inci-
dentally, the inverted orientation has been linked to higher risk of
glaucoma in Europeans (Supplementary Table 4) and glaucoma is
more common and severe in individuals from African ancestry56.
Other interesting candidates include HsInv0031, HsInv0059,
HsInv0124, HsInv0340, and HsInv0389 (Fig. 2).
Inversions differ from other genetic variants because of their

expected negative consequences in fertility resulting from the
generation of unbalanced gametes by recombination30,31, which
is exemplified by the reduction in frequency with genetic length
(Fig. 4b) and the small number of inversions described compared
to CNVs19. According to this, there could be a maximum length
for an inversion to behave neutrally in terms of its fertility effects.
Above that size, some type of compensatory selection, perhaps
related to advantageous regulatory changes on nearby genes,
would be necessary for the inversions to reach a certain

frequency. Therefore, this may explain the observed enrichment
of inversions with functional and selection signals. Future in-
depth studies of the identified candidates and other inversions
will help uncover their real role in human evolution and the
unexplained part of the genetic basis of complex traits.

Methods
Human and ape DNA samples. We used 550 human samples included in the last
phase of the HapMap Project and many of them in 1000GP phase 1 (Ph1) and 3
(Ph3)1 3, which belong to seven populations of four main population groups (AFR,
EUR, SAS, and EAS), plus individual NA15510 of unknown origin (see Supple
mentary Table 1 and Supplementary Data 2 for details). Most individuals were
unrelated, but 70 are either children of mother father child trios (30 in YRI and 30
in CEU) or cryptic first and second degree relatives (9 in LWK and 1 in GIH)2,3.
Genomic DNAs of 70 CEU and 10 YRI samples and NA15510 were extracted from
LCLs commercialized by the Coriell Cell Repository (Camden, NJ, USA), while the
rest of DNAs were acquired from Coriell21,26,28. Chimpanzee and gorilla DNAs
include six already used to genotype most of the inversions from frontal cortex
tissue samples of the Banc de Teixits Animals de Catalunya (N457/03, Z01/03 and
Z02/03) or LCLs from Barcelona Zoo individuals (PTR1211, PTR1213, and
PTR1215)21,26, plus 19 chimpanzee and five gorilla DNAs extracted from a
previously existing collection of primate LCLs of one of the authors (Supple
mentary Data 5). Ape samples comprise four mother father child trios and one
father son pair in chimpanzees and one father son pair in gorillas. As for humans,
cells were grown in 75 ml flasks to nearly confluency and high molecular weight
genomic DNA was obtained using a standard phenol chloroform extraction26. All
procedures that involved the use of human and non human primate samples were
approved by the Animal and Human Experimentation Ethics Committee (CEEAH)
of the Universitat Autònoma de Barcelona.

Experimental genotyping of inversions. Initial genotypes for 41 inversions were
obtained by newly developed assays based on the MLPA technique (Supplementary
Data 1), which has been widely used for genome copy number analysis and consists
on the multiplex amplification of fragments of different sizes with common primers
that are fluorescently labeled, and their detection by capillary electrophoresis42.
Most NH inversions (17) were genotyped simultaneously from 100 150 ng of DNA
with a slightly modified MLPA protocol using two pairs of probes that bind spe
cifically at the breakpoint sequences of each orientation (AB and CD or AC and
BD), with one of the probes that could be common to both pairs (Fig. 1). For 24
inversions with IRs or other repetitive sequences at the breakpoints, we developed a
new iMLPA method that uses a combination of iPCR and MLPA. iMLPA requires
some extra processing of the DNA with a restriction enzyme that cuts at each side of
the breakpoint repetitive sequences, followed by self circularization of all the
digested DNA molecules together by ligation in diluted conditions with T4 DNA
ligase and DNA purification. Then, MLPA was carried out as usual with a pair of
probes that bind specifically at the self ligation site of the circular molecules from
each orientation (see Supplementary Methods for MLPA and iMLPA details).
Supplementary Data 10 lists the sequences and concentrations of the probes used
for MLPA (68) and iMLPA (87).

PCRs and iPCRs were carried out to genotype seven inversions in the 551
human samples (including four not analyzed in the MLPA/iMLPA assays) and to
validate many of the MLPA/iMLPA genotypes (Fig. 1; Supplementary Data 1).
Multiplex PCRs and iPCRs of each inversion were done with primers flanking
either the breakpoint (PCR) or the self ligation site of circularized molecules
(iPCR) from the two orientations21,26 (Supplementary Data 11). For the restriction
site polymorphism analysis, we downloaded dbSNP (version 142) SNPs and indels
around the inversion region (±50 kb) and determined all possible restriction site
gains or losses affecting the iPCR/iMLPA experiments. To ensure that the
genotypes were completely accurate, in most potential discrepancies both
breakpoints of each orientation were tested.

For inversion genotyping in chimpanzees and gorillas, first we ran the same
MLPA and iMLPA assays as described above, and those inversions that did not
work were genotyped by PCR or iPCR. In some cases, new chimpanzee or gorilla
specific primers and restriction enzymes for iPCR were used to overcome human
assay problems26 (Supplementary Data 5; Supplementary Data 11). However, this
was not always possible due mainly to deletions or genome gaps, and a few
inversions in one or both species could not be tested. All polymorphic inversions in
chimpanzees or gorillas were validated by PCR or iPCR of at least one breakpoint
to make sure that there were no errors in the iMLPA results.

Analysis of nucleotide variants associated with inversions. We measured
pairwise LD (r2) between inversions and overlapping and neighboring biallelic
variants up to 200 kb at each side of the inversion from 1000GP Ph3 (including
SNPs and indels for 434 unrelated individuals) and HapMap release 27 (including
fewer SNPs but all the 480 unrelated individuals) using either plink v1.9057 or
Haploview v4.158. Variants located within the breakpoint interval and associated
deletions or IRs were excluded for this and subsequent analysis to avoid possible
genotyping errors. Supplementary Data 12 lists the inversion tag variants with r2 ≥
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0.8 from 1000GP and HapMap data considering all the individuals together, as well
as each population and population group. This analysis allowed us to detect a few
inversion genotypes that did not match those expected from the tag variants and
most of them were confirmed to be genotyping errors by independent PCR or iPCR
validation (Supplementary Fig. 2). SNPs and indels around inversion regions were
further classified directly from the genotype data according to its distribution
across orientations in fixed (r2 1), shared (unambiguously polymorphic in both
orientations) and polymorphic in O1 or O2 chromosomes using in house perl and
bash scripts21,26. To minimize possible genotyping errors, only the most reliable
variants according to the 1000GP strict accessibility mask were included. Non
recombining flanking regions were defined from the 1000GP data (which has more
resolution than HapMap) as the longest sequence outside the breakpoints up to a
maximum distance of 20 kb that: (1) does not contain reliable shared variants
compatible with a crossing over event between orientations; and (2) includes most
of the fixed variants (Supplementary Table 2).

Phasing and visualization of haplotypes. Each orientation haplotypes were
determined following two complementary strategies to minimize errors and obtain
more robust results. First, after testing several commonly used phasing programs,
we selected PHASE 2.159 because it avoids switch errors in inversion heterozygotes
by fixing the phase of the two orientation alleles added at the breakpoint
positions21,26. Phasing was done independently for the YRI, LWK, EUR, SAS, and
EAS populations or population groups, using the available trio information when
possible and five iterations (−x5) for HapMap data and two iterations (−x2) with
the hybrid model (−MQ) for 1000GP data. Only variants within the inverted
region plus 20 kb of flanking sequence for 1000GP Ph1 data (which was the only
one available at that time) or 200 kb for HapMap data were selected. Second, we
took advantage of the 1000GP Ph3 phased haplotypes3 to impute directly the
inversion orientation based on the presence of perfect tag variants (r2 1). For
inversions without perfect tag variants, only homozygotes or hemizygotes for each
orientation, in which the inversion status of the haplotypes can be assigned
unambiguously, were analyzed.

The relationships between the different haplotypes of each dataset were
visualized by combining several data sources and representation methods. Phased
1000GP Ph1 and HapMap haplotypes were used to build Median Joining (MJ)
networks60 with the NETWORK v.4.6.1.3 software (www.fluxus engineering.com).
In addition, we devised our own representation of the haplotype relationships and
the distribution of nucleotide changes along the sequence, named integrated
haplotype plot (iHPlot), which combines a hierarchical clustering, distance matrix
and visual alignment of the alleles in each polymorphic position, plus the haplotype
orientation and the populations in which it is present (see Supplementary Methods
for details).

Inversion origin was estimated from the information of the different phasing
and haplotype visualization strategies, which overall showed consistent results
(see Supplementary Methods). For inversions with perfect tag variants, the analysis
was based mainly on 1000GP Ph3 haplotypes (including when possible the flanking
non recombining region), which allowed a better discrimination of haplotypes,
filtering of accessible SNPs according to the pilot accessibility mask and had less
phasing errors due to the use of sequences from more individuals3. For inversions
without tag variants, we relied mainly in the phased 1000GP Ph1 haplotypes
iHPlots, since all the genotyped individuals in common could be analyzed.
Inversion recurrence events were conservatively estimated by identifying clusters of
haplotypes with both orientations that differ significantly from all others with the
same orientation as the potential recurrence event, after eliminating possible
phasing errors in inversion heterozygotes (see Supplementary Methods). Around
1 25 individuals supporting each of the independent recurrence events were
validated by PCR or iPCR (in this case testing mostly both breakpoints) to discard
possible inversion genotyping errors (Supplementary Data 3). Also, we validated
the genotype of many more individuals with unexpected orientation haplotype
combinations and of other inversions with a high proportion of shared SNPs for
which recurrence events could not be clearly identified. HsInv0832 inversion rate
was estimated from the publicly available information of 232 of the 282 genotyped
males (Supplementary Data 4) by calculating the total number of mutations and
generations along the genealogical tree of the analyzed Y chromosomes using the
approach of Repping et al.61 and Hallast et al.62 (see Supplementary Methods).

Ancestral orientation and inversion age estimate. Besides the experimental
analysis in chimpanzees and gorillas, the ancestral state of inversions was com
plemented by bioinformatic and manual inspection of four of the best non human
primate genome assemblies (see Supplementary Methods). Due to their fragmented
status, the orientation of several available ancient hominin genomes (Supple
mentary Data 6) was determined by identifying the reads that span the O1 or O2
breakpoints of 19 NH inversions without IRs using a library with four 100 bp
sequences centered at the two breakpoints of both orientations (Supplementary
Data 13) and a slightly modified version of the BreakSeq pipeline21,27,28.

Age of unique inversions was obtained with the usual divergence based
approach63,64, using the pairwise differences between orientations from all SNPs
(excluding indels) in the available 1000GP Ph3 haplotypes and the largest of the
two average pairwise differences within O1 or O2 sequences. To have more
information in short inversions, we considered the inverted region and any extra

non recombining flanking region (up to 20 kb), excluding breakpoint intervals and
associated IRs or indels to avoid sequence errors. Confidence intervals of age
estimates were calculated by bootstrap sampling the same number of total
individuals with replacement 1000 times and using both a constant substitution
rate and two local substitution rates from the divergence with chimpanzee and
gorilla (see Supplementary Methods).

Inversion frequency analyses. To control the effect of the study design ascer
tainment bias in the observed frequency of inversions, we simulated the detection
and genotyping process in biallelic SNPs from 1000GP Ph3. The process was
simulated in two steps: (1) selection of those SNPs for which the alternative allele is
present in 1000GP individuals matching the demographic and gender composition
of the detection panel (nine individuals for 38 autosomal or chr. X inversions
detected from the fosmid PEM data12 and one individual for six inversions
detected exclusively from the genome assembly comparison10); and (2) for each of
the PEM inversions, generate a random sample of 10,000 SNPs from the total pool
of polymorphic SNPs in the PEM panel according to the simulated detection
probability calculated from the SNP frequency and the inversion characteristics
(see Supplementary Methods). Mean and median frequencies of inversions and
SNPs in the 434 1000GP Ph3 individuals were compared by sampling 10,000 sets of
SNPs without replacement, with one matched SNP per inversion at a time, and
empirical P values were estimated as twice the fraction of samples with values more
extreme or equal than the observed.

Different genomic variables were tested to determine their effect on inversion
frequency: (1) physical length of the inverted region; (2) inversion genetic length;
(3) number of genes within the inversion or breakpoint regions; (4) distance to the
closest coding gene; (5) number of mammalian constrained sites inside the
inversion;65 (6) direct functional effect of inversions on genes (Supplementary
Table 3); and (7) size of breakpoint IRs. Inversion genetic length was estimated as
the cumulative 4Ner for all the genotyped chromosomes using the 1000GP Ph3
SNP data and the LDhat v2.2 rhomap function66. Due to high correlation between
several variables, to keep only those with significant regression coefficients and
reduce the effect of potential outliers in reduced samples, we built robust regression
models of the autosomal and chr. X inversion frequency in each population group
by stepwise forward selection of predictors with the lmrob function from
robustbase R package67.

Inversion selection tests. Frequency differences between populations were cal
culated with vcftools (v0.1.15) using the FST statistic68. FST values were compared
with empirical null distributions in the same individuals obtained from bialellic
SNPs accessible according to the strict mask, with a defined ancestral allele, and
that have similar frequency and chromosome type (autosome or chr. X) as the
inversion (see Supplementary Methods).

LSFS tests are a newly developed family of neutrality tests especially appropriate
for inversions, which are a direct application of nearly optimal linear tests for
neutrality69. The summary statistic was the frequency spectrum of variants closely
linked to the inversion, including their linkage pattern (nested or disjoint) with the
inverted allele70, and we tested strong positive or balancing selection coefficients.
LSFS was calculated from biallelic 1000GP Ph3 SNPs in the genotyped individuals,
after removing those with a GERP score65 higher than 2 and within 0.5 Mb of any
of the inversions in our dataset. Only 18 autosomal inversions unambiguously
phased into the 1000GP Ph3 haplotypes with perfect tag SNPs within 20 kb from
the breakpoints were analyzed using 3 kb non overlapping windows localized
within the inverted or non recombining flanking regions (skipping the
breakpoints, IRs and indels to avoid genotype errors). Inversion windows were
compared against the empirical LSFS computed around all autosomal SNPs and
tests were conditioned on the inversion frequency in the different populations.
Each population and window was tested separately and population P values of the
same windows were combined via Edgington’s method71, whereas the results
across different windows of an inversion were combined using a conservative and
an approximate approach (see Supplementary Methods).

NCD1 and NCD2 statistics44 to test long term balancing selection acting on
autosomal and chr. X inversion regions were computed for three target frequencies
(0.3, 0.4, and 0.5) in overlapping windows of 2 kb (with 1 kb step), defined with the
same criteria as in the LSFS test, using 1000GP Ph3 SNPs (accessible according to
the pilot mask) from all individuals of the seven studied populations. Only
windows with a minimum of eight informative sites (either human polymorphisms
or fixed differences with chimpanzee in NCD2 only) and at least 16.7% of positions
covered by hg19 panTro4 alignments were considered. Finally, an empirical P
value was assigned for each inversion region and population by comparing the tests
results with a null genome wide distribution obtained by sampling regions of the
same size as the inversion (see Supplementary Methods).

Gene-expression analysis in LCLs. We analyzed 42 inversions (excluding two
with MAF < 1% and HsInv0832 in chr. Y) in 173 experimentally genotyped indi
viduals (42 CEU, 84 TSI, and 47 YRI) with GEUVADIS45 and 1000GP Ph33 data.
Besides, we imputed 33 inversions in the complete set of 445 GEUVADIS indi
viduals in common with 1000GP Ph3 (89 CEU, 91 TSI, 86 GBR, 92 FIN, and 87
YRI) using the already identified perfect tag SNPs (r2 1) (19 inversions) or
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IMPUTE v2.3.272 (14 inversions with >90% average imputation accuracy) (Sup
plementary Fig. 4A). LCL raw RNA Seq reads (ArrayExpress experiment E GEUV
1) were aligned against the GRCh38.p10 human genome with STAR v2.4.2a73

using GENCODE version 26 annotations74. Gene expression levels were estimated
as reads per kilobase per million mapped reads (RPKM) and transcript expression
levels were quantified with RSEM v1.2.3175. cis eQTL analysis was done through
linear regressions implemented in QTLtools v1.176, considering 850 genes and
3318 transcripts expressed in at least 20% of the samples and with TSS within 1 Mb
from inversions. First, we carried out a targeted study to test only the association
with the genotypes of each inversion. Second, we performed a joint eQTL analysis
with inversions and neighboring 1000GP variants to estimate their contribution to
observed gene expression changes and identify lead eQTLs. Expression values were
adjusted by gender, the first three principal components from 1000GP data (cor
responding to continent, population and population structure) and a set of
expression principal components to capture technical confounding factors (for
genes and transcripts, respectively, 10 and 20 in the experimental dataset and 35
and 50 in the imputed dataset) (see Supplementary Methods). Next, they were
transformed to match normal distributions N(0,1) to avoid false positive associa
tions due to outliers and significance was established at 5% false discovery
rate (FDR).

Inversions as eQTLs in other tissues and conditions. Gene expression effects in
other tissues for 26 inversions were examined by looking whether their highest
associated SNPs across all populations (r2 ≥ 0.8) have been identified as cis eQTLs
in different human tissues by the GTEx project (GTEx Analysis Release v7)46. Also,
we extended the analysis to seven recurrent inversions with SNPs in moderate LD
(r2≥ 0.6). To determine the potential causal variants, we checked if those SNPs in
highest LD with the inversions were reported as being the first or second lead eQTL
in a specific tissue. The same strategy was applied to link inversions to immune
eQTLs associated to the transcriptional response to Listeria and Salmonella of
primary macrophages from African American (n 76) and European American
(n 99) individuals52 and of macrophages differentiated from 123 induced plur
ipotent stem cell (iPSC) lines of European origin to Salmonella plus interferon γ
stimulation53.

Association of inversions with GWAS SNPs. Association of inversions with
specific traits or diseases was based on the NHGRI Catalog of published GWAS
(release 2017 07 17)48 and the GWASdb (release 2015 08 19)49 databases. To
remove redundant entries, the strongest signal per locus (±100 kb genomic region)
was selected. Only inversions in high LD (r2 ≥ 0.8) with a GWAS signal in the
studied population or the closest one available were considered (Supplementary
Table 4). To investigate if the number of GWAS signals in the inversion and
flanking regions (±20 kb) was higher than expected by chance, we crossed GWAS
Catalog and GWASdb signals with 1000GP variants and grouped together those in
high LD (r2 ≥ 0.8) and associated to the same phenotype. Enrichment P values were
calculated by comparison with a null distribution from 1000 random genomic
regions as a background model for each inversion, controlling by inversion size and
SNP frequencies (average SNP frequency ±0.01 and Chi square test P > 0.05 for the
number of SNPs with MAF <0.2 and ≥0.2 compared to the inversion region) and
excluding gaps and chr. Y. To test the enrichment in specific inversions, we
repeated the same analysis computing a one tailed empirical P value for each
inversion.

Statistical information. Details of the statistical tests are described in the corre
sponding sections. In many cases P values were derived from empirical genome
wide null distributions from at least 1000 random samples and two tailed tests
were always used, except when specifically mentioned.

Reporting summary. Further information on research design is available in
the Nature Research Reporting Summary linked to this article.

Data availability
All data described in this article are available in the Supplementary Information and in
the InvFEST database (http://invfestdb.uab.cat/). In addition, inversion genotypes have
been deposited in the dbVar database (https://www.ncbi.nlm.nih.gov/dbvar/) under
accession number nstd169 [https://www.ncbi.nlm.nih.gov/dbvar/studies/nstd169/]. The
source data underlying Figs. 2, 3a c, 4a c, 5a, c, e and 6a b and Supplementary Figs. 1, 2a
b, 4a, f, 5 and 8a c are provided as a Source Data file. All other relevant data are available
upon request.

Code availability
Computer code is available upon request.
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Supplementary Fig. 1. Size and breakpoint complexity of the 45 studied inversions. The graphs 
illustrate the main characteristics of inversions created by non-homologous mechanisms (NH) or non-
allelic homologous recombination (NAHR), with the inverted region represented as a gray bar and 
flanking inverted repeats (IRs) or other structural changes in different colors. In NH inversions, deletions 
are sequences present in the original orientation that are eliminated in the derived orientation, and 
insertions are sequences gained. Three of these inversions (HsInv0031, HsInv0045 and HsInv0098) 
have also short low-identity IRs (249-297 bp, 83.2-86.2% identity) in the ancestral orientation that are 
partially deleted in the derived orientation. Source data are provided as a Source Data file. 
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Supplementary Fig. 2. Inversion genotype accuracy by PCR-based validation and published data. 

a. Genotyping performance of MLPA and iMLPA assays. Inversion genotypes from MLPA/iMLPA were 
compared with those obtained from PCR or iPCR, plus those imputed from perfect tag SNPs in 1000GP 
Ph3 data. Genotyping success rate was 99.96% for MLPA and 98.56% for iMLPA. The lower success in 
iMLPA was due to a lower self-ligation efficiency of large restriction DNA fragments compared to shorter 
ones (as in the case of HsInv1051), which reduces the amount of specific probe target region and results 
in smaller amplification peaks, and to problems in specific samples (with one third of missing genotypes 
accumulating in just three samples). Biological errors correspond to known problems due to restriction 
site polymorphisms in a few specific inversions or DNA contamination, while technical errors do not have 
a clear cause and appear to be mainly due to problems in MLPA probe amplification in certain 
inversions. b. Genotype agreement between the 14 inversions in common with the 1000GP structural 
variant release1 according to the InvFEST database2 for the 434 samples shared in both datasets. Of the 
genotypes that differ between studies, 99.1% are due to 1000GP incorrectly assigning the reference 
genome orientation to one of the alleles, whereas according to our experiments it should be the 
alternative, which leads to underestimating the frequency of the inversion. Also, with a few exceptions, 
1000GP error rates tend to be much higher in inversions flanked by indels or inverted repeats than in 
those with clean breakpoints. Source data are provided as a Source Data file. 
  

Chapter 3. Results

97



4 
 

 
Supplementary Fig. 3. Summary of haplotype relationships for different inversions. a. 

Representative median-joining networks from 1000GP Ph1 haplotypes obtained with PHASE 2.13. Each 
circle represents a haplotype, whose size is proportional to the number of chromosomes carrying that 
particular haplotype. Small red points are hypothetical haplotypes not found in the individuals analyzed, 
and the length of the branch connecting two haplotypes is proportional to the number of changes 
between them. b. Integrated haplotype plots (iHPlots) for the same four inversions. For unique inversions 
(HsInv0058 and HsInv0092), the haplotypes correspond to those from 1000GP Ph3 with the extended 
flanking region whenever possible, whereas for recurrent inversions (HsInv0114 and HsInv0340), the 
haplotypes are those obtained with PHASE 2.13 from 1000GP Ph1 data including only the inverted 
region. O1 and O2 haplotypes of unique inversions can be clearly separated (e.g. HsInv0058), probably 
corresponding to old inversions that had time to diverge, or those with the derived orientation can be 
clustered together with haplotypes carrying the other orientation (e.g. HsInv0092), l kely representing 
more recent or small inversions with few informative positions and little differentiation. 
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Supplementary Fig. 4. Summary of inversion gene-expression analysis in lymphoblastoid cell 

lines (LCL). a. Genotype imputation accuracy of 23 autosomal and chr. X inversions without perfect tag 
SNPs (r2 = 1) based on all 1000GP Ph3 variants (including both SNPs and structural variants). 
Imputation was performed with IMPUTE v2.3.24 adapted to unphased reference genotypes, due to the 
difficulty of phasing correctly recurrent inversions, using a region of 1.5 Mb at each side of the inversion 
and an effective population size of 20,000 (15,000 in chr. X). Genotypes were called with a posterior 
probability higher than 0.7, and were classified as missing otherwise. Imputation accuracy was checked 
by removing three random sets of 30 individuals from European (CEU, TSI) and YRI populations from 
the reference panel of 173 GEUVADIS individuals with known inversion genotypes, which were 
subsequently imputed under the same criteria. The red line represents the mean percentage of right calls 
in the three test samples (red dots) and 14 inversions with >90% imputation accuracy (dashed line) were 
used for gene-expression analysis in other GEUVADIS individuals. Maximum LD between inversions and 
surrounding genomic variants (blue line) was lower for inversions with worse imputation accuracy. In 
HsInv0102, which does not have SNPs in high LD, its imputation is based on the 1000GP genotypes for 
the inversion itself. b. Pie chart and graph summarizing the effects in cis of the 45 inversions on LCL 
expression variation and the number of genes or transcripts affected. Results represented correspond to 
those from the experimentally-genotyped set (173 individuals) for the 9 inversions that could not be 
imputed and the extended imputed set (445 individuals) for the 33 imputed inversions. c. Comparison of 
effect sizes on genes and transcripts from inversion cis-eQTLs (INV-eQTLs) identified in the 
experimentally-genotyped and imputed sets in LCLs, showing concordant results (dark green, replicated 
in both sets; light green, specific of the imputed set; and red, specific of the experimentally-genotyped 
set). d. Cis-eQTL analysis of inversions in LCL expression data. Left: Distr bution of INV-eQTLs with 
respect to the transcription start site (TSS) of the affected genes and transcripts. Inversions tend to 
locate closer (<100 kb) to genes or transcripts affected compared to all association tests performed both 
for the experimental (top, Fisher test P = 0.013 and P = 0.0005, respectively) and imputed data sets 
(bottom, Fisher test P = 0.018 and P = 3 × 10-6, respectively). Right: Quantile-quantile plot of 
associations between inversions and gene or transcript expression for the experimentally-genotyped and 
the imputed sets: red dots, significant INV-eQTLs (FDR < 0.05); grey dots, not significant associations; 
and black dots, negative controls obtained by permuting sample labels from the inversion genotype 
matrix relative to covariates and expression levels, which follow the expected P value distribution 
assuming no-association. e. Correlation of gene eQTL analysis P values for inversions located in chr. X 
with and without heterozygous females (to eliminate the effect of the random inactivation of one copy of 
this chromosome). Significant associations (FDR < 0.05) in both analyses are indicated as green dots, 
and the similarity between the observed and perfect 1:1 correlation (red and black dashed lines, 
respectively), with slightly lower eQTL P values when including all samples, suggests that the 
consequences of silencing the chr. X with or without the inversion get averaged across all cells. f. 
Results of inversion effects in gene and transcript expression when using different approaches: 
“PCA+QTLtools”, which corresponds to the pipeline used in this work5 (blue); “PEER+FastQTL”, which 
corresponds to the pipeline used in the GTEx Project6 (red); and “edgeR-limma”7,8 (green). Numbers 
indicate the significant inversion-gene or inversion-transcript pairs with each analysis method. Venn 
diagram was done with BioVenn9. Findings using the different pipelines were highly coincident, although 
a larger number of significant genes/transcripts were estimated by the GTEx pipeline, indicating that our 
chosen method based in PCA and QTLtools is more conservative. Source data are provided as a Source 
Data file. 
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Supplementary Fig. 5. Summary of inversion effects on GTEX gene-expression data. Inversion 
effects were estimated through variants in high LD (r2 ≥ 0.8), or moderate LD (r2 ≥ 0.6) for recurrent 
inversions, reported as eQTLs in GTEx Analysis Release v7 (Supplementary Data 9). The direction and 
strength of the beta effect of the eQTL is indicated in different color, with blue and red representing 
respectively lower and higher expression associated to the O2 orientation of the inversion. Inversion 
eQTLs also identified in the LCL analysis from the GEUVADIS data are represented in the last column. 
Source data are provided as a Source Data file.  
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Supplementary Fig. 6. Examples of potential expression effects of six inversions in different 

tissues. Manhattan plots of logarithm-transformed linear regression t-test P values for cis-eQTLs 
associations from the GTEx project in which an inversion shows the highest LD (r2 ≥ 0.9) with the two 
first lead markers in the corresponding tissue. The orange bar pinpoints the inversion position and its LD 
to each variant is represented in different colors. The affected genes are shown in black and arrowheads 
indicate the direction of transcription.  
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Supplementary Fig. 7. Representation of the fusion transcript created by HsInv1051. a. Diagram of 
CCDC144B gene disruption by inversion HsInv1051 and the novel fusion transcript created by including 
additional 3’ sequences from region D (light blue), with the segmental duplications at the inversion 
breakpoints represented as red arrows. CCDC144B is part of a family with two other members, 
CCDC144A and CCDC144C, that have ~99% identity and very similar exon-intron structure (shown on 
top). Nevertheless, whereas CCDC144A encodes a 1,427-amino acid protein, CCDC144B and 
CCDC144C have different frameshift mutations that reduce their coding capacity to 725 and 646 amino 
acids, respectively (with stop codons shown by asterisks). CCDC144B premature stop codon is not 
included in the fusion transcript from the inverted allele. b. RNA-Seq profiles from GEUVADIS LCL reads 
mapped to the inversion BD breakpoint, which was created by reversing in silico the sequence between 
the HsInv1051 breakpoints in the human reference genome (hg19). Reads were remapped to this 
construct using STAR 2-pass10 to improve the accuracy of alignments, revealing a novel fusion transcript 
expressed only in O1/O2 heterozygotes and at higher levels in O2/O2 homozygotes. The chimeric 
transcript structure is shown below, after its precise reconstruction with Cufflinks default parameters11 by 
merging all reads from these samples around the breakpoint region. In addition, its homology with the 
first six exons of CCDC144B and CCDC144A is also shown. RNA-seq profiles were visualized on 
Integrative Genomics Viewer12.  
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Supplementary Fig. 8. Potential phenotypic effects of inversions from GWAS data. a-b. Enrichment 
of GWAS signals around 44 autosomal and chr. X inversions (inverted region ± 20 kb) in the GWAS 
Catalog (a) and GWASdb (b) databases. Error bars show the 0-0.95 confidence interval of the difference 
in the observed number of GWAS hits compared with a background model from 1,000 random genomic 
regions for each inversion, together with the mean (filled circle) and the median (cross) of the 
differences. The color indicates the one-tailed empirical test P value of the enrichment according to the 
scale shown. HsInv0058 showed significant enrichment of GWAS hits in both datasets, whereas 
HsInv0030 and HsInv0347 showed similar trends in both datasets and significant differences from the 
expected number in at least one. *, P < 0.05; **, P < 0.01. c. Coverage of SNPs associated with 
inversions in 76 commonly-used genotyping arrays by checking the presence of inversion global tag 
SNPs (r2 ≥ 0.8) in the arrays through the LDLink web portal13. LD with the inversion of the best global tag 
SNP in each array is indicated in different colors, showing that for the great majority of NAHR inversions 
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and several of the NH inversions there are not tag SNPs or they are not present in the array (represented 
as white squares). The best performing arrays assessed, HumanOmni5-4v1 and HumanOmni5Exome-
4v1 (Illumina), could detect up to 23 inversions (51%), with only 7 being represented by perfect global tag 
SNPs (r2 = 1), and 16 by variants with lower LD. Source data are provided as a Source Data file.  
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Supplementary Methods 

Inversion genotyping by MLPA and iMLPA 

The multiplex ligation-dependent probe amplification (MLPA) technique enables the specific detection 
of a region of interest by using a pair of oligonucleotide probes (left and right probes) that hybridize 
contiguously to the target genome sequence in order to be ligated together in a subsequent step. The 
probes include a variable stuffer sequence and the sequence of the forward or reverse common 
primers, which are used for the simultaneous amplification of fragments of different sizes formed by 
the ligation of the left and right probes, and their detection by capillary electrophoresis30. In order to 
genotype at the same time multiple inversions with IRs or other repetitive sequences at the 
breakpoints, we developed a new method based on inverse PCR and MLPA that we termed inverse 
MLPA (iMLPA). iMLPA differs from normal MLPA by the addition of several extra initial steps that are 
necessary to obtain an orientation-specific unique target sequence for these inversions before probe 
hybridization.  
 
The iMLPA protocol optimization was carried out by comparison with the known genotypes from the 
panel of nine individuals in which the inversions had been previously validated2 (Supplementary Data 
1). A detailed description of iMLPA steps can be found in the patent application EP13382296.531. 
Briefly, 400 ng of genomic DNA of each sample were first digested overnight at 37ºC in six separated 
20-µl reactions with 5 U of the appropriate restriction enzyme (EcoRI, HindIII, SacI or BamHI from 
Roche, and NsiI or BglII from New England Biolabs), followed by restriction enzyme inactivation for 15 
min at 65ºC (with the exception of BglII that was inactivated for 20 min at 80ºC). Next, DNA self-
ligation was performed overnight for 16-18 hours at 16°C by mixing together the six restriction 
enzyme digestions with 1x ligase buffer and 400 U of T4 DNA Ligase (New England Biolabs) in a total 
volume of 640 µl (resulting in an optimal concentration of 0.625 ng/µl of the DNA fragments generated 
by each restriction enzyme). Then, the ligase was inactivated and the DNA was fragmented by 
heating at 95ºC for 5 min, purified with the ZR-96 DNA Clean & ConcentratorTM-5 kit (Zymo Research) 
and resuspended in 7.5 µl of water. 
 
The last step was the regular MLPA assay using the SALSA MLPA kit (MRC-Holland), according to 
the manufacturer instructions with minor modifications. In particular, the ligated DNA was denatured 
at 98ºC for 1.5 min, and probe hybridization was carried out adding 1.5 µl of our iMLPA probe mix 
(Supplementary Data 10) plus 1.5 µl of SALSA MLPA Buffer (MRC-Holland) and incubating for 1.5 
min at 95ºC and 16 hours at 60ºC. Ligation of adjacent probes was then performed for 25 min at 54ºC 
by adding 25 µl water, 1 µl SALSA Ligase 65, 3 µl Ligase Buffer A and 3 µl Ligase Buffer B (MRC-
Holland). After ligase inactivation (5 min at 95ºC), PCR amplification of ligated probes was performed 
separately in three groups of 8-9 inversions (Supplementary Data 10) using a common reverse primer 
and one of three forward primers labeled with a different fluorochrome (FAM, VIC or NED) 
(Supplementary Data 11). Each PCR was done in 25 µl with 5-6 µl of the iMLPA hybridization-ligation 
reaction, 2 µl SALSA PCR buffer (MRC-Holland), 0.25 mM each dNTP, 0.2 µM each primer, 1 µl PCR 
buffer without MgCl2 (Roche), and 2.5 U of Taq DNA polymerase (Roche). PCR conditions were 95°C 
for 15 sec, 47 cycles of 95°C for 30 sec, 60°C for 30 sec and 72°C for 60 sec, and final extension at 
72°C for 25 min. Finally, 0.67 µl of the three PCRs of each sample were mixed together, analyzed by 
capillary electrophoresis using an ABI PRISM 3130 Genetic Analyzer (Applied Biosystems), and the 
peaks were visually inspected using the GeneScan version 3.7 software (Applied Biosystems). For 
the regular MLPA, the process was identical with the exception that it started directly at the 
denaturation step of 100-150 ng of genomic DNA in 5 µl for 5 min at 98°C and that the ligated probes 
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were amplified in only two multiplex PCRs with 8-9 inversions each (Supplementary Data 10). In both 
cases all the successive reactions were carried out in a 96-well plate format to maximize speed and 
throughput and, with the exception of those used for optimization of the technique, only one MLPA or 
iMLPA reaction was done for every sample. 
 

Visualization of inversion haplotypes and quantification of recurrence events 

Reticulated networks are able to accommodate past recombination events, but each sequence is 
reduced to a node or edge, making it difficult to understand at the same time haplotype relationships 
and the spatial distr bution of nucleotide changes along the sequence. Therefore, apart from building 
Median-Joining networks32, we devised our own way to represent the similarities between haplotypes, 
named integrated haplotype plot (iHPlot), which are similar to the Haplostrips plots that have been 
recently developed independently33. Specifically, distances between simplified haplotypes after 
removing singleton positions were computed as the number of pairwise differences and were 
clustered with the UPGMA average method implemented in R34 base function hclust. The 
corresponding dendrogram was then created using ggdendro R package35 and all the information was 
integrated with a custom R script using ggplot2 and cowplot packages36. iHPlots were applied to the 
phased 1000GP Ph1 haplotypes of the inverted region and the imputed 1000GP Ph3 haplotypes 
based on inversion tag SNPs or on homozygotes for each orientation. For 1000GP Ph3 data, we used 
only accessible SNPs (excluding indels) according to the pilot access bility mask that includes more 
SNPs than the strict mask37. In addition, besides the inverted region, whenever possible, we extended 
the analysis to the non-recombining region flanking the breakpoints (excluding associated indels and 
IRs) to increase the resolution of haplotype discrimination. 
 
To determine more reliably the evolutionary history of each inversion, we combined the information 
from the different strategies for phasing and visualization of the inverted region haplotypes: 1) 
Median-joining networks of 1000GP Ph1 phased data; 2) iHPlots of 1000GP Ph1 phased data; and 3) 
iHPlots of 1000GP Ph3 published haplotypes (including the flanking non-recombining region if 
available). Moreover, HapMap phased data was used to confirm 1000GP results, although in many 
cases there was information from just a few SNPs. All inversions could be analyzed by at least some 
of the method combinations, except HsInv0041, which did not have enough variants and was 
excluded. Results of inversions with perfect tag variants (r2 = 1) were determined mainly from the 
extended 1000GP Ph3 haplotypes, but consistent conclusions were obtained in the different 
analyses. The only exceptions were a few phasing errors by PHASE 2.13 in 1000GP Ph1 data in 
several inversions and a likely imputation error in HsInv0409 O2/O2 individual NA20530 in 1000GP 
Ph3 (in which one of the haplotypes is typical of O1 chromosomes, whereas in 1000GP Ph1 both 
haplotypes belong clearly to the O2 group).  
 
On the other hand, the estimation of recurrence events for inversions without tag variants relied 
mainly in the analysis of the iHPlots from phased 1000GP Ph1 haplotypes, since they contain all 
genotyped individuals in common, although there could be more phasing errors in inversion 
heterozygotes. First, we defined the putative original inversion event based on the ancestral allele 
information, the haplotype diversity within each orientation, and the frequency and geographical 
distr bution of haplotypes, tending to favor as the first event those occurring in Africa. Next, we 
conservatively identified additional inversion or re-inversion events in differentiated clusters of 
haplotypes with both orientations. In order to consider that there has been inversion recurrence, these 
clusters have to differ from all other ones, and especially from those with the same orientation as the 
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potential recurrence event, by three or more sequence changes along most of the inverted region 
(and spanning at least 2 kb). Therefore, the presence of these nucleotide differences cannot be 
explained easily by other mechanisms, such as gene conversion or sequence errors. Direction of 
recurrence events was defined based on the relationship between the clusters and the frequency of 
the haplotypes with each orientation (Supplementary Data 3). Possible phasing errors in inversion 
heterozygotes were checked manually by determining if switching the orientation of both haplotypes 
still supports unequivocally the existence of recurrence. The same analysis was also repeated with 
1000GP Ph3 iHPlots, in which just the orientation from haplotypes of O1 and O2 homozygotes is 
assigned, and only those clear recurrence events not invalidated with the new data were considered. 
It is important to take into account that since recurrence detection relies on differentiated haplotype 
clusters, it is not possible to distinguish more than one event within a cluster and there is a bias to 
predict more potential recurrence in larger inversions with more variants. For example, in six of the 
smallest NAHR inversions, O1 and O2 haplotypes are too similar to identify individual recurrence 
events (Supplementary Data 3). In two others (HsInv0124, HsInv0397), most O1 and O2 haplotypes 
belong to the same big cluster with just few differences between them and no clear recurrence can be 
identified. As a consequence, these results have to be interpreted with caution. 
 
In the case of HsInv0832, we gathered publicly available information of the chr. Y haplogroups of 232 
of the 282 genotyped males from different sources38–43, as listed in Supplementary Data 4. Most of 
these studies determined also the evolutionary relationship between the chr. Y haplogroups, which 
were largely consistent and are shown in Fig. 3 in a simplified genealogical tree using the branch 
lengths of Poznik et al.43. This allowed us to identify with confidence five independent inversion events 
in the HsInv0832 region, assuming the most parsimonious scenario. HsInv0832 inversion rate was 
estimated dividing the number of inversion events (n) by the number of generations (g) encompassed 
in the phylogeny that relates the 217 Y-chromosomes for which sequence data was available43. To 
estimate g, we used the data from the B-T branch split to the leaves from Poznik et al.43, including a 
B-T branch split time of 105.8 kya, a total number of mutations in all branches involved in the 
phylogeny that relates those 217 males of 17,332, and an average number of mutations of all 
branches of 784.57, plus a generation time of 25 years as in Repping et al.44. This results in 93,489 
generations and an inversion rate of 5.35 × 10-5 per generation. In addition, to have another estimate 
of the inversion rate, we also used the approach of Hallast et al.45, which was based on Repping et 

al.44 that resequenced 80 kb in 47 Y chromosomes covering most major branches of the phylogenetic 
tree to obtain the nucleotide divergence in an unbiased manner. According to their data, we estimated 
a lower and upper bound of g of 127,467-336,533 generations by calculating the maximum (631) and 
minimum (239) total number of mutations spanning all the informative branches and an average 
number of mutations to the root in the different branches of 8.85, assuming a divergence time of 118 
kya and a generation time of 25 years44,45. This yields an inversion rate of 1.48-3.92 × 10-5, which is 
quite similar to the previous one. 
 
Bioinformatic analysis of inversion orientation in non-human primate genomes 

The bioinformatic analysis of inversion orientation in the available genome assemblies of chimpanzee 
(panTro5), gorilla (gorGor5), orangutan (ponAbe2) and rhesus macaque (macRhe8) was done using 
an automated bash script based on the command-line blat tool (v35x1)46. For each inversion, three 
separate hg18 sequences were extracted using twoBitToFa UCSC utility: the inverted region (or 
alternatively two separate internal 10-kb sequences adjacent to each breakpoint when the inverted 
region is longer than 20 kb) and the two 10-kb segments flanking each breakpoint outside the 
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inversion. We excluded the breakpoint intervals and their associated IRs and indels to avoid 
ambiguous mappings. Then, each sequence was aligned with blat to the genomes of interest, which 
were downloaded from the UCSC Genome Browser website in 2bit format. The longest hit was kept 
as the likely homologous region in the target assembly and orientation was defined as O1 if all best 
hits mapped in the same strand, and as O2 if the internal best hit(s) mapped in the opposite strand 
than those from the external sequences. As quality control, all best hits needed to be in the same 
scaffold or chromosome and the total span in the target assembly had to be 0.5-2-times that in hg18. 
In addition, in those cases in which the orientation could not be reliably defined or was inconsistent 
across species or with published data47,48, results from the automated analysis were revised by 
aligning the sequences spanning the entire region from each assembly with the Gepard dotplot 
application49 and Blast2seq50, using default parameters. 
 
Inversion age estimate 

Inversion age was estimated from the net number of differences accumulated between sequences in 
opposite orientations. This number was obtained by subtracting from the mean pairwise nucleotide 
differences between O1 and O2 chromosomes, the expected average pairwise differences in the 
original population (before the generation of the inversion), which was approximated by the largest 
value of the average pairwise differences within sequences with the same orientation (either O1 or 
O2). To ensure the maximum reliability of the divergence estimates, we considered all SNPs available 
in the extended 1000GP Ph3 haplotypes and sequence orientation was determined by the presence 
of tag variants or by using only O1 and O2 homozygous individuals. For two low-frequency inversions, 
HsInv0061 and HsInv1051, divergence could not be estimated because there were no tag variants in 
the analyzed region and all inversion carriers are heterozygous. A first age estimate was obtained by 
using a constant substitution rate of 10-9 changes per base-pair per year51. Moreover, in order to 
control for local differences in substitution rates, we obtained two additional local estimates from the 
divergence between human and chimpanzee or gorilla genomes, considering, respectively, a split 
time of 6 and 8 million years in each case (Supplementary Data 6). Pairwise LASTZ alignments52 of 
human hg19 assembly with chimpanzee (assembly CSAC 2.1.4/panTro4) and gorilla (assembly 
gorGor3.1) genomes were retrieved from ENSEMBL GRCh37 portal53, using the Compara Perl API54. 
We then used Kimura's two-parameter substitution model55 to calculate the divergence between 
human and outgroup assemblies in the same inversion region analyzed above, after removing 
alignment gaps and non-syntenic alignment blocks. Alignments shorter than 1 kb were discarded, 
including the missing chimpanzee alignment for inversion HsInv0045 due to a deletion of the whole 
region and both outgroup alignments for inversion HsInv0041. 
 
Simulation of inversion detection ascertainment bias 

Given the heterogeneous origin of the inversions included in the study (Supplementary Data 1), to 
take into account the effect of ascertainment bias associated to inversion detection, we simulated two 
different processes using a bash and R34 pipeline: one for the 38 autosomal or chr. X inversions 
detected from the fosmid paired-end mapping (PEM) data of nine individuals56, and another for the six 
inversions detected exclusively by comparison of two genome assemblies57. First, we built panels 
from 1000GP individuals with matching demographic and gender composition to the detection 
samples. For the PEM study, corresponding to eight females and one male with African (4 YRI), East 
Asian (1 CHB and 1 JPT) and European ancestry (2 CEU and presumably European individual 
NA15510)56,58, we were able to use all the original individuals except for NA19240 and NA15510, 
which were replaced with NA18502 and NA12717. For the genome comparison study, we used a 
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randomly selected European male (NA12872) and selected all SNPs that contained the alternative 
allele. Variants were filtered from 1000GP vcf files 
(ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502) with bcftools v1.7 view command59. 
Additional filters were applied to the SNPs to simplify comparisons (keeping only SNPs with assigned 
ID and ancestral allele in 1000GP vcf files), to use only putatively neutral variants (conservation 
GERP score60 below 2 in functionally annotated 1000GP vcf files ftp://ftp-
trace.ncbi.nih.gov/1000genomes/ftp/release/20130502/supporting/functional_annotation/unfiltered/), 
and to ensure high SNP quality (accessible according to the 1000GP Ph3 strict access bility mask). 
However, the effect of these extra filters on the final frequency distribution was negligible, affecting 
just <1.5% of the detectable SNPs, which have similar average frequency to the rest of SNPs. 
 
Second, we simulated the detection process of the inversions with the methods employed. This step 
was only simulated for the PEM data, since the limitations of inversion detection by assembly 
comparison are l kely independent of variant frequency (and instead probably just related to repeat 
content and complexity of the genomic region). PEM detection, on the other hand, is affected by the 
sizes of the inversion and the IRs at the breakpoints, both of which limit the number of PEMs 
supporting it. To that end, we modeled the detection of an inversion that is present in the PEM panel 
as a function of these two characteristics and the number of chromosomes with the alternative 
orientation. Specifically, the probability of having two discordant PEMs in the whole panel (the 
minimum number necessary to detect an inversion) was calculated by a Poisson distribution with a 
lambda parameter equal to the expected number of discordant PEMs (E(disc)). Following Equation 1 
in Lucas-Lledó et al.61, E(disc) for the two breakpoints of a given inversion (inv) and IR (ir) size, 
considering the average PEM insert length (ins) and read length (read), was estimated as: 
 

𝐸(disc) = 2
𝑚𝑖𝑛(inv − read, ins − 2 read − ir)

𝑔
𝑛 𝑓 

 
where g is the sequenced haploid genome size (approximated to 3 Gb), n is the total number of 
fosmids sequenced56,62, and f is the fraction of chromosomes carrying the mutation in the nine 
individuals analyzed. For each PEM inversion, a custom R script was used to generate a matching 
random sample of 10,000 SNPs. These SNPs were selected according to the detection probability of 
the SNPs based on their frequency in the PEM panel and the inversion characteristics, including the 
chromosome type (autosomes or chr. X). 
 
Frequency differences between populations (FST) 

To calculate FST
63, we created vcf files containing the inversion genotypes for the 434 individuals 

common to 1000GP Ph3 and used the --weir-fst-pop option from vcftools (v0.1.15). FST values were 
obtained for each pair of populations within the same population group, each pair of population 
groups, and globally. Genome-wide FST null distributions were obtained from 1000GP Ph3 bialellic 
SNPs polymorphic in the same 434 individuals that are accessible according to the strict criteria and 
have a defined ancestral allele. To control FST dependence on chromosome type and allele 
frequency, empirical P values for each inversion and comparison were estimated as the fraction of the 
SNP distribution (including always a minimum of 10,000 SNPs) from the same chromosome type 
(autosome or chr. X) and global MAF bin (from 0 to 0.5 in 0.05 increases) as the inversion with equal 
or larger FST (Supplementary Data 7). Reduced levels of population differentiation are sometimes 
interpreted as evidence of balancing selection. However, power to detect the extreme low FST values 
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was very low. Global population differentiation for all inversions together was measured by a 
hierarchic analysis of molecular variance (AMOVA) according to geographic criteria using Arlequin 
v3.564. Resulting variation was mainly due to the difference between the three continental (CT) groups 
for both autosomal inversions (FST = 0.13, P < 0.0001; FCT = 0.11, P < 0.0001; FSC = 0.03, P = 0.02) 
and chr. X inversions (FST = 0.24, P < 0.0001; FCT = 0.20, P < 0.0001; FSC = 0.05, P < 0.0001). 
 
Linked site frequency spectrum (LSFS) selection tests 

For LSFS tests we used a simplified version of the tests, i.e. weights were chosen computing the 
covariance in the approximation of unlinked sites, and we assumed strong selection coefficients in 
two scenarios: (1) classical selective sweep (positive selection); and (2) long-term balancing 
selection. The frequency spectrum of variants closely linked to the inversion, including their linkage 
pattern (nested or disjoint) with the inverted allele65, was calculated in relatively-small non-overlapping 
windows of 3 kb in order to reduce the effects of recombination within each window on the empirical 
null spectrum. The windows tested were localized either within the inversion or the non-recombining 
flanking regions and skipped the breakpoint interval and IRs to avoid errors from associated indels or 
incorrect short-read mappings. The autosome-wide empirical spectrum was computed on windows of 
the same size (3 kb) around all autosomal SNPs. The LSFS was calculated from biallelic 1000GP 
Ph3 SNPs in the 434 samples with inversion genotypes. We removed from the analysis all SNPs with 
a GERP score60 higher than 2 to reduce the effect of linked selection, as well as those SNPs within 
0.5 Mb of any of the inversions in our dataset, since their dynamics could be heavily influenced by the 
inversion itself. Tests were conditioned on the inversion frequency in the different populations. For 
each test distr bution conditioned on minor allele counts of at least 6, a local cubic smoothing was 
finally applied to the frequency dependence of the distr bution, considering derived allele counts 
between +5 and -5 with respect to that of the inversion. In addition, to control for the complex 
demographic history of human populations, we used the empirical autosome-wide first and second 
moments of the empirical linked frequency spectrum of SNPs in each population as a substitute for 
the null spectrum.  
 
Edgington’s method66 was used to combine the P values of the same windows of each population. 
Combining the results across different windows of an inversion is complicated by the correlation of 
their P values, since in the absence of recombination they share the same evolutionary history. We 
dealt with this in two ways. The first approach (conservative) was to assume an arbitrary dependence 
between windows, and compute the False Discovery Rate (FDR) correcting for multiple correlated 
testing via Benjamini-Hochberg-Yakutieli67 for each inversion separately and for all inversions 
together (in the latter case, HsInv0379 was removed from the analysis due to its size and unbalanced 
contribution to the statistical noise) (Supplementary Data 7). The second approach (approximate) is to 
approximate the joint distribution across correlated windows as a multidimensional Gaussian 
distr bution by: (1) applying a Gaussian transformation to the P values; (2) computing the empirical 
correlation across all pairs of windows of the same inversion; (3) computing the average Gaussian 
score for each inversion; (4) building an equicorrelated matrix of the same size as the number of 
windows in the inversion, with elements equal to 1 on the diagonal and to the empirical correlation off 
the diagonal; and (5) comparing the average Gaussian score with the average score extracted from a 
multidimensional Gaussian distr bution with covariances distributed as the equicorrelated matrix. This 
approach was applied both to each population separately and to the combined P values from all 
populations (Supplementary Data 7).  
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Non-central deviation (NCD) selection tests 
NCD statistics were adapted to test long-term balancing selection acting on autosomal and chr. X 
inversion regions. NCD1 detects site frequency spectrum shifts towards an equil brium frequency as 
expected under balancing selection, whereas NCD2 incorporates also information on polymorphism 
density and is most powerful to detect long-term balancing selection68. NCD1 and NCD2 were 
computed genome-wide as previously described68 using overlapping windows of 2 kb (with 1 kb step), 
which fit well the size of the smaller inversions, and three target frequencies (0.3, 0.4 and 0.5). 
Human polymorphism data was obtained from 1000GP Ph3 SNPs from all individuals of the seven 
studied populations access ble according to the pilot access bility mask, and human-chimpanzee 
differences were obtained from the hg19-panTro4 alignments available at the UCSC Genome 
Browser46. Windows of the 44 inversions were defined with the same criteria as in the LSFS test, 
including the inverted and flanking non-recombining region, while avoiding breakpoint, IR and indel 
intervals. Nine inversions did not have any window passing the filtering criteria and were not analyzed 
(HsInv0031, HsInv0041, HsInv0045, HsInv0055, HsInv0061, HsInv0072, HsInv0344, HsInv0409, and 
HsInv1124).  
 
A raw empirical P value was assigned to each inversion window corresponding to their quantile in the 
null genome-wide distribution of the statistic in that population computed with the target frequency 
most similar to the inversion global MAF68, and the lowest P value of all the windows for each 
inversion and population was selected. To correct for the fact that some inversions have more than 
one window, we then sampled 1,000 sets of regions of equal size and from the same chromosome as 
each of the inversions, selected the lowest P value of all the windows of each region, and obtained 
the empirical distribution of minimum P values equivalent to that of the inversion. Finally, size-
corrected P values for each inversion and population were estimated from the quantile in the 
corresponding minimum-P-value distribution (Supplementary Data 7). Since balancing selection 
signals are expected to be shared across multiple populations68, we chose as candidates those 
inversions with three or more populations with size-corrected P values < 0.01 (strong candidates) or P 
values < 0.05 (weak candidates). The main limitation of these tests is that, by reducing recombination, 
inversions may affect the expected empirical distribution. For example, inversions increase variance 
in the SFS or the age of alleles. Nevertheless, the reduced recombination means stronger effects of 
background selection, which results in lower levels of diversity and younger alleles, which are the 
opposite to the signatures detected by the NCD statistics. An additional limitation is that the 
signatures of balancing selection could be due to any SNP within the windows, rather than the 
inversion itself. However, the functional effects of the inversion are expected to be much stronger than 
those of a single nucleotide change.  
 
Validation of lymphoblastoid cell lines (LCLs) gene-expression analysis results 

We employed different strategies to confirm the reliability of the results of the gene expression 
analysis from LCLs, which are summarized in Supplementary Fig. 4C-F. In particular, we compared 
our results with those of two additional commonly-used eQTL mapping methods: the one described 
by the GTEx Project6 and edgeR-limma7,8. In the GTEx analysis, RPKM values were quantile 
normalized across all samples and gene/transcript expression levels were subsequently adjusted by 
rank-based inverse normal transformation per each gene and transcript. In this case, technical 
confounding variation was accounted with the PEER software69. The number of technical covariates 
was chosen to optimize eQTL identification by maximizing consistent eQTL calls and minimizing 
differences between GTEx and QTLtools pipelines, but avoiding overfitting the model. We tested up to 
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the top 60 expression-derived PEER factors and 60 principal components of the PCA, taken in groups 
of 5 in decreasing order of the variance explained, and determined the optimal number according to 
the results overlap. Linear regressions were then done with FastQTL v2.070, including the selected 
PEER factors (for gene and transcript analysis, respectively, 5 and 20 in the experimental dataset and 
35 and 55 in the imputed dataset), gender, and the three population principal components as 
covariates. In the edgeR-limma workflow, raw read counts were corrected by library size in counts per 
million. Genes and transcripts that passed the expression-level cutoff (0.1 counts per million in at 
least two samples) were normalized with trimmed mean of M-values (TMM)71 and transformed with 
voom7. Next, limma fit an additive linear model to contrast differentially expressed genes across 
genotypes, including gender, population and sequencing laboratory as covariates. Other potential 
batch effects were uncovered with the SVA package (1 and 2 for experimental and imputed sets, 
respectively)72. All P values were corrected by Storey & T bshirani FDR73.  
 
As an independent replication of these results, we also examined the available gene-expression data 
from blood samples of ~2,000 Estonian individuals obtained by hybridization with Illumina HumanHT-
12 v3.0 Gene Expression BeadChip arrays. In this case, we checked directly the effects of 1,541 
SNPs that were in high LD (r2 ≥ 0.8) with 33 inversions either globally (27) or just in Europeans (6). 
These SNPs were already imputed in Estonian samples based on 1000GP Ph1 variants. In total, six 
potential inversion-eQTL effects were identified in this study in blood (FDR < 5%): HsInv0006 and 
DSTYK; HsInv0058 and HLA-E and HLA-C; HsInv0095 and SPP1; HsInv0201 and FBXO38; and 
HsInv0209 and FOLR3. Of those, five were also found in the GTEx or GEUVADIS data, which 
represents a good degree of consistency considering the different expression quantification platforms 
and analysis methods used. 
 
Integrative analysis of functional and selection evidence 

Overlap of functional and selection signals for the 44 autosomal and chr. X inversions analyzed was 
calculated by a Fisher’s exact test of independence. To reduce possible spurious signals, we focused 
on selection signatures calculated on the inversion itself (excluding NCD1 and NCD2 test results) and 
all functional effects except those from GWAS data, which in most cases are related to diseases and 
could have detrimental consequences during evolution. Criteria for classification of strong and weak 
selection and functional evidence are explained in Supplementary Data 7 or Fig. 2. The association 
was replicated considering only the strongest functional effects and selection signals for the 44 
inversions (Fisher’s exact test P = 0.0130) or just the 21 inversions with perfect tag SNPs that were 
included in most analyses, which comprise all NH inversions, except HsInv0102, plus HsInv0040 
(Fisher’s exact test P = 0.0300). 
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3.2 Determining the impact of uncharacterized

inversions in the human genome by droplet

digital PCR

In this article, we have carried out a complete characterization of human

inversions flanked by long inverted repeats. For that, a new method based

on droplet digital PCR (ddPCR) technology was developed to genotype

these inversions in a large number of samples for the first time. Specifi-

cally, I designed a statistical clustering method for genotype calling from

ddPCR linkage ratio measurements. I also estimated the factors influenc-

ing inversion recurrence levels. Finally, I checked the potential functional

impact of 16 inversions with experimental genotyping information across

95 African, European and East-Asian individuals. Specifically, I tested ef-

fects on gene expression in multiple tissues and associated inversions with

GWAS signals.
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ABSTRACT 

Despite the interest in characterizing all genomic variation, the presence of large repeats at the breakpoints 
of many structural variants hinders their analysis. This is especially problematic in the case of inversions, 
since they are balanced changes without gain or loss of DNA. Here we tested novel linkage-based droplet 
digital PCR (ddPCR) assays on 20 inversions ranging from 3.1 to 742 kb and flanked by long inverted 
repeats (IRs) of up to 134 kb. Among these, we validated 13 inversions predicted by different genome-wide 
techniques. In addition, we have generated new experimental human population information across 95 
African, European and East-Asian individuals for 16 of them, including four already known inversions for 
which there were no high-throughput methods to determine directly the orientation, like the well-
characterized 17q21 inversion. Through comparison with previous data, independent replicates and both 
inversion breakpoints, we have demonstrated that the technique is highly accurate and reproducible. Most of 
the studied inversions are frequent and widespread across continents, showing a negative correlation with 
genetic length. Moreover, all except two show clear signs of being recurrent, and the new data allowed us to 
define more clearly the factors affecting recurrence levels and estimate the inversion rate across the genome. 
Finally, thanks to the generated genotypes, we have been able to check inversion functional effects in 
multiple tissues, validating gene expression differences reported before for two inversions and finding new 
candidate associations. Our work therefore provides a tool to screen these and other complex genomic 
variants quickly in a large number of samples for the first time, highlighting the importance of direct 
genotyping to assess their potential consequences and clinical implications. 
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INTRODUCTION 

During the last years a substantial amount of information has accumulated about different types of genomic 
changes, ranging from single nucleotide polymorphisms (SNPs) to more complex structural variants (SVs) 
(The 1000 Genomes Project Consortium 2015; Sudmant et al. 2015; Handsaker et al. 2015; Audano et al. 
2019). However, inversions remain as one of the most difficult classes of variation to identify and 
characterize. Polymorphic inversions have been studied for many years and are known to have adaptive 
value and be associated with phenotypic effects in many species, including latitudinal clines in Drosophila, 
mimicry in butterflies, reproductive isolation in plants, adaptation to freshwater in stickleback fishes or 
different behaviors in sparrows, among many other examples (Umina et al. 2005; Joron et al. 2011; Lowry 
and Willis 2010; Jones et al. 2012; Thomas et al. 2008). In humans, hundreds of inversions have been 
predicted (Martínez-Fundichely et al. 2014; Puig et al. 2015a). However, for many of them it is not possible 
to detect reliably both orientations due to their balanced nature and the complexity of their breakpoints, and 
only a few have been analyzed in detail (Stefansson et al. 2005; Salm et al. 2012; González et al. 2014; Puig 
et al. 2015b; Giner-Delgado et al. 2019). 
 
Approximately half of human inversions have IRs at their breakpoints (Martínez-Fundichely et al. 2014; 
Puig et al. 2015a), which can be up to hundreds of kilobases long. Therefore, short reads from next 

generation sequencing technologies (100-150 bp) (Sudmant et al. 2015; Hehir-Kwa et al. 2016; Collins et 

al. 2019), and even longer reads from single-molecule sequencing technologies (10 kb on average) 
(Huddleston et al. 2017; Shao et al. 2018; Audano et al. 2019) or paired-end mapping (PEM) data from large 

fragments (40-kb fosmid clones) (Kidd et al. 2008), are often not able to jump across the IRs at inversion 
breakpoints, precluding the detection of these inversions. New methods like single-cell sequencing of one of 
the two DNA strands by Strand-seq (Sanders et al. 2016; Chaisson et al. 2019) or generation of genome 
maps based on linearized DNA molecules labeled at particular sequences by optical mapping (Li et al. 2017; 
Levy-Sakin et al. 2019) have demonstrated their ability to detect inversions despite the presence of long IRs. 
Nevertheless, these techniques are not suitable for the analysis of large numbers of individuals. 
 
The recent genotyping of 45 inversions in multiple individuals by a combination of inverse PCR (iPCR) and 
multiplex ligation-dependent probe amplification (MLPA) (Giner-Delgado et al. 2019) has increased 
extraordinarily the amount of data available on human inversions, although there are still limitations in the 

size of the IRs that can be spanned (up to 25-30 kb in this case). At the other end, low-throughput 
techniques like fluorescence in situ hybridization (FISH) have been used to study inversions with large IRs, 
but FISH is time consuming and can be applied only to inverted segments in the Mb scale where probes can 
be detected as separate signals (Antonacci et al. 2009; Salm et al. 2012). This leaves a set of potential 
inversions with IRs too large for iPCR-based techniques and inverted regions too small for FISH analysis 
that cannot be validated or genotyped in a large sample to determine their functional effects and 
evolutionary history. 
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Moreover, the great majority of inversions mediated by IRs have been shown to occur recurrently several 
times both within the human lineage and in non-human primates (Aguado et al. 2014; Vicente-Salvador et 
al. 2017; Giner-Delgado et al. 2019; Antonacci et al. 2009). Unlike inversions without IRs, which always 
have a single origin, these recurrent inversions tend to show low linkage disequilibrium (LD) to nearby 
nucleotide variants (Giner-Delgado et al. 2019), and as a consequence, they have been probably missed in 
existing genome-wide association studies (GWAS) of different phenotypes. In fact, several inversions have 
been associated to potential important effects on gene expression, phenotypic traits and disease susceptibility 
(de Jong et al. 2012; Myers et al. 2005; Zabetian et al. 2007; Webb et al. 2008; Salm et al. 2012; González et 
al. 2014; Puig et al. 2015b; Giner-Delgado et al. 2019). Inversion recurrence therefore highlights the need to 
expand the set of analyzed inversions by developing new tools able to genotype them directly through the 
order of the sequences around the breakpoints, rather than relying on linkage to other variants easier to 
genotype or computational methods based on SNP combinations (Ma and Amos 2012; Cáceres et al. 2012; 
Cáceres and González 2015). 
 
In this context, droplet digital PCR (ddPCR) provides the opportunity to fill the void in inversion 
characterization by detecting linkage between amplicons located at both sides of the breakpoint repeats, 
making it possible to jump long genomic distances. The ddPCRTM technology has already been used to 
detect copy number variation (Boettger et al. 2012), viral load (Strain et al. 2013), low-frequency transcripts 
(Hindson et al. 2013), rare mutations or cell free DNA (Olmedillas-López et al. 2017; Camunas-Soler et al. 
2018) among other applications. Recently, it was shown that this technique could also be used to phase 
variants separated by up to 200 Kb (Regan et al. 2015), which has already been applied to fusion transcript 
detection (Hoff et al. 2016) or to phase deletions into haplotypes (Boettger et al. 2016). Here, we have 
developed new ddPCR assays to genotype quickly and reliably human polymorphic inversions flanked by 
large IRs, and thanks to the genotype data we demonstrate that most of these inversions are recurrent and 
that inversion alleles are associated to gene expression changes. 
 
RESULTS 

Inversion genotyping 

To test the ddPCR application for inversion genotyping, we analyzed a representative sample of 20 
inversions mediated by IRs of different sizes from the InvFEST database (Martínez-Fundichely et al. 2014). 
Due to the high error rate of inversion detection in repetitive sequences (Vicente-Salvador et al. 2017; 
Chaisson et al. 2019; Giner-Delgado et al. 2019), we selected well-supported inversions, excluding 
predictions on very complex regions full of segmental duplications (SDs) or with genome assembly gaps. In 
particular, 14 were initially predicted from fosmid PEM data in nine individuals (Kidd et al. 2008), although 
five had additional supporting evidence (Supplemental Table S1). The rest were validated inversions for 
which there was no available experimental genotyping method to study them in multiple individuals (the 
well-known 17q21 inversion or HsInv0573, HsInv0390, HsInv0290 and HsInv0786) (Stefansson et al. 2005; 
Beck et al. 2015; Feuk et al. 2005; Martin et al. 2004) and two control inversions already genotyped by 

Chapter 3. Results

129



5 
 

iPCR-based assays (HsInv0241 and HsInv0389) (Aguado et al. 2014; Giner-Delgado et al. 2019) 
(Supplemental Table S1). Minimal inversion sizes range from 3.1 to 741.7 kb and IRs at breakpoints 
between 11.3 and 134 kb (Fig. 1A, Table 1), large enough to hinder inversion detection by conventional 
genome sequencing methods (see below). 
 
ddPCR technology allows us to quantify how close two independent sequences are within a DNA molecule 
based on their simultaneous amplification in a higher number of droplet partitions than expected by chance 
(Regan et al. 2015). Thus, for each inversion we designed three amplicons in the unique sequence outside 
the IRs (A or D) and at both ends of the inverted segment (B and C) (Fig. 1B). Then, we determined the 
percentage of DNA molecules supporting orientation 1 (O1) and orientation 2 (O2) from the linkage values 
between the amplicons outside and inside the inverted region, which correspond to the percentage of 
molecules containing both products (either A and B or C and D in the case of O1 linkage, and A and C or B 
and D for O2 linkage). Inversions were finally genotyped in each sample by the ratio between O1 linkage 
and the total linkage for both orientations (O1+O2 linkage), with ideal values for the three expected 
genotypes of 1 (O1/O1), 0.5 (O1/O2) and 0 (O2/O2). A different strategy was used for inversion 17q21, 
where all breakpoints contain variable repeat blocks >200 kb (Boettger et al. 2012; Steinberg et al. 2012), 
except for the AB breakpoint junction with a 132-kb repeat. Therefore, we measured only the O1 linkage 
(AB) and compared it to a reference linkage (Ref) between two products located at the same relative 
distance in both orientations, resulting in O1/Ref linkage ratios of 1 (O1/O1), 0.5 (O1/O2) and 0 (O2/O2). In 
addition, to simplify the process and reduce costs, we developed triplex assays where the three amplicons 
from a given inversion are amplified simultaneously using different amounts of two probes labeled with 
FAM, which allows us to genotype an individual in a single reaction (Fig. 1B; Supplemental Table S2). 
These assays were tested and optimized in a small sample of 7-15 individuals, including those in which the 
inversions were predicted (see Methods). 
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HsInv0416
2
 Predicted chrY:21005927-21063547 32,293 15776 / 15773 O1 0 347 0 000 0 353 0 688 

1 There is a third allele in which the inverted region is deleted with 0 031 frequency in YRI and 0 011 globally  
2 Due to an error in the human reference genome where IR2 is assembled in the opposite orientation (Vicente-Salvador et al  2017), HsInv0416 IR and 
inversion sizes are those obtained by correcting the genome with the sequence of fosmid clone ABC8-724240H6 (AC226836 2) that contains the O2 second 
breakpoint  
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Figure 1. Inversion characterization by ddPCR genotyping. (A) Main features of the studied 
polymorphic inversions, with the inverted region shown in grey and the inverted repeats as dark boxes. 
Brown boxes denote deletions affecting inversion breakpoints. (B) Strategy used to genotype inversions. 
Dark grey arrows represent IRs at inversion breakpoints flanking the inverted region (light grey arrow), with 
ddPCR amplicons A, B and C shown on top. O1 linkage (AB, left) and O2 linkage (AC, right) were 
calculated separately from the triplex ddPCR results, ignoring respectively amplicons C or B. Colors of 
droplet clusters indicate if they are used to estimate the molecules containing only amplicon A (green), only 
the B or C internal amplicon (blue), two amplicons at the same time, either A and B or A and C (orange), or 
they are considered as negative (grey). (C) Plots of O1 linkage ratios for both breakpoints of four inversions 
in 95 analyzed individuals. Colors indicate genotype groups (O1/O1, red; O1/O2, blue; O2/O2, yellow) and 
the grey dot is a sample with altered amplicon ratios in HsInv1111 ABC breakpoint. HsInv0241 clusters 
show the expected linkage ratios since DNA was digested to separate both breakpoints, whereas for the 
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other inversions DNA digestion was not possible and homozygote and heterozygote clusters are closer. The 
effect of a large deletion within breakpoint AB in HsInv0382 can be seen as higher O1 linkage ratio values 
in the horizontal axis. 
 
 
The main problems in distinguishing ddPCR genotypes were related to inversion and IR size, variation in IR 
length and altered amplicon ratios. First, in small inversions linkage can be detected between A and C in O1 
chromosomes, or A and B in O2 chromosomes, resulting in linkage ratios for homozygotes that depart from 
the 0/1 expected values. To solve this, whenever possible we separated both breakpoints by DNA digestion 
with a restriction enzyme that cuts the inverted sequence but not the IRs (Fig. 1B, Supplemental Table S2). 
In those inversions without a suitable restriction enzyme, linkage ratios for homozygotes were closer to 
those of heterozygotes, but we could still distinguish the three genotypes reliably (Fig. 1C). The exception 
was HsInv0012, in which the inverted region is so small compared to the IRs (Fig. 1A, Table 1) that 
amplicons B and C were equally linked to D in all samples and it was not analyzed further. Second, 
increasing distance between the ddPCR amplicons due to the IRs at the breakpoints reduces the linkage 
detected because there are less molecules long enough to contain both of them. In the inversions with the 
largest IRs, true linkage values become closer to those indicating no linkage, and the intrinsic variation of 
the technique can affect the final genotype. Thus, DNA length and quality limits the ability to resolve these 
inversion genotypes. Third, IR size variation caused by large polymorphic indels can change the distance 
between amplicons in different chromosomes of the population. These indels can also be moved to a 
different breakpoint by the inversion, altering more than one linkage value. Three of the studied inversions 
had polymorphic deletions within one of the IRs, but they only affected significantly the linkage in 
HsInv0382 (62-kb deletion within a 92.7-kb IR) and HsInv0233 (74.5-kb deletion within an 89-kb IR) 
(Supplemental Table S2). In HsInv0382 O1/O2 individuals carrying the AB deletion, O1 linkage is higher 
than O2, but three genotype groups can still be clearly separated (Fig. 1C). In HsInv0233, the large deletion 
in breakpoint CD combined with the relatively small inversion size leaves amplicons B and D at a similar 
distance in deleted O1 chromosomes and in the inverted orientation, and it was not possible to assign 
genotypes with confidence (Supplemental Fig. S1). Finally, although all amplicons were carefully designed 
in unique single-copy sequences, we detected a few individuals that carry deletions or duplications that 
affect consistently one or more amplicons, which in the case of copy number increases makes it very 
difficult to interpret linkage values (Supplemental Table S3). 
 
Next, we genotyped 19 inversions (excluding HsInv0012) in 95 individuals included in different genomic 
projects (The 1000 Genomes Project Consortium 2015; Lappalainen et al. 2013) with African (32 YRI), East 
Asian (EAS) (16 CHB and 16 JPT), and European (31 CEU) ancestry (Supplemental Table S4). All 
experiments were performed in duplicate, except for HsInv0389 that had been previously genotyped (Giner-
Delgado et al. 2019), and five inversions for which the two breakpoints were analyzed independently 
(HsInv0241, HsInv0233, HsInv0382, HsInv0390 and HsInv1111). In HsInv0233, we identified different 
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samples showing distinctive O1/O1 and O2/O2 genotypes with no signs of the large deletion and we 
consider this inversion validated, although we cannot genotype reliably all individuals. In general, genotypes 
for the rest of inversions were very clear and consistent between replicates. However, samples with 
problems (low linkage values in inversions with the largest IRs, intermediate linkage ratios that cannot be 
easily interpreted into genotypes, or altered amplicon ratios) were repeated several times. Final genotypes 
were called using a statistical clustering method that groups the O1 linkage ratios of all the analyzed samples 
taking into account the information of every replicate (see Methods for details), which was especially 
important for inversions analyzed using undigested DNA (Fig. 1C). In total, we obtained 1635 genotypes for 
the 18 inversions with complete data (98.3%), and only 29 genotypes were not determined because of low 
linkage (13), inconclusive clustering results (12) or altered amplicon ratios due to CNVs (4) (Supplemental 
Table S3). 
 
To assess the accuracy of the ddPCR results, we compared them with the published genotypes for all the 
samples for HsInv0241 and HsInv0389 (Giner-Delgado et al. 2019), plus a few from other inversions 
obtained by FISH or Southern blot (Supplemental Table S5). In addition, we genotyped by haplotype-fusion 
PCR (HF-PCR) (Turner et al. 2006) inversion HsInv0395 (90 CEU individuals) and HsInv0605 (8 
individuals) with medium-sized IRs (26.6-45.2 kb) (Supplemental Fig. S2). In HF-PCR a fusion product is 
created from amplicons at both sides of a breakpoint, but it is difficult to set up and not very robust. Out of 
the 244 compared genotypes from 6 different inversions, there were only four discordant genotypes (1.6%) 
(Supplemental Table S5), which correspond to African individuals for HsInv0241 that appear to be O2/O2 
by iPCR, but are heterozygotes by ddPCR assays of both breakpoints. To check how common this 
discrepancy was, we genotyped the whole 30 YRI trios from the HapMap project (including 68 extra 
samples) (Supplemental Table S4) and only one child was discordant as well. Also, in three out of four 
candidates to have the same problem identified by SNP analysis from the LWK population, ddPCR 
genotypes were indeed O1/O2 but O2/O2 in iPCR (Supplemental Table S4). This suggests that there are 
some unknown variants affecting HsInv0241 O1 chromosome detection by iPCR (Aguado et al. 2014; 
Giner-Delgado et al. 2019). Similarly, the 88 ddPCR 17q21 inversion genotypes agree with those inferred 
from the commonly-used tag SNPs (Steinberg et al. 2012). In contrast, in HsInv0786, 9 of the 81 genotypes 
(11.1%) computationally inferred from SNP genotype data (González et al. 2014) differ from ddPCR results 
(including eight heterozygotes misclassified as O1/O1 and one O1/O1 homozygote as heterozygote) 
(Supplemental Table S5), indicating errors in the imputation. 
 
When ddPCR data were compared to recent inversion predictions in multiple human genomes with different 
techniques, quite contrasting results were obtained (Supplemental Table S1). Despite most of the inversions 
being relatively common, only HsInv0241, with some of the smallest IRs, was detected in one of the short-
read analyses (Sudmant et al. 2015; Hehir-Kwa et al. 2016; Collins et al. 2019) and two more (HsInv0370 
and HsInv1126) using long reads (Audano et al. 2019). On the other hand, two studies relying in a 
multiplatform strategy based mainly on Strand-seq (Chaisson et al. 2019) or Bionano optical maps (Levy-
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Sakin et al. 2019) identified 14 inversions each, with 9 detected by both (Supplemental Table S1). Although 
in most cases genotypes were not provided, based on the presence or not of the inverted allele of the 
identified inversions, short reads (Sudmant et al. 2015) and long reads (Audano et al. 2019) showed the 
lowest performance (with respectively 66% and 83% error rate). The Bionano analysis missed the inverted 
alleles in 23% of individuals, and the multiplatform strategy genotyped correctly 10 of 11 comparable 
inversions in the only individual in common (9% error rate). This emphasizes the amount of inversion 
information still missing from the studied genomes and the need of specific methods for the analysis of IR-
mediated inversions. 
 
 

 
Figure. 2 Correlation between inversion size and frequency. Negative correlations between the logarithm 
of the minimal physical or genetic length and minor allele frequency (MAF) of the inversion in three 
populations with African (YRI), East-Asian (EAS) and European (CEU) ancestry are observed for the 16 
ddPCR-analyzed inversions (in red) and 45 polymorphic inversions described in Giner-Delgado et al. (2019) 
(in grey), including inversions generated by non-homologous mechanisms (NH) or non-allelic homologous 
recombination (NAHR). 
 
 
With regard to the distribution and frequency of these inversions (Table 1), all are in Hardy-Weinberg 
equilibrium in the analyzed populations and most of them are widespread in the three continents with global 
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minor allele frequencies (MAF) >0.1. The only exceptions are HsInv1057, found exclusively in Africans, 
the 17q21 inversion, detected only in Europeans where the frequency of the H2 allele is known to be higher 
(Stefansson et al. 2005; Steinberg et al. 2012; Alves et al. 2015), and HsInv0290 with low frequency in the 
three populations (0.065-0.125). Several inversions also have variable frequencies between continents, with 
chr. X inversions HsInv0830 and HsInv0389, and HsInv0416 in chr. Y showing the highest FST values, 
although only those of HsInv0389 are within the top 5% of the expected distribution (Supplemental Table 
S6) (Giner-Delgado et al. 2019). As observed before (Giner-Delgado et al. 2019), we found a negative 
correlation between inversion size and MAFs in each population either for the inversions analyzed here only 
or all inversions together (Fig. 2). These correlations tend to be higher with the inversion genetic length than 
the physical length (Fig. 2), which suggests that in large inversions negative selection against the generation 
of unbalanced gametes by recombination in heterozygotes (Hoffmann and Rieseberg 2008; Kirkpatrick 
2010) might be an important factor in determining their frequency. 
 
Nucleotide variation analysis 
We used the accurate genotypes of 15 inversions to check the linkage disequilibrium (LD) with 1000 
Genome Project (1000GP) nucleotide variants (92 individuals in common), excluding HsInv0416 in chr. Y 
without 1000GP data and HsInv0241 and HsInv0389 already analyzed in a larger number of individuals 
(Giner-Delgado et al. 2019). Only population-specific inversions 17q21 and HsInv1057 have tag SNPs in 
complete LD (r2 = 1), while for the rest of inversions the maximum LD (r2) values range between 0.21 and 
0.79 and just five of them have tag SNPs (r2 > 0.8) in at least one of the populations (CEU, EAS or YRI) 
(Fig. 3A, Supplemental Table S7). We also classified the SNPs within the inverted region as shared between 
orientations, private to one of them or fixed (i.e. in complete LD) (Fig. 3A, Supplemental Table S7). The 
17q21 and HsInv1057 inversions show no reliable shared variants, consistent with the inhibition of 
recombination across the entire inversion length. In contrast, shared variants represent an important fraction 
(6-48%) of the variation within the entire length of the remaining inversions (Supplemental Fig. S3), a 
pattern suggestive of several inversion events on different haplotypes. 
 
Next, we estimated the independent inversion events by phasing inversion genotypes into 1000GP 
haplotypes of the inverted region (Fig. 4). While in the two inversions with perfect tag SNPs all O2 
haplotypes cluster together, in the other inversions several different clusters of similar haplotypes containing 
both orientations can be identified, which are typical of recurrent inversion and re-inversion events (Giner-
Delgado et al. 2019). We identified between 2 and 5 inversion events in the 14 new recurrent inversions 
analyzed here and a total of 33 additional inversion events, with 27 shared by more than one individual 
(Supplemental Table S8). This suggests that they are real evolutionary events rather than phasing errors or 
new variants generated in the lymphoblastoid cell lines (LCLs) used as DNA source. However, recurrence 
quantification might be complicated by inversion and SNP phasing errors and recombination between 
haplotypes. The exception is HsInv0416, in which the O1 and O2 distribution in the known phylogeny of 
chr. Y haplogroups (Poznik et al. 2016) clearly supports four independent inversion events (Supplemental 
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Table S8) and results in an inversion mutation rate of 1.29 x 10-4 inversions per generation, very similar to 
that previously described for another Chr. Y inversion (0.53 x 10-4 inversions per generation) (Giner-
Delgado et al. 2019). 
 
 

 
Figure 3. Nucleotide variation analysis of newly genotyped autosomal and chr. X inversions. (A) Left, 
maximum LD (r2) between 1000GP variants located 1 Mb at each side and inversion alleles in all 
individuals together (black dots) and different populations (colored dots). Right, proportions of SNPs 
classified as fixed (yellow), shared between orientations (green) or private of one orientation (grey) within 
each inversion. (B) Correlation between the logarithm-transformed estimated number of independent 
inversion events per chromosome and chromosome type (left) and the IR/inverted region (Inv) size ratio 
(right) calculated with 22 inversions >10 kb using data from this work (yellow dots) and Giner-Delgado et 
al. (2019) (orange dots). (C) Adjustment of the observed recurrence events with the expected number 
calculated by applying the developed model. Number of events is underestimated in small inversions (<10 
kb; diamonds), which results in a lower R2 value for all inversions (all, thin black line) than for those greater 
than 10 kb (≥10 kb, thick black line). Dashed line represents the 1:1 equivalence. 
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Figure 4. Estimation of the number of inversion events from inverted region haplotypes. Each 
inversion was analyzed using integrated haplotype plots (iHPlots) (Giner-Delgado et al. 2019), with the tree 
indicating the relationship between the different haplotypes, the rightwards (O1) and leftwards (O2) arrows 
the orientations observed for each haplotype, and dots the populations where each haplotype has been found 
(blue for YRI, light and dark green for CHB and JPT, and red for CEU). Inverted region haplotypes are 
represented by the variable positions (see Methods for variant selection) with different colors indicating the 
two alleles (white, ancestral; grey, hg19 reference; black, derived/alternative), and colored boxes showing 
the main differentiated haplotype clusters. For the unique inversion (A) only the first part of the plot is 
shown with a yellow box highlighting the single group of tightly-clustered inverted haplotypes. In the 
recurrent inversions (B, C), the orientation of the haplotypes of what we considered the original inversion 
event are included in a grey box and any additional inversion event in a black box (one in HsInv0382 and 
two in HsInv0608). 
 
 
We also investigated the effect of different parameters on the observed recurrence levels by combining all 
the inversions mediated by NAHR analyzed here and in Giner-Delgado et al. (2019). Focusing only on the 
22 inversions >10 kb, which have more resolution to detect recurrence events, the only significant variables 
were the ratio between IR and inversion sizes (IR/Inv ratio) and chromosome type (autosome, chr. X or chr. 
Y), with IR/Inv ratio and sex chromosomes being positively correlated with the number of inversion events 
(Fig. 3B). The resulting model fits very well the real data (R2 = 0.58), although there is a clear 
underestimation of recurrence events in smaller inversions (<10 kb) because the lower number of SNPs 
reduces the ability to distinguish haplotype clusters (Fig. 3C). 
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Functional effects of inversions 

The functional consequences of the genotyped inversions were first investigated through their association 
with available LCL gene expression data (Lappalainen et al. 2013) of 59 CEU and YRI samples in common. 
We identified two inversions associated to gene-expression changes in this small sample (Fig. 5A, 
Supplemental Table S9). In particular, inversion 17q21 is the lead variant (r2 ≥ 0.8 with top eQTLs) for an 
antisense RNA and three pseudogenes at the gene level, as well as for specific transcripts from protein-
coding genes KANSL1 and LRRC37A2 plus other pseudogenes and non-coding RNAs (Supplemental Table 
S9), which indicates a pervasive effect of the two inversion haplotypes on gene expression. To increase the 
power to detect associations, we extended the analysis to a larger sample of 387 Europeans for five 
inversions whose genotypes could be inferred through perfect tag SNPs (r2 = 1) in the CEU population (Fig. 
3A). We found that all of them were significantly associated to expression changes in 42 genes and 103 
transcripts (Fig. 5A, Supplemental Table S9), including multiple additional genes for inversion 17q21. In 
addition, HsInv0786 appeared as potential lead eQTL for gene NFATC2IP, and APOBR, IL27 and EIF3C 

transcripts. 
 
Since more than 60% of genes inside or around our inversions (±1 Mb) are not expressed in LCLs, we 
explored their effects in other tissues using eQTL information from the GTEx Project (GTEx Consortium 
2017). We imputed inversion association P values by estimating LD patterns between inversion alleles and 
SNPs identified as eQTLs in GTEx (see Methods). We found 73 genes linked to 6 inversions in different 
tissues, although the majority of associations involve inversions 17q21 and HsInv0786, whose effects are 
easier to infer due to their high LD with neighboring eQTLs (including 37 genes for which the inversions 
were potential lead variants) (Fig. 5A-B, Supplemental Table S10, Supplemental Fig. S4). However, the low 
LD patterns with SNPs due to high recurrence levels of most analyzed inversions prevents inferring their 
contribution to gene expression variation. 
 
We also checked whether inversions account for phenotypic variation by using the GWAS Catalog 
information (MacArthur et al. 2017). We found a 2.8-fold significant enrichment (P = 0.026) of GWAS 
Catalog signals within inversion regions compared to other genomic regions of similar size, with 17p21 (P = 
0.028), HsInv0786 (P = 0.009) and HsInv0290 (P = 0.157) apparently driving this enrichment (Fig. 5C). 
When we mapped GWAS phenotypes to genes located within 150 kb of the analyzed inversions, several of 
them showed an enrichment of GWAS-reported genes for certain traits (Supplemental Table S11), such as 
brain-related traits (Parkinson’s disease, neuroticism, intelligence and cognition) for 17p21 and 
immunological disorders (Crohn’s disease, ulcerative colitis and type 1 diabetes) and body mass 
characteristics for HsInv0786, indicating their potential roles on these diseases. For seven inversions in high 
LD (r² ≥ 0.8) with SNPs in at least one population, we also looked for GWAS hits associated to those SNPs 
in the corresponding population or continent (Supplemental Table S12). The 17p21 inversion has already 
been linked to many traits (Puig et al. 2015a) and a total of 64 potential associations with P < 10-6 from 35 
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studies were found in this analysis (Fig. 5D), including lung function, neurological traits or disorders, 
ovarian cancer, blood profiles and diabetes, which illustrates the pleiotropic consequences of this inversion. 
HsInv0786, which was associated to an asthma and obesity phenotype (González et al. 2014), can also be 
associated to several pediatric autoinmune diseases (Li et al. 2015) and the presence of type 1 diabetes 
autoantibodies (Plagnol et al. 2011) among other traits, suggesting a role in the immune system that may be 
related to the observed expression changes in genes like IL27 and NFATC2IP (Supplemental Tables S9-
S10). 
 
 

 
Figure 5. Inversion effects on gene expression and phenotypic traits. (A) Number of significant 
associations at the gene level in each of the differential expression analyses. (B) Manhattan plot for cis-
eQTL associations reported in GTEx project of gene SULT1A2, showing inversion HsInv0786 (dark red line 
with rectangles representing the IRs) as potential lead variant. HsInv0786 eQTL P values and LD with 
neighboring variants were calculated by permuting samples with the same ancestry proportions as in GTEx 
samples (see Methods) and the P value imputation range is shown in grey. (C) Enrichment of GWAS 
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Catalog signals within individual inversions measured by the deviation in observed minus expected value. 
Density distribution represents the 95% one-sided confidence interval with the median indicated by a red dot 
(one-tailed permutation test: **, P < 0.01; *, P < 0.05). (D) Phenome-wide association study for inversion 
17p21. Significant reported traits (P < 10-5) were grouped by categories according to terms defined by 
GWAS Catalog ontologies. Dotted line indicates genome-wide significance threshold (P = 5 × 10-8). 
 
 
DISCUSSION 

The study of polymorphic inversions, and especially those flanked by large IRs, has lagged behind because 
of the lack of high-throughput techniques able to detect them. Here, we have taken advantage of ddPCR 
ability to measure linkage between sequences at relatively long distances to genotype inversions with IRs up 

to 150 kb in a single reaction in an efficient, reliable and reproducible way. Using this method we have 
validated 13 inversion predictions and generated new experimentally-resolved genotypes for 16 inversions, 
most of which are analyzed here in detail for the first time. In comparison with the set of 24 inversions 
flanked by IRs recently analyzed (Giner-Delgado et al. 2019), on average our 16 inversions are longer 
(138.9 kb versus 20.7 kb) and have much bigger IRs (74.2 kb versus 6.9 kb), filling a void in the study of 
human variation. Almost all these inversions are missed by next-generation sequencing with short or long 
reads (Supplemental Table S1). In addition, although recent studies using other methods like Strand-seq or 
Bionano (Chaisson et al. 2019; Levy-Sakin et al. 2019) have been able to identify 95% of them 
(Supplemental Table S1), an acceptable genotyping accuracy (>90%) is only obtained by combining 
different techniques, which complicates the analysis of a large number of individuals. Therefore, the novel 
ddPCR application provides a very valuable and powerful resource for the targeted characterization of 
inversions and complex SVs, including accurate information on other associated variants in the region (like 
indels or CNVs) (Supplemental Table S3). 
 
In fact, half of inversions mediated by inverted SDs in InvFEST (Martínez-Fundichely et al. 2014) have IRs 
between 25 and 150 kb long that could be analyzed using the ddPCR technology. The main limitations are 
restricted to extremely long IRs (>100 kb), small inversions (<5-10 kb) with relatively long IRs where 
breakpoints cannot be separated by restriction-enzyme digestion, and CNVs altering the distance between 
amplicons. We have overcome these problems by using good-quality high-molecular-weight DNA and a 
clustering tool that allows us to distinguish the three genotype groups independently of the magnitude of the 
linkage ratio differences. In the near future, the possibility to work with even longer DNA molecules and to 
interrogate several inversions simultaneously by multiplexing amplicons labeled with different 
fluorochromes will expand the range of studied inversions and reduce the costs, making easier to undertake 
more ambitious ddPCR genotyping projects in higher numbers of samples. 
 
Consistent with previous results (Giner-Delgado et al. 2019), we have shown that the vast majority of 
inversions mediated by IRs are generated multiple times on different haplotypes by NAHR and cannot be 

Chapter 3. Results

142



18 
 

easily imputed from SNP data. For example, in HsInv0786, half of individuals incorrectly genotyped using 
SNP information (11.1%) (González et al. 2014), carry a recurrent chromosome with unexpected orientation 
according to its haplotype. Also, inversion recurrence or some other mechanism able to exchange variants 
between the two IRs had been already suggested for HsInv0390 (Beck et al. 2015), HsInv0830 (Aradhya et 
al. 2001) and HsInv0290 (Hayward et al. 2007) regions. The only exceptions are the two inversions with 
more restricted geographical distributions: HsInv1057 (found exclusively in Africans) and 17q21 (with a 
higher frequency in Europeans compared to all other populations) (Stefansson et al. 2005; Steinberg et al. 
2012; Alves et al. 2015). This indicates that although the 17q21 and a few other unique inversions can be 
indirectly imputed by tag SNPs, the only way to genotype accurately recurrent inversions is to interrogate 
experimentally the sequences at both sides of the breakpoint with techniques like the one developed here. 
 
Actually, we have found similar levels of recurrence for the previous smaller inversions (Giner-Delgado et 
al. 2019) and the longer inversions studied here, showing that it is a general characteristic of inversions 
flanked by IRs. Moreover, the higher resolution provided by the longer inversions has allowed us to estimate 
more precisely the number of recurrence events and determine the main factors affecting recurrence. 
Specifically, the chromosome type and IR/inversion size ratio together explain a very significant part (up to 
58%) of the variance in recurrence levels between inversions. This fits well the expectations, since repeat 
length and distance has been found to affect the generation of recurrent pathological rearrangements (Liu et 
al. 2011), suggesting that the closer and longer the IRs are, the more likely they are to pair and recombine. In 
addition, the inversion causing hemophilia A is known to occur much more frequently in the male germ line, 
probably due to the increased NAHR within the single chr. X copy (Antonarakis et al. 1995). According to 
the estimated values for two chr. Y inversions, the model results in predicted NAHR mutation rates for the 
analyzed autosomal inversions of 0.9-4.4 x 10-5 inversions/generation and of 1.9-7.4 x 10-5 
inversions/generation for chr. X inversions, which illustrate the importance of this phenomenon and its 
potential impact in the genome. However, other factors, like DNA 3D conformation or recombination 
motifs, might also affect recurrence. 
 
On the other hand, the newly-generated genotypes have allowed us to carry out the first complete analysis of 
the potential functional consequences of the majority of these inversions. By taking advantage of different 
available datasets and analysis strategies, we were able to associate eight inversions with gene-expression 
changes across different tissues. In particular, the inversions with the largest effects were 17q21 and 
HsInv0786, which were the top eQTLs for many genes. In this case, our analyses confirmed most expression 
changes already reported for 17q21 in blood, cerebellum and cortex (de Jong et al. 2012) or for HsInv0786 
in blood and LCLs (González et al. 2014) and estimated more precisely the real contribution of the 
inversions. Moreover, we identified expression differences in additional genes and tissues never examined 
before (Supplemental Table S10, Supplemental Fig. S4. We also found that the two same inversions are also 
enriched in GWAS signals, including certain phenotypic categories such as neurological traits or 
immunological disorders, and they are in LD with multiple variants associated to different phenotypes. 
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Thus, these results show that inversions could have important effects on both gene expression and clinically 
relevant disorders and uncover other interesting candidates for further study. 
 
However, the inversion functional analysis has two main limitations. First, the small number of genotyped 
individuals with expression data (59) results in low statistical power and only large differences can be 
detected, especially for low-frequency inversions. This is exemplified by the additional expression 
associations identified for 17q21 and four other inversions when genotypes were imputed in additional 
European individuals (387). Second, for many inversions the lack of LD with neighboring variants that can 
be used as a proxy does not allow us to infer reliably their association with gene expression in other tissues 
or with phenotypic traits from non-genotyped individuals. Therefore, we are probably missing a significant 
fraction of inversion effects, especially those of modest sizes, emphasizing the need to genotype these 
inversions in a larger set of individuals. 
 
Another important effect of inversions is the generation of aberrant chromosomes by recombination 
crossovers within the inverted region in heterozygotes (Hoffmann and Rieseberg 2008; Kirkpatrick 2010). 
By extending the analysis to a different set of inversions, here we have reinforced the idea that there is a 
negative correlation between the frequency and genetic length of inversions related to their negative impact 
in fertility (Giner-Delgado et al. 2019). In that sense, it is noteworthy that some of the longer inversions, 
such as 17q21 (589 kb) and Hsinv0786 (171 kb), are the best examples of inversions with functional 
consequences at different levels. This suggests that some of their effects on gene expression could 
compensate the potential negative costs associated to the longer inversions, and it has already been proposed 
that the 17p21 inversion has been positively selected in European populations through increased fertility in 
carrier females (Stefansson et al. 2005). 
 
Finally, polymorphic inversions could also predispose to other pathological SVs in the region, due either to 
recombination problems in heterozygotes or changes in the orientation of repeats (Puig et al. 2015a). 
Recently, a complete catalogue of inversions in nine individuals has shown that a high proportion of them 
overlap the critical regions of microdeletion and microduplication syndromes (Chaisson et al. 2019). 
However, these inversions tend to be mediated by large and complex repeats and are difficult to characterize 
with simple methods. In our case, 7 of the 8 chr. X inversions analyzed are located in regions where 
additional SVs disrupting genes and resulting in disease have been described (Supplemental Table S13). 
Some of these diseases involve recurrent mutations mediated by repeats within the polymorphic inversions, 
like the inversion causing Hemophilia A and HsInv0608 (Antonarakis et al. 1995) or the deletion causing 
incontinentia pigmenti and HsInv0830 (Aradhya et al. 2001). In HsInv0389 and HsInv0390, DNA 
polymerase stalling during replication of the repeats has been associated to different duplication-inverted 
triplication-duplication (DUP-TRP/INV-DUP) rearrangements that affect dose-sensitive genes (MECP2 and 
PLP1, respectively) (Carvalho et al. 2011; Beck et al. 2015). Similarly, different deletions with one 
breakpoint mapping nearby or within one of the HsInv1126 IRs and affecting the inversion region and the 
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310 kb separating it from HsInv0605 have been associated to X-linked intellectual disability (Grau et al. 
2017). Interestingly, within the 6-Mb chr. Xq28 region near the telomere, a total of six genomic disorders 
caused by the previous and several other rearrangements overlapping or in close proximity to polymorphic 
inversions HsInv0822, HsInv0389, HsInv0830 and HsInv0608 have been described (Bondeson et al. 1995; 
Small et al. 1997; Clapham et al. 2012; Aradhya et al. 2001; Fusco et al. 2012; Li et al. 2015), making this 
region a possible hotspot for genome reorganization (Fig. 6). The new ddPCR application thus offers now 
the opportunity to study easily these inversions in parents of patients and determine their role in the 
generation of pathological variants, contributing to having a more complete picture of the impact of 
inversions in the human genome. 
 

 
Figure 6. Polymorphic inversions in chromosome region Xq28 and diseases caused by structural 

rearrangements. Polymorphic inversion IRs are represented as blue arrows and genes as orange arrows. 
Colored boxes indicate diseases associated to different types of recurrent pathological rearrangements: 
inversions (yellow), deletion (red), and complex events resulting in deletion (light purple) or in a 
duplication-inverted triplication-duplication structure (DUP-TRP/INV-DUP) (dark purple). EDMD, Emery-
Dreifuss muscular dystrophy; PNH, periventricular nodular heterotopia. 
 
 
METHODS 

Human samples and DNA isolation 

Genomic DNA of 95 unrelated human samples (Supplemental Table S4) was isolated from 20-ml culture 
of an Epstein-Barr virus-transformed B-lymphoblastoid cell line of each individual (Coriell Cell Repository, 
Camden, NJ, USA) grown according to the recommended procedures. To obtain high-molecular-weight 
DNA, the cell pellet was resuspended in extraction buffer (10 mM Tris-HCl pH 8, 10 mM EDTA pH 8, 150 
nM NaCl, 0.5% SDS) and incubated overnight with slow rotation at 37 °C with RNase cocktail (Invitrogen) 
and 100 μg/ml Proteinase K (Invitrogen). Four purification steps with one volume of TE-equilibrated phenol 
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pH 7.9 (twice), phenol:chloroform:isoamyl alcohol pH 7.9, and chloroform:isoamyl alcohol were performed 
by mixing by rotation until an emulsion was formed, and then centrifuging at 5,000 x g for 10-15 min to 
separate organic and aqueous phases. All steps that involved handling of the DNA sample were done 
pipetting gently with wide-bore tips. Finally, DNA was precipitated by adding 0.1 volumes of 3 M sodium 
acetate and 2 volumes of absolute ethanol, centrifuged, washed with 70% ethanol, and resuspended in 100-
300 μl of water. DNA was stored at 4 °C, which we observed that preserved DNA integrity over time better 
than freezing. Identity of all the isolated DNAs was confirmed by microsatellite analysis. 
 

Droplet digital PCR (ddPCR) 

Inversion genotyping by ddPCR assays was carried out by quantitative amplification of three different 
products simultaneously with six different primers and three fluorescent probes (Supplemental Table S14) in 
aqueous droplets within an oil phase (emulsion PCR). Since the QX200TM ddPCR system can detect only 
two colors, we labeled the probe in the amplicon common to both inversion alleles (A in an ABC 
experiment) with HEX and the other two (B and C) with FAM and used a lower concentration of one of the 
FAM probes to separate the clusters of droplets including the different amplicon combinations (Fig. 1B). All 
primers and probes were tested in duplex experiments before optimizing the triplex reactions. Final ddPCR 
reactions were prepared in a total volume of 22 μl in a 96-well plate with 450 nM-2.5 μM of each primer, 
75-275 nM of each probe, 1x ddPCR Supermix for Probes (No dUTP) (Bio-Rad) and 50 ng of genomic 
DNA. DNA samples were always handled with wide-bore tips and the ddPCR mix was mixed by gently 
pipetting up and down 5-10 times to avoid breaking the DNA molecules. Droplet generation, thermal 
cycling and fluorescence reading were performed as explained before (McDermott et al. 2013) using the 
Bio-Rad QX200TM Droplet Generator, C1000TM or T100TM thermal cyclers and QX200TM Droplet Reader. 
QuantaSoftTM version 1.7.4 software (Bio-Rad) was used to analyze each sample twice, every time ignoring 
one of the FAM products and counting droplets with that product the same as negatives (Fig. 1B). The 
linkage between the two targeted amplicons (percentage of DNA molecules containing both amplicons) was 
obtained as the excess of double-positive droplets over what is statistically expected (Regan et al. 2015). 
From these values we could calculate the total linkage and the O1 and O2 linkage ratios that allow us to 
genotype inversions. For inversions with restriction enzyme targets inside the inverted region but not within 
the IRs at the breakpoints, DNA was digested prior to ddPCR quantification. This helps to: (1) Separate both 
breakpoints and avoid the detection of linkage between undesired products due to their proximity; and (2) 
Proper droplet formation, which can be hampered by extremely long DNA molecules. Digestion was 
performed in 10 μl including 2.5 U of restriction enzyme, 1x of the corresponding buffer, and 250 ng of 
genomic DNA at 37 °C for 3 hours, and then 2 μl (50 ng) were directly used as template in the ddPCR 
reaction. Since DNA molecule size reduces over time, ddPCR genotyping was performed by decreasing 
order of IR size, starting with the inversions with higher DNA quality requirements. 
 
There were several reasons why a ddPCR result was not valid: (1) Total linkage >7.5% was required to be 
considered reliable, which was only an issue in those inversions with the largest IRs; (2) Droplet count 
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below 10,000 due to the presence of undigested high-molecular-weight DNA; (3) Intermediate linkage ratios 

between the expected values for homozygotes and heterozygotes (e.g. 0.25 or 0.75); and (4) Small 
deletions or duplications of one or more of the amplicons that result in ratios between them that were 
different than 1 in certain individuals (Supplemental Table S3). Except for the altered amplicon ratios, in 
most cases these problems were solved by repeating the ddPCR reactions using a fresh DNA dilution from 
stock or storing the diluted DNA at 4 °C for a few days. 
 
Genotype clustering 

Inversion genotypes were called by clustering all O1 linkage ratios (Supplemental Fig. S5), except for those 
based on a total linkage <7.5%, or <15% if only one measurement was available. Also, in HsInv0382, where 
a deletion increases the linkage in one of the breakpoints, samples genotyped only by one breakpoint were 
excluded. For each inversion, we calculated the euclidian distance between individuals (stats::dist R 
function) (R Core Team 2017) using two randomly-selected O1 linkage ratios per sample scaled to normal 
scores (base::scale R function). Since in some cases there is a variable number of measurements, this process 
was repeated 200,000 times and a mean pairwise distance between individuals was obtained. We performed 
a hierarchical clustering analysis (ward.D implemented method) on this similarity matrix to determine group 
membership (stats::hclust, stats::cutree R functions) (R Core Team 2017). Clustering was run to find two or 
three clusters that were defined taking into account that heterozygotes should be centered around 0.5. To 
assess the uncertainty of sample classification, we clustered two thirds of our samples selected at random 
10,000 times and their percentage of association to each genotype was measured. Individuals that appeared 
as outliers in the membership distribution and were included >5% of times in a different cluster were not 
genotyped. For chr. X inversions, we repeated the analysis only with males clustered into O1 or O2 and, if 
these genotypes were more robust, they were the ones used. Finally, we tried to recover samples without a 
clear genotype in an extra clustering step by selecting proportionally more often those O1 linkage ratios 
based on a higher total linkage when calculating euclidean distances and repeating the bootstrapping to 
obtain the final genotype clusters. 
 
Haplotype fusion PCR (HF-PCR) 

HF-PCR was carried out in an oil and water emulsion to generate the fused amplification product followed 
by a regular PCR with nested primers (Supplemental Table S15). To separate both inversion breakpoints, 
genomic DNA was digested overnight at 37 °C in a volume of 20 μl including 5 U of SwaI for HsInv395 or 
SalI for HsInv605, 1x buffer and 250 ng DNA, the restriction enzyme was then heat inactivated at 65 °C for 
15 min, and 25 ng of DNA were used as template. Emulsion PCR reactions were performed in 25 μl in 96-
well plates for 40 cycles as previously described (Turner and Hurles 2009). The main differences were that 
we used SOLiDTM EZTM Bead Emulsifier Oil Kit (Applied Biosystems) to form the emulsions, and that after 
amplification we carefully transferred the emulsion to a fresh plate, added 50 μl of 1x Phusion HF buffer 
(Thermo Scientific) to increase volume, centrifuged for 5 minutes at maximum speed and recovered the 
aqueous phase containing the amplification products. Next, we did a 30-cycle reamplification step with 1 μl 
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of a 1/10 dilution of the previous PCR, 1.5 U Taq DNA polymerase (Roche), and 200-400 nM of each of the 
three nested primers in a 25 μl total volume (Turner et al. 2006). Finally, 10 μl of the PCR reaction were 
loaded into a 3% agarose gel for visualization. 
 
Analysis of inversion frequency 

Frequency differences between populations were measured with Weir and Cockerham’s FST estimator 
implemented in vcftools (v0.1.15) (Danecek et al. 2011), using the 92 samples common to the 1000GP and 
only females for chr. X inversions or paired male chromosomes for the chr. Y inversion. FST values of each 
inversion were compared with an empirical distribution from 10,000 genome-wide biallelic 1000GP SNPs 
polymorphic in at least two of the populations, matched by chromosome type (autosome or chr. X) and 

excluding those SNPs overlapping inversion regions 100 kb. Correlation between MAF and the logarithm 
of the physical and genetic lengths of inversions was measured with a linear model implemented in 
robustbase::lmrob R function (Maechler et al. 2018), including data from 45 inversions in a larger sample of 
the same populations (Giner-Delgado et al. 2019). Inversion physical length corresponds to the distance 
between IRs and genetic length was interpolated from Bhérer at al. (2017) (Bhérer et al. 2017) 
recombination map, using the female map for chr. X and the sex average map for autosomes. No genetic 
length was available for chr. Y inversions and HsInv0608 (chr. X), which falls outside the last marker in the 
map. 
 
Linkage disequilibrium (LD) analysis 

Pairwise LD between genotypes of inversions and neighboring biallelic single nucleotide changes and small 
indels from 1000GP Phase 3 (inversion region ±1 Mb) was calculated using the r2 statistic with PLINK v1.9 
(Purcell et al. 2007) separately for each population group and the 92 samples common to both datasets. 
SNPs were further classified as shared, private or fixed, depending on whether they were unambiguously 
polymorphic in the two orientations, polymorphic only in one, or their alleles were in perfect LD with the 
inversion, respectively (Giner-Delgado et al. 2019). To minimize possible genotyping errors in 1000GP 
data, we based our analyses on reliable variants, defined as those located in accessible regions according to 
the 1000GP strict accessibility mask and that do not overlap known SDs (Bailey et al. 2002). 
 
Recurrence analysis 

To generate haplotypes of the inverted regions, we selected the same 1000GP reliable variants used in the 
previous analysis that were present in at least two genotyped chromosomes. When the number of variants in 
an inversion was below 50, those accessible according to the pilot criteria were also included to maximize 
information. Available 1000GP Phase 3 haplotypes were used as scaffolds and the phase of the inversion 
genotypes was inferred using MVNcall (Menelaou and Marchini 2013) by positioning inversions in the 
middle as a single-nucleotide variant. Haplotypes were clustered by similarity and their relationships were 
visualized using the iHPlots strategy (Giner-Delgado et al. 2019). The putative ancestral orientation and the 
original inversion event were defined based on the O1 and O2 haplotype diversity and the frequency and 
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geographical distribution of haplotypes (usually considering as ancestral those found in African samples) 
(Supplemental Table S8). Additional independent inversion or re-inversion events were identified 
conservatively as haplotype clusters with an unexpected orientation and clearly differentiated from other O1 

or O2 haplotypes (3 differences spanning >3 kb that cannot be easily explained by a recombination event) 
(Fig. 4B-C). To avoid possible phasing errors, in inversion heterozygotes we tested whether switching the 
orientation of both haplotypes still supported recurrence or not. For HsInv0416 we used the known chr. Y 
haplogrup information to determine the number of inversion events (Poznik et al. 2016) and estimated the 
recurrence rate as in Giner-Delgado et al. (2019) (Giner-Delgado et al. 2019). Briefly, a number of 30,931.1 
generations were calculated for all branches involved in the phylogeny that relates the 48 analyzed males 
(Poznik et al. 2016), including a C-T branch split time of 76,000 years, a total number of mutations of 5,591, 
and an average number of mutations of all branches of 549.5, plus a generation time of 25 years (Repping et 
al. 2006). Finally, we tested different variables to determine their effect on the number of recurrent events 
per chromosome: chromosome type (autosome, chr. X or chr. Y), inversion and IR length, IR/Inv size ratio, 
IR identity, and PRDM9 motifs/kb within IRs (Myers et al. 2008). The model was built by stepwise 
regression with forward selection using the robustbase::lmrob R function (Maechler et al. 2018) and 
logarithm-transformed values to remove outliers. 
 

Gene expression analysis 

Inversion effects on LCL gene expression were first analyzed in 30 CEU and 29 YRI experimentally-
genotyped individuals from the Geuvadis project (Lappalainen et al. 2013). We excluded HsInv0416 in chr. 
Y due to the low statistical power to detect differences only in males. Inversions 17p21, HsInv0290, 
HsInv0395, HsInv0605 and HsInv0786 were also imputed in 328 additional Geuvadis European samples (59 
CEU, 91 TSI, 86 GBR and 92 FIN) using a representative tag SNP in the CEU population (which except for 
HsInv0290 belongs to a larger set of SNPs in LD in the expanded population). HsInv1057, with tag SNPs in 
YRI, was imputed in 58 additional Geuvadis YRI individuals but no significant gene-expression associations 
were obtained. RNA-seq reads (EMBL-EBI ArrayExpress experiment E-GEUV-1) were aligned against the 
human reference genome GRCh38.p10 (excluding patches and alternative haplotypes) with STAR v2.4.2a 
(Dobin et al. 2013). We estimated gene expression levels as reads per kilobase per million mapped reads 
(RPKM) based on GENCODE version 26 annotations (Harrow et al. 2012) and quantified transcript 
expression with RSEM v1.2.31 (Li and Dewey 2011), filtering out non-expressed genes and transcripts with 
<0.1 RPKM in >80% of the samples. RPKM values were normalized by quantile transformation across all 
samples and expression of each gene/transcript was adjusted to a standard normal distribution by rank-based 
inverse normal transformation. Association with expression of 418 genes and 2,044 transcripts was 
calculated for all biallelic variants with MAF >0.5 (including the inversion) within 1 Mb at either side of the 
transcription start site using linear regressions implemented in FastQTL (Ongen et al. 2016). Since technical 
or biological confounders reduce the power to find associations, we adjusted expression values by the top 
three 1000GP genotyping principal components (corresponding to population structure), sequencing 
laboratory, gender, and an optimal number of PEER (probabilistic estimation of expression residuals) 
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components (Stegle et al. 2012) for eQTL finding (for genes and transcripts, respectively, 12 and 15 for the 
experimental and 25 and 30 for the imputed set). Significant INV-eQTLs correspond to a Q value false-
discovery rate (FDR) <0.05 (Storey & Tibshirani 2003). 
 
Next, we estimated inversion gene-expression effects in other tissues through the LD between inversion 
alleles and eQTLs in GTEx V7 release (GTEx Consortium 2013, 2017) using FAPI v0.1 (Kwan et al. 2016). 
First, we randomly took three samples of 30 experimentally genotyped individuals following ethnic 
proportions of GTEx donors (25 individuals from CEU, 4 YRI and 1 EAS) per inversion-gene pair and 
tissue to calculate LD patterns between each inversion and neighbouring SNPs, which were subsequently 
used to impute the corresponding inversion association P values from GTEx eQTL P values. If any P value 
was lower than the genome-wide empirical threshold defined by GTEx for each gene and tissue (GTEx 
Consortium 2017), we generated 30 samples of 30 individuals to calculate statistical significance more 
accurately. The eQTL P value of the inversion was defined as the median of permuted P values and the 
association confidence interval as the 25th and 75th percentiles, since the small number of individuals for 
LD calculation can produce extreme P values. In addition, we filtered out those associations with estimated 
P value lower than GTEx significance threshold or with a confidence interval spanning more than two 
orders of magnitude. The conservative nature of this analysis is represented by HsInv0389, in which only 
four of the 16 genes previously associated to the inversion based directly on the LD with GTEx eQTLs from 
a larger number of samples were identified. For both Geuvadis and GTEx, the most significant associated 
variants for each gene/transcript were designated as lead eQTLs. Moreover, inversions in high LD with the 
top marker (r2 ≥ 0.8) were indicated as potential lead eQTLs. GTEx LD was estimated as the median LD of 
permutations as explained above. Effect sizes were calculated as a function of MAF and P value, whereas 
direction was determined through LD with eQTLs using PLINK v1.9 --r2 in-phase option (Purcell et al. 
2007). 
 
GWAS data analysis 

The impact of inversions in relevant phenotypic traits was assessed with the GWAS Catalog curated 
collection of the most significant SNPs associated to a particular phenotype (P < 10-5) 
(http://www.ebi.ac.uk/gwas/) [release 2018-06-25, v1.0] (MacArthur et al. 2017). First, to explore the 
enrichment of GWAS SNPs within inversions, we translated GWAS Catalog coordinates to hg19 using 
Ensembl REST API (Yates et al. 2016) and grouped together the signals associated to SNPs in high LD (r2 ≥ 
0.8) in 1000GP data and corresponding exactly to the same phenotype, resulting in 67,035 non-redundant 
SNP-trait associations. Then, we created a background distribution of each inversion with 1,500 random 
genomic regions of the same size that the inverted segment to calculate the enrichment P values. We 
excluded from permutations chr. Y, gaps, and the major histocompatibility complex region 
(chr6:28,477,797-33,448,354), known to harbor a vast number of associations. In addition, we tested that the 
GWAS enrichment was not biased by the allele SNP frequencies by selecting 150 random regions per 
inversion with comparable patterns of common variants (number of 1000GP loci with global MAF > 0.05 
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per kb 20%) and without this criteria, which showed very similar results (r2 = 0.99). To explore which 
inversions were driving the enrichment, we repeated the analysis for each inversion independently using a 
one-tailed permutation test (to account for inversions with zero GWAS signals). Also, we compared the 
proportion of genes related to particular clinically relevant traits or diseases as reported in the GWAS 

Catalog inside or around (150 kb) each inversion with respect to the rest of the genome (Supplemental 
Table S11). Only traits with at least four associated genes close to the inversion were considered and P 
values were calculated with a Fisher’s exact test adjusted by Bonferroni correction. Finally, we crossed 
GWAS Catalog variants with those in high LD with our inversions (r2

 ≥ 0.8) in the corresponding 
population or the closest one available in our data, while the global LD was used for GWAS with 
populations from different continents (Supplemental Table S12). 
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Supplemental Figure S1. ddPCR analysis of structural variation at the HsInv0233 inversion region. Grey arrows 
indicate inverted segmental duplications (SDs) and the yellow arrow the orientation of the inverted sequence (O1 or 
O2). ddPCR amplicons are represented as green (outside the inversion) and blue (inside the inversion) bars labeled 
according to their position, and orange triangles correspond to the 11.6-kb repeats that mediate a 74.5-kb deletion 
affecting most of one of the SDs. The source of the sequences is indicated below the name of each conformation and 
in O1-Del a black bar below indicates the region included in the BAC clone that supports this structure. The distances 
in kb between each pair of amplicons are represented to the right of each structure, with combinations expected to 
have lower linkages shaded in grey and those affected by the deletion shown in orange and red. As a consequence of 
the deletion, the BD distance is similar in an O1-Del and O2 chromosome (and the same happens with AB in the 
hypothetical O2-Del and O1 conformation). In addition, when the distance between the two analyzed amplicons is 
different in the two chromosomes of an individual, they will contribute differently to the measured linkage, making it 
impossible to interpret without additional information and preventing accurate genotyping of the inversion orientation. 
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Supplemental Figure S2. Inversion genotyping by haplotype-fusion PCR. (A) Summary of haplotype-fusion PCR 
strategy to genotype the AB breakpoint of an inversion (Turner et al. 2006). A double-stranded amplicon located 
outside an inversion is amplified with two primers A1 and A2R (black arrows), one of which has a 5’ extension 
(orange rectangle) with a sequence found within the inverted repeat (grey arrow) at the inversion breakpoint. In the 
same reaction, a single-stranded product is linearly amplified at the other side of the breakpoint with primer B1. This 
single-stranded product contains the sequence able to hybridize with amplicon A (orange rectangle) and an AB fusion 
product containing sequences from both sides of the breakpoint is amplified once primer A2R runs out. Since the PCR 
reaction takes place in an emulsion, only one DNA template molecule is expected to be found within a single droplet 
and the fusion product will indicate the presence in the sample of an AB junction. By adding a primer C1 able to 
amplify the other end of the inverted sequence, we can detect both AB and AC breakpoints and genotype the 
inversion. (B) Examples of inversion genotypes. After reamplification with nested primers, the three genotypes can be 
clearly distinguished for the two inversions analyzed in this work by visualizing the fusion products in an agarose gel. 
All primers used in this experiment are listed in Supplemental Table S15. 
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Supplemental Figure S3. Distribution of SNPs along the analyzed inverted regions. SNPs are classified as fixed 
between orientations (yellow), private to one orientation (grey) or shared between orientations (green), and color 
intensity indicates their reliability according to the 1000GP Phase 3 strict accessibility mask and their location outside 
segmental duplications. The presence of shared variants polymorphic in both orientations along the entire length of the 
inversion is difficult to explain by gene conversion events and it can be thus considered a sign of recurrence. 
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Supplemental Figure S4. Summary of gene expression changes associated to inversions across GTEx tissues. 

Inversion effects were estimated using FAPI (Kwan et al. 2016) through LD patterns with eQTLs in GTEx Analysis 
Release v7 (see Supplemental Table S10). The direction and strength of the beta effect is indicated in blue or red 
representing, respectively, a lower or higher expression associated to the O2 orientation. Gene names in bold 
correspond to protein coding genes, in italics to non-coding RNA genes, and the rest are classified as pseudogenes in 
GENCODE version 26.  
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Supplemental Figure S5. Inversion genotype calling by clustering of O1 linkage ratios. Dots indicate the O1 
linkage ratio for each sample and colors mark genotype groups: O1/O1, red; O1/O2, blue; O2/O2, yellow. Grey dots 
are samples without a clear genotype. HsInv0395 and HsInv1111 (A) show separated genotype groups, while 
HsInv1126 (B) has overlapping clusters. P1 and P2 represent two randomly selected O1 linkage ratio values for the 
different samples. Dots inside the ellipse correspond to samples included in both O1/O1 and O1/O2 clusters with 
similar probability and were not genotyped (with the exception of two males in red recovered in the male-specific 
clustering analysis for chr. X inversions). 
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3.3 Functional and phenotypic effects of a hu-

man inversion regulating RHOH isoforms

and RhoH protein levels

A good example of an inversion with clear effects at the molecular level

is HsInv0102, a 2 kb inversion that inverts an alternative 5’-UTR exon of

the RHOH gene, which no longer can be part of the final transcript in the

inverted orientation (Puig et al. 2015a; Giner-Delgado et al. 2019). The

inversion was originally predicted by PEM (Korbel et al. 2007) and has

been identified in many other studies since then (Sudmant et al. 2015;

Hehir-Kwa et al. 2016; Audano et al. 2019; Chaisson et al. 2019). Re-

cently, as part of a global study of multiple common human inversions,

HsInv0102 was experimentally genotyped in 551 individuals of seven pop-

ulations (Giner-Delgado et al. 2019), which showed relatively good con-

sistency with the imputed genotypes from the 1000GP Phase 3 Structural

Variation release (2.5% imputation error) (Sudmant et al. 2015). This

work also identified differences in HsInv0102 worldwide distribution, with

the frequency of the derived inverted orientation (Inv) ranging from 3.9%

in East Asia to 30.3% in Africa, and confirmed the expected reduction of

the expression of the alternatively-spliced isoform including the exon in

the individuals with the inversion (Giner-Delgado et al. 2019). However,

the possible functional consequences of this change were not studied in

detail.

The gene RHOH encodes an atypical hematopoiesis-specific guanosine

triphosphatase (GTPase) protein, RhoH, which contains different residues

in two highly-conserved amino acid sites necessary for GTPase activity,

remaining constitutively in a GTP-bound active conformation without

cycling (Li et al. 2002; Lahousse et al. 2004; Gu et al. 2005). RhoH

was found to block IκB degradation, suppressing the activation of NF-

κB induced by TNFα and other Rho GTPases (Li et al. 2002), which

is known to control the transcription of a wide range of genes involved

in inflammation, cell proliferation and survival (Hodge and Ridley 2016;

Phuyal and Farhan 2019). In fact, experimentally-induced overexpression
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of RhoH in hematopoietic progenitor cells led to a significant reduction in

cell growth and proliferation in response to cytokine stimulation, inhib-

ited actin assembly and chemokine-induced cell migration, was associated

with increased apoptosis, suppresses activation of Rac GTPases and con-

tributed to defective engraftment in vivo, whereas down-regulation had

the opposite effect (Gu et al. 2005). RhoH was also found to recruit to

the plasma membrane Zap70 and LCK, key signaling molecules in the T

cell receptor (TCR) complex, triggering TCR-mediated signaling path-

ways in T cell activation, and to contribute to T cell development (Gu et

al. 2006; Chae et al. 2010). In addition, RHOH levels may influence the

regulation of intracellular signal transduction in B-lymphocytes as well

(Matsumoto et al. 2009). Finally, RHOH has also been found to regulate

several other processes, including cell migration, microtubule dynamics,

homing and chemotaxis (Wang et al. 2010; Troeger et al. 2012; Pan et al.

2018; Tajadura-Ortega et al. 2018), IL-3-mediated signalling (Gundogdu

et al. 2010), leukotriene production in neutrophils (Daryadel et al. 2009),

signal transduction in mast cell through Syk interaction (Oda et al. 2009)

or it is needed to maintain the lymphocyte integrin LFA-1 in a nonadhesive

state on resting T cells (Cherry et al. 2004). Consequently, expression,

translation and degradation of RhoH is probably robustly controlled.

Numerous studies have shown how important RhoH physiological and im-

mune role is, with RHOH mutations being involved in susceptibility to

viral infections due to impaired T-cell function (Crequer et al. 2012),

psoriasis (Tamehiro et al. 2019) and non-Hodgkin lymphoma (Dallery et

al. 1995). Moreover, RHOH was described as an hypermutable gene in

B-cell diffuse large-cell lymphoma (Pasqualucci et al. 2001), AIDS re-

lated non-Hodgkin lymphoma (Gaidano et al. 2003) and primary central

nervous system lymphoma (Montesinos-Rongen et al. 2004). RHOH mu-

tations have been found in a variety of other human cancers as well (Fueller

and Kubatzky 2008). On the other hand, low RhoH levels were also de-

tected in hairy cell leukaemia (HCL) (Galiegui-Zouitina et al. 2008) and

acute myeloid leukaemia (AML), where they were a bad prognosis marker

(Iwasaki et al. 2008). In this regard, RhoH has been hypothesized to act

as a protector from Rac1 tumorigenic action, since RhoH overexpression
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supresses this activity and increases apoptosis (Li et al. 2002; Zhang et

al. 2004). In constrast, RHOH mRNA levels are unusually increased in

chronic lymphocytic leukemia (CLL), where RhoH seems to be required for

cell survival through the interaction with supportive microenvironments

(Sanchez-Aguilera et al. 2010; Troeger et al. 2012). Finally, in epithelial

cancer cell lines such as prostate, it has been found that RHOH deple-

tion reduces cell migration and cancer progession (Tajadura-Ortega et al.

2018). In any case, although all this evidence suggest a possible function

of RhoH dysregulation in malignant transformation, the involvement of

RHOH in cancer susceptibility has not been proven yet.

Interestingly, both recurrent chromosomal translocations and point muta-

tions involved in cancer affected the same 5’ region of the gene, highlighting

its importance in RHOH regulation. Diverse alternative splicing patterns

of RHOH 5’ UTR exons have been reported among different hematopoi-

etic cell lineages, together with distinct transcription start sites. This gives

rise to high heterogeneity in transcript profiles, which suggest a complex

post-transcriptional regulation (Lahousse et al. 2004).

3.3.1 HsInv0102 impact on RHOH gene structure and ex-

pression in LCLs

Up to 24 isoforms have been reported for the RHOH gene by the Compre-

hensive Gene Annotation Set from GENCODE release 26 (Harrow et al.

2012). Since some isoforms are partial or non-protein coding transcripts,

we decided to use the 10 transcripts from GENCODE basic annotation as

a representative subset for this gene. Overlapping exon intervals within

RHOH were merged to obtain a standard gene model to work with (Figure

3.1), and exons were numbered following the direction of RHOH transcrip-

tion with previously described exons (Lahousse et al. 2004) indicated in

parenthesis: E1 (X1), E2 (1a), E3 (X2), E4 (1b), E8 (X3), E9 (X4) and the

CDS-containing exon as E10 (2). According to this, inversion HsInv0102

inverts exon E8, which apparently originated by the existence of splicing

sites within repeat elements. The 5’ donor splice site is within an Alu
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element, whereas E8 has two different 3’ acceptor sites separated by 14 bp

and provided by the L1 repeat element LIME3A.

We used RNA-Seq data from lymphoblastoid cell lines (LCLs) of 445 in-

dividuals with European (358) and African (87) ancestry (Lappalainen et

al. 2013) in which we had previously imputed the inversion to estimate

exon E8 and global RHOH expression levels. First, we estimated that the

mean number of reads that span across exon-exon junctions using the E8

second aceptor splicing site was ∼2.56 fold higher than those crossing the

junction of the longer exon form (Figure 3.1). Second, we performed a

joint splicing QTL (sQTL) analysis to assess the effect of HsInv0102 and

other 1000GP variants (MAF > 0.05) on E8 inclusion (The 1000 Genomes

Project Consortium 2015; Sudmant et al. 2015). As expected, the inverted

allele is associated with the complete exclusion of this exon from the fi-

nal mRNA. However, this effect is masked by the first lead sQTL SNP,

rs7699141, since the Inv orientation appears only with rs7699141 C al-

lele, which already reduces the expression of this exon around 93%. The

SNP is located 5 bp away from the beginning of the intron, affecting a

relatively conserved position within the donor sequence regulating splic-

ing, and is linked to two small non-inverted haplotypes with high (Std1 )

and low (Std2 ) E8 expression. In fact, inversion HsInv0102 appears as

a secondary independent lead sQTL of E8 after accounting by rs7699141

(Figure 3.1). Therefore, inversion HsInv0102 acts as a variant that poten-

tiates the rs7699141 C allele effect on E8 exclusion.

To evaluate the potential functional impact of the alternative exon E8,

we examined the presence of this exon in RHOH final mRNA. First, we

checked which exons appear together with E8 by looking at junction reads

and mate alignments of reads from LCLs. Main mRNA E8-containing

transcripts include E4-E8-E9-E10, E2-E8-E9-E10 and E2-E4-E8-E9-E10,

which were also supported by human expressed sequence tags (ESTs)

(Kent et al. 2002). In these transcripts, an upstream open reading frame

(uORF) is created between E8 and E9 exons, which is the longest RHOH

uORF (108 nucleotides potentially encoding 35 amino acids) with at least

30 nucleotides found in RHOH (uORFs of 37-72 nucleotides in E2 and
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E4) and the closest to the coding sequence. Second, we calculated the

inclusion of E8 in these transcripts from all samples, although the non-

uniformity of RNA-Seq read coverage prevents determining accurately the

real incorporation of this exon. We calculated that E8 is present in ∼2.2%

of the isoforms assuming uniform coverage. Taking into account that the

inversion of this exon completely removes it from RHOH mRNA, we ob-

served that E8 inclusion increases to 6.2% in Std1 /Std1 samples, which is

close to the 6.7% in cDNAs products generated in the Raji B-cell line by

Lahousse et al (2004). These values were confirmed by linking the relative

number of full reconstructed transcripts with E8 from Pacific Biosciences

LCL transcriptome data from the LCL transcriptomes of a HapMap trio

(Tilgner et al. 2014) to HsInv0102 and rs7699141 genotypes, resulting

in E8 inclusion levels of 0% for NA12891 (Inv/Inv), 2.9% for NA12878

(Std1 /Inv) and 4.9% for NA12892 (Std1 /Std1 ). Therefore, exon E8 is

present in a significant fraction of RHOH transcripts in Std1 /Std1 indi-

viduals.

Based on these results, we investigated the association of HsInv0102 and

rs7699141 with RHOH expression, but no significant effects were found,

indicating that E8 inclusion does not correlate with global transcript levels

(P = 0.77) (Figure 3.1). In fact, we found that the lead eQTL, rs11723134

(P = 8.97 × 10−7), and other linked variants were located upstream of

RHOH at the promoter region. By checking different available data sets,

we found that the same SNP was also reported as eQTL for RHOH across

populations using the same data (Wen et al. 2015), but eQTL mapping

in blood from 31,684 individuals from the eQTLGen Consortium found

as lead eQTL rs1397934, which is also located upstream of RHOH but is

not linked to rs11723134 (Võsa et al. 2018) and no eQTLs were found in

EBV-transformed lymphocytes, spleen or whole blood tissues according

to the GTEx project (GTEx Analysis Release v7) (GTEx Consortium

2017). Therefore, the regulation of RHOH gene expression is still largely

unknown.

Next, we took advantage of normalized peptide expression data from Bat-

tle et al. (2015) to estimate protein abundance in LCLs. In this study,

169



Chapter 3. Results

RhoH was originally excluded due to the low number of peptides and

individuals measured for this protein. Nonetheless, we obtained accurate

estimates of RhoH protein abundance in 42 YRI individuals from two pep-

tides of the same protein that were highly correlated (r = XXX; P = 5.58

× 10−4) (see Methods). We found a decrease in RhoH protein levels when

rs7699141 and HsInv0102 reference alleles are present (logarithmic regres-

sion, P = 0.0023) (Figure 3.1), suggesting that higher inclusion rates of

this exon are linked to translation or protein degradation rather than tran-

scription. In fact, rs7699141 was the lead variant acting as protein QTL

(pQTL) and the combination of the SNP and inversion genotypes was the

most significant signal in the pQTL analysis (P = 0.0014). We could not

check if RHOH lead eQTL in LCLs, rs11723134, was also a pQTL, since

this SNP is not polymorphic in YRI population. In order to verify that the

observed associations were not an artifact due to the limited sample size,

we compared transcript and protein expression levels in LCLs. We found

a significant correlation despite the low number of common samples (32)

between both datasets (P = 0.0437). However, whereas no linear or log-

arithmic correlation between inversion and rs7699141 genotypes and gene

expression was found, correlation with protein levels remained significant

in this sample subset (P = 0.0221). Finally, we used ribosome profiling

data (Battle et al. 2015) to see if the E8-E9 uORF could account for

the low RhoH translation rate, but no differences in ribosome occupancy

data were found across HsInv0102 or rs7699141 genotypes, suggesting that

RhoH levels are regulated through other mechanisms. Altogether, these

results indicate that the E8 inclusion in the absence of the inversion or

alternative rs7699141 allele increases to ∼1 per 16 RHOH transcripts,

and its presence correlates with a reduction of RhoH protein, uncovering

rs7699141 and HsInv0102 as novel pQTLs not identified in previous stud-

ies (Battle et al. 2015; Suhre et al. 2017; Folkersen et al. 2017; Yao et al.

2018; Sun et al. 2018).
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3.3.2 Additional effects on gene and protein expression

Since RhoH is a GTPase involved in multiple signaling pathways,

we searched for other gene-expression changes in LCLs associated to

HsInv0102 and rs7699141. For that, we focused on 13,460 expressed

protein-coding genes and assumed linear additive effects as a function of

the previous genotype combinations of these variants to mirror their im-

pact on E8 levels. Only the gene CLU, which codes for a molecular chap-

erone responsible for apoptotic processes, was identified as differentially

expressed using either linear (FDR-adjusted P = 0.0046) or logarithmic

regression (FDR-adjusted P = 0.0041). We also correlated gene expression

with HsInv0102 genotypes alone, since its breakpoint 1 (BP1) disrupts a

core of transcription factor binding sites detected by ORegAnno (Lesurf

Figure 3.1 – HsInv0102 impact on RHOH expression in LCLs.

Caption on the following page.
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Figure 3.1 – HsInv0102 impact on RHOH expression in LCLs.

(A) RHOH gene structure, where overlapping exons were merged into

meta-exons depicted as light blue boxes with the coding sequence in dark

blue and an arrow showing the transcription direction. HsInv0102 (light

gray shading) inverts exon E8, whereas SNP rs7699141 affects the splice

donor site, with the exact position of the two alleles shown in red. Legend

shows the different scale used to represent the size of exons and introns.

(B) LCL RNA-Seq profile of E8, which is the result of splice sites pro-

vided by LINE and Alu repeat elements. The two forms of E8 depending

on acceptor site usage are shown. (C) Expression levels of exon E8 for

the different genotype combinations, showing that alternative alleles of

HsInv0102 (Inv) and rs7699141 (Std2 ) reduce E8 inclusion. Manhattan

plots for association of variants with exon E8 splicing in LCLs, showing

SNP rs7699141 as a primary lead sQTL (D) and inversion HsInv0102 as

secondary sQTL after adjusting by the effect of rs7699141 (E). Expres-

sion levels of RHOH mRNA (F) and RhoH protein (G) as a function of

HsInv0102 and rs7699141. (H) Mahattan plot for association of variants

to RhoH protein expression association in LCLs, showing SNP rs7699141

and the combination rs7699141-HsInv0102 as sentinel pQTLs. Grey bar

in manhattan plots indicate RHOH localization and HsInv0102 is repre-

sented with two dots corresponding to both breakpoints.

et al. 2016) and ENCODE ChIP-seq data (Gerstein et al. 2012), and

the complete elimination of E8 by the inversion could have additional ex-

pression effects. In this regard, we found significant differences for CD44,

which encodes a glycoprotein involved in cell interaction and migration

(FDR-adjusted P = 0.0357). Importantly, both RHOH and CD44 have

been related to NF-κB pathway and cancer (refs). To assess the reliability

of these effects in trans, as negative control we permuted genotypes relative

to expression and covariate phenotypes to break real relationships. Only

3 out of 100 permutations in the previous two approaches have significant

results after FDR correction. In fact, if we compute a permuted-based

FDR from this null distribution of expected P values for each observed

association, same genes appeared as significant (P ≤ 0.02). Although
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Clusterin protein expression could not be checked, we also found a signif-

icant correlation between RhoH and CD44 protein levels (r = XXX; P =

0.0176;, n = 42), indicating a low probability of spurious associations in

our analysis. Moreover, we found that this CD44 and RhoH correlation

was lost when individuals with the lowest RhoH levels (Std1 /Std1 and

Std1 /Std2 ) were removed from the regression (P = 0.419, n= 26), and

this was not an effect of the smaller sample size since 93.6% of associations

were stronger when we took the same number of individuals at random.

We did not find any association with HsInv0102 after FDR correction when

the same analysis was repeated for the expression of 4,381 proteins in 62

YRI individuals from Battle et al. (2015). Since effects in trans may be

mediated by the actual RhoH protein levels, we followed a complementary

approach as for CD44 by correlating abundance of each distinct protein

and RhoH. Only QPRT showed a slightly significant correlation (FDR-

adjusted P = 0.028), but up to 34 proteins appeared close to the signifi-

cance level (FDR< 0.10). We used GOrilla analysis tool (Eden et al. 2009)

to search for enriched functional relationships within the top ranked list

of proteins correlated with RhoH. ATP-dependent chromatin remodeling

(FDR-adjusted P = 3.51 × 10−6), positive regulation of Iκ kinase/NF-κB

signalling (FDR-adjusted P = 0.0182) or regulation of IκB kinase/NF-κB

signalling (FDR-adjusted P = 0.0290) appeared among the most signif-

icant biological processes, whereas the most significant enriched cellular

component was SWI/SNF superfamily-type complex (FDR-adjusted P =

8.36 × 10−9). Thus, RhoH appears to be correlated with multiple effects

on different proteins and pathways such as NF-κB and SWI/SNF, which

highlights the importance of this gene and the potential functional role of

HsInv0102.

3.3.3 HsInv0102 association with blood cancer

Next, given the known effects of the genes in several signaling pathways

and cancer, we investigated the possible implication of the inversion with

blood cancer susceptibility. HsInv0102 has no tag SNPs or other variants
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in linkage disequilibrium (LD) (r2 > 0.8) across multiple human popu-

lations. Nonetheless, in Europeans there are nine SNPs highly linked to

HsInv0102 (r2 > 0.9) and an almost tag SNP (rs7676043, r2 = 0.97), Nei-

ther any of them nor variants in LD with rs7699141 in any population

(r2 > 0.8) were associated to phenotypic traits according to the GWAS

Catalog (MacArthur et al. 2017). To determine whether the absence of

phenotypic associations is due to the array coverage of variants tagging

HsInv0102 and rs7699141, we first checked which SNPs in LD (r2 > 0.8)

with these variants were included in 76 typical genotyping arrays avail-

able through the LDLink web portal (Machiela and Chanock 2015). The

only SNPs that could report useful information about HsInv0102 in Eu-

ropeans were rs73132503 (r2 = 0.94), just interrogated by 11 Illumina

HumanOmni arrays, and rs73132504 (r2 = 0.94), included in 3 arrays de-

signed for non-European populations (Figure 3.2). In contrast, rs7699141

has informative variants in 39 of the arrays for European and East-asian

populations. Second, we used IMPUTE2 (Howie et al. 2009) to infer

HsInv0102 genotypes in 1000GP individuals using only variants included

in 30 different arrays. Briefly, we excluded one sample at a time from the

434 genotyped individuals in common between with 1000GP, which were

used as reference panel, and imputed HsInv0102 status with the informa-

tion of the rest of samples. The linkage coefficient r2 between real and

imputed genotypes was used to evaluate imputation accuracy. We found

that HsInv0102 could be accurately imputed (r2 > 0.8) in European and

East-Asian individuals with 10 and 7 of the selected arrays, respectively.

Individuals with African ancestry gave the worst estimates in imputation,

with only 5 arrays with enough precision (r2 > 0.8) (Figure 3.2). As ex-

pected, HsInv0102 imputation was better when the array coverage (i.e.

the number of SNPs located +/- 1 Mb from the inversion) was higher

(Figure 3.2). We calculated that ∼600 SNPs in HsInv0102 region are

needed to impute the inversion with r2 > 0.8 accuracy, but only 37% of

the commonly-used arrays analysed here reach this number, with Illumina

HumanOmni arrays being the best performing platform. However, even

in European cohorts, the imputation in many cases has some errors and

that since the inversion has not been imputed in any of the previous stud-

ies, its potential phenotypic effects have been missed in current GWAS
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data. Therefore, these results show the necessity of genotyping directly

the inversion through PCR or whole-genome sequencing (WGS) to obtain

reliable associations.

Next, to study the association of HsInv0102 with blood malignancies,

we retrieved whole genome sequencing (WGS) data provided by the In-

ternational Cancer Genome Consortium - PanCancer Analysis of Whole

Genomes (ICGC PCAWG). First, we genotyped the inversion in 150 indi-

vididuals with CLL (CLLE-ES project) (Puente et al. 2015) by searching

directly for the breakpoint sequences with BreakSeq (Lam et al. 2010;

Lucas-Lledo 2014). Also, HsInv0102 was genotyped using different strate-

gies in three ethnically matched control groups: 107 Iberians (IBS popu-

lation from 1000GP), 94 samples of elder Spanish population (CNTPK)

and 786 individuals from the GCAT Genomes for life Cohort with Spanish

origin (Obón-Santacana et al. 2018). No inversion frequency discrepancies

were found among control groups (P > 0.2). Although we did not observe

either significant differences (P = 0.098) in Inv allele frequency between

CLL patients (11.7%) and controls (15.5%), we found a significant un-

derrepresentation of heterozygotes in CLL patients with CLL relative to

controls (Std/Std + Inv/Inv vs Inv/Std over-dominant genetic model: P

= 0.033). We also found a non-significant but consistent lower frequency

of rs7699141 C allele (associated to lower E8 levels) in CLL patients if

we take into account the effect of both these variants on RhoH expression

(67.7% vs 71.1%; P = 0.24). Taking into account these results and the

effect of HsInv0102 and rs7699141 as pQTLs, we found a significant enrich-

ment of genotype combinations with higher E8 inclusion levels (Std1 /Std1

and Std1 /Std2 ) in CLL patients (40.3% vs 49.3%; P = 0.040), indicating

that the potential inclusion of E8 may be detrimental, possibly through

their effect on RhoH protein levels.

To confirm a possible association with other types of cancer and replicate

this result, we analysed the other available ICGC PCAWG blood cancer

datasets: 101 individuals with malignant lymphoma (MALY-DE), 31 in-

dividuals with chronic myeloid disorders (CMDI-UK) and 9 with acute

myeloid leukemia (LAML-KR) (Figure 3.3). In addition, we collected 344

175



Chapter 3. Results

controls from matched CEU, GBR and CHB populations from 1000GP.

We observed a consistent underrepresentation of the Inv allele in patients

of each blood cancer type (Figure 3.3), which became significant when

we analyzed all groups together (meta-analysis, P = 0.046), indicating a

moderate protective effect of the inverted allele (OR = 0.75). Again, we

observed a lower number of heterozygotes was found in patients than con-

trols in the meta-analysis, with significant results in the over-dominant

model (Std/Std + Inv/Inv vs Inv/Std : P = 0.019), a dominant effect

of the Inv allele as a protective locus (Std/Std vs Inv/Std + Inv/Inv :

P = 0.020) or just an additive effect (log-additive genetic model: P =

0.036). We did not find the same effect for rs7699141 across these diseases

(P = 0.414), since rs7699141 C allele was in higher frequency in CMDI

patients than GBR individuals, although this could be a consequence of

the small sample size. However, the general trend of a protective effect

of low E8 inclusion was maintained (OR = 0.92). When the analysis was

done by HsInv0102 and rs7699141 genotype combinations, we found again

a marginal overrepresentation of Std1 /Std1 and Std2 /Std1 in patients

(OR = 0.78), which are the genotypes with highest E8 inclusion and lower

RhoH protein levels (dominant model, P = 0.069; additive model, P =

0.076).
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Figure 3.2 – Potential missed phenotypic associations of

HsInv0102 by common genotyping arrays. (A) Coverage of SNP

rs7676043 in high LD with HsInv0102 and SNP rs7699141 affecting E8

splicing in three population groups by commercial arrays from the LDLink

web portal (Machiela and Chanock 2015). (B) Simulation of the impu-

tation accuracy (r2) of HsInv0102 using the SNP coverage of 30 different

arrays in 1000GP samples from three population groups by IMPUTE2.

(C) Correlation between HsInv0102 imputation accuracy (r2) in Euro-

peans and array coverage represented as the number of SNPs interrogated

around 1 Mb from the inversion.
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Figure 3.3 – Possible association of HsInv0102 with blood cancer

susceptibility. (A) Cases and controls employed for association analysis

showing the frequency of HsInv0102 genotypes. (B) Forest plots for the

meta-analysis of the association between blood malignancies and geno-

types for HsInv0102, rs7699141 and the combination of both variants.
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3.4 A human inversion influences antiviral re-

sponse through different regulatory effects

on interferon response genes

Inversion HsInv0124 constitutes an interesting example of a human inver-

sion with evidence of functional effects and possible positive selection. It

is located on chromosome 11 within the interferon (IFN)-induced trans-

membrane protein (IFITM ) genes locus, including the IFITM1, IFITM2

and IFITM3 genes (Aguado et al. 2014). These genes are relatively small

and main isoforms encoding IFITM proteins consist of two coding exons

interspersed by an intron. Paralogous genes IFITM2 and IFITM3 are

embedded in the segmental duplications where inversion breakpoints are

located, but apparently they are not exchanged by the inversion, whereas

IFITM1 is located within the inverted region and change its orientation

with the inversion. HsInv0124 has been already reported to be lead eQTL

of the non-coding RNAs that overlap with its breakpoints and it could be

also associated to expression changes in IFITM2 and IFITM3 in LCLs

and other tissues (Giner-Delgado et al. 2019), but the potential regulatory

effects of the inversion have not been well characterized yet. Interestingly,

this inversion shows clear frequency differences among populations, having

intermediate frequencies in individuals of European ancestry and being al-

most fixed in Africans and especially East Asians (Figure 3.5). However,

since it has long and highly-identical inverted repeats at the breakpoints

(Aguado et al. 2014; Giner-Delgado et al. 2019), it has been missed by

most studies describing structural variants in humans (The Genome of

the Netherlands Consortium 2014; Sudmant et al. 2015; Chaisson et al.

2019).

IFITM family members have been established as potent antiviral restric-

tion factors of multiple pathogenic infections (Bailey et al. 2014). Initially,

IFITM3 RNA interference knockdown was shown to promote influenza

virus infection in cells, whereas its overexpression, together with that of

IFITM1 and IFITM2, suppressed not only influenza but also flaviviruses

replication (Brass et al. 2009). The importance of IFITM3 was sub-
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sequently confirmed by Everitt et al. (2012), who discovered that mice

lacking Ifitm3 suffered a much severe influenza infection compared to the

wild-type littermates. These findings were supported and validated by

Bailey et al. (2012), who described that knockout heterozygotes exhibited

an intermediate phenotype between knockout and wild-type, indicating a

gene-dosage effect. Further analyses demonstrated that IFITM proteins

have a pervasive inhibitory activity that can affect a comprehensive list

of viruses (Schoggins et al. 2011; Perreira et al. 2013), including among

many others Zika virus (Savidis et al. 2016; Monel et al. 2017), human

immunodeficiency virus (HIV) (Lu et al. 2011), Ebola virus (Huang et

al. 2011) and hepatitis C virus (Wilkins et al. 2013), or even bacterial

infection by Mycobacterium tuberculosis (Ranjbar et al. 2015). Although

the exact inhibitory mechanism remains to be elucidated, IFITMs seem

to restrict viral membrane hemifusion by modifying membrane fluidity

(Li et al. 2013) or by blocking the formation of fusion pores (Desai et

al. 2014). Remarkably, IFITM1, IFITM2 and IFITM3 exhibit diverse

specificities toward viruses and it has been proposed that their different

subcellular localization may be important for blocking virus entry (Lu et

al. 2011; Mudhasani et al. 2013). In this regard, while IFITM1 tends to

be at the plasma membrane, IFITM2 and IFITM3 are mainly found in

endosomal compartments and are more active against those viruses that

enter inside late endocytic vesicles instead that through the cell suface

(Feeley et al. 2011; Amini-Bavil-Olyaee et al. 2013; John et al. 2013;

Desai et al. 2014; Savidis et al. 2016). For example, Foster et al (2016)

revealed that HIV-1 infection susceptibility depends on which coreceptor

is engaged, since IFITM2 and IFITM3 were more active against HIV-1

strains using CXCR4 as cofactor, whereas CCR5-tropic strains exhibited

sensitivity to IFITM1. Moreover, CCR5-tropism was also sensitive to

IFITM2 and IFITM3 when these proteins were relocalized to cell surface,

while X4-tropic restriction disappeared, confirming that the sensitivity of

IFITM proteins depends on the route of virus entry. The variety and

diversification of IFITM genes may therefore result in a broad-spectrum

viral restriction activity and is likely the result of positive selection (Zhang

et al. 2012; Compton et al. 2016).
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Given the relevance of the IFITM family, dechipering how genetic varia-

tion in these genes is linked to viral infectious diseases is of special interest.

In this regard, an enrichment of the synonymous SNP rs12252 C allele in

IFITM3 was first found in 53 hospitalized adults during the 2009 H1N1

influenza pandemic and CC homozygotes were associated with lower lev-

els of IFITM3 protein expression and with an increased susceptibility to

infection and flu severity (Everitt et al. 2012). Although the underlying

mechanism remains elusive, the rs12252 risk allele would supposedly alter

an IFITM3 splice acceptor site, leading to a 21-amino acid truncated pro-

tein (IFITM3-N21∆). Higher rs12252-C allele frequency among patients

with severe influenza infection was confirmed in two chinese cohorts, where

this allele is much more prevalent (Zhang et al. 2013; Wang et al. 2014).

Besides, the same allele was over-represented in HIV-infected Chinese pa-

tients with rapid disease progression (Zhang et al. 2015). Despite two

meta-analysis suggested a significant association between rs12252 T>C

polymorphism and influenza risk in both Asian and Caucasian popula-

tions (Prabhu et al. 2018; Chen et al. 2018), recent studies show that

CC-genotype carriers do not generate a truncated IFITM3 protein (Ran-

dolph et al. 2017; Makvandi-Nejad et al. 2018) and that the truncated

form restricts virus entry and replication as well (Williams et al. 2014).

These and other studies that did not find a clear association of rs12252

C allele with mild or severe influenza infection (Mills et al. 2014; López-

Rodŕıgues et al. 2016; Randolph et al. 2017) have challenged the real im-

pact of this allele on virus restriction. Novel analyses identified rs34481144

A allele, which is located at IFITM3 5’ UTR, as a risk variant associated

with severe influenza infection in three cohorts, but also correlated with a

lower number of antiviral CD8+ T cells in patient airways during infection

(Allen et al. 2017). This variant can decrease IFITM3 mRNA levels by

reducing IRF3 and increasing CTCF binding to the promoter region, and

may also alter transcriptional landscape of neighboring genes due to pos-

sible CTCF effects on chromatin topology (Allen et al. 2017). However,

additional variants might also be important for IFITM genes function in

virus defense.

In this work, we make a complete functional characterization of inver-
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sion HsInv0124. This inversion changes the promoters of two non-coding

RNAs and moves the position of histone modification peaks affecting the

regulation of IFITM genes. Finally, we show that these changes have con-

sequences in viral restriction pathways and we investigated the inversion

role on virus infection susceptibility.

3.4.1 HsInv0124 frequency and distribution

It has already been described that HsInv0124 is not in linkage disequi-

librium (LD) (r2 > 0.8) globally with other variants (Giner-Delgado et

al. 2019), although there are some SNPs in high LD with the inversion

in Europeans and East Asians (Figure 3.4). To obtain a more compre-

hensive view of its distribution across the world, we extended the exist-

ing experimentally-validated genotypes in 551 individuals from European

(CEU, TSI), African (YRI, LWK), East-Asian (CHB, JPT) and South-

Asian (GIH) ancestry by imputing HsInv0124 in all 1000GP populations.

For that, we evaluated imputation accuracy with IMPUTE2 by exclud-

ing one sample at a time from the 431 individuals in common with 1000

Genomes project (1000GP) Phase 3 (The 1000 Genomes Project Con-

sortium 2015) and inferring the inversion status employing the rest of

individuals as reference panel. As shown in Figure 3.4, the inversion could

be imputed accurately (Howie et al. 2009), especially in those populations

with other variants in high LD and consistent inversion frequencies were

obtained to those generated experimentally. We also used an alternative

variant set from sequenced individuals from Spanish origin provided by

the Genomes For Life (GCAT) project (Obón-Santacana et al. 2018) to

verify inversion calling for other datasets. In all GCAT samples anal-

ysed (120/120) the same genotype was obtained by iPCR and in silico,

demonstrating the reliability of the imputation.

Calling the inversion in the 26 populations from 1000GP allowed us to

obtain more detailed geographical distribution patterns (Figure 3.5). As

already described (Giner-Delgado et al. 2019), the O1 orientation identi-

cal to that in the hg18-hg38 genome is the predominant form in Europeans,
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whereas the alternative O2 orientation is much more frequent in the rest

of the world, being almost fixed in East Asia, where no O1 /O1 homozy-

gotes were found in 504 individuals. Interestingly, the O1 orientation

is found at highest frequency in northern Europe regions (69% FIN and

GBR) and it lowers to the south (60% CEU, 51% TSI, 57% IBS). It is also

seen in America at moderate levels, which probably indicates European

admixture, and in South-Asian populations. However, it is not clear if this

distribution pattern has been created by some kind of positive selection.

Figure 3.4 – HsInv0124 LD patterns and imputation accuracy.

(Left) Position of nearby 1000GP variants (+/- 150 kb) and LD (r2) with

HsInv0124 across populations in which it has been experimentally geno-

typed. Imputation accuracy is estimated with r2 between imputed and

real HsInv0124 genotypes, indicated with a horizontal segment. (Right)

Agreement between HsInv0124 O1 allele frequency by experimental geno-

typing and imputation in all 1000GP Ph3 samples. The line represents

the 1:1 relationship.

3.4.2 HsInv0124 impact on gene expression in LCLs

As already mentioned, HsInv0124 inverts protein coding gene IFITM1,

while IFITM2 and IFITM3 are placed close to its breakpoints. Moreover,

multiple lncRNAs are also expressed from this region, although the real

structure of these transcripts remains elusive due to repetitive sequences

at IFITM locus. In fact, isoforms described by the GENCODE project

(Harrow et al. 2012) do not match with miTranscriptome (Iyer et al, 2015)

or FANTOM (Hon et al. 2017) annotations, which described many gene
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Figure 3.5 – HsInv0124 global distribution across 26 populations

from 1000GP Ph3. (Left) Map of the worldwide HsInv0124 distribution,

with the O1 or O2 orientation represented in red or yellow, respectively.

(Right) Summary of O1 allele frequency in different populations grouped

by continents.

fusions. Thus, we took advantage of 101-bp, paired-end, strand-specific

reads from RNA sequencing (RNA-seq) of 10 LCLs from five homozy-

gotes for each inversion orientation, after IFN stimulation to ensure high

expression from this locus (see below), to carry out a de novo transcrip-

tome in each sample and then combine all of them together to define a

reliable collection of transcribed isoforms. Our final assembled transcrip-

tome contained 14 genes grouping 40 distinct transcripts (Figure 3.6).

Half of the transcripts have structures that exactly match GENCODE

annotated isoforms or include alternative splicing sites (8 and 12, respec-

tively). Additionally, 7 (17.5%) were completely novel transcripts, all of

which except one were antisense transcripts of IFITM genes. Finally, 13

GENCODE transcripts from this region could not be validated (32.5%),

but they highly resembled the structures observed in our assembly and

they were included in the final transcriptome in case they exist at low lev-

els. This new annotation was well supported by uniquely mapped reads

that were not confounded by repeated sequences. However, we excluded

a potential IFITM2 -IFITM1 fusion transcript that would be broken by

the inversion, since we did not find any evidence of its presence by align-

ing reads to the junction and by paired reads that map in IFITM2 and

IFITM1. This transcript is based in just one metastatic chondrosarcoma

spliced EST (CA443766.1) that could align equally well in IFITM1 with-

184



Chapter 3. Results

out generating a fusion transcript (the 31 bp that in theory are specific

to IFITM2 can map in IFITM1 with just one change, corresponding to a

very rare but existent polymorphism (rs763098917), so the whole sequence

could map perfectly in IFITM1 ). Thanks to this annotation, we recovered

an average of 180 more mapped reads from the 10 stimulated LCLs than

using only GENCODE version, which, excluding IFITM1, IFITM2 and

IFITM3 genes where a vast majority of reads map (∼92%), it means on

average a ∼1.5-fold higher number of mapped reads in the rest of genes.

Therefore, this confirms the reliability of the new annotation and it was

used for the downstream analysis.

We next tested for associations between HsInv0124 and expression of

nearby genes or transcripts by linear regression between inversion geno-

types (experimental and imputed) and LCL transcriptome data of 445

individuals from the Geuvadis consortium (Lappalainen et al. 2013). Ex-

pression was adjusted by the three first principal components of the ge-

netic data to account for population membership and structure, gender,

the laboratory of sequencing and a variable number of factors to cap-

ture technical counfounding effects. cis eQTL mapping was carried out

within 1.5 Mb of each transcript surrounding the inversion together with

all neighboring 1000GP variants (MAF > 0.05). We found that HsInv0124

is the lead eQTL of AC136475.2 and AC136475.1 non-coding genes lo-

cated at its breakpoints, as shown before (Giner-Delgado et al. 2019)

(Figure 3.7). Interestingly, these are copies of the same gene located

at the inverted segmental duplications, and the inversion effect may be

caused by an exchange of the promoter region. In fact, in O2 /O2 indi-

viduals AC136475.1 expression is up-regulated and AC136475.2 down-

regulated. Additionally, a novel discovered isoform (TN2 ), which is an

IFITM3 antisense transcript, also showed significant expression changes,

indicating that HsInv0124 clearly affects several isoforms transcribed close

to its breakpoints.

Since IFITM genes can modulate viral restriction response and are ac-

tivated after infection, we searched for genome-wide expression changes

associated to HsInv0124 by analyzing RNA-Seq data from the 10 LCL
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samples stimulated with IFN (Figure 3.8). Since just five O1 /O1 and

O2 /O2 individuals were compared, we controlled by low expressed genes

and genes with high variation in expression that may bias the results.

We employed DESeq2 (Love et al. 2014) to contrast gene expression be-

tween O1 /O1 and O2 /O2 samples. Consistent with Geuvadis analysis, a

log2 fold change of -1.38 (P = 7.82 × 10−9) and 2.07 (P = 1.55 × 10−6)

were found for AC136475.2 and AC136475.1 lncRNAs between O2 and

O1 homozygotes. Within the HsInv0124 region, novel non-coding tran-

scripts TN1 and TN3 also showed significant differences between inversion

genotypes. After filtering genes with expression outliers, we detected 87

differentially-expressed genes across the genome (adjusted P < 0.1) with

moderate fold changes (>95% of genes with log2 fold change below -3.24

and above 3.50), of which 24 were down-regulated and 62 up-regulated.

Next, we used GOrilla enrichment analysis tool (Eden et al. 2009) to

detect functional relationships among these differentially expressed genes,

finding two enriched GO biological process categories (adjusted P < 0.05):

type I interferon signaling pathway and defense response to virus. To con-

firm this enrichment, we permuted five times the list of genes uncovering

no statistically significant gene ontology (GO) terms. Thus, we selected

6 genes involved in the interferon signaling pathway with different fold-

change and significance values to validate their expression using real-time

quantitative PCR. All these genes showed good validation. Remarkably,

some of these genes did not show expression changes in non-stimulated

LCLs, which could indicate that differences are enhanced after cell stim-

ulation.

3.4.3 HsInv0124 and epigenetic changes

Since the activity of many genes is orchestrated by epigenetic regula-

tion, we next investigated how HsInv0124 affects three well-studied hi-

stone modification marks (H3K4me1, H3K4me3 and H3K27ac) that are

known to capture enhancer and promote activity, using available ChIP-

seq data (Delaneau et al. 2019). Interindividual correlation between chro-

matin peaks showed that HsInv0124 is within a previously described cis-

186



Chapter 3. Results

Figure 3.6 – De novo transcriptome annotation around inver-

sion HsInv0124. (A) Overview of the experimental design to generate

high-coverage RNA-seq reads from 5 O1 /O1 and 5 O2 /O2 LCL samples

stimulated with IFN. (B) Diagram showing the structure of the final set

of 40 transcripts present in the IFITM locus. Colors depict how each

transcript has been annotated (see Methods) and arrows indicate the di-

rection of transcription. A predicted IFITM2 -IFITM1 fusion transcript

in GENCODE is also indicated, although it is likely just generated from

IFITM1.

regulatory domain (CRD) (Delaneau et al. 2019), i.e. a delimited set

of chromatin elements with coordinated activity. By analysing the effect

of HsInv0124 on histone modifications from 145 non-stimulated LCLs de-

rived from European individuals, we identified that the inversion is the

lead variant associated with the global CRD activity (aCRD-QTL) (Fig-

ure 3.9). Although some histone modification peaks differ from the general

trend, overall chromatin signals are lower in O2 /O2 individuals, suggest-

ing weaker CRD activity in this orientation. When testing each specific

chromatin peak within the CRD, HsInv0124 appeared as chromatin QTL

(cQTL) of three chromatin peaks that fall close to its breakpoints (Figure

3.10). To understand the mechanism by which the inversion affects histone

modification levels around the breakpoints, we analyzed ChIP-seq profiles

of 10 O1 /O1 and 6 O2 /O2 experimentally genotyped individuals. The

presence of H3K4me1, H3K4me3 and H3K27ac marks at both sides of the

inversion was inversely correlated, i.e. with the change of orientation the

histone activity of one side increases whereas there is a decrease in the
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Figure 3.7 – Regulation of gene expression by HsInv0124 in

LCLs. (A) Manhattan plots for eQTL associations of non-coding genes

AC136475.1 and AC136475.2 (represented in gray) with 1000GP variants

(dots) and HsInv0124 (red line with terminal rectangles representing the

breakpoints) in 454 LCLs from Geuvadis project, together with boxplots

of normalized expression and inversion genotype. HsInv0124 is shown as

the lead variant. Each neighboring variant is coloured according to LD

with the inversion. (B) Organization of the IFITM locus, with the struc-

ture of the non-coding genes affected by the inversion represented below

(blue boxes) and the IFITM genes (grey boxes) above. Inverted seg-

mental duplications are depicted in orange, while inversion breakpoints

within them are in yellow. (C) Significant GO biological process term

enrichment among differentially-expressed genes between 5 O1 /O1 and

5 O2 /O2 LCL samples stimulated with IFN obtained with GOrilla tool

(Eden et al. 2009).

other flank (Figure 3.11). This effect could be related to the extension

of a strong histone modification peak located within the inversion to the

surrounding regions (Figure 3.12).

Interestingly, IFITM2 and IFITM3 TSSs are within these peaks and also

overlap with H3K4me3 marks, known to tag promoters. In this regard,

O2 orientation is associated to an increase in H3K4me1 levels at IFITM3,

while this HsInv0124 orientation is linked to and a depletion in the lev-

els of both H3K4me3 and H3K27ac at IFITM2 region (Figure 3.10). To
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Figure 3.8 – Differentially-expressed genes associated to

HsInv0124 in LCLs stimulated with IFN. Expression counts ob-

tained by RNA-seq for genes located close to HsInv0124 (AC136475.2,

AC136475.1, TN3 and TN1 ) and related to type I interferon pathway

(RNF125, ISG20, ISG15, IFI35, IFI6 andMX1 ). Arrows indicate the di-

rection of the expression change between the median values obtained for

the homozygotes with each inversion orientation.

characterize the interplay between HsInv0124, epigenetic signals and gene

expression, we correlated each of these histone modifications affected by

HsInv0124 with all genes at the IFITM locus. We identified 12 highly

significant associations between chromatin activity and expression (P <

0.001) for six genes, including non-coding genes AC136475.2, AC136475.1,

TN5 and TN1. However, the strongest associations with histone peaks

were detected for IFITM2 and IFITM3 expression levels, showing that

HsInv0124 can perturb potential regulatory elements, which in turn results

in variable activity of IFITM genes. In fact, H3K4me1 changes explained

about 17% of the variation in IFITM3 expression, while those in H3K4me3

and H3K27ac explained ∼16% and 32% of IFITM2 variation, respectively.

Since stronger histone modification peaks correlate with higher expression

levels, O2 orientation is therefore linked to higher IFITM3 and reduced

IFITM2 transcription. Additionally, IFITM2 expression was strongly as-
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sociated with global CRD activity (P = 2.55 × 10−8), but IFITM1, TN2,

TN5, AC136475.1, AC136475.2 and AC135475.7 were significantly cor-

related as well (P < 0.01), confirming the pervasive effects of HsInv0124

on epigenetic changes and gene expression.

Figure 3.9 – Association of HsInv0124 to a cis-regulatory domain

(CRD) activity. Caption on the following page.
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Figure 3.9 – Association of HsInv0124 to a cis-regulatory do-

main (CRD) activity. (A) HsInv0124 affects a CRD placed at the

IFITM locus. The upper panel shows the map of the inter-individual

correlations between chromatin peaks in a small region of chromosome

11 around the inversion showing the CRD as a blue triangle labeled with

a black bar. Below, manhattan plot for CRD-QTL association in LCLs,

showing HsInv0124 (red line with terminal rectangles representing the

breakpoints), as the top variant. (B) Detail of the previous panel, show-

ing the pairwise correlations between the 15 chromatin peaks that form

part of the CRD (represented with the same scale as in A) and the ge-

nomic localization of the peaks with respect to the three IFITM genes. (C)

Distribution of the normalized activity of all chromatin peaks contained

within the CRD and stratified by inversion genotype. Coloured boxplots

indicate histone peaks where HsInv0124 is the lead variant affecting their

activity. (D) Boxplots of normalized global CRD activity by inversion

genotype.

3.4.4 HsInv0124 effect on gene expression under infection

As we have seen, different genes related to the interferon pathway change

their expression profile under interferon stimulation in association with

the inversion orientation. To check the potential effects of HsInv0124 un-

der infection, we retrieved RNA-Seq data collected in non-stimulated and

stimulated CD14+ monocytes derived from 100 individuals with European

origin (Quach et al. 2016). Stimulated monocytes were exposed to bac-

terial lipopolysaccharide (LPS), Pam3CSK4 (which triggers antibacterial

immune responses), R848 compound (responsible for sensing viral nucleid

acids), and to human influenza A virus (IAV) responsible of seasonal in-

fluenza. We imputed HsInv0124 status in these samples and carried out an

eQTL mapping approach as before. Inversion HsInv0124 appear as lead

variant of IFITM3 expression in 4 of the 5 conditions checked, includ-

ing non-stimulated monocytes and cells exposed to LPS, R848 and IAV

(Figure 3.14). In the case of Pam3CSK4, the lead variant was rs7944394,

which is in high LD with rs34481144 (r2 ≈ 0.8), an SNP already pos-
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Figure 3.10 – HsInv0124 regulates gene expression in IFITM lo-

cus through histone modification marks in LCLs. (A) Manhattan

plots for hQTL associations of histone modification peaks in LCLs with

1000GP variants (dots) and HsInv0124 (red line with terminal rectan-

gles representing the breakpoints), showing the inversion as lead variant.

1000GP variants are coloured according to LD with the inversion and the

peak location is indicated in grey. (B) Boxplots of normalized signal of

different histone modifications by inversion genotype. (C) Correlation be-

tween the activity of each chromatin peak and gene expression of IFITM2

and IFITM3 genes.

tulated to modulate IFITM3 levels (Allen et al. 2017). Remarkably,

inversion HsInv0124 was the lead eQTL of 7 genes under IAV infection,

including IFITM3, AC136475.2, TN1, AC136475.1, and also new genes

not discovered before such as IFITM5, NLRP6 and AC136475.6 (Figure

3.13). All these genes were up-regulated when exposed to IAV than in non-

stimulated conditions. Curiously, in LCLs, AC136475.1 and AC136475.2
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Figure 3.11 – Detail of Inv0124 affecting histone modification lev-

els. Chromatin activity profiles measured by ChIP-seq reads and mapped

in an O1 genome (blue pattern) and in an O2 predicted genome (red

pattern). Density plots are based on data from 10 O1 /O1 and 6 O2 /O2

experimentally genotyped individuals.

Figure 3.12 – Potential mechanism by which HsInv0124 is affect-

ing histone modification levels in the surrounding region. Poten-

tial mechanism of the effect of the inversion on histone modification peaks.

The change of orientation of the inverted region apparently increases the

chromatin activity close to one breakpoint due to the proximity of the

peak within the inversion, while in the other side the chromatin mark

outside the inversion is decreased. The orange rectangles represent the

segmental duplications flanked the inversion, shown as a pink arrow.

expression was increased and decreased, respectively, in O2 /O2 individu-

als, whereas the opposite is happening in CD14+ monocytes following IAV

treatment and expression of the two lncRNAs is almost undetectable in

non-stimulated monocytes. Interestingly, protein-coding genes IFITM5,

NLRP6 and IFITM3 displayed higher levels of expression in cells with

the O2 allele. IFITM5 is a member of the IFITM family that has not

been shown to be interferon inducible. In fact, IFITM5 has been de-
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scribed to play a role in bone mineralization and mutations in this gene

has been associated with osteogenesis imperfecta type V (Semler et al.

2012). However, while IFITM5 remains at low levels in O1 /O1 monocytes

treated with IAV comparable similar to those in non-stimulated cells, its

expression is highly increaseds in cells with the O2 orientation. NLRP6

encodes an intracellular protein that has been associated with a large

number of immunological roles, including antiviral immunity, signaling or

host-microbiome interaction regulation (Levy et al. 2017). Additionally,

several IFITM1 and IFITM2 transcripts appeared to be affected by the in-

version. Altogether, these findings indicate a strong cell type and context

specificity of gene-expression regulation in this region, and they demon-

strate that HsInv0124 has pervasive effects on gene expression, especially

under immune response and viral infection conditions.
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Figure 3.13 – HsInv0124 is associated to IFITM3 expression

in CD14+ monocytes. We represent three panels: (i) expression of

IFITM3 measured in transcripts per million (tpm) in non-stimulated

monocytes (NS) and under different stimuli (LPS, Pam3CSK4, R848 and

IAV) from 100 healthy donors of European origin; (ii) manhattan plot

for eQTL association with IFITM3 in monocytes stimulated with IAV,

showing HsInv0124 (red line with terminal rectangles representing the

breakpoints) as lead variant; (iii) Boxplots of IFITM3 expression (tpm)

by inversion genotype in non-stimulated and stimulated monocytes with

LPS, Pam3CSK4, R848 and IAV.
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Figure 3.14 – Pervasive effects of HsInv0124 on gene expression

in monocytes stimulated with IAV. For each gene, we represent three

panels: (i) expression measured in transcripts per million (tpm) in non-

stimulated monocytes (NS) and under different stimuli (LPS, Pam3CSK4,

R848 and IAV) from 100 healthy donors of European origin; (ii) boxplot

of expression levels (tpm) by inversion genotype in stimulated monocytes

with IAV; and (iii) Manhattan plot for eQTL associations in stimulated

monocytes with IAV, showing HsInv0124 (in red) as lead variant.

3.5 Comprehensive analysis of the influence of

human inversions on gene expression, epige-

netic changes and phenotypic variation

3.5.1 Inversion set and genotype calling

Inversions are known to be a challenging class of structural variant to

detect and genotype accurately. Thanks to different inversion genotyp-

ing efforts, in previous studies we analysed the effect of 61 inversions on

gene expression mainly in LCLs, but also indirectly in other tissues and

conditions through tagging variants (Giner-Delgado et al. 2019; Puig et

al. 2019). One of the main problems is that existing inversion predic-
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tions tended to include a extremely high rate of false positives (Mart́ınez-

Fundichely et al. 2014; Vicente-Salvador et al. 2017;). Therefore, to

extend these analysis to the maximum number of possible inversions, we

searched for evidences of inverted sequences in publicly available recon-

structed sequences from human genome assemblies for already predicted

inversions by different methods (Chaisson et al. 2015; Sudmant et al.

2015; Hehir-Kwa et al. 2016; Huddleston et al. 2016). In total, we ex-

perimentally validated 50 additional inversions, which were subsequently

genotyped in populations from three continents (EUR, AFR and EAS).

From the entire set of 109 autosomal and chr. X validated inversions (ex-

cluding two in chr. Y), 63 and 54 have tag variants (r2 = 1), respectively,

in genotyped European and African populations included in 1000GP Ph3

(Figure 3.15). Additionally, 45 inversions have variants in perfect LD in

both African and European populations and this number increases to 63

if we considered those inversions that are monomorphic in one of these

populations. Tag variants make possible to estimate the genotype of these

inversions that are untyped in cohorts of interest. For the rest of inversions

without a perfect proxy, we evaluated whether they could be accurately

imputed using the combined information of neighboring variants. Individ-

uals from 1000GP Ph3 with experimental inversion genotypes were used to

generate two reference panels of genomic variation with distinct ancestry:

EUR and AFR. Next, we carried out a leave-one out strategy by excluding

one genotyped individual at a time and inferring subsequently inversion

status from the remainder sample set (see Methods). We found that 13

and 16 (out of 36 and 41) inversions from European and African panels,

respectively, can be imputed in silico with enough precision (r2 between

imputed and experimental genotypes > 0.8) (Figure 3.15). If we consider

the imputation performance globally, only 13 out of 44 inversions can be

accurately imputed in both populations, pointing out that the genotypes

of approximately two thirds of non-tagged inversions cannot be inferred

(Figure 3.15). Moreover, since they are based in whole-genome sequences,

these findings give an upper estimate of imputation accuracy, and low-

density SNP arrays commonly used in association studies are expected to

result in lower imputation performance rates. The maximum LD observed
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between inversions and neighbouring variants highly correlated with im-

putation accuracy (P = 2.78 × 10−8 in EUR; P = 3.15 × 10−4 in AFR)

(Figure 3.15). However, there are several other factors that can influence

these estimates, including the influence of other variants in moderate to

high LD or inversion frequency. There are notable exceptions in which

the highest linked variant reports inversion genotypes with more accuracy

than imputation, such as in HsInv0072, whereas the opposite happens for

HsInv0390 in EUR, which benefits from imputation. Also, HsInv0393 and

HsInv0403 have highly linked variants (r2 > 0.8) in EUR and these were

used as proxy together with imputable and tagged inversions for down-

stream analysis.

3.5.2 The impact of human inversions on gene expression

and epigenetics

We performed a detailed analysis of inversions acting as eQTLs (INV-

eQTLs) by testing associations between inversion genotypes and gene ex-

pression in 45 tissues, 11 brain subregions and 34 other body tissues and

organs, as well as two cell lines, cultured fibroblasts and EBV-transformed

lymphocytes, from the GTEx project (GTEx Consortium 2017). Tran-

scriptome RNA-Seq data was retrieved from the GTEx portal and nor-

malized by population structure and technical confounders (see Methods).

We performed a joint eQTL mapping including nearby variants (up to 1

Mb from the TSS) to measure the relative contribution of each polymor-

phism to gene expression variation. We used a cis window of 1 Mb on

either side of a gene TSS that included at least one autosomal or chr. X

inversion. As shown in Table 3.1, we only report INV-eQTL associations

that are lead variants or in high LD (r2 > 0.8) with top markers at 5%

FDR.

This analysis confirmed previously-reported effects of HsInv0573 and

HsInv0786, which are known to harbour several functional changes that

are supposed to be driven by variants within the inversion (de Jong et al.

2012; González et al. 2014, Puig et al. 2019). Interestingly, we also found
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Figure 3.15 – Feasibility of inversion imputation. (A) Total number

of polymorphic inversions that are tagged in European (EUR) and African

(AFR) populations in the complete set of experimentally-validated autoso-

mal and chr. X inversions. Venn diagram was done with BioVenn (Hulsen

et al. 2008). (B) Genotype imputation accuracy of 36 and 41 inversions

without perfect tag variants in Europeans and Africans, respectively. Im-

putation was performed with IMPUTE v2.3.2 based on 1000GP Phase 3

variants for European and African individuals with known inversion geno-

types as reference panels (see Methods). Concordance between imputed

and experimental genotypes (r2) were based on masking one of the geno-

typed individuals and comparing imputed and true genotypes (blue bars).

Only inversions that can be inferred with enough precision (r2 > 0.8, red

line) are selected for molecular QTL analysis in other datasets. Maximum

LD between inversions and neighbouring genomic variants (yellow points)

was higher for inversions with better imputation accuracy. (C) Number

of inversions classified according to the performance of in silico genotype

calling. Around 2/3 of non-tagged inversions cannot be reliably imputed.
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a novel inversion, HsInv1110, associated with the expression of several

pseudogenes and protein coding genes, such as LIPI, which has been as-

sociated with dyslipidemia (Wen et al. 2003), and RBM11, implicated in

alternative splicing processing (Pedrotti et al. 2012) (Figure 3.16). Unlike

HsInv0573 and HsInv0786, which maintain relatively-divergent haploypes

of highly linked variants (Puig et al. 2019), HsInv1110 does not show high

LD with other variants and appears as the clear lead eQTL and likely

causal variant of these changes, suggesting that it probably has an impact

on chromosomal environment. These three inversions suppose around 80%

of the total number of inversion-expression association pairs (53%, 17%

and 10% for HsInv0573, HsInv0786 and HsInv1110, respectively). More-

over, we found 46 other inversions also directly associated with the expres-

sion of a gene. This represents basically half of the inversions assessed in

Europeans and it highlights the substantial potential consequences that

inversions can have in the genome. In this sense, there are a number of

interesting candidates that may cause important gene-expression changes.

For example, the intronic inversion HsInv0174 is associated with the ex-

pression of the gene PTPRF in testis, which may contribute to insulin

resistance (Mander et al. 2005) and cancer (Tian et al. 2018) (Figure

3.16). Other cases in which the inversion is in high LD with the top

eQTL include HsInv0191 and FUT11, which encodes a fucosyltransferase,

or HsInv1075 and POLA2, which encodes a DNA polymerase accessory

subunit.

Next, we examined inversion effects on histone modification marks, DNA

methylation and chromatin accessibility available in a subset of LCL sam-

ples. We found epigenetic changes associated with 12 inversions in LCLs

(Table 3.1), providing insights into inversions that may influence gene

expression through epigenetic modification of regulatory elements. In

Giner-Delgado et al. (2019), we already mentioned HsInv0031 as an in-

teresting candidate that is associated with lower levels of FAM92B in

cerebellum and in almost perfect LD with a suggestive locus associated

with Alzheimer’s disease (Pérez-Palma et al. 2014). Here, we found that

the inverted allele is also associated with a restricted chromatin accessi-

bility region close to HsInv0031 and with higher levels of histone methyla-
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tion, but the relationship between these elements and FAM92B expression

needs to be validated experimentally in cerebellum. Other interesting in-

versions affecting epigenetic marks and gene expression are HsInv0030,

HsInv0124 or HsInv1110, among others.
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Table 3.1 – Summary of inversions acting as QTLs of different molecular phenotypes.

Molecular

phenotype
Tissue Reference Population

Sample

size

INV-QTLs or inversions

in high LD with QTLs

Gene

expression

LCLs

(Geuvadis)

Lappalainen

et al. 2013
EUR 358 21

Gene

expression

45 tissues and

2 cell lines (GTEx)

The GTEx

Consortium 2017
EUR 32-421 969

Histone

modification
LCLs

Delaneau

et al. 2019
EUR 145 30

DNA

methylation
LCLs

Moen

et al. 2013
EUR+AFR 103 7

Chromatin

accessibility
LCLs

Degner

et al. 2012
AFR 59 1
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Figure 3.16 – Examples of cis INV-eQTLs in different tissues.

Manhattan plots for gene expression associations in which an inversion is

the sentinel variant (A, B) or is in high LD with the top marker (C, D).

Inversions are depicted as dark red rectangles. The grey bar shows the

position of the affected gene. Dots indicate 1000GP variants and the color

represents the LD with the inversion according to the scale shown.

3.5.3 Inversions and phenotypes

We explored the contribution of polymorphic inversions to phenotypic

variation using known GWAS hits collected in the NHGRI GWAS Cata-

log database (MacArthur et al. 2017). We found a 1.44-fold enrichment

(P = 0.05) of GWAS signals in the inversion and flanking regions (±
20 kb) (Figure 3.17), which increases to 1.85-fold for inversions >100 kb

(4 = 0.04). This supports the potential role of inversions on phenotypic

traits. Apparently, nine individual inversions were driven these results,
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since they showed a higher number of trait and disease-associated signals

in their surrounding regions than would be expected by chance (Figure

3.17). For example, GWAS signals detected close to HsInv0124, which is

located at the IFITM locus, are related to distinct blood cell counts and

percentages. Also, there are many hits involving bone mineral density

for HsInv0095, mental abilities and psychological conditions (intelligence,

attention deficit hyperactivity disorder, educational attainment or adven-

turousness) for HsInv0174 and IgG glycosylation patterns for HsInv1321.

Figure 3.17 – Enrichment of previously reported GWAS signals

on inversion regions. Deviation in observed minus expected values of

GWAS Catalog trait-associated signals within inversions and flanking re-

gions (± 20 kb), taking into consideration different groups of inversions

(A) or individually (B). An stronger enrichment was found for larger inver-

sions (A). Density distributions for nine individual inversions that showed

a significant enrichment of GWAS signals (nominal P < 0.05, one-tailed

permutation test) (B) represent the 95% one-side confidence interval with

the median indicated by a red dot.

We next screened for inversions that were in strong LD (r2 ≥ 0.8) with

significant GWAS variants in the corresponding population in which the

association was reported and that were likely to explain prior GWAS re-

sults. HsInv0573 and HsInv0786 are associated with many distinct phe-

notypes, that range from neurodegenerative disorders to immunological

conditions, as already demonstrated in earlier works (Puig et al. 2019).

In addition, we found several promising candidates with convincing evi-

dence of phenotypic association, and in many cases also of gene expres-
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sion effects: HsInv0014 is associated with AKR1C1 blood protein levels

and the anthropometric traits height and waist-hip ratio (Figure 3.18);

HsInv0030 has been already described to be implicated in chronic pancre-

atitis susceptibility (Rosendahl et al. 2018); HsInv0395 is linked to a risk

allele for educational attainment and is in LD with eQTLs for the gene

MAGEH1, which has been shown to interact with the p75 neurotrophic

receptor (Tcherpakov et al. 2002); HsInv0286 is predicted to affect the

expression of the long non-coding RNA LINC01445 and is in LD with a

GWAS hit for smoking initiation; and HsInv0379 is associated with type 2

diabetes in Japanese population and was already described to disrupt the

transcription factor ZNF257 and generate a new fusion transcript (Puig

et al. 2015a). Besides, it was already reported that HsInv0191 is in com-

plete LD with GWAS hits related to atrial fibrillation and systolic blood

pressure (Christophersen et al. 2017; Kichaev et al. 2019), and we found

an association with FUT11 in colon. Although GWAS and eQTL signals

suggest that both traitss may be produced by the same underlying causal

variant, we identified inversions with strong phenotypic associations but

without a clear candidate gene. For example, HsInv0068 is associated

with the age at menarche, and the inverted allele of HsInv1075 is linked to

a lower performance on intellectual tasks (highest math class taken) and

higher insomnia. In total, 14 inversions are associated with GWAS signals,

which constitutes a high proportion for this type of variants (13%) taking

into account the reduced number of inversions with highly linked SNPs

that could be interrogated. In fact, the low LD with SNPs in recurrent in-

versions excludes around half of our inversion set from this analysis. These

findings, combined with the gene expression and epigenetic analysis de-

scribed above, indicate that a substantial fraction of inversions could play

a relevant role to the biology of human traits and disease. Nevertheless,

empirical validation is needed to establish causality for trait-associated

inversions.
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Figure 3.18 – Candidate INV-eQTLs associated to GWAS hits.

Manhattan plots for cis-eQTL associations, showing inversions as poten-

tial lead variants. (A) HsInv0030 creates hybrid transcripts from CTRB1

and CTRB2 genes, and has been associated with chronic pancreatitis.

(B) HsInv0014 is predicted to be causal eQTL for AKR1C1 and AKR1C2

genes and is linked to signals for height and waist-hip ratio. (C) HsInv0286

is associated with the expression of the long non-coding RNA LINC01445

and is a known risk allele for smoking initiation. Dark-red rectangles rep-

resent the predicted causal inversions, and dots other 1000GP variants

with the colors indicating its LD (r2) with the inversion. Reported GWAS

risk variants are shown.
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3.5.4 Detailed characterization of HsInv0014 and

HsInv0030 functional effects

The inversions with the clearest effect on gene expression are those af-

fecting directly gene structure. For instance, HsInv0379 and HsInv1051

have been already reported to disrupt completely a gene and generate new

fusion transcripts (Puig et al. 2015; Giner-Delgado et al. 2019). There-

fore, we examined in more detail inversions HsInv0014 and HsInv0030,

which are associated with both phenotypic traits and strong changes in

gene expression levels. As already described (Pang et al. 2014; Giner-

Delgado et al. 2019), HsInv0030 exchanges the 5’ exon and promoter

of chymotrypsinogen precursor genes CTRB1 and CTRB2 that partially

overlap with the segmental duplications at inversion breakpoints (Figure

3.19). These genes, only expressed in pancreas, have small nucleotide dif-

ferences at the first and last exons located outside the segmental duplica-

tions that allow us to differentiate reference transcripts from the derived

O1 orientation and exchanged transcripts in the ancestral O2 orienta-

tion. In effect, we designated the annotated CTRB1 and CTRB2 from

human reference genome as CTRB1-R and CTRB2-R, and the recon-

structed forms in the O2 allele as CTRB1/2-Q for the reference version

with the promoter and first exon of the paralogous gene. By mapping

pancreas RNA-Seq reads from 7 O1 /O1 and O2 /O2 homozygore indi-

viduals, we found that, unlike CTRB2-Q and CTRB1-R, CTRB1-Q and

CTRB2-R show a significant change in expression levels despite sharing

the same promoter (Figure 3.19), suggesting the existence of additional

regulatory processes.

Similarly, HsInv0014 switches the position of the main isoforms of the

aldo-keto reductases AKR1C1 and AKR1C2 genes, encoding two main

aldo-keto reductases isoforms. We found that in LCLs the O2 orienta-

tion generates a highly-expressed isoform starting outside the inversion

with the 3’ end corresponding to the AKR1C2 exons (Figure 3.20). We

also investigated the gene-expression profiles in two other different tissues

(Figure 3.21). In adipose tissue, both isoforms within the inversions are

expressed at high levels with similar profiles, whereas in testis, AKR1C1
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shows higher expression than AKR1C2 in the O1 allele and the other way

around in the O2 orientation. These findings illustrate that HsInv0014

acts through diverse mechanisms on gene regulation, which are tissue spe-

cific.

Figure 3.19 – Molecular consequences of inversion HsInv0030.

(A) RNA-Seq profiles from GTEx reads obtained in pancreas for 7 O1 /O1

and 7 O2 /O2 individuals mapped to the first and last exons of CTRB1

and CTRB2 genes. Inversion breakpoints are depicted in pink. RNA-

seq profiles were visualized on Integrative Genomics Viewer (Robinson

et al. 2011). (B) CTRB1 and CTRB2 genes are exclusively expressed

in pancreas. (C) Expression changes associated to HsInv0030 rearrange-

ment. While CTRB2-Q and CTRB1-R share the same promoter and have

similar levels of expression, CTRB2-R shows a strong expression increase

compared to CTRB1-Q.
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Figure 3.20 – HsInv0014 control of AKR1C1 and AKR1C2 ex-

pression is dependent on tissue. Diagram of gene AKR1C1 and

AKR1C2 remodelling by HsInv0014, showing the new extended isoform

expressed in O2 chromosomes and the RNA-Seq profiles from Geuvadis

LCL reads. HsInv0014 is in high LD with GWAS variants associated to

height and waist-hip ratio that are located within an intron of the new

isoform. Inversion breakpoints are shaded in pink.

Figure 3.21 – HsInv0014 regulation of AKR1C1 and AKR1C2

expression is dependent on tissue. RNA-Seq profiles from adipose

and testis tissues in the HsInv0014 region and boxplots of expression levels

of AKR1C1 and AKR1C2 according to inversion genotype. HsInv0014

appears to have diverse roles on gene regulation depending on the tissue

assayed. HsInv0014 breakpoints are indicated in red.
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Discussion

Despite structural variation contributes substantially to genetic diversity,

their association to complex traits is just beginning to be understood and

is still poorly characterized compared to SNPs. This is even more obvious

for inversions, which have often been set aside not only due to their bal-

ance nature but also because of the complex repetitive regions in which

their breakpoints tend to be located. In this new era of precision medicine,

QTL analysis has emerged as a decisive approach in the understanding of

how genetic polymorphisms, both single nucleotide and structural vari-

ation, influence gene expression and, in turn, human phenotypic traits.

Hundreds of studies have associated multiple genetic variants with tran-

script levels and other molecular phenotypes such as DNA methylation,

histone modifications or protein abundance. In fact, QTLs have been use-

ful to interpret GWAS results and have helped to uncover the mechanisms

underlying disease. In this regard, when this thesis started, only three in-

versions -17q21.31, 8p23.1 and 16p11- had been studied in some detail

and had been associated to expression changes and traits (Stefansson et

al. 2005; Myers et al. 2005; Zabetian et al. 2007; Webb et al. 2008; de

Jong et al. 2012; Salm et al. 2012; Okbay et al. 2016; González et al.

2014). There have been other studies designed to investigate structural

variation with distinct genotyping efforts, but unfortunately they were

restricted to a small number of inversions or limited in the amount of in-

211



Chapter 4. Discussion

dividuals analysed. The InvFEST Project took on the challenge and tried

to address this difficult technical task by developing unique techniques

aimed at inversion genotyping. Although there is not yet a single tech-

nique able to analyse all the different types of inversions and thousands of

individuals, the data generated constitutes an important step in the study

of human polymorphic inversions. Here we analyzed the potential conse-

quences of more than 100 inversions that have been accurately genotyped

in individuals from diverse human populations with different approaches,

which represents the most complete resource of this type of variants so

far. Specifically, we have done a detailed analysis of the impact of human

inversions on gene expression, epigenetic changes and phenotypic traits.

Moreover, we have also characterized particular candidates that should be

further investigated.

In the following pages, I will discuss in detail the main topics addressed

in this thesis.

4.1 Methodology, data and limitations of this

study

In mathematics, a theorem is a not self-evident statement that has been

proved. Mathematicians devote themselves to come up with theorems us-

ing other established theorems or postulates, which are statements that are

assumed to be true without proof. Theorems in mathematics are thereby

provable truths, meaning that successfully proven theorems are eternal

truths, and will be true forever and ever. This is not the case of natural

science and, in particular, life sciences, in which there are many examples

of things that were once accepted and got modified afterwards. Scien-

tific theories are established based on the accuracy of the instruments and

measurements employed in a specific time period. Therefore, independent

evaluation, replication and reproduction of results are basic on scientific

research. In contrast to exact science, natural scientists are aware that

they can only expect a finite amount of evidence or certainty and they
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generate temporary models to approach the reality.

In this sense, we tried to elucidate and understand the functional conse-

quences of many human inversions combining different sources of currently

available information, provided mainly by international projects such as

GENCODE, Geuvadis, GTEx or multiple GWAS of different traits and

diseases. Overall, this study describes the most complete analysis to date

of the impact that inversions might have in humans. We can foretell

that the publication in the near future of larger and more comprehensive

datasets will go in hand with a deeper interrogation of inversions impact.

However, before describing the significance of our findings, we will focus

on the limitations and pitfalls we encountered during this thesis, and the

advantages and disadvantages of the methodology we employed.

4.1.1 Gene expression quantification and QTL mapping

An standard eQTL analysis involves the direct testing of genetic poly-

morphisms with expression levels measured in tens to hundreds or even

thousands of individuals. In this work, we focused on publicly accessi-

ble expression datasets that included expression data mainly from LCLs

(Lappalainen et al. 2013), but also GTEx tissues (GTEx Consortium

2017) or monocytes exposed to different stimuli (Quach et al. 2016). De-

spite data from expression arrays exist in LCLs (Stranger et al. 2007a;

Stranger et al. 2007b; Stranger et al. 2012) for individuals genotyped by

the InvFEST project, all the measurements we used derived from RNA-

Seq. Indeed, RNA-Seq has replaced microarrays because the sequencing

technology can measure low expressed genes as well as distinct isoforms or

specific exons in a pervasive and genome-wide manner. In our case, this

has been useful to test inversion effects on alternative transcripts or exons

from the same gene. Besides, RNA-Seq reads allowed us to reconstruct

fusion transcripts generated by gene disrupting inversions, which would

have remained hidden otherwise. One important step in RNA-Seq anal-

ysis is the mapping of reads to quantify gene expression. Although there

are several RNA-Seq aligners, we preferentially employed STAR (Dobin
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et al. 2013), which according to benchmarking studies outperforms other

methods in most ways, from mapping accuracy to speed (Engstrom et al.

2013; Baruzo et al. 2017). Moreover, STAR, unlike novel alignment-free

tools, generates a BAM file in which aligned sequences are represented

and can be visualized with IGV (Robinson et al. 2011), which is useful

for describing in detail inversion effects on gene structures or splicing.

As already stated, the majority of our eQTL analyses have been conducted

on LCLs provided by the Geuvadis project (Lappalainen et al. 2013).

LCLs are human B cells immortalised with the Epstein-Barr virus and are

a very useful model system in molecular genetics for a number of reasons,

as we will discuss in more detail in the next section. Briefly, these cell lines

are commonly used to supply DNA for the HapMap and 1000GP genetic

variation studies, and they have also been used to examine genome-wide

expression profiles and generate other functional data at the population

level. This valuable resource was selected by the InvFEST project for in-

version genotyping due to the amount of information accumulated about

them and allowed us to assess their influence on gene-expression variation,

among other things. On the one hand, experimentally-generated genotyp-

ing data can be used for direct inversion eQTL mapping. This is important

for recurrent inversions, whose effects cannot be tested otherwise. How-

ever, only genes expressed in lymphocytes can be measured. Although

many eQTLs are shared across cell types, the expression of a particular

gene does not ensure similar regulatory patterns across distinct tissues,

thus preventing potential extrapolations (Nica and Dermitzakis 2013). On

the other hand, we also analysed other datasets by taking advantage of

SNPs in LD with our inversions as a proxy for imputing genotypes. Iden-

tifying inversion associations through variants that are inherited together

is a powerful and fast approach to scan effects in diverse QTL catalogues

very efficiently. However, despite genotyping of the specific tissues or cell

lines is not necessary, there are important problems with this approach, in

particular for recurrent inversions, since they lack tag SNPs and in silico

genotyping is not always accurate. Therefore, this has limited the analysis

of many of these inversions and their effects remain to be discovered in

such contexts. Moreover, many studies tend to omit chromosome X and
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such datasets often only recover information from autosomes, in which a

significant fraction of our inversions are located.

With regard to the methodology, in Giner-Delgado et al. (2019), we

employed distinct commonly-used eQTL mapping methods. Specifically,

three strategies for gene-expression analysis from LCLs were compared:

the one followed by the GTEx Project (GTEx Consortium 2017), the

edgeR-limma workflow (Robinson et al. 2010; Ritchie et al. 2015) and the

protocol recommended for the QTLtools software (Delaneau et al. 2017).

A common characteristic of eQTL finding methods is that they account

for unknown confounding effects by modeling and compiling those factors

into a set of variables in decreasing order of estimated impact. For ex-

ample, PEER (Stegle et al. 2012) and SVA (Leek et al. 2018) programs

-employed in the GTEx protocol and edgeR-limma, respectively- imple-

ment statistical models to uncover hidden factors that explain expression

variability. Similarly, PCA -performed with QTLtools- maximizes vari-

ability of the data when projected on each component. Thus, expression

values are adjusted by a set of covariates to correct by major effects that

can bias our results. Although it is not always clear the number of co-

variates that should be used, it is not recommended to have neither few

nor many, and several tests are often carried out to assess the optimal

configuration. After expression correction, linear regressions are applied

with FastQTL (Ongen et al. 2016) and QTLtools, whereas edgeR uses

negative binomial models for differential expression. In our case, a good

degree of consistency was achieved across these pipelines, considering the

different expression normalization protocols and analysis methods used.

In addition, results were further replicated in other independent datasets

such as GTEx, confirming the reliability of our findings and the robustness

of the different analysis methods.

In the gene-expression analysis, we predominantly searched for cis effects

instead of trans. In general, eQTL studies focus on proximal regulatory

variants, since finding trans eQTLs has been less successful so far, with

some notable exceptions (Small et al. 2011; Franceschini et al. 2012;

Grundberg et al. 2012; Westra et al. 2013; Lee et al. 2014; Fairfax et al.
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2014, GTEx Consortium 2017; Bonder et al. 2017; Võsa et al. 2018). The

amount of samples needed for interrogating the whole genome for regu-

latory effects in trans, besides the challenge it represents experimentally,

is an enormous statistical and computational task that limits this type of

analysis. In addition, methods aimed to adjust expression data by tech-

nical covariates, such as PEER or PCA, are likely to also capture trans

eQTL hotspots that are associated with multiple genes regulated by the

same transcription factors (Stegle et al. 2012). Therefore, gene expression

correction by potential technical confounders can unintentionally remove

few potential signals in trans, but no correction at all can lead to many

false positive signals. Novel strategies designed to discover trans eQTLs

take advantage of local eQTL mediators of such distal effects (Yang et al.

2017) or the interchromosomal coordination of regulatory elements (De-

laneau et al. 2019), and they could prove to be very useful in the future

for analysing additional inversion consequences.

In addition to gene expression, the same strategy is increasingly employed

to other types of quantitative phenotypes. In this sense, we applied QTL

methodology to test genetic effects on DNA methylation (Moen et al.

2013), chromatin state (Degner et al. 2012), histone modification (De-

laneau et al. 2019) and protein abundance (Battle et al. 2015). These

additional cellular QTLs allowed us to uncover regulatory mechanisms by

which variants exerts their effects and achieve a more integrative view of

the human genome function.

4.1.2 Tissues assayed and cell-specificity

Studying the regulatory function of the genome by interrogating multiple

tissues in large number of individuals is today a reality (Nica et al. 2011;

Grundberg et al. 2012; GTEx Consortium 2017). Nonetheless, most of

our initial knowledge came from the analysis of whole blood (Bonder et

al. 2017; Võsa et al. 2018), specific blood cells such as white cells (Fairfax

et al. 2014; Quach et al. 2016), or transformed LCLs (Stranger et al.

2007a; Stranger et al. 2007b; Stranger et al. 2012; Lappalainen et al.
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2013). Blood-derived cells have constituted a powerful resource for gene-

expression regulation research and continue to be so because they are an

easily accessible source to assay transcription or epigenetic changes on a

large scale. LCLs are one of the preferred options due to the simple cell

maintenance and that they serve as an unlimited supply of human mate-

rial that can be useful for different types of analysis and replication tests.

Estimates indicate that around 50-60% of human genes are expressed in

LCLs (Lappalainen et al. 2013; Chiang et al. 2017) and conclusions

about gene regulation obtained from these cell-types might be applied to

other tissues. In fact, recent data suggest that many eQTLs are shared

across tissues and, although there is still a significant proportion of tissue-

specific effects, tissue specificity was less prevalent than estimated at first

(Nica et al. 2011; Grundberg et al. 2012; Nica and Dermitzakis 2013;

GTEx Consortium 2017). Higher rates of tissue-specific eQTLs have been

found in those cohorts of individuals with larger samples sizes, but these

estimates can be indicating that subtle genetic effects are simply more dif-

ficult to replicate in tissues with fewer samples (GTEx Consortium 2017).

trans-eQTLs are also more restricted to particular cell types or tissues,

which could be a consequence of the immense statistical burden to de-

tect these effects. Although interrogating gene expression in the relevant

tissue is crucial, shared eQTLs could still be quite useful to decipher the

mechanisms behind GWAS results. For instance, eQTLs found in LCLs

regulating ORMDL3 have been useful to interpret significant GWAS as-

sociation signals in childhood asthma (Libiolle et al. 2007) and cis-acting

regulatory elements of PTGER4 in Crohn’s disease (Moffatt et al. 2007),

two autoimmune inflammatory disorders. LCLs have also helped to de-

termine candidate genes in conditions associated to more distant tissues,

such as autism (Nishimura et al. 2007) and bipolar disorder (Iwamoto

et al. 2004), which are diseases mostly related with the central nervous

system. Therefore, using LCLs for our analysis is a good approach to

characterise many eQTL associations that might reflect the basic function

of an inversion on gene expression and GWAS outcome.

While biologically-related tissues often tend to share eQTLs, others, like

blood or testis, have showed higher rates of tissue-specific eQTLs, and
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these findings must be taken into account to estimate the relative con-

tribution of each tissue to a given trait and infer where genetic causality

resides (Ongen et al. 2017). We found few inversions with shared effects

across different tissues, such as HsInv0041 on FAM124B in subcutaneous

adipose tissue, visceral adipose tissue and adrenal gland (Giner-Delgado

et al. 2019). Of especial interest are inversions 17q21, HsInv0786 and

HsInv1110, which seem to accumulate the largest fraction of INV-eQTL

associations, and their effects are pervasive across many tissues (see be-

low). Nevertheless, these were the exceptions and most of the inversions

in our set were acting as eQTLs in a tissue-specific manner. For exam-

ple, CTRB1 and CTRB2 genes are practically only expressed in pancreas

and the effect of HsInv0030 on them must be tested in the corresponding

tissue. Moreover, inversion HsInv0124 was lead variant for IFITM3 ex-

pression variation and, depending on the condition to which monocytes

were exposed, for other genes such as IFITM5 and NLRP6. This il-

lustrates the necessity of also covering all functional contexts -including

cell type, developmental stage or cell-state and environmental conditions-.

For instance, detected expression changes on the same transcripts can

be the opposite in different cell types, as happens for the non-coding

genes AC136475.1 and AC136475.2 placed at the segmental duplications

surrounding HsInv0124, which behave in opposite manner in LCLs and

stimulated monocytes, suggesting tissue-specific regulatory elements at

the IFITM1-3 region. Additionally, inversions can have a broad range

of molecular consequences depending on the tissue assayed, as the effect

of HsInv0014 on AKR1C1 andAKR1C2 expression patterns and isoform

usage. This tissue-specific phenomenon extends as well for the rest of

intermediate phenotypes, such as histone modifications (Delaneau et al.

2019) or DNA methylation (Gutierrez-Arcelus et al. 2015).

By focusing in some little-studied type of variants, characterizing the regu-

latory relationships between inversions and molecular processes in diverse

cell types will help us fill the substantial gap in our understanding of

the mechanisms underlying complex traits, as it is well known that those

variants discovered by GWAS tend to be eQTLs (Nicolae et al. 2010).

However, we must be cautious about our findings, since there could exist
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a regulatory variant that is affecting one gene in one tissue and is linked

to another gene in a distinct tissue, giving rise to potential misleading

biological interpretations about which gene is responsible of an increment

of disease risk (Nica and Dermitzakis 2013). Furthermore, a recent study

highlights that the real effect of many variants might remain to be dis-

covered, such as rs7903146, a major GWAS locus for type 2 diabetes,

that has now been found to be an eQTL for TCF7L2 restricted to pan-

creatic islets (Viñuela et al. 2019). GTEx tissues may not represent a

complete catalogue of all tissues in the human body, but it constitutes the

most comprehensive set so far. Therefore, we are confident that we have

discovered an important fraction of potential inversion effects, excluding

those of recurrent inversions.

4.1.3 Sample size, inversion frequency and genotype impu-

tation

In the main paper of the GTEx Project (GTEx Consortium 2017), the

authors confirmed that sample size strongly affected eQTL finding. Larger

collections of differentially expressed genes were discovered in those tissues

with more samples analysed. In fact, the number of significant gene-eQTL

pairs kept increasing for bigger sample sizes when the eQTL mapping

was repeated using sub-sets of various sizes of the donors of each tissue

(GTEx Consortium 2017). This indicates that size is one of the main

factors limiting statistical power and may suggest that virtually all genes

in the human genome are under genetic control. Remarkably, sample size

was a more important contributor to eQTL identification than adding

extra tissues due to shared eQTLs (GTEx Consortium 2017; Ongen et

al. 2017). An increase of tissues yields few tissue-specific effects, but

sample size supposes a bigger boost for eQTL analysis in order to find

smaller effect sizes and secondary independent eQTLs. Thus, having a

proper number of individuals with genotyped inversions is essential for

association studies. Similarly, frequency is another important factor that

can limit functional analysis. An inversion with low frequency results in

a reduced amount of individuals with different genotypes for statistical
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comparison. For example, HsInv1057 inverted allele is present at just 7%

frequency in African populations. This means that 0 or 1 homozygotes

-actually 0.5- for the inverted orientation would be expected in a cohort of

100 individuals, insufficient to test many molecular changes, whereas ten

times more individuals -1,000 samples- would be required for obtaining at

least 5 homozygotes.

In this regard, genotype imputation has been successfully used in GWAS

and eQTL analysis to obtain large cohorts and enable researchers to detect

variants with moderate effects. We used imputation to infer the orienta-

tion status of un-genotyped inversions with the purpose of increasing the

effective sample size. Imputation is based on the LD that is observed be-

tween directly assayed inversions and neighbouring variants, and matching

these patterns with a suitable reference population panel (Marchini and

Howie 2010). Therefore, it is essential to use a population in which inver-

sions have been experimentally genotyped that is genetically similar to the

panel we want to impute, since haplotypes must be comparable. Perfect

correlation was found between some inversions and SNP genotypes, and

these nearby tag variants can be used directly as proxy for the inversion

genotypes, as we did for the identification of GWAS signals in LD with

the inversions. In some other cases, no perfect tagging variants are found

and probabilistic estimates are given for unknown genotypes. Many im-

putation programs have been developed, including IMPUTE2 (Howie et

al. 2009), Beagle (Browning et al. 2007) or MaCH (Li et al. 2010).

On the other hand, since inversions specifically modify local recombina-

tion, nucleotide variation patterns can be used as footprints to uncover

inversion status and software packages aimed to impute inversions also ex-

ist. Some examples are PFIDO (Salm et al. 2012), inveRsion (Cáceres et

al. 2012), invClust (Cáceres and González 2015) and scoreInvHap (Ruiz-

Arenas et al. 2019). Most of them classify divergent haplotype groups

supported by the suppression of recombination and inversion status is in-

ferred through such haplotype-cluster memberships. However, these last

methods have not been benchmarked against other already established

software like IMPUTE2 and their real performance has not been clearly
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assessed. PFIDO and inveRsion were employed to impute HsInv0786 in a

previous study (González et al. 2014) with a significant error rate of ∼11%

according to experimental ddPCR genotyping (Puig et al. 2019), which

is also indicative of the presence of a recurrent chromosome with the un-

expected orientation. Furthermore, only 20 out of 59 inversions reported

in European individuals from the 1000 Genomes Project were suitable for

being genotyping with scoreInvHap (Ruiz-Arenas et al. 2019), illustrating

the limitations of these approaches. For that, we decided to use IMPUTE2

as one of the most commonly-used and reliable programs for genotype im-

putation. Another important problem is the high levels of recurrence

observed for some inversions. By evaluating the imputation accuracy for

several of the NAHR-mediated inversions by masking known genotypes

in a leave-one out strategy and comparing the number of correctly and

incorrectly inferred genotypes, we found that only ∼30% of inversions

without tag SNPs are susceptible of being imputed reliably, and the vast

majority of them cannot be imputed at all. For most of these inversions,

the lack of LD with nearby variants prevents their reliable calling. As a

consequence, a notable fraction of potential inversion effects are still miss-

ing, and high-throughput experimental techniques in order to genotype

those inversions in multiple individuals are needed. Alternative strategies

that we used aimed to include the maximum number of inversions in the

functional analyses were to focus on specific populations, because many of

these inversions have additional tag SNPs that are not present globally or

lower levels of recurrence in certain populations, which allow better rates

of imputation quality and precision. Increasing the number of genotyped

samples in a reference panel can also help to increase imputation accu-

racy in some cases. Finally, another crucial factor is the source of SNP

data, which can include arrays with low to high SNP coverage. As we

demonstrated for inversion HsInv0102, only high-density SNP arrays such

as OMNI arrays were useful for obtaining reliable HsInv0102 genotypes

and could be therefore used in association studies.

Despite these limitations, genotype imputation has been extensively

demonstrated to be an efficient strategy in our study of polymorphic inver-

sions by the improvements in INV-eQTL finding in the imputed datasets.
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When both experimentally-genotyped and imputed sets in LCLs were

available, we verified that this process was correctly implemented through

comparison of INV-eQTLs effect sizes, showing highly concordant results

and an enrichment of INV-eQTLs located closer to affected genes or tran-

scripts (Giner-Delgado et al. 2019). For example, the analysis of only

59 individuals with expression data genotyped by ddPCR confirmed that

only changes with large effect sizes can be detected with this small sample

size (Puig et al. 2019). Indeed, a considerable higher number of signifi-

cant results were found for those inversions that could be imputed in 387

European individuals in the same study. In addition to the gain in sta-

tistical power, imputation also provides better localized lead-eQTLs, as

illustrated by HsInv0124 and HsInv0030 (Figure 4.1). In these examples,

inversion imputation allowed us to uncover the likely causal variant of the

expression variation.

4.1.4 Inversions and phenotypic effects

GWAS analysis have identified thousands of trait-associated SNPs

genome-wide that have been used as evidence of variant functionality, since

they directly link common genetic variation with complex diseases. When

gene expression or other molecular phenotypes are measured throughout

the whole genome, trans eQTL mapping is similar to performing a GWAS

for each gene. However, our analysis of GWAS data suffers from several

limitations. First, we did not have any evidence about potential effects of

the inversions on phenotypic variation or a particular disease, and this is

an exploratory analysis of a wide range of phenotypes. Second, since we do

not carry out directly a GWAS -with the exception of the HsInv0102 asso-

ciation analysis with blood cancers-, only inversions with tag SNPs can be

tested by crossing these linked variants with GWAS hits. To have higher

power to detect potential associations, we focus on the population where

the association was reported, avoiding to rely only in global tag SNPs,

since more inversions possess population-specific variants in perfect LD.

Paradoxically, despite linked variants allow to check inversion potential

effects, high LD makes it difficult to identify causal variants. It is reason-
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Figure 4.1 – Manhattan plots of cis eQTLs of the genes NLRP6

in IAV-exposed monocytes and CTRB2 in pancreas with and

without inversion data. A map of the association of variants to tran-

script abundance of these genes shows clearly inversions as lead eQTLs

and exemplifies the increase in information when imputed genotypes are

included. The gray vertical bar indicates the position of NLRP6 (chro-

mosome 11) and CTRB2 (chromosome 16).

able to hypothesize that inversion rearrangements cover a larger fraction

of nucleotides and have more chances to affect genes located close to the

breakpoints than single SNPs. However, still some additional evidences

are necessary to pinpoint the inversion as responsible. Conversely, another

limitation of this analysis is that many inversions mediated by NAHR are

highly recurrent and those not associated with any SNP cannot be linked

to any phenotype. We know that around half of our inversions are orig-

inated by NAHR and their contribution to the studied traits is thereby

likely missing from GWAS data. Not even all non-recurrent inversions
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have tag SNPs and sometimes tagging variants are not covered by typical

arrays, which can reduce even more the amount of candidates (Giner-

Delgado et al. 2019). Finally, characterizing the molecular functions of

the causal variants and how they lead to disease risk is often intricate and

require extensive functional analysis that are labour intensive.

An integrative analysis of GWAS and eQTL data is a powerful approach

to interpret GWAS results and can compensate in part these limitations,

since regulated genes are possible candidates for mediating phenotypic

effects. Interesting examples include HsInv0031, where the inverted ori-

entation is linked to lower FAM92B expression in cerebellum and is in

LD with a variant associated with Alzheimer’s disease risk, or HsInv0014,

which is associated to height and waist-hip ratio traits, as well as to the

expression of AKR1C1 and AKR1C2 -implicated in hormone metabolism-

in testis, LCLs and many other tissues. However, it is undeniable that a

complete catalogue of eQTLs across all cell types and contexts has not

been achieved yet. Thus, we may merely fail to identify the specific tis-

sue or cell type where genetic causality arises. Examples are HsInv0068

and HsInv1075, which have phenotypic associations -age at menarche and

performance on intellectual tasks-, but no clear candidate genes have been

found yet. Also, HsInv0191 has been associated with atrial fibrillational

and systolic blood pressure, and is linked to FUT11 expression, but the

role of this gene has not been evaluated in these clinical conditions.

We should also take into account that it is possible that many inversions

are not associated with a phenotypic trait because such effects have not

been uncovered yet. For instance, when Puig and colleagues (2015b) pub-

lished a study about the inversion HsInv0379, they were unable to detect

any association of this inversion with disease markers or other phenotypic

traits. Nevertheless, a tag SNP of the inversion, rs148316037, was identi-

fied recently as a susceptibility signal for type 2 diabetes in the Japanese

population in a meta-analysis of GWAS studies (Suzuki et al. 2019). Al-

though the authors suspected that the effect was driven by a missense

variant of the gene ZNF257 in high LD with the GWAS hit (amino acid

change Cys517Arg), the inversion is known to disrupt the gene in these in-
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dividuals. According to the linkage with SNPs, HsInv0379 has the largest

effect size of all the novel loci discovered in this study, which is consistent

with the fact that structural variants have a larger impact (the inversion

odds ratio would be 1.26, whereas that of the other signals are between

1.04 and 1.17). Curiously, the inverted orientation, which is found only at

low frequency in Asian populations and it was suggested that it is proba-

bly deleterious, would act as the protective allele, giving rise to a trade-off

scenario. Assuming that long inversions should generate unbalanced ga-

metes in heterozygotes, the beneficial effects on diabetes of this inversion

could help overcome slightly the negative impact on fertility to allow its

modest rise in frequency.

An important consideration for the association analysis is the selection of

a statistically significant cutoff. Given that a in this case we are focused

exclusively on human inversions, multiple testing burden may be reduced

substantially from regular GWAS. In Ruiz-Arenas et al. (2019), the au-

thors performed an association analysis of 15 inversions on breast cancer

without taking into account nearby variants. An important question in

this case is whether significant signals stem from the inversion as causal

variant or are simply due to other variants in LD, giving rise to mislead-

ing results. However, if an inversion is known to have clear consequences

on gene or protein expression, a targeted association study may be le-

gitimate. We therefore performed an association study on distinct types

of blood cancers with HsInv0102, which affects the protein levels of the

haematopoietic-specific G-protein Rhoh. Even when GWAS include most

genomic variants, the suggestive threshold is open to interpretation. We

mainly employed the NHGRI Catalog of published GWAS, which stores

a curated collection of SNPs highly associated with disease or traits, but

there are other databases, such as the GWASdb, which lists less significant

genetic variants. Since many true loci involved in disease susceptibility

may have moderate P values, we could favor sensitivity at the expense

of compromising specificity and expecting some degree of false positive

associations. However, we decided to stop using this last database in the

next studies after Giner-Delgado et al. (2019) because it is not updated

since 2015 and set for conservative criteria that ensure that the observed
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associations are reliable.

Another important consideration is that most GWAS analysis do not con-

tain forward conditional regression tests, but a few studies have success-

fully reported different SNPs located at the same locus and controlling a

specific trait (Yang et al. 2012; McLaren et al. 2015; Sun et al. 2018). The

routinely use of this approach, in which the association analysis is condi-

tioned on the sentinel variant with the lowest P value to test whether there

are any other significant hits, would enable the discovery of additional ef-

fects. This opens the door for a more exhaustive analysis of the role of

inversions that might be associated to novel independent conditional sig-

nals. This is the case of HsInv0201, which is linked to a secondary variant

associated to SPINK6 protein levels in human plasma (Sun et al. 2018).

4.2 Significance of findings. The functional im-

pact of human inversions

So far few inversions associated to certain phenotypes in humans have

been published. Although the underlying molecular mechanisms remain

unclear, these inversions have been involved in expression variation and

are supposed to manifest their effects through divergent haplotypes, such

as the well-studied 17q21.31 inversion affecting the tau gene MAPT and

related to neurodegenerative diseases and mental conditions (Stefansson

et al. 2005; Myers et al. 2005; Zabetian et al. 2007; Webb et al. 2008;

Okbay et al. 2016). Additionally, inversion 8p23 has been related to au-

toimmune diseases and personality traits (Salm et al. 2012; Okbay et

al. 2016) and 16p11 may influence IL-27 expression and the inverted al-

lele appears to protect against the joint occurrence of asthma and obesity

(González et al. 2014). However, a systematic quantification of the func-

tional impact of multiple inversions have been difficult to achieve because

technical limitations on genotyping. A joint eQTL analysis by the 1000GP

(Sudmant et al. 2015) attempted to uncover the effect of structural vari-

ation on LCL expression profiles. This study found 54 structural variants
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as lead eQTLs, but none of them were inversions. No inversions were in

strong LD with GWAS hits either. Only a 354-bp inversion was in moder-

ate LD (r2 = 0.58) with a lead-SNP for gene RAP2A (rs59395497). The

most comprehensive study published to date increased considerably whole-

genome sequencing depth (from previous low-coverage -median 7.4X- to

deep -median 49.9X-), improving SV detection and genotype accuracy,

and extended differential expression analysis across 13 tissues (Chiang et

al. 2017). In this case, 51 inversions were detected by breakpoint evidence

(14 with MAF > 0.05), although just a 198-bp inversion (HsInv0191 in

InvFEST) was associated to the expression of two genes (P4HA1 in skin

and FUT11 in nerve tissue), when using only SVs for eQTL mapping to

decrease multitesting burden. According to their genotype data, this in-

version was also in high LD (r2 = 0.88) with SNP rs10824026 reported

as susceptibility locus for atrial fibrillation. Moreover, the same inversion

(predicted as a 193-bp inversion) was reported in another study trying

to characterize non-repetitive, non-reference sequence variants in the Ice-

landic population (Kehr et al. 2017), and was now perfectly correlated

with the previous GWAS variant (r2 = 0.99). Remarkably, Chiang et al.

(2017) investigated as well rare SVs as the cause of expression changes with

large effect sizes, finding a 391-bp intronic inversion increasing ECHDC1

expression and a 3.6 Mb inversion associated to expression alteration of

3 genes located close to its breakpoints. Nonetheless, in general, the real

relevance of inversions on gene-expression heritability has been left out

and how much inversions contribute to phenotypic traits in humans has

not been addressed successfully.

Given the low success of previous studies at associating inversions with

phenotypic variation, we took advantage of the genotyping data gener-

ated by the InvFEST project and investigated the potential role of this

type of variant on molecular processes and traits at different levels. Al-

though other studies have shown that structural variants have in general

higher chances to affect gene expression and be associated with complex

traits (Sudmant et al. 2015) and that they show larger effect sizes on gene

expression than SNPs (Chiang et al. 2017), it is uncertain whether there

is a higher probability that inverted rearrangements affect the measured
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molecular phenotypes a priori, with the exception of those inversions dis-

rupting gene sequences. However, our findings demonstrate that inversions

have an extensive influence on molecular processes compared to other vari-

ants and those with interesting functional associations are highlighted for

further characterization.

4.2.1 The influence of human inversions on gene expres-

sion, epigenetic changes and phenotypic traits

Inhibition of recombination

Although inversions are known to have direct effects at the molecular

level, such as altering gene structures (Puig et al 2015a), indirect effects

related to the particular role of inversions on recombination are the most

intensively studied for these variants. As already mentioned, inhibition

of recombination caused by the generation of unbalanced gametes due to

single crossovers at the inverted region in heterozygotes could protect allele

combinations that are favourable for specific conditions or environments,

and inversion alleles could evolve separately and diverge, increasing the

number of nucleotide changes that remain linked to the orientation in

which they were generated (Kirkpatrick 2010; Puig et al. 2015a). Over

time, this leads to the establishment of clearly differentiated haplotypes,

with many variants in LD within the inversion that may have functional

implications.

A well-known case is the 17q21.31 inversion, which is the one with largest

effects discovered to date. We already commented that several human

diseases have been associated to the two separated haplotypes maintained

by the inversion, H1 and H2, including Alzheimer’s disease (Myers et al.

2005), Parkinson’s disease (Skipper et al. 2004; Zabetian et al. 2007; To-

bin et al. 2008; Setó-Salvia et al. 2011), neuroticism (Okbay et al. 2016),

progressive supranuclear palsy and corticobasal degeneration (Baker et

al. 1999; Webb et al. 2008), but also increased rates of recombination

and higher fertility in females (Stefansson et al. 2005; Fledel-Alon et al.
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2011). In this thesis, we performed a phenome-wide analysis by using

the GWAS Catalog data, discovering many other associations. For in-

stance, phenotypes reported to be associated with variants that are linked

to HsInv0573 include several hematological measurements, ovarian cancer,

lung function, type 1 diabetes and bone mineral density, among others.

The accumulated nucleotide changes that have appeared as a consequence

of the two orientations divergence are suppossedly driving such effects by

altering gene expression. Consistently, our findings confirmed expression

changes already reported by others in blood, cerebellum and cortex (de

Jong et al. 2012). Nonetheless, distinguishing the specific causal variant is

not possible without empirical evidences due to the high LD block (Figure

4.2).

It is noteworthy that HsInv0573, together with other long inversions like

HsInv0786 (∼171 kb) and HsInv1110 (∼440 kb), cover a major fraction

of functional consequences at different levels. These inversions are top

eQTLs for many genes and expression changes for HsInv0786 already de-

scribed in a previous publication were replicated (González et al. 2014).

However, unlike HsInv0573, the lower LD patterns of these inversions with

neighbouring SNPs indicate that there has been some recurrence that has

prevented complete divergence between orientations. Thus, causal vari-

ants driving these effects would be partially protected by the inversion

only under low recurrence rates. Additionally, we cannot discard that the

inversion itself has a direct effect on the phenotype through the reversal

of significant portions of the genome that may alter the chromosomal en-

vironment or change the position of regulatory sequences. This could be

the case of HsInv1110, which often appears as the sentinel variant over the

rest of nearby variants. Interestingly, these three inversions tend to affect

the expression of several pseudogenes, whose levels are strongly affected

in virtually all cell types. Although initially pseudogenes were regarded

as non-functional elements of the genome, later studies have revealed that

they play important roles in transcriptional and post-transcriptional regu-

lation (Xiao-Jie et al. 2015). Long inversions are expected to have a bigger

impact on fertility since there is a higher chance of recombination events

causing unbalanced chromosomes and pervasive influence on gene expres-
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Figure 4.2 – HsInv0573 maintains two separated haplotypes with

functional implications. Many variants in high LD located within the

inversion define two differentiated haplotypes. Some of these polymor-

phisms may be associated to gene-expression changes and act as eQTLs

of the MAPT gene in esophagus mucosa, for example, as shown in the

graph. Each dot represents a genomic variant and colors illustrate LD

with HsInv0573. Rectangles indicate the segmental duplications at inver-

sion breakpoints.

sion may be indicative of compensatory effects. In this sense, inversions

HsInv1051 and HsInv0379, which are also among the longest ones -225 and

415 kb, respectively- are associated with the disruption of a gene and the

creation of a novel transcript, reinforcing the idea that potentially bene-

ficial expression changes could help overcome the negative consequences

associated to the longer inversions.
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Examples of mutational effects caused by inversions

We found several cases of inversions with clear molecular consequences

causing direct mutations on gene structure. One of the best examples in

this thesis of a gene disruption is caused by inversion HsInv1051, where

gene CCDC144B spans one of its breakpoints. This gene possesses several

potentially coding exons at both sides of one of the segmental duplications

implicated in the inversion generation, and the inverted rearrangement

moves the promoter and the first two exons more than 200 kb away from

the rest (Aguado et al. 2014). CCDC144B is part of a gene family with

two other members, CCDC144A and CCDC144C, with ∼99% identity

and similar exon-intron structure. However, whereas CCDC144A encodes

a protein of 1,427 amino acids, CCDC144B and CCDC144C have differ-

ent frameshift changes that reduce their coding capacity to 725 and 646

amino acids, respectively. There is evidence of CCDC144A at protein

level in several fetal and adult tissues (Kim et al. 2014), but the pos-

sible function of the full-length and truncated proteins is not clear and

CCDC144B is considered to be a pseudogene. Nevertheless, CCDC144B

expression is supported by RNA-Seq data and it is expressed at higher

levels in cerebellum according to the GTEx project (GTEx Consortium

2017).

In addition, we discovered that HsInv1051 creates a novel fusion tran-

script derived from the relocated CCDC144B exons and promoter (Giner-

Delgado et al. 2019). RNA-Seq profiles from LCL reads mapped against a

modified version of the human genome with the inversion orientation (cre-

ated by reversing in silico the HsInv1051 sequence), revealed that the novel

fusion transcript is only expressed in heterozygotes and at higher levels in

homozygotes for the inverted allele. This example shows that breaking a

gene does not always lead to absence of expression. In fact, the novel tran-

script has much higher expression compared with the typical low levels of

CCDC144B. The creation of this fusion transcript includes additional 3’

sequences from outside the inversion and as a result CCDC144B prema-

ture stop codon is lost, potentially explaining the increase in the expres-

sion of the novel transcript that would not be under the regulation of the
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nonsense-mediated decay mechanism anymore. Interestingly, this inver-

sion is only found at low frequency in African populations, which may be

related to its effect on this gene. As mentioned above, similarly, HsInv0379

is only present in East Asian populations at very low frequency and is also

implicated in gene disruption by breaking the coding gene ZNF257, gen-

erating in turn a novel fusion transcript in the same manner as HsInv1051

(Puig et al. 2015b). Another experimentally-validated polymorphic inver-

sion with gene-disrupting effects is HsInv0340, which would move apart

the first exon and promoter of the long non-coding RNA LINC00395, ex-

pressed solely in testis (Aguado et al. 2014). In this last case, we could not

analyse gene disruption effects since LINC00395 structure reconstruction

from RNA-Seq did not seem to coincide with GENCODE annotations.

Inversions might also exchange gene sequences located within highly simi-

lar inverted repeats at breakpoints (Aguado et al. 2014; Puig et al. 2015a;

Vicente-Salvador et al. 2017). Considering that genes are likely recon-

structed with little or no nucleotide changes, in principle no expression

changes or other functional consequences are expected, but that is not al-

ways true. A fascinating case is HsInv0030, in which the inverted confor-

mation is the ancestral and most frequent orientation (Pang et al. 2013;

Vicente-Salvador et al. 2017; Giner-Delgado et al. 2019). HsInv0030,

exchanges the promoter and first exon of the two chymotrypsinogen pre-

cursor genes CTRB1 and CTRB2 that partially overlap with the 1.5 kb

segmental duplications at the inversion breakpoints (Pang et al. 2013).

These genes, expressed almost exclusively in pancreas, are differentiated

by just a few nucleotide changes in the first and last exon located outside

of the repeated elements. Thus, it was believed that this exchange of ex-

ons would just reconstruct transcripts with slightly different amino acid

combinations at the beginning and the end of the protein sequence, but

we found diverse evidence indicating expression changes in these hybrid

transcripts.

First, we found that top lead GTEx eQTLs for CTRB1 and CTRB2 were

the variants in highest LD with the inversion (Giner-Delgado et al. 2019).

Due to the presence of the inversion, RNA-Seq reads from GTEx are
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mixed in the inverted orientation because all reads for each sample were

mapped against the reference genome indistinctly. We hypothesized that

the total number of reads coming from both CTRB1 and CTRB2 must

change in each orientation, because otherwise no differences would have

been detected. Second, to determine the exact molecular consequences

of the exchange, we imputed HsInv0030 on GTEx samples and mapped

reads from pancreas in reference and in silico inverted genomes in order

to reconstruct CTRB1 -CTRB2 hybrid and reference transcripts. Taking

the CTRB1 and CTRB2 from the human reference genome (CTRB1-R

and CTRB2-R), the inversion generated a CTRB2 with the promoter and

first exon of CTRB1 (CTRB2-Q) and the same for CTRB1 with the pro-

moter and the first exon of CTRB2 (CTRB1-Q). We found that in the

ancestral inverted orientation both genes are expressed at similar levels,

with CTRB1-Q having slightly higher expression than CTRB2-Q. Theo-

retically, the promoter change would just alter expression ratios; that is,

CTRB2-R expression would go up whereas CTRB1-R would decrease in

the same proportion. However, we discovered that CTRB2 expression is

significantly much higher than CTRB1 in the reference orientation. There-

fore, additional regulatory elements are likely to be involved in CTRB1

and CTRB2 regulation, and this control is disrupted by the inversion ex-

change. Interestingly, the inversion is also associated to changes in an

histone modification peak, and this regulatory element may interact with

CTRB1-2 genes and be related to the observed expression differences.

Thus, besides the mutational effect, this could be also an illustrative ex-

ample of a position effect by an inversion.

On the other hand, these genes appear to produce different alternative

isoforms, which cannot be discarded to have an effect on phenotype. The

proteins encoded by CTRB1 and CTRB2 are pancreatic proteolytic en-

zymes, which cleave aromatic amino acids such as tyrosine, tryptophan

or phenylalanine. Nonetheless, there are differences in the primary cleav-

age specificity and catalytic activity of these two proteins (Szabó and

Sahin-Tóth 2012). Thus, expression changes can have consequences in

chymotrypsin efficiency. In this regard, we found that the HsInv0030 re-

gion is enriched in GWAS hits involving type 1 and 2 diabetes, pancreatic
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cancer, insulin secretion, and cholesterol and triglyceride levels. Consis-

tently, the inversion has been discovered as a new risk locus for alcoholic

chronic pancreatitis in a recent GWAS analysis (Rosendahl et al. 2018).

Another important variant in this region is a low-frequent 584-bp deletion

within one of the segmental duplicationat the breakpoints that appears in

some of the chromosomes with the inverted orientation and removes one

of the CTRB2-Q exons (Pang et al. 2013; Vicente-Salvador et al. 2017).

However, this variant was not detected in the GTEx samples we analysed

for hybrid transcript reconstruction.

Other NAHR-mediated inversions possess genes embedded within inverted

repeats. HsInv0278, HsInv0344, HsInv0374 and HsInv393 have paralogous

genes with identical sequences at the breakpoints, whereas HsInv0209,

HsInv0241 and HsInv396 contain genes with small differences. No ef-

fects have been detected in any of these cases. One interesting example

of a similar case is HsInv0014, which reorganizes sequences of the genes

AKR1C1 and AKR1C2, situated inside the inversion. While both genes

are lowly expressed in LCLs, the inverted rearrangement creates a highly-

expressed isoform that starts outside the inversion and ends in AKR1C2.

However, we observed that this effect was dependent on the tissue, indi-

cating that the same genetic variant combined with the regulatory land-

scape of each tissue, can have diverse consequences. In adipose tissue,

only AKR1C1 and AKR1C2 isoforms within the inversion were strongly

expressed, whereas in testis, AKR1C1 presents higher or lower expres-

sion than AKR1C2 depending on inversion orientation. AKR1C1 and

AKR1C2 encode aldo-keto reductases, which are enzymes that catalyze

the inactivation of male and female sex hormones (Penning et al. 2000).

While AKR1C1 is responsible for the reduction of progesterone to its inac-

tive form (Couture et al. 2003), AKR1C2 metabolizes dihydrotestosterone

(DHT) (Takahashi et al. 2009). Progesterone levels are known to be essen-

tial in several processes such as pregnancy, whereas DHT metabolization

is key in androgen receptor signaling regulation in the prostate. Moreover,

DHT and progesterone play a role in the development of prostate (Bau-

man et al. 2006; Stanborough et al. 2006) and breast cancer (Ji et al.

2004), respectively. Indeed, the involvement of AKR1C1 and AKR1C2
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in progression of diverse types of cancer has been widely documented (Li

et al. 2016b; Wenners et al. 2016; Shiiba et al. 2017). Thus, these pro-

teins play a critical role in human traits and disease, and HsInv0014 may

modulate some complex phenotypes. In fact, we found that HsInv0014 is

in perfect linkage with GWAS variants associated to height and waits-hip

ratio in Europeans, which fits well with some of the potential functions of

the above hormones.

Another possibility is that inversions affect particular exonic parts. In

this sense, HsInv0201, as part of a more complex rearrangement, directly

removes one coding exon from the gene SPINK14. Specifically, HsInv0201

deletes the third protein-coding exon of one of the two SPINK14 isoforms.

Since another SPINK14 transcript without the affected exon exists, the

inversion might be producing this alternatively-spliced isoform in some

individuals. Nevertheless, HsInv0201 disrupts SPINK14 coding capacity,

since a premature stop codon is generated and the protein would loss

half of its length. In fact, we found that HsInv0201 O2 allele is asso-

ciated with lower levels of SPINK14 across distinct GTEx tissues, but

also HsInv0201 is associated with changes in several nearby genes, being

the top eQTL for SPINK13 and SCGB3A2 in thyroid and SPINK6 in

Salmonella-infected cells (Nédélec et al. 2016; Alasso et al. 2018). In-

terestingly, a novel SPINK6 isoform discovered by the miTranscriptome

project (Iyer et al. 2015) would be completely eliminated by HsInv0201,

since the inversion deletes its promoter and first exon. In fact, the inverted

rearrangement is associated with lower levels of SPINK6 during immune

response, which is consistent with the absence of this putative transcript.

Moreover, a secondary pQTL signal linked to the inversion indicates that

this change has an impact on SPINK6 plasma protein measurements (Sun

et al. 2018). SPINK gene family members contain a Kazal-type serine pro-

tease inhibitor domain and are involved in protection against proteolytic

degradation of epithelial and mucosal tissues. In particular, SPINK6 has

been shown to play a role in inhibiting the activity of kallikrein-related

peptidases in human skin and oral epithelium to maintain homeostasis

and normal epithelial barrier functions (Meyer-Hoffert et al. 2010; Plaza

et al. 2016). Furthermore, SPINK6 has been implicated in cancer devel-
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opment, acting both as tumor suppressor in hepatocellular carcinoma (Ge

et al. 2017) or promoting nasopharyngeal carcinoma metastasis (Zheng et

al. 2016). Although we could not link HsInv0201 to any human pheno-

typic trait, we showed that HsInv0201 presents clear signals of balancing

selection in Giner-Delgado et al. (2019). Altogether, these results could

suggest that HsInv0201 may play a role in immune response. Another

example of a similar effect is HsInv0102, a 2 kb inversion that inverts

an alternative 5’-UTR exon of the RHOH gene, which no longer can be

part of the final transcript in the inverse orientation (Puig et al. 2015a;

Giner-Delgado et al. 2019), as we have studied in more detail in one of the

chapters of this thesis and is discussed in an independent section below.

Examples of inversions with position effects

The vast majority of the thousands of genetic loci that contribute to dis-

ease susceptibility and other phenotypic traits identified by GWAS are

located in non-protein-coding portions of the genome. Interpretation of

non-coding variants has been limited by our understanding of the molec-

ular functions of such potential regulatory elements. In our case, we can

ask the same question: what might these non-coding inversions be doing?

The most part of our inversion set is located in non-coding regions, many

of them far from any gene. Nonetheless, we found associations between

several of these inversions and molecular phenotypes. Functional SNPs in

non-coding regions have been described to disrupt DNA sequence motifs

(gain or loss of enhancers, for example), alter miRNA binding or affect

splicing in introns (Ward and Kellis 2012; Khurana et al. 2016). In the

introduction, we defined the influence of inversions on mRNA levels by

mechanisms other than direct mutation of gene sequences as a ’position

effect’. Although this term was mainly related to the relocation of genes

and regulatory elements to a different context from its original chromo-

somal environment, here we extend this concept to any inversion located

at non-coding regions that has any association with phenotypic variation,

independently of its size and the genomic elements altered.
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A good example is HsInv0031, where, as already mentioned, the inverted

allele is associated with decreased expression of FAM92B in cerebellum

and is in almost perfect LD in Europeans (r2 = 0.98) with SNP rs2937145

associated with Alzheimer’s disease risk (Figure 4.3). FAM92 proteins

contain domains that are known to bind and curve the lipid membrane

(Ren et al. 2006; Qualmann et al. 2011; Daumke et al. 2014; Suetsugu

et al. 2014). Specifically, FAM92B has been seen to facilite ciliogenesis,

likely through membrane remodeling (Li et al. 2016a; Siller et al. 2017),

which seems to play an important role in multiciliated cells of the brain

ventricles to provide the motive force for cerebrospinal fluid circulation.

HsInv0031 is also linked to changes in histone modifications (H3K4me1)

and the chromatin accessibility of the surrounding region in LCLs. De-

spite FAM92B is located 50 kb downstream the inversion and the affected

histone modification peak is more than 0.5 Mb upstream, they all are lo-

cated at the boundaries of one TAD according to LCL Hi-C data (Rao et

al. 2014) and could be close in the 3 dimensional space. However, to vali-

date our hypothesis, we should confirm that both the histone modification

change and the topological domain occur also in cerebellum. Other inter-

esting candidate is inversion HsInv0347. HsInv0347 is located around 92

kb away from c14orf39 (SIX6OS1 ), the expression of which seems to be

regulated by this inversion in skeletal muscle. SIX6OS1 has been involved

in eye development through the regulation of gene expression of the SIX6

transcription factor (Alfano et al. 2005). Consistently, HsInv0347 area

is enriched in GWAS signals associated to glaucoma and optic disc and

nerve measurements, but none of these signals were in high LD with the

inversion (Giner-Delgado et al. 2019). However, this is not so unexpected

given the moderate recurrence levels of the inversion, compared to some

of the previous ones. In this regard, it would be interesting to analyse

directly gene expression in retina and the possible effect of the inversion.

Moreover, SIX6OS1 encodes a protein product that is a central element

of the synaptonemal complex and is essential for fertility (Gómez et al.

2016).

One of the most striking findings in this work is inversion HsInv1110,

which seems to regulate a high fraction of genes and, as we have already
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Figure 4.3 – Potential functional impact of HsInv0031. Inver-

sion HsInv0031 is linked to FAM92B expression in cerebellum and histone

methylation in LCLs. Additionally, HsInv0031 is associated to open chro-

matin in the surrounding region. All these elements are presumably lo-

cated close in the three dimensional space according to Hi-C data in LCLs

(Rao et al. 2014). HsInv0031 act as a regulatory variant affecting histone

marks which in turn may affect FAM92B gene expression with potential

phenotypic effects (Alzheimer’s disease risk).

commented, its effects do not appear to be driven by different haplotypic

configurations. In fact, HsInv1110 is not tagged by nearby variants. With

exception of rs71330942 (r2 = 0.82), no more variants are in LD with

the inversion (r2 < 0.6) and HsInv1110 may manifest its effects through

gene regulatory mechanisms. Besides many pseudogenes and lncRNAs,

HsInv1110 is associated with the expression of the LIPI and RBM11 pro-

tein coding genes. LIPI, which encodes a protein specialized in hydrolyzing

phosphatidic acid, has been associated with dyslipidemia, a condition re-

lated to an increased risk of heart disease, obesity, and pancreatitis (Wen

et al. 2003), whereas RBM11 is a regulator of alternative splicing (Pe-
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drotti et al. 2012). Unfortunately, it is not possible to determine the

association of the inversion with phenotypic traits due to its low LD with

other SNPs. Indeed, rs71330942 is not included in any commercial SNP

array according to the LDLink web portal (Machiela and Chanock 2015).

Therofore, this interesting inversion deserves further characterization in

future analyses.

In summary, recombination inhibition has been highlighted as the main

mechanisms by which inversions can exert functional effects. However, we

have demonstrated that there are many cases of reorganization of gene

sequences in the human genome due to polymorphic inversions. There are

inversions breaking genes, and some generate new transcripts from the

promoters and initial exons of these disrupted genes with the incorpora-

tion of novel sequences. Inversions can also alter internal gene structures

by reversing specific exons, that will be deleted from the final mRNA

form, or rearrange genes forming hybrid transcripts. Finally, many inver-

sions located at non-coding portions of the genome may alter regulatory

sequences with consequences in gene expression.

4.2.2 HsInv0102 association with Rhoh protein levels and

blood cancer susceptibility

As an example of an inversion with a clear molecular effect, we character-

ized in detail the functional consequences of the relatively small inversion

(2 kb) HsInv0102, which removes the alternatively-spliced non-coding exon

E8 of the RHOH gene from the final mRNA form. In this case, the main

question is which could be the consequences of the elimination of this al-

ternative exon. Although E8 is considered a minor exon, we estimated

that it is present in ∼6% of RHOH transcripts in LCLs in absence of

HsInv0102 or rs7699141 disrupting alleles. Since gene expression is con-

trolled at each step from DNA to protein, this percentage may not be

insignificant. Specifically, we observed that higher levels of E8 inclusion

do not seem to affect global RHOH transcription, but they correlate with

lower levels of the RhoH protein. We also found that E8 together with

239



Chapter 4. Discussion

constitutive E9 create an upstream ORF of 108 nucleotides, which is the

longest and closest to the RHOH coding part. The presence of ORFs

with these characteristics could affect RHOH translation efficiency as it is

known to happen for other genes (Chew et al. 2016), although in this case

ribosome occupancy correlated well with RNA levels, and HsInv0102 and

rs7699141 could act as protein-specific QTLs (Battle et al. 2015). Thus,

we hypothesize that E8 inclusion could be related with lower translation

rate or higher rates of RhoH degradation. In this sense, further investi-

gation is needed to establish its exact role and understand the possible

functional effects of the inversion.

At the evolutionary level, exon E8 is the result of splicing sites provided by

Alu and LINE repeat elements, where the C ancestral allele of rs7699141

later derived into the T allele within humans, producing a much more

efficient donor splicing site. It is known that selection can operate in

alternatively spliced novel exons without strongly harmful consequences

(Sorek 2007). In this case, since E8 is only present in a small proportion of

mature mRNAs, it may be free to acquire new roles while RHOH remains

functional. Conversely, if E8 is included at higher rates, it could lead to

a defective RHOH activity. Therefore, E8 origin could suppose an oppor-

tunity to evolve and gain functions, but at the same time it should be

maintained under control. Interestingly, the nucleotide variation analysis

has detected two quite divergent haplotypes (Std1 and Std2 ) in a small

region around E8 that are relatively old and that are linked to each of the

alleles of the SNP involved in the splicing of the alternative exon. This

pattern is consistent to the action of balancing selection over the two alle-

les, and the presence of the HsInv0102 inversion may help to reinforce the

effect of one of the alleles by removing completely the exon. For instance,

RhoH is associated to cell migration (Tajadura-Ortega et al. 2018), which

is an essential process in tissue development or proper immune function,

but at the same time it can be responsible for diseases such as cancer or

inflammatory disorders. Thus, balancing selection acting on E8 inclusion

levels could help to maintain RhoH protein levels at an optimal value.

However, it is very difficult to test the existence of these effects.
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An extensive body of literature shows the involvement of RhoH in a wide

variety of signalling pathways and the presence of potential 5’-UTR reg-

ulatory variants affecting the levels of this protein is of great interest.

Whereas previous studies failed to include RhoH protein in their analysis

(Battle et al. 2015; Folkersen et al. 2017; Suhre et al. 2017, Yao et al.

2018; Sun et al. 2018), we found that rs7699141 and HsInv0102 act as

pQTLs of this protein. In fact, the combination of both variants resulted

as the most significant signal in the gene region. In particular, we found

lower levels of RhoH protein only in individuals with at least one copy of

the low expressing E8 haplotype (either Std2 /Std1 or Std1 /Std1 ). Thus,

the increase in frequency of the inversion could indicate that the presence

of the ancestral rs7699141-C allele alone was not enough to reach a thresh-

old of exon exclusion and recover RhoH protein levels. Remarkably, this

effect is just seen in the levels of the protein and not of the transcript. In

fact, how RHOH expression is regulated is not known, as shown in the

discrepancies among eQTL studies (Wen et al. 2015; GTEx Consortium

2017; Võsa et al. 2018). We found rs11723134 as lead eQTL for RHOH

in LCLs, although we could not check its effect at the protein level, since

this SNP was not polymorphic in the YRI population. When we looked to

the signalling pathways affected, we also confirmed that RhoH has effects

in other genes. For example, decreased CLU and increased CD44 gene

expression could be the results of compensatory changes in response to

the lower levels of RhoH, and further study is needed to investigate other

potential changes that might not yet have been found.

As already mentioned, RhoH has been involved in different blood can-

cers, with different effects. Down-regulation of RhoH is detected in HCL

and it is an unfavourable prognostic for AML (Galiegui-Zouitina et al.

2008; Iwasaki et al. 2008), whereas CLL is characterized by high RHOH

mRNA expression levels (Sanchez-Aguilera et al. 2010). Moreover, RhoH

overexpression in hematopoietic progenitor cells resulted in a reduction

in cell migration in response to chemokines (Gu et al. 2005), whereas

RHOH depletion also resulted in a lower cell migration in prostate cancer

(Tajadura-Ortega et al. 2018). Although these results seem paradoxical,

we should distinguish between the role of RhoH in differentiation or de-
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velopment of progenitor cells and its function in the diverse mature blood

cells. Additionally, the exposure to cytokines can modify RHOH activ-

ity and in some tumours RHOH overexpression could not be the causal

event but a consequence of NF-κB pathway feedback or act as a compen-

satory mechanism. For instance, RHOH is upregulated during eosinophil

differentiation and in patients suffering from hypereosinophilic syndrome,

but at the same time its overexpression reduces eosinophil differentiation,

acting as a negative regulator of eosinophilopoiesis (Stoeckle et al. 2016).

In this regard, we observed that HsInv0102 could be implicated in sev-

eral blood malignancies, suggesting a possible role during hematopoietic

differentiation pathways. In fact, molecular evidences show that RhoH

has antitumoregenic activity in hematopoietic progenitor cells (Gu et al.

2006). For instance, RhoH underexpression would reduce apoptosis and

promote proliferation and migration, which are aspects that can give rise

to cancer. Consistent with RhoH antitumoregenic activity in hematopoi-

etic progenitor cells (Gu et al. 2006), the presence of HsInv0102 correlates

with higher levels of RhoH and appears as a protective allele for blood

cancer with a moderate odds ratio of 0.75, which is equivalent to that of

other discovery loci in complex diseases. Although the largest GWAS car-

ried out for CLL so far did not find any variant linked to HsInv0102 (Law

et al. 2017), this could be in part due to the low imputation accuracy of

the inversion with common arrays. Indeed, we observed that HsInv0102

cannot be accurately imputed or recovered by some common SNP arrays,

highlighting the necessity of using arrays with higher coverage, such as

OMNI arrays, or directly genotyping the structural variants for associ-

ation studies. We expect that the future extension of the analysis to a

larger number of cases will confirm our results.

In summary, we hypothesize that HsInv0102 and rs7699141 act as regu-

latory variants acting on RhoH translation. Although rs7699141 appears

as the main variant affecting RHOH E8 inclusion levels due to its higher

frequency, inversion HsInv0102 seems to play a critical role by enhancing

rs7699141 effects to exceed a specific threshold in E8 skipping with clear

influences in RhoH levels and possibly cancer susceptibility. Small shifts

in the delicate balance of RhoH and other Rho GTPases can modulate
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signaling pathways and may likely have implications in leukocyte differ-

entiation and function. Therefore, although more analysis are needed to

completely clarify the function of the different RHOH isoforms, this is

another example of how inversions could have important consequences in

the human genome.

4.2.3 HsInv0124 is associated with the expression of

immunologically-related genes

Another good candidate inversion with potentially quite important func-

tional and phenotypic consequences is HsInv0124, which overlaps the

IFITM1, IFITM2 and IFITM3 genes. The IFITM gene family, with

IFITM3 as the most studied member, is already known to act as an in-

dispensable barrier to viral infection in vivo and in vitro (Everitt et al.

2012; Bailey et al. 2014). Given that HsInv0124 is a moderately recurrent

inversion (Giner-Delgado et al. 2019), its effects have been likely missed

in GWAS and eQTL studies so far. However, we have demonstrated that

inversion genotypes can be accurately imputed with enough SNP coverage,

especially in European populations, although the lower precision levels for

African populations limit the imputation in cohorts from such ancestry.

Thanks to this information, we have found that inversion HsInv0124 is

associated with IFITM2 and IFITM3 gene expression in LCLs, affect-

ing also the non-coding transcriptional landscape and histone modifica-

tion patterns at the IFITM region. Moreover, in stimulated LCLs and

monocytes, we identified additional association of HsInv0124 with other

immunologically-related genes and with the interferon signaling and anti-

viral response pathways. Therefore, although future experiments should

be aimed to discover potential links of this inversion with viral illnesses

susceptibilty in human cohorts, our findings suggest that HsInv0124 status

may have clinical implications in infectious disease outcomes of individu-

als.

Previous studies have already identified significant associations of other

polymorphisms with IFITM3 gene expression levels and that may af-
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fect human influenza disease progression (REFs). Everitt and colleagues

(2012) hypothesized that SNP rs12252 might create an alternative splicing

site within this gene that would generate a protein with a 21 amino acid

deletion, and was associated with more severe flu in patients and higher

flu virus infection of cells in vitro (Everitt et al. 2012). Nonetheless, a

couple of studies suggested that rs12252 has no real effect on IFITM3

protein length (Randolph et al. 2017; Makvandi-Nejad et al. 2018) and

the increase of flu risk associated to the SNP remains controversial (Mills

et al. 2014; López-Rodŕıguez et al. 2016; Randolph et al. 2017; Prabhu

et al. 2018; Chen et al. 2018). IAV-exposed monocyte expression data

allowed us to confirm that this SNP is the main variant responsible of

switching among IFITM3 isoforms and that it likely affects full-length

and truncated protein isoforms (Figure 4.4). In absence of rs12252 alter-

native allele (G), both spliced IFITM3.4 and not-spliced IFITM3.1 iso-

forms are expressed at similar levels. However, rs12252-G allele produces

higher levels of splicing, eliminating completely the IFITM3.1 transcript

in homozygote individuals and expressing just the isoform that encodes for

the putative shorter protein form. Another SNP that has been associated

with IFITM3 expression is rs34481144 (Allen et al. 2017). This SNP is

in moderate LD with the inversion in CEU individuals (r2 ≈ 0.62) and

its reference G allele has been described to promote DNA methylation in

the IFITM3 promoter, blocking the binding of a CTCF transcriptional

repressor and increasing gene expression. Unfortunately, we could not

check if this variant was lead eQTL for any association since it was not in-

cluded in our monocyte expression dataset. Nonetheless, SNP rs7944394

was the second most significant signal for IFITM3 expression variation

in monocytes exposed to LPS, R848 and IAV after inversion HsInv0124,

and this variant can be considered a proxy of rs34481144 due to the high

LD between them in Europeans (r2 ≈ 0.8). In addition, this SNP was

the sentinel variant in cells stimulated with Pam3CSK4 and HsInv0124

was the second most significant variant in this case. Since rs7944394 and

HsInv0124 are in moderate LD (r2 ≈ 0.6) and there are other less signif-

icant variants despite having higher LD with the inversion, this suggests

that both rs34481144 and HsInv0124 are strongly affecting IFITM3 levels,

especially in stimulated cells, while rs12252 affects mainly the proportion
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of the two alternatively-spliced isoforms.

Figure 4.4 – Interplay between SNP rs12252 and HsInv0124 al-

leles.(A) Structure of IFITM3.1 (ENST00000399808.5) and IFITM3.4

(ENST00000526811.4) transcripts. SNP rs12252 is an IFITM3 splice site

polymorphism that creates a new alternative intron and a slightly shorter

protein. (B) Manhattan plot for eQTL association to IFITM3.4 expres-

sion in monocytes exposed to IAV. rs12252 position is indicated in red.

(C) Boxplots of the expression (estimated counts) of the two IFITM3 iso-

forms by rs12252 and HsInv0124 genotype in monocytes stimulated with

IAV. Alternative rs12252 allele (G) correlates with higher levels of the

IFITM3.4 spliced isoform, whereas IFITM3.1 appears to be missing in

homozygote individuals. At the same time, the inversion regulates global

expression of both isoforms, with higher expression levels associated to

the O2 orientation.

Similarly to the rs34481144-G allele that promotes DNA methylation in

the IFITM3 promoter, thanks to the analysis of the inversion we discov-

ered a novel mechanism that appears to regulate IFITM genes through

changes in histone modification marks. As we have seen, HsInv0124 is

within a CRD of correlated histone modification peaks that seems to be

affected mainly by the inversion. Although regulatory elements within this

CRD are coordinated, inversion HsInv0124 is associated more intensely
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with those marks located at their breakpoints, indicating that not all ele-

ments are affected in the same manner within the regulatory domain. We

hypothesize that HsInv0124 affects peak activity levels due to the proxim-

ity of chromatin marks located within the inverted segment, which would

explain that the higher chromatin activity switches from one side to the

other with the inversion. Although HsInv0124 is not lead eQTL of IFITM2

and IFITM3 in LCLs, the correlation of histone marks with expression

levels of these genes suggests that the inversion is affecting gene activity

through this regulatory mechanism. Remarkably, IFITM5 and NLRP6,

which are regulated by the inversion in IAV-stimulated monocytes, could

be also under the influence of these epigenetic regulatory signals. A future

more complete characterization of these epigenetic changes across several

cells and conditions could be helpful to solve this question.

Other potential mechanisms by which HsInv0124 could be affecting gene

expression is through the lncRNAs located within the inverted repeats

at the inversion breakpoints (AC136475.1 and AC136475.2 ). Both non-

coding transcripts are differentially expressed between O1 and O2 orien-

tations, which is supposedly caused by the exchange of the promoters by

the inversion. Since these RNAs overlap with IFITM2 and IFITM3, they

could act regulating the expression of the two protein-coding genes. In

particular, it has been observed that non-coding genes can act as scaffolds

for chromatin modifier enzymes (Davidovich and Cech 2015; Marchese et

al. 2017) and the lncRNAs could be responsible of the differential epige-

netic marks around the inversion. This agrees well with the fact that the

expression of the two overlapping transcrips increases or decreases coordi-

nately with the inversion in LCLs, although the switch of the location of

the epigenetic signals could also be the one responsible of the change in

the two pairs of genes. However, AC136475.1 and AC136475.2 behave in

opposite manner in stimulated monocytes and may interfere with IFITM2

and IFITM3 transcription. In any case, because HsInv0124 does not dis-

rupt a priori any of the genes involved, the observed expression changes

constitute a nice example of position effect exerted by an inversion poly-

morphism in humans.
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Despite other studies have focused on SNPs affecting IFITM3 expression,

this is the first study that shows a direct link between a ∼7 kb inversion

at the IFITM locus and expression of diverse genes, including also as-

sociations for IFITM5 and NLRP6. Interestingly, these three genes are

up-regulated in IAV-infected monocytes and individuals with the O2 ori-

entation, indicating that this orientation may be related with a stronger

immune response. We have already commented the important function

of IFITM3 in virus infection defense. In addition, the intracellular pro-

tein NLRP6, which is a member of the nucleotide-binding oligomerization

domain-like receptors, plays a central role in the immune response to di-

verse microorganisms (Levy et al. 2017). This protein participates in

inflammation regulation and host defense, and Nlrp6 -deficient mice have

been observed to be more susceptible to enteric infection (Wang et al.

2015). NLRP6 binds viral RNA and promotes the expression of a large

number of genes induced by interferon that are critical for antiviral re-

sponse (Levy et al. 2017). The fact that HsInv0124 regulates NLRP6

which, in turn, regulates interferon-stimulated genes is consistent with

the differential expression patterns between O1 /O1 and O2 /O2 LCLs

stimulated with interferon and the higher expression of genes related to

interferon signalling pathway in O2 /O2 individuals. Similarly, IFITM5 is

part of IFITM family and, although it was originally identified as a bone

formation factor (Moffatt et al. 2008; Hanagata et al. 2011a) expressed

only in osteoblasts (Zhang et al. 2012), we found higher expression in

monocytes exposed to IAV. Moreover, recent studies have revealed that

IFITM5 is involved in immune system activity through the interaction

with other proteins to form a complex that induces the expression of sev-

eral immunologically-related genes (Hanagata et al. 2011b; Tsukamoto et

al. 2013). Therefore, the three main genes regulated by the inversion seem

to act in the same manner by regulating immunological pathways, which

may affect the response to multiple agents and influence the outcome of

an infection.

Altogether, the influence of HsInv0124 on the expression levels of IFITM3

and other genes related to viral defense such as NLRP6 and IFITM5 indi-

cates that it may have important phenotypic consequences in the defense
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against infections. Intererestingly, we have found that the frequency of

the inversion shows differences between populations (Giner-Delgado et al.

2019), which could have been shaped by selective processes caused be the

multiple viral infections that have afflicted the different continents dur-

ing human evolution. HsInv0124 O2 orientation has an intermediate fre-

quency in Europe (43%), whereas it is at much higher frequency in Africa

(87%) or East Asia (96%), where it is almost fixed. Because of differences

in the allele frequencies among populations, further study is necessary to

investigate the interplay among distinct regulatory polymorphism in this

region. Indeed, rs12252 minor allele is at much higher frequency in pop-

ulations from Asian descent, whereas rs34481144 alternative A alelle is

present more frequently in European populations. Therefore, it is pos-

sible that all these elements may have additive effects and give rise to

a diverse range of immunological outcomes, explaining some of the ap-

parently contradictory results for the association of these SNPs with flu

susceptibility in different cohorts (Everitt et al. 2012; Zhang et al. 2013;

Wang et al. 2014; Mills et al. 2014; Zhang et al. 2015; López-Rodŕıguez

et al. 2016; Randolph et al. 2017; Allen et al. 2017; Prabhu et al. 2018;

Chen et al. 2018; Makvandi-Nejad et al. 2018). Unfortunately, infection

susceptibility is a very difficult trait to study. However, we are planning to

genotype experimentally the inversion in influenza-infected patients with

different disease severity, as well as imputing the inversion in samples af-

fected by other viral diseases such as AIDS, for which there is an accurate

quantification of the HIV viral load (Fellay et al. 2009; McLaren et al.

2015). In addition, we have carried out preliminary experiments of flu

virus infection of LCLs of O1 /O1 or O2 /O2 individuals in vitro, but as

different expression changes have been reported in distinct cell types, it

would be interesting to explore other cell lines, tissues and conditions. In

fact, monocytes become macrophages, which are related to antiviral activ-

ities and could be one of the ideal cell types to test inversion association to

viral infection. In summary, HsInv0124 appears as a novel important vari-

ant to take into account in infection and immune response, and these and

other future studies will contribute to have a better idea of its functional

effects and the role of positive selection in its increase in frequency.
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4.2.4 Do inversions have more functional effects than ex-

pected?

Through the integrative analysis carried out in this thesis, we have found

that approximately half of the studied inversions appear to have some

type of functional effect. This is quite high when compared to SNPs or

indels. It has been estimated that ∼0.3% of all tested SNPs and indels

in GTEx tissues are lead cis-eQTLs (GTEx Consortium 2017; Chiang et

al. 2017), demonstrating a disproportionately large role of inversions on

gene expression. However, this enrichment of inversions with functional

effects might not be so surprising if we take into account the potential

negative effects in fertility for long inversions that have been already men-

tioned. The same negative effects are expected to happen for all inversions

with different degrees depending on its genetic size and the frequency to

which crossover might happen within the inversion. According to this, it

should be possible to predict an inversion size below which the inversions

behave as nearly-neutral. This value is difficult to estimate accurately,

but depending on different factors such as the local recombination rate

and the actual evolutionary cost of the generation of unbalanced gametes

could range between 1 and 100 kb (Luca Ferretti, personal communica-

tion). Inversions above that size that reach a certain frequency in human

populations are expected to have some positive effects that compensate

the negative cost in fertility (Giner-Delgado et al. 2019). Therefore, it

is not surprising that many of the studied inversions may have functional

consequences.

4.3 Future perspectives

Characterizing all the variation in our genome is an essential task to dis-

cover potential novel associations and have a complete understanding of

genome function. The missing heritability of many human traits may be

partially explained by the inclusion of polymorphisms in association stud-

ies that have been inaccessible by most existing genotyping methods so
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far (Eichler et al. 2010). In this sense, inversions have remained under-

studied in humans and it is still difficult to estimate the real number of

inversions that exist in the human genome and their frequency. Moreover,

the almost nonexistent representation of recurrent inversions in GWAS,

where most of them cannot be accurately predicted by commonly-used

imputation algorithms, means that their effects have been largely missed.

Although it is premature to conclude the impact of this type of variants

in common diseases, we have shown a few examples of inversions linked

to distinct molecular processes and human traits. However, determin-

ing the global contribution to complex phenotypes requires specific high-

throughput techniques to genotype inversions in large cohorts of thousands

of individuals in a relatively easy and affordable way. Therefore, this high-

lights the necessity to improve current inversion genotyping methods to

cover the maximum number of inversions, and especially those recurrent

and with low LD to other variants.

GWAS signals are significantly more likely to act as eQTLs (Nicolae et al.

2010). Inevitably, QTL finding is intended to serve as a key tool for trans-

lational medicine and is becoming a central component to determine the

genetic basis of phenotypic traits and disease susceptibility. In this thesis

we identified several inversion candidates associated with gene-expression

changes in multiple tissues. Besides, we investigated the molecular mech-

anisms by which these changes may occur. While additional data from

other cell types and conditions is generated, more comprehensive cata-

logues of QTLs will allow us to get a deeper understanding of the biology

underlying disease. Nevertheless, even when the statistical evidence is

strong, empirical proof of the predicted effects must be obtained with ex-

perimental perturbations in model organisms and relevant cell lines. The

CRISPR/Cas9 system has emerged as a powerful toolkit to carry out

genome editing and can potentially be used to induce targeted inversions

of interest in an efficient manner (Cheong et al. 2018). Furthermore,

complementary experimental analysis could also be performed to directly

connect inversion alleles to true functional outcomes. Possible examples

are quantification of cell death against viral infection, digestive activity of

CTRB1 and CTRB2 enzymes, or catalyzation of sex hormones in order
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to test HsInv0124, HsInv0030 and HsInv0014 effects, respectively.

Many questions, although important, fall outside of the scope of this thesis,

such as the exact role of human inversions on epistasis. Some others have

just been started to be elucidated. For instance, a few inversions have been

implicated in the formation of chimeric transcripts, but this phenomenon

has not been assessed in a systematic manner and the possible function

of these new transcripts has not been investigated. Also, genotype im-

putation has been proven as an efficient approach, but a benchmarking

analysis of the advantages and disadvantages derived from using different

reference panels, as well as the selection of which inversions have to be

experimentally genotyped and which can be reliably imputed from GWAS

arrays, is necessary. Overall, this work represents an important contribu-

tion to the understanding of these little characterized structural variants

in humans, but there is still a lot of work to be done. The future of func-

tional genomics field looks promising and the application of these findings

is expected to help in the interpretation of personal genomes, which will

be translated in potential improvements of human health.
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Conclusions

The conclusions of this work are the following:

1. By analyzing genotyping data of 109 autosomal and chromosome X

human inversions in multiple individuals, we have found that 60%

have other variants in perfect LD (r2 ≈ 1). Two thirds of inversions

not tagged by other variants cannot be accurately predicted with

typical imputation algorithms, highlighting the importance of direct

genotyping.

2. We have shown that 53 inversions are lead QTLs or in high LD with

top QTLs for gene expression and epigenetic changes across different

tissues and cell lines, suggesting an enrichment of inversions with

functional effects compared to SNPs and indels.

3. Long inversions (>100 kb) are involved in approximately 80%

of INV-eQTLs associations (HsInv0573, HsInv0786, HsInv1110,

HsInv0379, HsInv1057). This significant number of potential effects

of these inversions could help compensate their negative cost in fer-

tility due to production of unbalanced gametes by recombination.
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4. We have characterised three inversions (HsInv1057, HsInv0014 and

HsInv0030) that disrupt genes and generate fusion or hybrid tran-

scripts, being also associated with gene expression changes.

5. We found an enrichment of GWAS signals in inversion and flanking

regions. In addition, 14 inversions are in high LD with some of these

trait-associated variants, which constitutes a notable fraction for this

type of variation (13%) taking into account the reduced number of

inversions with tag SNPs.

6. HsInv0102 inverts an alternative 5’-UTR exon from RHOH and is

associated with RhoH protein levels, potentiating the effect of a

previously existing variant. Potential consequences of this inversion

have been likely missed in GWAS due to its low imputation accuracy

with common arrays and we estimated that the inverted allele acts

as a protective locus on blood cancer susceptibility with a moderate

odds ratio of 0.75.

7. HsInv0124 regulates the expression in LCLs of several genes in the

IFITM region, including IFITM2 and IFITM3, through changes in

histone modification patterns. Moreover, in stimulated LCLs and

monocytes, the inversion has a more pervasive effect on the expres-

sion of these and other genes realated with immunity and anti-viral

response pathways, like IFITM5 and NLRP6, indicating that it may

play an important role in virus infection defense.
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