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Departament de Qúımica
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Preface

How life began is one of the most intriguing and unsolved problems

of science. The events cascade that led to the formation of complex

systems such as polymeric macromolecules like proteins, DNA, RNA,

sugars, etc., starting from small and simple molecules like H2O, CH4,

CO, CO2, NH3, H2, is already an object of intense studies. One

of the crucial steps of the origin of life is the condensation reaction

between amino acids to form peptides. The peptide bond forma-

tion reaction is thermodynamically and kinetically unfavourable in

gas phase, but also in water. Considering the reaction between two

glycine molecules:

Gly +Gly → Digly +H2O (1)

the equilibrium constant is around 10−5, and it is clear that in

a water environment, for the Le Chatelier’s principle, the reaction

goes back to reagents, since water is one of the products. According

to the seminal hypothesis proposed by Bernal, this crucial step for

life formation could have seen the light at the interface with mineral

surfaces.[1] Therefore, in this thesis we will focus on the interaction

of amino acids with TiO2 surfaces elucidating the peptide bond for-

1
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mation mechanism occurring on these surfaces. Then we analyse the

adsorption of secondary structures (α-helices and β-sheets), and the

role of the mineral surface in the peptide folding.



Chapter 1

Introduction

In this Chapter we will discuss the concept of ”chemical evolution”

in the prebiotic era, i.e. those processes which led to the chemical

complexity of the present world, starting from the relative simple

prebiotic Universe. Then we will describe the main features of amino

acids and peptides. In Section 1.4 the importance of mineral surfaces

in prebiotic era and in particular the TiO2 will be discussed. Finally,

the state of the art of the most interesting works on amino acids and

peptides interacting with mineral surfaces will be presented.

1.1 Chemical evolution in prebiotic era

Considering the Big Bang as starting point of the Universe we know

nowadays, chemistry was born around 300000 years after the Big

Bang, when the universe cooled enough to allow for the formation of

atoms and molecules.[2] As depicted in Figure 1.1, taken from Ref.

[2], chemistry may be considered as the bridge between the funda-

3



4 CHAPTER 1. INTRODUCTION

Figure 1.1: Evolution of the universe towards increasingly complex
forms of matter: from particles to atoms, to molecules, to life, and
to the thinking organism. This figure has been taken from Ref. [2]
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mental laws of physics and the most complex forms of matter, i.e. liv-

ing and thinking organisms. Therefore, chemistry accounts for those

physico-chemical reactions which occur in the universe, changing the

matter towards more and more stages of complexity. The driving

force which governs this evolution process is self-organization,[3, 4]

i.e. the generation of organized molecular and supramolecular archi-

tectures by self-assembly in certain environmental conditions. This

opens the field to the so-called adaptive chemistry, which studies

the response of a system to an external physico-chemical stimulus.

In particular, in the present thesis, we will discuss the influence of

mineral surfaces and the role they play in amino acid self-assembly.

Within this broad field, one of the crucial steps of chemical evolution

is the amino acids polymerization, which led to the first small pep-

tides (oligomers) and finally to proteins, one of the macromolecules

of life.

Nowadays none knows with absolute certainty the cascade of

events and conditions that led to the emergence of life.[5] Many hy-

pothesis have been proposed, from a possible extraterrestrial origin

of life, as suggested by Helmholtz and Kelvin, who consider the pos-

sibility that comets and meteors transported very simple life systems

from the deep space (exogenous theories),[6, 7] to the primordial soup

theory,[8–10] an accumulation of organic compounds that, as a result

of many reactions, may have led to the formation of more and more

complex organic polymers until the emergence of life (endogenous

theories).

The first accepted theories about an endogenous growth of life

were born at the beginning of the XX century with Oparin and

Haldane,[11] who were the pioneers of a heterotrophic hypothesis of
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the origin of life. Within the same theory, they proposed two differ-

ent scenarios. Haldane proposed an atmosphere rich of CO2 and NH3

and Oparin one rich in CH4 and NH3, the former being less efficient

in producing organic compounds.[12] However, since nowadays there

are lots of disputes on the real composition of the prebiotic atmo-

sphere and accordingly both interpretations can be accepted. Oparin

was the first who proposed a primordial reducing atmosphere and a

consequent translation from heterotrophy to autotrophy, leading the

atmosphere from an anoxic to an O2 rich environment. Despite the

absence of a geological proof on the existence of the primordial soup,

Oparin’s theories were supported over years by several experiments,

such as those of Miller and Urey[13–15] on the formation of amino

acids from simple molecules (H2O, NH3, CH4, CO, N2) by electric

discharges, Oró’s ones[16] on the formation of adenine from HCN,

and pyrimidines from cyanoacetylene,[17] or the prebiotic synthesis

of sugars developed by Butlerow.[18]

Despite the great importance of these milestone experiments, life

emergence requires at least four steps, as pointed out by Robert

Hazen:[19]

• the emergence of biomolecules

• the emergence of macromolecular systems

• the emergence of self-replicating cycles of molecules

• the emergence of molecular evolution by natural selection

The first step is the simplest one, and it finds positive feedback by

the scientific community thanks to the experiments cited above. The
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remaining points are object of many controversies. In this context,

Hazen and co-workers highlight the importance of considering the role

of mineral surfaces in the emergence of life,[19–21] which was already

postulated in the 50’s by the British physicist J. D. Bernal.[1]

One of the advantages of considering mineral surfaces is that they

can protect the adsorbed molecules from the adverse environmental

conditions of the prebiotic earth. Moreover, they can strongly in-

teract with biomolecules, concentrate them, thereby activating them

toward certain reactions both from geometrically and statistically

viewpoints.[22, 23] Finally, the interest for mineral surfaces is also

due to the fact that they are important sources of energy for the

reactions necessary for chemical evolution and so, the scientific com-

munity proceeded over the years with continuous demonstrations and

validations of Bernal’s hypothesis. Hence, the aim of this work is

to study the interactions of biomolecules with an inorganic material

which, in the last decades, the scientific community increasingly pays

attention for, the TiO2; this interest was inspired by the experiments

of Martra et al. who demonstrate the efficiency of this material with

respect to others in catalysing the peptide bond formation among

glycine molecules.[24, 25]

1.2 The amino acids

1.2.1 General features

The main feature of amino acids is the presence of carboxyl (–COOH)

and amine (–NH2) groups. They can be classified according to the

position of the amine with respect to the carboxyl group (α, β, γ, δ),
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Figure 1.2: pH dependent equilibrium structures for a generic amino
acid.

their polarity and the nature of the side chain (aliphatic, aromatic,

...). The general formula of natural amino acids (α-amino acids) is

NH2CHRCOOH, where R is the side chain. The amino acid struc-

ture in gas phase is the canonical one, i.e. the neutral one without

any charge separation. In contrast, in water environment, the struc-

ture depends on the pH; one of their most evident characteristic is

the pKa1 value of the COOH group (around 2), higher than generic

organic carboxylic acids (around 4.5), due to inductive effects of the

amino group in α position with respect to the carboxyl group. At the

isoelectronic point (pI) the structure is globally neutral (see Figure

1.2), but with a strong charge separation, because the amino acid is in

its zwitterionic form, i.e. it presents a formal negative charge on the

carboxylic group (deprotonated) and a formal positive charge on the

amine group (protonated). At basic pH the carboxylic group deproto-

nates (–COO−) while the amino group remains neutral (–NH2); while

at acidic pH the carboxylic group remains neutral (–COOH) and the

amino group is protonated (–NH+
3 ). Therefore amino acids present

at least 2 pKa: pKa1 which guides the protonation/deprotonation of

the carboxylic and pKa2 the protonation/deprotonation of the amino
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(a) Glycine (b) Alanine (c) Valine (d) Isoleucine

(e) Leucine (f) Methionine (g) Phenylalanine (h) Tyrosine

(i) Tryptophan (j) Cysteine (k) Proline (l) Serine

(m) Threonine (n) Asparagine (o) Glutamine (p) Aspartic acid

(q) Glutamic acid (r) Arginine (s) Histidine (t) Lysine

Figure 1.3: Structures of the 20 proteogenic amino acids in their
canonical form, i.e. with no charged functional groups.

group.

More than 500 amino acids exist in nature, but only 20 of them are

present in living organisms (see Figure 1.3), plus other two which are

the result of special translation mechanisms; the L-Selenocysteine,

i.e. a modification of the L-Cysteine with a Se atom instead of the

S atom, and the L-Pyrrolisine (not present in humans).

All α-amino acids but glycine (which is not chiral) may exist in

two enantiomeric forms, the L and D, depending on the absolute con-

figuration of the α-carbon; however only L-amino acids can be found
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in proteins. Therefore, in human body there are only 19 amino acids,

and only in their L enantiomeric form (plus Gly which is not chiral);

the origin of this strong selectivity nowadays is still unknown. Despite

the small number of these fundamentals building blocks, since now

around 18 000 proteins have been detected,[26, 27] but the Human

Proteome Project (HPP), an international project organized by the

Human Proteome Organization (HUPO), has predicted more than

500 000 undetected proteins.

Amino acids are not only important for their function in proteins,

but also as precursor of neurotransmitter and other molecules: for ex-

ample, Tryptophan is a precursor of serotonin, Tyrosine of dopamine,

epinephrine and norepinephrine, Phenylalanine of Tyrosine, Glycine

of porphyrins like heme, etc., so their importance is very wide.

1.2.2 Side chains

One of the parameters to classify amino acids is the polarity, which

is defined by their lateral chains. In particular, considering the 20

natural proteinogenic α-amino acids, we can distinguish among non-

polar amino acids (Glycine, Alanine, Valine, Leucine, Isoleucine, Pro-

line, Methionine, Phenilalanine), polar amino acids (Serine, Cysteine,

Threonine, Tyrosine, Tryptophan), polar/acidic (Aspartic Acid, Glu-

tamic acid), polar/amidic (Asparagine, Glutamine) and polar/basic

(Lysine, Histidine, Arginine).

Obviously different side chains lead to different properties of the

amino acid. One of the main differences among the amino acids

is that some of them can have more than two pKa, depending on

the lateral chain: in particular, polar/acidic and polar/basic amino
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(a) Histidine (b) Arginine

Figure 1.4: Histidine (left) and Arginine (right) tautomeric forms.
Here, the functionality of the side chain is only shown, R being the
rest of the amino acid.

acids have three pKa, because also the lateral chain can be pro-

tonated/deprotonated as a function of the environmental pH. The

lateral chain has also strong effects on the main pKa values: Histi-

dine (pKa1=1.82) and Tryptophan (pKa1=2.83) differ in one order

of magnitude in their pKa1, while Cysteine (pKa2=8.18) and Proline

(pKa2=10.60) differ by more than two orders of magnitude of dif-

ference in their pKa2. At physiological pH, the polar/acidic amino

acids exhibit a global negative charge, because also the lateral chain

is deprotonated, while polar/basic amino acids have a global positive

charge, because the lateral chain is protonated, with the only excep-

tion of Histidine, whose lateral chain is not protonated at pH=7.4

(pKHIS
a3 =6.00); this is due to the fact that the lone pair of the N of

the imidazole is engaged in the resonance forms, and it is not so avail-

able to accept protons. Among polar/basic lateral chains, Histidine

and Arginine present two slightly different structures because of the

tautomeric forms;[28, 29] Histidine may be protonated at Nδ or at

Nε, and Arginine can have the imino group on the Nε or on the Nθ,

as shown in Figure 1.4.

One of the most peculiar reactions that may occur among the sev-

eral lateral chains is the disulphide bridge between two Cysteines to
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Figure 1.5: Van der Waals (left) and ribbon with the Cysteine
residues highlighted in ball and stick (right) representations of the
BPTI protein.

form a S–S bond after the oxidation of the –SH groups. This bond is

the strongest that a protein can possess (60 kcal/mol) and is responsi-

ble for stabilizing and holding proteins, and so for their structure.[30]

One of the most famous examples of this phenomenon is the BPTI

(bovine pancreatic trypsin-inhibitor, see Figure 1.5); the degradation

temperature of the protein drops down drastically with the reduction

of the number of disulphide bridges.[31] It is clear that the formation

of S–S bonds depends on the environmental conditions: in the inter-

nal part of the cells the environment is reducing and the sulphidric

groups tend to remain in the –SH form, while in the external part,

in an oxidizing environment the S–S bridges are stabilized.
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Figure 1.6: Peptide bond formation reaction.

Figure 1.7: Peptide bond resonance forms.
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1.3 Peptides

1.3.1 The peptide bond

The peptide bond is formed by a condensation reaction between two

amino acids, i.e. the formation of a new C–N bond and the elimi-

nation of a water molecule, as depicted in Figure 1.6. The peptide

bond is almost planar because of the presence of a very important

resonance form shown in Figure 1.7.

In gas phase the condensation reaction is kinetically unfavourable

because of its high energy barrier to overcome. In water environ-

ment the kinetic barrier drops down by some amount thanks to the

assistance of the other water molecules, but the reaction is thermo-

dynamically unfavourable (the ∆G of the reaction is positive) and, as

one of the reaction products is H2O, for the Le Chatelier’s principle

the reaction goes back to the reactants. However, the hydrolysis of

the peptide bond (the reverse reaction) is very slow in absence of an

appropriate catalyst, because the peptide bond is very stable, and its

cleavage is not so easy.[32] The sequence of amino acids involved in

a polypeptide chain is called primary structure.

1.3.2 The secondary structure

When a polypeptide chain folds, different parts of the primary struc-

ture interact to each other to form secondary structures. The main

forces responsible of these interactions are H-bonds between the H

atoms of —NH groups and O atoms of the –CO groups, and van der

Waals dispersive forces. This kind of interactions, although individ-

ually are weak, are amplified in a protein of thousands of atoms, so
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Figure 1.8: H-bond formation scheme for the different helices.

that their global contribution is crucial for the folding of the protein

itself. As the rotation around the peptide bond is hindered because

of its double bond character, all the possibilities of secondary struc-

tures are focused on the rotations of the two dihedral angles around

the Cα, i.e. C(O)—Cα—N—C(O) (φ) and N—Cα—C(O)—N (ψ).

The α-helix

Pauling and coworkers, in the first half of the XX century, proposed

the most probable values of φ and ψ compatible with stable secondary

structures. Values around φ = -57◦ and ψ = -47◦ lead to the α-

helix, one of the most frequent secondary structures in proteins. By

convention, a helix is defined by two numbers nN , where n is the

number of residues per turn and N identify the number of atoms

of the backbone in a pocket closed by a H-bond (counting the O

and H atoms of the H-bond). For the α-helix these two values are

indicated as 3.613; it means that each carbonyl O forms a H-bond

with the amidic H of the fourth residue (see Figure 1.8). There are

other possible helix structures, but not so common as the α-helix:
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Figure 1.9: Antiparallel (top two β-strands) and parallel (bottom two
β-strands) β-sheet.

the 310 helix (i.e. it possesses 10 residues per turn, and H-bonds

every three residues) and the π-helix (4.416, i.e. H-bond every five

residues). The values of φ and ψ for the 310 helix are -49◦ and -26◦,

respectively, while for the π-helix they are -57◦ and -70◦, respectively.

From a steric point of view, they may exist, but they are not so stable

as the α-helix, and the π-helix has never been observed in any protein

yet.

The β-sheets

Another very common structure that can be found in proteins is the

β-sheet; it is formed by at least two polypeptide chains (β-strands),

which can be with either the same N/C orientation (parallel β-sheet)

or opposite N/C orientation (antiparallel β-sheet), as shown in Figure

1.9. The two (or more) chains are linked by H-bonds between the
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carbonyl O and the amidic H.

The values of φ and ψ are different from the helices; that is, -139◦

and +135◦, respectively, for the antiparallel β-sheet and -119◦ and

+113◦, respectively, for the parallel β-sheet. Antiparallel β-sheets are

more stable than parallel β-sheets because of the different strength of

the H-bond pattern; as one can see in Figure 1.9, in the antiparallel

conformation the H-bonds are more directional and shorter (∼2.10

Å) than those in the parallel conformation (∼2.62 Å).

Structural motifs

The combination of different simple secondary structures lead to more

or less complex motifs. For example helices may wrap to each other

to form complex and beautiful structures like collagen, α-keratin,

and, going to larger scale assemblies, also myoglobin and hemoglobin

proteins. β-sheets may form simple structures like β-hairpins, greek

key motifs, β-α-β motifs, i.e. a parallel β-sheets interplayed by an

α-helix, β-meander motifs. i.e. two or more consecutive antiparallel

β-strands, psi-loop motifs, i.e. two antiparallel β-strands interplayed

by another β-strand.

1.4 Mineral surfaces

Surface science is the study of those phenomena that occur at the

interface between a solid phase surface and the vacuum (a bare sur-

face), the solid surface and one or more gas phase molecules, or the

solid surface and a liquid. This field has been more and more studied

during the last years, because of its large application in science, and
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in the particular field of chemistry, in catalysis.[33] From a theoreti-

cal point of view bare surfaces are basically bulk materials where one

of the three periodic direction has been removed; the new system has

a 2D periodicity and one finite dimension (the slab thickness). The

most important feature of surfaces is their reactivity; this is due to

the fact that the outermost atoms have lost part of their chemical

environment, and, accordingly, they will have new properties and a

different reactivity with respect to the bulk atoms. There are many

examples of the surfaces used in industrial catalysed processes; the

synthesis of NH3 on iron-doped surfaces,[34, 35] the oxidation of SO2

to SO3 for the production of H2SO4 catalysed by noble metals like

Pt, Ag or Au,[36] or the conversion of NH3 to NO for the synthesis

of HNO3 on Pt surfaces.[37] Surface science has been applied since

many years to heterogeneous catalysis, as one can see from the reac-

tions mentioned above. In the last decades many studies have also

focused on the interaction of biological molecules with mineral sur-

faces due to their application in many scientific fields; a clear example

is the nanomedicine[38] which allowed the development of biocompat-

ible materials such as titanium bridges and bioglasses for dental and

orthopedic implants.[39, 40]

1.4.1 Mineral surfaces in prebiotic era

As previously said in Section 1.1 mineral surfaces are important in

chemical evolution events. Talking about the prebiotic era, one may

think that we are considering only Earth. However, the prebiotic

era started with the formation of the Universe. In this context, the

field of astrochemistry studies the reactions which take place in the
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interstellar medium. In the interstellar medium low temperatures

and the lack of matter, 1 up to 106 atoms per cubic centimeter (a

cubic centimeter in the room has about 1019 atoms), hinder molecu-

lar reactions from a kinetic point of view.[41] Hence the importance

of a solid scaffold; at their interface many reactions, kinetically or

thermodynamically hindered in gas phase, occur. For example the

formation in the interstellar medium of small molecules like H2 on

Fe2+ doped olivine,[42–44] and NH3 on pyrite[45] have been studied.

For the purposes of the present thesis, we will discuss the miner-

als likely present in a prebiotic Earth and their evolution. Talking

about evolution, our mind instinctively focuses on living systems, i.e.

their changes through increasing complexity; however, evolution is a

process that involves all the components of the world (living and non-

living).[46] As a result, Hazen et al. summarise the mineral evolution

into three broad eras.[20] The first era spans from more than 4.56 to

4.55 Ga ago, i.e. the period of the earth formation, from the miner-

alogical simplicity of the pre-stellar dense molecular clouds (few tens

of mineral species), to the formation of the young earth (few hun-

dreds of mineral species). In the second era, from 4.55 Ga to 2.55

Ga, the number of minerals grew up to more than one thousand,

due to different physical and chemical processes, such as crystalliza-

tion and melting, vertical tectonic, subduction and collisional zones,

hydrothermal activity, etc. The third era, from 2.55 Ga to current

days, is associated with the biological activity, i.e. a co-evolution of

the geo- and the biospheres occurred (and still now occurs), leading

to more than 4300 known species of minerals. The different stages

of the mineral evolution, with some examples of the most important

minerals are summarized in Table 1.1.
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The first stage of Table 1.1 represents the minerals present in the

so called ”dense molecular clouds” in the interstellar medium. They

are nano and micrometer-sized nanoparticles formed several miner-

als such as Graphite (C), some silicates such as Forsterite (Mg2SiO4)

Perovskite (MgSiO3) but also orthopyroxene, augite and anorthite,

which include in their structures other cations (Fe2+, Ca2+, Al3+).

Moreover there are nitrites (TiN, Si3N4), sulfides (FeS, CaS), and

pure metal alloys (Fe-Ni). Notably, also TiO2, the material of inter-

est for the present work, was present, in particular in the form of the

rutile polymorph. The aggregation of these nanoparticles, driven by

gravitational forces, led to the formation of stars and planets. During

the second stage, when planets have already formed, many new min-

erals appeared, as a direct consequence of the adverse environmental

conditions of the early Earth. Among many, talc (Mg3Si4O10(OH)2),

halite (NaCl), quartz (SiO2), potassium feldspar (KAlSi3O8), zircon

(ZrSiO4) have been formed in this period. Moreover, meteor bom-

bardments further enrich the number of mineralogic species in this

era, providing Earth with a source of reactive phosphorous (Fe,Ni)2P

and (Fe,Ni)3P, another element mandatory for life generation.

During the second era, when life probably began, there was an ex-

ponential increasing of mineral species, due to the crust and mantle

reworking, caused by volcanism, outgassing phenomena, and plate

tectonics. These phenomena led to sudden changes of tempera-

ture and pressure which are responsible of stabilizing new phases

from existing minerals, but also of the emergence of new species by

melting or pressuring already existing minerals. At last, the final

stage of this era is driven by the generation of new minerals due

to the interface with the first life-forms. Microorganisms are prob-
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ably responsible of many sedimentary rocks (Banded Iron Forma-

tion (BIF) precipitation), because of biological oxidation processes of

Fe2+ and Mn2+. Among BIFs there are many known oxides such as

hematite (Fe2O3), magnetite (Fe3O4), sulfides such as pyrite (FeS)

and chalcopyrite (CuFeS2), and carbonate such as siderite (FeCO3),

Fe-dolomite [Ca(Mg,Fe)CO3], and calcite (CaCO3).

Finally, during the last era a further increasing (more than in the

second one) of mineral species occurred (more than 4000), mostly due

to atmospheric changes, and in particular oxidation phenomena (the

so called ”Great Oxidation Event”). The increase of atmospheric oxy-

gen was caused by photosynthesis of cyanobacteria, and is responsible

of more than 2000 new oxides and hydroxides. The mineral evolution

still occurs, and it is estimated that around 50 types of new minerals

are identified each year.

This work is focused on the context of the interface between amino

acids and mineral surfaces, and the role they have played in the

amino acid polymerization, one of the key step for life emergence.

One of the pioneers of this field was John Desmond Bernal, who

advocated the key role of clays in life’s origin.[1] Among the sev-

eral ingredients necessary to build up a living systems, only lipids

can self-organize in a water environment.[47–51] The other biological

macromolecules, such as DNA, RNA, carbohydrates, proteins, tend

to break down in water environment.[52] By contrast, mineral sur-

faces can concentrate those monomers useful to create the previously

mentioned macromolecules,[53–57] protect them from adverse envi-

ronmental conditions (lightning storms and ultraviolet radiation may

break down biopolymers), and also activate them for those reactions

forbidden in gas phase. This is possible thanks to the surface electro-
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static charges, ubiquitously present in each mineral, which allow the

adsorption of organic molecules. Many experimental evidences along

the years supported Bernal’s hypothesis.[58–65]

1.4.2 The TiO2 material

It is well known that the most abundant component in the outer-

most part of the earth is SiO2 (over 50%) followed by Al2O3 (more

than 15%) and Ca, Mg and Fe oxides (less than 10% each one).[66] Al-

though TiO2 is not the major part of the earth crust (around 1%),[66]

its abundance does not have to be very high to be effective in prebi-

otic processes, acting as catalyst. As discussed in Section 1.4.1, TiO2

was present in the Archean Era, and in particular the anatase poly-

morph, which has been detected in several meteorites,[67, 68] and

also on the earth, in zone of ancient asteroid impacts.[69]

Titanium dioxide crystallizes in several polymorphs: rutile,

anatase, brookite, columbite, baddeleyite, cotunnite, pyrite, fluorite,

and tridymite.[70] Most of these phases are stable in particular con-

ditions of high pressure, but only rutile, anatase and brookite can

be commonly found in nature. TiO2 has been extensively studied in

the last years because of its broad application in many fields of sci-

ence. One of the applications of this material is as photocatalyst[71]

for water splitting (into H2 and O2);[71–73] despite its low quan-

tum yield in the conversion of solar energy,[74] the addition of dye

molecules improves the efficiency of energy production.[75] It is also

used for photoassisted degradation of organic molecules, the appli-

cations of which span from purification of water,[76] disinfection,[77]

self-cleaning coating of can windshields,[78] and protecting coating of
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(a) Anatase (b) Rutile

Figure 1.10: Crystallographic bulk structures of the two polymorphs
considered in the present thesis.

marble.[79] Moreover, it is a biocompatible material; thus it is used

in medicine for dental bridges and bone implants.[80–82]

In particular, in the present thesis only the anatase and rutile

polymorphs have been considered (see Figure 1.10), because they are

the only used for technological applications. The TiO2 polymorphs

are formed by hexacoordinated Ti atoms (distorted octahedron) and

tricoordinated O atoms; the difference among the several polymorphs

is in the linkage among octahedrals and in the distortion of the octa-

hedrals from the perfect Oh symmetry, which leads to different space

groups for each polymorph.

The surface science of titanium oxide has been abundantly re-

viewed by Diebold;[83] in this section we will only highlight the most

interesting properties for our purposes.

A surface is obtained by cutting the bulk structure along a spe-

cific direction. Thus, the outermost atoms will be in a situation

of chemically ”instability” because some of their bonds have been
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(a) Anatase (b) Rutile

Figure 1.11: Wulff polyhedra for the TiO2 anatase and rutile poly-
morphs.

cut out to build the surface. As a result a surface presents elec-

trostatic charges, which are responsible of their capability to adsorb

organic molecules. In particular, the TiO2 surfaces analysed in the

present thesis have pentacoordinated Ti atoms which are Lewis acid

centres, i.e. they can accept electrons, and electron-rich bivalent O

atoms which are Brønsted basic centres, able to deprotonate acidic

molecules, for example. However, theoretically there are several pos-

sible cuts for each material, which lead to different surfaces with

different features. Accordingly, the properties described above about

the reactivity of Lewis and Brønsted centres will be influenced by the

surface morphology.

It is possible to cut several surfaces from the same bulk structure,
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thus generating a molecule with a completely loss of periodicity, the

so called Wulff polyhedron. George Wulff stated that the length of

a vector drawn normal to a crystal face will be proportional to the

surface energy. The surface energy is an important property which

represents the energetic cost to cut the surface from the bulk; in

other words the less the surface energy of a certain plane, the less

the energetic cost to cut that surface from the bulk, and the major

its stability. Hence, it is clear that the abundance in nature of a

certain surface depends on its stability. Getting back to the Wulff

polyhedron, the major contribution to its shape will be given by

the most stable surfaces of the considered material. In Figure 1.11

the Wulff construction for the two most studied polymorphs of TiO2

(anatase and rutile) are shown. As one can see, the shapes of the two

polyhedra are indeed different.

Recently, the group of Prof. G. Martra of the University of Torino

synthesized small oligopeptides from the vapour deposition of Gly on

TiO2 anatase nanoparticles. In particular, what they have noticed is

that the condensation occurs on the most stable facet of the anatase

polymorph, i.e. the (101) (red part in Figure 1.11a), which is also the

most abundant one, and thus, the one expected to largely contribute

to the peptide bond formation.[84] Facets with higher surface energy

area seems not to have an important contribution in the peptide bond

formation, despite their higher reactivity.[85] Thus, the present work

was inspired by this experiment, and we will give insights by means of

periodic DFT simulations of glycine polymerization on (101) anatase

from an atomistic point of view.
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1.5 Previous computational works on

the interaction of amino acids and

peptides with mineral surfaces

Characterizing with high level of accuracy of what happens, for ex-

ample, on a catalyst surface when a certain adsorption and/or reac-

tion occurs is one of the hardest challenges on this field. A powerful

technique like X-ray diffraction, the most accurate instrument to de-

termine with high resolution the spatial position of the atoms in a

crystalline structure (the errors are in the magnitude order of the

milliÅ), cannot give a detailed atomistic vision of the interaction of

molecules with a surface since the transfer from a 3D to a 2D system

leads to a drastic drop of resolution. Some techniques like solid state

NMR (Nuclear Magnetic Resonance),[86] FTIR (Fourier-Transform

Infrared Spectroscopy), AFM (Atomic Force Microscopy),[87] XPS

(X-Ray Photoelectron Spectroscopy),[87] and STM (Scanning Tun-

neling Microscope)[88–90] can provide useful information about the

interaction of molecules with surfaces, but they are still far from a

detailed atomic resolution.[91, 92] Because of that, computational

techniques are for these cases very useful to complement the experi-

mental information at the atomistic level.

Several computational works have studied the adsorption of amino

acids with mineral surfaces; in particular many of them have been

concentrated on glycine, the most simple amino acid, in its interaction

with alumina,[93] zinc oxide,[94] silica,[95] and hydroxyapatite.[96]

Other studies considered several different amino acids, in order to ac-

count for the effect of lateral chains, in their interaction with metallic
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surfaces (Au and Pd),[97–99] and with surfaces where adsorption oc-

curs via weak forces, being them H-bond interactions (silica)[100] or

dispersion forces (graphene).[101]

More complex systems than the simple adsorption of a single

amino acid have been analysed by means of molecular dynamics simu-

lations, by using classical force fields. Short peptides have been stud-

ied in their interaction with rutile,[102–104] muscovite and HOPG

(highly oriented pyrolytic graphite), showing, in accordance with ex-

perimental results, that the adsorption on the first two surfaces oc-

curs through direct contacts, whereas on graphite adsorption takes

place via weak interaction with the π system.[105] Larger peptides

interacting with SiO2 and TiO2 surfaces,[106] and with layered dou-

ble hydroxides (LDH), such as brucite like clays with positive layered

charges, have also been studied. Rimola et al. have provided im-

portant insights about mineral induced peptide folding by means of

accurate full-QM calculations, and revealed that the α-helix confor-

mation is preferred instead of the random coil conformation, when

a small peptide is adsorbed on the hydroxyapatite.[107] The peptide

folding induced by naturally-occurring surfaces and the subsequent

activation of a potentially ”hidden” bioactivity might have triggered

the first biocatalytic reactions in a primordial Earth (in absence of

life), hence, giving rise to the emergence of the metabolic cycles, a

crucial aspect for the origin of life.[108, 109]

Costa and coworkers studied the interaction of Glycine with

a stepped (101) Boehmite AlOOH surface mediated by water, by

means of AIMD simulations; they have clearly seen that Gly prefers

a direct contact (i.e. through the COO− groups, forming an Al-

OCO adduct) with the surface than the interplay through a water
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layer.[110] Similarly, the interaction of a glycine molecule has been

simulated in the interlayer of bulk montmorillonite both in dry and

wet environments,[111] but also with hydroxyapatite, simulating a

microsolvation by the interplay of some water molecules between the

surface and the glycine molecule[112, 113]

Ugliengo and co-workers studied the peptide bond formation

catalysed by molecular models of Lewis and Brønsted sites, repre-

sented by a single molecule of AlF3 and HF, respectively.[114] De-

spite the naif nature of these models, one can observe the dras-

tic decrease of the activation barrier respect to the non-catalysed

reaction (55 kcal/mol) when one of the two catalyst is used (30

kcal/mol), and when the two catalysts cooperate (15 kcal/mol). Simi-

larly, Aquino et al. studied the amide bond formation between acetic

acid and methylammine catalysed by several molecules and cation

complexes.[115] More complex simulations have been proposed, cut-

ting a mineral surface in order to build up realistic cluster models of

clay,[116, 117] by means of the composite ONIOM method. By means

of the cluster approach the efficiency of Brønsted/Lewis sites of the

feldspar surface between two glycines has been demonstrated, show-

ing a sensitive reduction of the reaction barrier from 50 kcal/mol to 26

kcal/mol.[116, 117] Using a similar approach Phuakkong et al. simu-

late the peptide bond formation between two glycine molecules with

cluster models of faujasite.[118] Also the FeS surface shows strong

interaction energies with amino acids, and the charge transfer from

the adsorbate to the surface may indicate the activation of the amino

acid to the peptide bond formation, because of the easier nucleophilic

attack of another amino acid to the carbonyl C.[119] Greenwell and

co-workers provides very important insights on the peptide bond for-
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mation, demonstrating the existence of a driving force for the conden-

sation reaction among amino acids due to the formation of a water

molecule which in turn hydrate the interlayer, with a sensible gain in

energy.[120]

1.5.1 Simulations on TiO2 surfaces

TiO2 is one of the most studied surfaces in material science, because

of its broad applications in many field of science.

In relation to the adsorption of amino acids and peptides on TiO2

surfaces many studies are available in literature by means of exper-

imental and computational techniques. Computational works focus

on the several adsorption modes of the amino acids on these surfaces,

showing a general preference for bidentate adsorptions, both (N,O)

and (O,O). This is intuitive because TiO2 surface exposes in their

outermost atomic positions undercoordinated Ti atoms, which are

strong Lewis sites that are stabilized by the interaction with the lone

pairs of O and N atoms (dative bonds). TiO2 surface also presents

Brønsted basic sites, i.e. the most exposed O atoms, which play

an important role on these surfaces, because they are important an-

choring points as H-bond acceptors. An important point of debate

concerns the spontaneous (or not) deprotonation of the amino acids

on these sites. On the (110) surface, the most stable one of the rutile

polymorph, and probably the most intensively studied TiO2 surface,

amino acids adsorb through a dissociative process and in a biden-

tate (O,O) manner[121–127] in accordance to IR,[127] photoelectron

diffraction,[122] NEXAFS (near edge X-ray absorption fine structure)

spectroscopy,[126] and scanning tunneling microscopy data.[123] An
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other surface of interest is the (101) of the anatase polymorph. It

is of particular interest because of the large synthesis of symmetric

Wulff like nanoparticles, exposing the (101) facet as the predominant

surface.[128] This is because of its very low surface energy, less than

a half than that of the (110) rutile surface and the other anatase

facets. Szieberth et al. showed that the preferred adsorption mode

for glycine on the (101) anatase surface is the bidentate (N,O) one

but in its canonical structure (i.e. the gas phase non-deprotonated

structure). Overall, the deprotonation seems to depend on the poly-

morph; in particular the main features of the surface which drive

the protonation/deprotonation process are its energy (surfaces with

higher energy are more reactive and, accordingly more prone to de-

protonate amino acids) and its morphology (the presence of an O

atoms close to the adsorption site which can accept the proton).

Monti et al. studied large systems through long MD simulations

by means of reactive classical force fields (ReaxFF) parametrized by

DFT calculations on cluster models,[129] also considering the pres-

ence of water. However there is a lack of systematic studies on the

evaluation of a complete set of amino acids in order to study the effect

of the several lateral chains; moreover no studies have been carried

out on the mechanism of peptide bond formation on TiO2 surfaces.

1.6 Objectives

As already mentioned in previous sections, literature misses a sys-

tematic study on the adsorption of different and most representative

groups of lateral chains among the several amino acids, and there are
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no studies on the peptide bond formation mechanism on the surface

of TiO2 material.

In the present work, we will provide accurate full QM calcula-

tions by means of DFT approach using the VASP periodic code. In

particular the main objectives are:

• To study the pure TiO2 bulk systems in its anatase and rutile

poylmorphs, and their most stable surfaces, i.e. the (101) for

the anatase and the (110) for the rutile.

• To study the adsorption of representative amino acids in order

to cover a complete range of the lateral chain features, both at

the (101) anatase and (110) rutile surfaces.

• To study the peptide bond formation mechanism on the (101)

surface, simulating the conditions of the experiments carried

out by Martra et al.

• To study the relative stability of secondary structures (α-helices

and β-sheets) on the (101) anatase surface by means of full

periodic calculations, i.e. 1-D for α-helix and 2-D for β-sheets.



Chapter 2

Methodology

Theoretical and computational chemistry are disciplines devoted to

study physico-chemical problems at an atomistic level. In particular,

theoretical chemistry deals with the development of new methodolo-

gies which allow the treatment of the many-electron problem, while

computational chemistry applies those instruments developed by the-

oretical chemists to study chemical processes of interest through the

use of several computational codes. Two classes of code-types are

available for the scientific community: one devoted to the visualiza-

tion and the editing of molecular systems, and another one devoted

to solve the equations provided by theoretical chemists throughout

efficient algorithms, to calculate all the properties of interest of the

system under study.

In this Chapter we will briefly introduce the birth of quantum

mechanics and some milestones of quantum physics which allowed

the evolution of the modern theories implemented in current codes.

Then we will discuss how to model a realistic system, to finally go

33
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in deeper details about the methods and codes used in the present

thesis.

2.1 Dawn of quantum mechanics

At the end of the XIX century, many experimental observations

demonstrated that classical physics cannot describe properly the

properties related to atomic and sub-atomic particles. Among them

it is worth mentioning the photoelectric effect, observed for the first

time in 1887 by Heinrich Rudolf Hertz,[130] and the black body ra-

diation, described separately by Balfour Stewart[131] and Gustav

Kirchhoff[132] (the term ”black body” was coined by Kirchhoff him-

self) in 1858 and 1859, respectively. The former is the emission of

electrons from a surface when the electromagnetic radiation hits the

material; the latter is the radiation within or surrounding a black

body, i.e. an idealized physical body that absorbs all incident electro-

magnetic radiation. Both these phenomena could not be explained

by the Maxwell’s equations on the magnetic radiation; it actually

generated real paradoxes. The solution came from Max Planck in

1900, who, for the first time, proposed that atoms may emit and

absorb electromagnetic radiation only in discrete packets,[133, 134]

called quanta. Because of this theory Max Planck can be consid-

ered the father of the quantum physics. Few years later, in 1905,

Einstein, by applying the Planck’s quantum theory, gave a reason-

able explanation for the photoelectric effect, hypothesizing that the

magnetic radiation should consist of energy packets,[135] then called

photons. Starting from these experiment and theories, the first half
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of the XX century classical physics experienced a real revolution. In

1913 Niels Bohr applied the quantum theory also to the mechanical

energy, proposing an empirical model on the hydrogen atom where

the electron can move only in a discrete ensemble of orbits;[136–140]

this was confirmed in 1914 by Franck and Hertz. Another important

evidence of a pure quantum phenomenon is the wave-particle duality:

this was already clarified for the light nature, but in 1923 Louis Vic-

tor de Broglie hypothesized that also sub-atomic particles might have

the same behaviour.[141] His theory was validated by the Compton

scattering, observed by Arthur Compton in 1922[142] and, few years

later (1927), by the Davisson-Germer experiment,[143] in which they

sent slow electrons against crystalline Nickel; what they found was

the same diffraction pattern obtained by William Bragg using X-ray

diffraction.

All these (and many others) discoveries led to the formulation

of a partial differential equation by Erwin Schrödinger,[144] who de-

scribes sub-atomic particles as waves, following the de Broglie’s hy-

pothesis. Due to its complexity this equation can not be solved an-

alytically but for the H atom, H+
2 , and hydrogenoid systems, i.e.

systems with only one electron. Still nowadays the many-electron

problem has not been solved yet. Starting from this equation, in

the following years many implementations have been applied to it in

order to both simplify its complexity (the number of variables de-

pends to the number of coordinates of electrons and nuclei) or to

further improve its description of the matter. Among different ap-

proaches, it is worth mentioning the Born-Oppenheimer approxima-

tion (1927),[145] which decouples the electrons and nuclei motion, the

orbital approximation, where each electron is considered to belong to



36 CHAPTER 2. METHODOLOGY

a hydrogen-like atom and the nuclear charge is corrected by using the

effective nuclear charge, and the WKB (Wentzel-Kramers-Brillouin,

1926) approximation,[146–149] where the wave function is recast as

exponential function, expanded in powers of the Plank constant.

A fundamental improvement was given by Dirac (1928);[150, 151]

as the Schrödinger equation is based on a classical Hamiltonian, it

can not describe pure quantum behaviours, such as particles with

zero mass (photons), also introducing the spin formalism (relativistic

Schrödinger equation). In the same years the detachment of classical

and quantum mechanics has been formally demonstrated by one of

the most important theories of quantum mechanics, the uncertainty

principle, formulated by Werner Heisenberg in 1927.[152]

Further improvements and approximations of the Schrödinger

equation have been given with the aim of extend the method to

more complex systems. One of the most important was the Hartree-

Fock method (1930-1935),[153, 154] that became the father of com-

putational methods. However, it was not until 1950s that the first

ab-initio calculations were possible, thanks to the development by

Roothaan[155] and Hall[156] who revisited the Hartree-Fock method,

and to the development of the first digital computers. Over years,

many methods were born to solve the many electron problem, only

partially treated in the Hartree-Fock formalism; among many, one

is particularly remarkable, the DFT (Density Functional Theory),

developed by Kohn and Sham in 1965[157] starting from the con-

sideration of the Thomas-Fermi electron gas model[158, 159] (1927)

and the Hohenberg and Kohn theorems.[160] This approach faces the

problem by a completely different point of view with respect to the

HF method, substituting the complex wave function (many variables,
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depending by the number of electrons and nuclei) with the electron

density (a physical observable depending by only three variables).

Still nowadays new DFT functionals arise every year and DFT is the

most used approach for ab-initio calculations.

2.2 The Schrödinger equation

The Schrödinger equation is a partial differential, linear, complex,

non-relativistic, eigenvalue equation, and, in its most compact form,

it is written as:

ĤΨ = EΨ (2.1)

Let us now analyse in deeper details its characteristics:

• Partial differential: i.e. an equation which contains multivari-

able functions and their partial derivatives,

• Linear: i.e. the maximum exponent of its unknowns is equal

to 1,

• Complex: i.e. it contains both real and imaginary parts,

• Non-relativistic: i.e. a classical Hamiltonian-based equation,

so it cannot treat particles with zero mass or with spin (Dirac

equation),

• Eigenvalue: i.e. by applying the Hamiltonian operator to the

unknown function Ψ, the result is the same function Ψ times

a real value E (the energy of the systems). Therefore Ψ is an

eigenfunction of H and E its corresponding eigenvalue.
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Despite the ”simple” form of Equation 2.1, the Hamiltonian H can

be expressed as the sum of the kinetic energy of nucleus (Tn) and

electron (Te) and as the sum of the potential energy for the inter-

actions between nucleus-nucleus (Vnn), nucleus-electron (Vne) and

electron-electron (Vee). The Hamiltonian for a time-independent

non-relativistic Schrödinger equation can be written as:

Ĥ =− h2

8π2

∑
α

1

Mα

∇2
α −

h2

8π2me

∑
i

∇2
i +

e2

4πε0

∑
α

∑
β>α

ZαZβ
rαβ

− e2

4πε0

∑
α

∑
β>α

Zα
rαi

+
e2

4πε0

∑
i

∑
j>i

1

rij

(2.2)

where h is the Planck constant, Mα is the mass of nucleus α, me is

the mass of the electron, Zα and Zβ are the atomic number for nuclei

α and β, respectively, ε0 is the vacuum dielectric constant, e is the

electron charge, and ∇2 is the Laplace operator, i.e. the sum of the

second partial derivatives with respect to the coordinates, expressed

as:

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
(2.3)

In atomic units Equation 2.2 can be written in a more compact form:

Ĥ =− 1
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(2.4)
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Ĥ = T̂n + T̂e + V̂nn + V̂ne + V̂ee (2.5)

Now we can introduce the Born-Oppenheimer approximation

(mentioned in the section above), i.e. the decoupling of nuclei and

electrons motion:[145]

Ψ(~R,~r) = Ψn(~R)Ψe(~r; ~R)) (2.6)

where the subscripts n and e stand for the nuclear and the electronic

parts, respectively. In Ψe(~r; ~R) the electronic wave function explicitly

depends by electronic coordinates r, but only parametrically by nu-

clear coordinates. This approximation finds its foundation by the fact

that nuclei and electrons have different velocities due to their differ-

ent masses (the proton mass is 1840 times heavier than the electron

one); hence the electrons relax instantaneously for each nuclei con-

figuration. Thank to this approximation the first term of Equation

2.5 (Tn) can be neglected and the third term (Vnn) can be considered

as a constant. So one can solve the electronic Schrödinger equation,

thus obtaining the potential energy of the system:

ĤeΨi(~r; ~R) = (T̂e + V̂ne + V̂ee + V̂nn)Ψi(~r; ~R) = Ui(~R)Ψi(~r; ~R) (2.7)

The main problem of the Schrödinger equation is that the wave func-

tion is unknown. To solve this problem the approach known as vari-

ational principle was developed, which systematically drives the so-

lution to the best approximate wave function for a determined elec-

tronic state, starting with a trial function φ. For a given system with
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its proper Hamiltonian, the variational principle states that:

ε[φ] =
〈φ|Ĥ|φ〉
〈φ|φ〉

(2.8)

Within this approximation ε[φ] > E0, where E0 is the solution for

the real wave function Ψ, ε[φ] = E0 if, and only if, the trial function

correspond to the real wave function of the system. Despite now

we have a reasonably well approximated wave function, one of the

ingredients of the Hamiltonian is still nowadays elusive, the electron

correlation Vee. Many theories and methods were born in order to find

a good approximation of this crucial contribution to the energy, since

the Hartree-Fock approximation, until the most recent developments

on the Density Functional Theory.

2.3 Wave function-based methods

The consequence of the problem discussed above, i.e. the electron-

electron interaction (Vee), is that the Schrödinger equation can be

solved only for those systems with non-interacting electrons. Obvi-

ously this is a huge limitation for interesting applications. Therefore,

many strategies have been developed in order to solve this problem

and to apply this powerful equation to systems of physico-chemical

interest. The first solution was proposed by Hartree and Fock in

1930, with the consequent birth of what we can consider the father

of the ab-initio methods.
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2.3.1 The Hartree-Fock method

The foundations of the Hartree-Fock method were raised by Hartree

in 1928 with the so called Hartree product,[161–163] where the wave

function of a system with N electron is approximated with the prod-

uct of N-orthonormal one-electron wave functions:

Ψ(x1, x2, ..., xN) = χ1(x1)χ2(x2)...χN(xN) (2.9)

However, as pointed out by Slater in the same year, this approxima-

tion does not describe adequately the multi-electron wave function

because it is not antisymmetric with respect to the exchange of the

coordinates of any pair of electrons. Thus, he proposed a similar

product but organized in the Slater determinant:[154]

Ψ(x1, x2, ..., xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χN(x1)

χ1(x2) χ2(x2) . . . χN(x2)
...

...
. . .

...

χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣∣
(2.10)

where the spin orbitals χi(xi) are defined as:

χi(xi) = φi(~r)φi(s) (2.11)

where φi(~r) is a spatial function and φi(s) is a spin function, which

can be either α or β. In this case, the expectation value of the

electronic Hamiltonian (Hel) is the Hartree-Fock energy:[153]
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EHF =
N∑
i

〈χi|ĥi|χi〉+
1

2

N∑
ij

( 〈χj|Ĵi|χj〉 − 〈χj|K̂i|χj〉) (2.12)

where ĥi is the mono-electron operator that gives the contribution of

the kinetic energy and the potential energy for the electron-nucleus

interaction (Te + Vne), while Ĵi and K̂i represent the Hartree-Fock

approximation of the potential energy for the electron-electron inter-

action (Vee), i.e. they are bi-electronic operators. In particular Ĵi is

the Coulomb operator and describes the classical repulsion between

charges of the same sign, and K̂i is the Exchange operator, which

arises by the antisymmetric character of the Slater determinant, so

it has a purely quantum meaning: it describes the Fermi hole, or, in

other words, the Pauli exclusion principle. As the Hartree-Fock be-

longs to those methods which exploit the variational principle, EHF

is minimised with respect to the spin orbitals, with the constraint

that the spin orbitals remain orthonormal. The minimization of the

energy leads to a new set of spin orbitals which, in turn, can be

used to further minimise the energy, repeating the procedure until

a pre-set convergence criterion. Because of this, the Hartree-Fock is

a SCF (self-consistent field)-type method. After a proper transfor-

mation of the spin orbitals (χj) to spatial orbital (ψj), which finally

are the molecular orbitals of interest, we face with another problem,

i.e. the mathematical expression of molecular orbitals is unknown.

A further improvement of this methodology was given by Roothaan

and Hall, who introduced the LCAO (linear combination of molec-

ular orbitals) approximation,[155, 156] which in turn represents the
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foundation of the basis set concept. Within this approximation the

molecular orbitals can be expressed as:

ψi =
Z∑
µ=1

Cµiφµ Z = 1, 2, . . . , N (2.13)

where φµ is a set of basis functions and Cµi the expansion coefficients.

For a complete set of φµ the expansion would be exact; however for

computational reasons we have to use a finite set of K basis func-

tions. The Hartree-Fock approximation has an important limitation:

the bi-electronic operator K̂i, as it describes the formalism of the

Pauli principle exclusion, only takes into account electron correlation

between electrons with the same spin αα or ββ. Consequently, it de-

scribes electrons moving in an averaged field generated by the others

electrons. Therefore, HF method has a lack of electron correlation.

2.3.2 Post Hartree-Fock methods

The electron correlation energy may be defined as:

ECORR = EEXACT − EHF (2.14)

One can distinguish between two types of electron correlation:

• Dynamic correlation: the electrons, in the Hartree-Fock ap-

proximation, do not interact with each other, but each electron

interact with an average field created by the other electrons

• Static correlation: the Hartree-Fock approximation is repre-

sented by a single Slater determinant, thereby not accounting

for degenerate electronic configurations
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To recover this small (but very important!) amount of energy the

post Hartree-Fock methods, based on expanding the wave function,

can be used, the most important of which are: the configuration in-

teraction (CI) method, the many-body perturbation theory (MBPT),

and the coupled cluster (CC) method.

Methods based on density functional theory can also account for

electron correlation

2.4 Density functional methods

Density Functional Theory (DFT) is the most popular method to

include the effects of the electron correlation with a relatively cheap

computational cost. The power of DFT is that, first of all, it is based

on the electron density (ρ(~r)) which, in contrast to the wave function,

is a physical observable experimentally measured (X-Ray diffraction),

while the wave function has no direct physical meaning and its form

is unknown. The electron density depends on three variables (x,y,z),

while the wave function variables depends on the number of atoms

(nucleus and electron coordinates). The other advantage of using a

physical variable is that ρ(~r) is a non-negative real function (it has

no imaginary parts as the wave function) which vanishes at infinity

(lim~r→∞ ρ(~r) = 0) and, integrated over the space gives the number

of electrons (
∫
ρ(~r)d~r = N).
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2.4.1 Foundations of DFT: from Thomas-Fermi

model to Hohenberg-Kohn theorems

Shortly after the formulation of the Schrödinger equation, Llewellyn

Thomas and Enrico Fermi proposed in the same year (1927) a quan-

tum mechanical theory for the electronic structure based on the elec-

tron density.[158, 159] Despite the naif nature of the uniform electron

gas described by the Thomas-Fermi model, it opened up the founda-

tion of what, thirty years later, was named as DFT.

The most important improvement which established the birth of

DFT was the Hohenberg and Kohn theorems;[160] the first states that

”[The external potential] Vext(~r) is (to within a constant) a unique

functional of ρ(~r); since, in turn, Vext(~r) fixes Ĥ we see that the full

many-particle ground state is a unique functional of ρ(~r)”. Through

a reduction ad absurdum they demonstrated a one to one relationship

among the electron density and the Hamiltonian, the wave function

and the energy, and, accordingly, all the related properties. The

second Hohenber-Kohn theorem is the variational principle which,

as for wave function-based variational methods, provides the exact

energy (E0) of the ground state through the minimization of E[ρ(~r)]:

E0 = E[ρ0(~r)] ≤ E[ρ(~r)] (2.15)

where ρ0(~r) is the real ground-state density.

2.4.2 The Kohn-Sham method

Following the Hartree-Fock approximation, in 1965 Kohn and Sham

developed a method to study a system of interacting electrons start-



46 CHAPTER 2. METHODOLOGY

ing from a fictitious system of non-interacting electrons that generate

the same density as that of interacting electrons. In an analogous way

as the Schrödinger wave function within the Born-Oppenheimer ap-

proximation (see Equation 2.7), we can write the Hamiltonian of the

system as:

Ĥ = T̂ + V̂ + Ĵ + V̂XC (2.16)

where T̂ (also called Ts[ρ]) is the kinetic energy of a system of non-

interacting electrons:

Ts[ρ] =
1

2

∫
∇2ρ(~r)d~r (2.17)

V̂ (also known as Vext[ρ]) is the potential energy from the external

field due to positively charged nuclei:

Vext[ρ] =

∫
v(~r)ρ(~r)d~r (2.18)

J (J [ρ]) is the classical Coulomb energy of electron-electron repulsion:

J [ρ] =
1

2

∫ ∫
ρ(~r1)ρ(~r2)

|r1 − r2|
d~r1d~r2 (2.19)

and the VXC operator which take into account the exchange and

correlation behaviour of interacting electrons, as well as the difference

between the kinetic energy of the interacting and non-interacting

electrons (T [ρ] − Ts[ρ]), whose exact form is unknown. As one can

see, all these operator are functionals of the electron density. Putting

this operator in the one-particle Schrödinger equation and recovering

the Hartree-Fock formalism we can write:
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ĥKSχi(~r) = εi(~r)χi(~r) (2.20)

where ĥKS is the Kohn-Sham operator before called generically Ĥ.

Solving the Schrödinger equation iteratively (also DFT is self - consis-

tent!) by starting with a trial ρ(~r), one will get the converged ρ0(~r),

always remembering that ρ(~r) must satisfy the following requirement:

ρ(~r) =
N∑
i=1

|χi(~r)|2 (2.21)

VXC is the critical part of all the formalism; it is the functional deriva-

tive of the exchange-correlation energy:

VXC =
dEXC [ρ(~r)]

dρ(~r)
(2.22)

EXC [ρ] can be divided into two parts: the exchange term (EX [ρ])

and the correlation term (EC [ρ]):

EXC [ρ] = EX [ρ] + EC [ρ] (2.23)

which represent the interaction between electrons with the same and

opposite spins, respectively. Density functional methods differ on the

treatment of these terms, which will be discussed in the next section.

2.4.3 Exchange-Correlation functionals

The simplest approach is the Local Density Approximation (LDA),

which depends only on ρ(~r). The first LD approximation was pro-

posed by Dirac in 1930,[164] within the approximation of the Thomas-
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Fermi model:

ELDA
X = −3

4

(
3

π

) 1
3
∫
ρ

4
3 (~r)d(~r) (2.24)

The analytical part of the correlation energy is not known, but

Monte Carlo simulations allowed the construction of the very pop-

ular functional by Vosko, Wilk and Nusair, referred as VWN.[165]

It is very well known that LDA functionals tend to delocalize too

much the electrons, and, because of that, they underestimate bond

distances and, accordingly, overestimate binding energies, especially

for those systems with localized electron. However, not surprisingly,

they provide good results in the description of solid metals, whose

electrons are delocalized over all the material, and, accordingly, well

described by the uniform electron gas model. A more generic ap-

proximation is the Local Spin Density Approximation (LSDA) with

the electron density is split in its two spin components (α and β), in

order to describe open-shell systems.

A more accurate description of the electron density is given by

Generalized Gradient Approximation methods (GGAs), which intro-

duce the first derivative of the density (the gradient). One of the first

and most common exchange functional has been proposed by Becke

(B88) as a correction of the LDA formula:[166]

EB88
X = ELDA

X −β
∑
σ

∫
ρ

4
3
σ

x2
σ

1 + 6βxσsinh−1xσ
d~r x =

|∇ρ|
ρ

4
3

(2.25)

where β = 0.0042, which is a parameter that was determined by

fitting Hartree-Fock exchange energies of several atoms. A popular
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correlation functional is the LYP (Lee-Yang-Parr) which has been

built with the correlation formula developed by Colli and Salvetti.

Within the GGA methods it is worth remember the PBE (Perdew-

Burke-Ernzerhof) exchange-correlation functional,[167] the one which

has been mostly used in this work.

More accurate description of the EXC [ρ] is given by meta-GGA

functionals, where the Laplacian (i.e. the curvature) of the electron

density has been introduced. The TPSS (Tao-Perdew-Staroverov-

Scuseria) is an example of this class of functionals; this is a non-

empirical functional and it may be considered as an improvement

over the PBE.[168] Other functionals that deserve to be mentioned

are the Minnesota one (M06L) developed by Trhular and coworkers.

Hybrid density functionals (also known as hyper-GGA methods)

combine a percentage of the exact Hartree-Fock exchange (depending

on the functional) with the exchange-correlation of a GGA method.

This class includes the most popular density functional methods; one

of them is the B3LYP, which combine the B88 exchange functional

and the LYP correlation functional with a 20% of exact Hartree-Fock

exchange and 3 empirical parameters:[169, 170]

EB3LY P
XC = (1− a0)ELSDA

X + a0E
HF
X + ax∆E

B88
X

+ acE
LY P
C + (1− ac)EVMW

C

(2.26)

where a0, ax, and ac corresponding to 0.2, 0.7 and 0.8 values, respec-

tively. The other very popular hybrid functional is the PBE0, i.e.

the PBE as it is with a 25% of exact exchange.[171]

The hyper-meta GGA methods, as the name suggests, combine
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meta GGA methods with a percentage of exact exchange. Among

them the already cited TPSS has been augmented with a 10%

of Hartree-Fock exchange. The Minnesota are a very huge class

of functionals with different percentages of exact exchange, since

M05,[172, 173] M06[174–176] and M08[177] classes, which consist

of both meta and hyper-meta GGA functional, until the newest

M11,[178, 179] M12[180, 181] and M15,[182, 183] which introduce

the range separation, which is a partitioning of electron-electron in-

teractions between short range (local DFT exchange) and long range

(Hartree-Fock exchange) in order to represent correctly the interac-

tion potential decay.

2.4.4 Some difficult cases for DFT

DFT methods are the most popular choice to perform ab-initio cal-

culations, because many of the different functionals are implemented

in several codes, which allow the scientific community to address any

kind of chemical problem. In general they provide good geometries

and, accordingly also good energies and all their related properties,

such as dipole moments, frequency calculations, and excited states.

However, there are some cases where pure DFT methods cannot reach

the desired accuracy. This is the reason of the development, along

the years, of so many functionals, to include corrections over the pure

DFT formalism. The most frequent cases where DFT fails are: weak

interactions, charge transfer processes, and open-shell systems.
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Weak interactions

Weak interactions are basically the so-called van der Waals forces.

Let consider graphite, for example: this system is formed by graphene

layers, i.e. sheets of sp2 carbons of one-C-atom thickness, which in-

teract to each other with the electron cloud of the π-system, as de-

picted in Figure 2.1. Thus, there are not chemical bonds between

graphene layers, nor dative interactions, but only dispersive forces.

The experimental distance between the graphene layer is 3.35 Å, and

if pure DFT describes quite bad this distance (left part of Figure 2.1)

the DFT including dispersion (D) corrections (right part of figure 2.1)

is much more accurate in the description of these weak forces, pro-

viding an interlayer distance close to the experimental value. DFT-D

methods have been implemented by Stefan Grimme, and they are fun-

damentally a-posteriori corrections of energies and gradients based

on experimental data and atom-pairwise correction based on atomic

ionization potentials. The general formulation of this correction is:

EDFT−D = EDFT − S6

∑
i6=j

Cij
6

R6
ij

fdamp(Rij) (2.27)

where Rij is the distance between atoms i and j, Cij
6 is a dispersion

coefficient based on atomic polarizabilities and ionization potentials,

fdamp is a dumping function in order to avoid non-physical behaviours

for small distances, and S6 is an empirical parameter different for each

functional. DFT-D2 correction considers all pair of atoms,[184, 185]

DFT-D3 also triplets of atoms in order to take into account three-

body effects,[186, 186] while the more recent DFT-D4 include atomic

partial charges computed at semi-empirical quantum level to scale
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Figure 2.1: PBE (left) and PBE-D2 (right) optimised geometries for
the graphite bulk structure.

polarizabilities.[187]

Charge transfer interactions

This kind of interactions occur in metal transition complexes when

a fraction of the electronic charge is transferred (metal-to-ligand or

ligand-to-metal charge transfer). Pure DFT functionals tend to de-

localize the electrons and, accordingly, overestimate the energy of

these interactions. However, by adding a proper percentage of ex-

act Hartree-Fock exchange (hybrid functionals) the problem usually

vanishes.
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Open-shell systems

This is the case of many transition metals (particularly first-row), or

radical systems. In this case the problem of pure DFT results from

an over-delocalization of the spin density due to the bad cancellation

of the self-interaction part of the exchange functional; also in this

case DFT predicts an over-stabilization of these systems, and the

solution, as for charge transfer interactions, is the inclusion of the

exact exchange. The majority of hybrid functionals does not have

high percentages of exact exchange because the Hartree-Fock tends

to be inaccurate in the opposite direction with respect to DFT, i.e.

lack of electron correlation. Because of this, the hybrid functionals

have been balanced with a proper amount of Hartree-Fock exchange.

2.5 Molecular mechanics based methods

An approach completely different from quantum methods is to use

equations deriving by classical physics to get the energy and all

related properties of the system of interest. The main difference

with respect to quantum methods is that molecular mechanics (MM)

based methods do not account for electrons; the basic idea is that

atoms are treated as classical particles, and they are bound to each

other by springs of different forces (depending on atoms type and

hybridation).[188, 189] These methods are also called Force Field

methods.
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2.5.1 The Force Field energy

The Force Field energy is written as a sum of several terms:

EFF = Estr + Ebend + Etors + Evdw + Eel + Ecross (2.28)

where Estr is the energy required for stretching a bond between two

atoms, Ebend for bending an angle, Etors for rotating a bond (torsional

angle), Evdw and Eel account for interactions between non-bonded

atoms, and Ecross describes couplings between the first three terms.

Estr is described in its simplest form as a second order truncated

Taylor expansion around the equilibrium bond length R0:

Estr(R
AB −RAB

0 ) = E(0) +
dE

DR
(RAB −RAB

0 )

+
1

2

d2R

dR2
(RAB −RAB

0 )2

= kAB(∆RAB)2

(2.29)

where kAB is the force constant of the A–B bond, and the equa-

tion represents the parabolic behaviour of the potential with respect

to an infinitesimal displacement of the atoms from the equilibrium

geometry. This is the simplest expression of Estr because it requires

the only parameter kAB; the Estr can be improved by adding more

terms in the Taylor expansion, thus requiring more parameters. How-

ever, for the cubic (kAB3 ) and quartic (kAB4 ) terms the energy tends

to -∞ and +∞, respectively, so they lead to non-physical results for

large deviations with respect to the equilibrium geometry. A simple



2.5. MOLECULAR MECHANICS BASED METHODS 55

function which describes properly the energy for large stretchings is

the Morse potential:[190]

Emorse(∆R) = D(1− exp−α∆R)2 α =

√
k

2D
(2.30)

where D is the dissociation energy.

Ebend has an expression analogous to Estr:

Ebend(θ
ABC − θABC0 ) = kABC(θABC − θABC0 )2 (2.31)

in its harmonic approximation, which can also be expanded to third,

fourth, or higher orders.

Etors has a different form because of both the periodic conditions

this parameter must present, and also because of the lower energy

required to distort a torsion angle, in comparison to stretching and

bending, i.e. large deviations from the minimum structures may

occur. Accordingly, a truncated Taylor expansion in this case leads

to non-physical constraints. Usually Etors is written as a Fourier

series:

Etors(ω) =
∑
n=1

Vncos(nω) (2.32)

where n accounts for the periodicity of the torsion angle, and Vn is

the barrier for the rotation around the dihedral angle.

Evdw term describes the attraction and repulsions between atoms

not directly bound. This energy should decrease to zero when the dis-

tance between the atoms increases, while increases very fast for short
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distances because of the repulsion between electrons (Pauli exclusion

principle). At intermediate distances it describes the weak attraction

due to instantaneous dipole-dipole interactions between the electron

clouds of the considered atoms (electron correlation).[191] The most

popular function which describes correctly the above mentioned be-

haviours is the Lennard-Jones potential:[192]

Evdw(R) = ε

[(
R0

R

)12

− 2

(
R0

R

)6
]

(2.33)

Eel describes the interaction with permanent dipoles and charges,

and the expression of the energy is the Coulomb potential, in an anal-

ogous form with respect to that described in the Schödinger equation:

Eel(R
AB) =

QAQB

εRAB
(2.34)

Etors, as said before, takes into account the coupling between

the first three terms (stretching, bending, torsion), which are usually

written as first-order Taylor expansion. The most important coupling

is due to stretching and bending:

Estr/bend = kABC(θABC−θABC0 )[(RAB−RAB
0 )−(RBC−RBC

0 )] (2.35)

but, depending on the force field used, also the other possible per-

mutations among stretching, bending and torsions may be present.
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2.5.2 Advantages and limitations of Force Field

methods

Obviously, the main advantage of MM based methods is the high

speed of the calculation also for very large systems. While with QM

methods many cores and many days/weeks are necessary to optimise

systems with few hundreds of atoms, with MM methods it is possible

to treat systems with thousands of atoms with a personal computer in

few minutes/hours. One of the limitations of using MM based meth-

ods is the drop of accuracy with respect to QM methods; moreover

for each new systems studied it has to be previously parametrized.

To parametrize a force field one has to use accurate QM calculations

or experimental data. Moreover it is impossible to study the reaction

profile of a certain reaction by searching for transition state struc-

tures; due to the harmonic approximation of the chemical bond, MM

methods cannot describe its cleavage/formation. However, this prob-

lem can be overcome thanks to the development of a new Force Field

named ReaxFF.[193]

2.6 Modelling solids and surfaces

A perfect crystal can be considered as a periodic structure defined by

a unit cell repeated in the three directions of space. There are two

strategies to model a solid: the cluster and the periodic approaches.
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2.6.1 Cluster approach

As we can consider the crystal as a large molecule, one of the sim-

plest approaches to model a solid is to cut from the crystal a small

portion of atoms, with the approximation that this portion maintains

the properties of the whole crystal. In principle, for different cuts of

several sizes, the properties of the macromolecule should converge to

the crystal ones as the cluster size increases. An advantage of this

approach is that any molecular code may treat a finite system, with

the unique limitations being those arising from the electronic struc-

ture methods. However, cluster models may suffer from edge effects,

leading to too flexible systems, if the size is not large enough.While

increasing the size of the cluster is the obvious strategy, this may lead

to systems unaffordable from a computational points of view. A solu-

tion may be basically blocking those atoms at the edge of the cluster

during geometry optimizations, in order to simulate the bulk rigidity.

Another approach, which is able to treat very large systems, would

be the ONIOM method,[194–196] which consists in dividing the sys-

tem in two parts, treated at different levels of theory (for example

DFT/MM).

2.6.2 Periodic approach

The previous approach can not take into account neither the long

range order nor the periodicity of the crystal, and in many cases it

fails in the description of the macroscopic properties of the crystal

itself. By contrary, the periodic approach can lead to the desired

properties of the studied system with a relatively small amount of

atoms, thanks to their repetition in the three directions. Hence the
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key point of this approach is the translational symmetry of the unit

cell in three directions (3D periodic systems, i.e. bulk materials), in

two directions (2D periodic systems, i.e. surfaces), or in one direction

(1D periodic systems, i.e. polymers). While in molecular systems

symmetry is useful to save computational time and also for the inter-

pretation of some results (such as the assignation of normal modes in

IR spectra, electron transition in UV-Vis spectra), but not manda-

tory, in periodic systems the translational symmetry plays a key role,

without which it would not be possible the formal treatment and the

solution of the Schrödinger equation. In fact, extending the LCAO

scheme for a solid, one would have to consider an infinite number of

basis functions, with consequently infinite matrices. However, taking

into account the translational symmetry and Bloch functions (see the

following section) the problem can be factorized into n problems of m

dimension, where n is the number of irreducible representation (IR)

of the translational group and m the number of basis function.[197]

The Bloch theorem

In order to understand the solution of the periodic Schrödinger equa-

tion it is useful to introduce some basic concepts. We have talked

about translational symmetry; so the direct lattice is a collection

of points repeated in the space at intervals of ~a1, ~a2, ~a3 (the basis

vectors). Hence the lattice vector ~g can be written as:[198]

~g = n1 ~a1 + n2 ~a2 + n3 ~a3 (2.36)

Where n1, n2 and n3 are integers and, accordingly, the ~g lattice

vector defines the n1, n2, n3 cell with respect to the cell origin (0-
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Figure 2.2: Schematic representation of a 1D-periodic system, with
one atom per unit cell.

cell). For the sake of simplicity let’s consider the polymer depicted

in Figure 2.2 (periodic in only one dimension, hence a2 = a3 = 0);

in this case the 0-cell which generates by translational symmetry the

whole system is the one with the atom A0 (continuous line). The

atom A1 will be defined by the lattice vector ~g = 1~a1.

Each direct lattice admits the construction of its reciprocal lattice

of basis vectors (b1, b2, b3) which obey to the following important

orthogonality relationship:

~ai~bj = 2πδij (2.37)

Hence, because of the translation symmetry of the crystal, the

Schrödinger equation becomes:

Ĥ(r − ~g)Ψ(r − ~g) = EΨ(r − ~g) (2.38)

in which the ~g vector is introduced. With the assumption of a periodic

nature of the potential V (r), the eigenfunctions of the Schrödinger

equation will obey the Bloch theorem:[199]

Φk(r + ~g) = eik~gΦk(r) (2.39)

where k is a point in the reciprocal space, with an analogous definition

as g in the direct space, and eik~g is a phase factor which has the same
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periodicity of the crystal. In the schematic representation of Figure

2.2 this means that the functions centred on the atom A0 will be the

same as on A1, and the other A atoms replicated by translational

symmetry. By imposing the Born-Von Karman periodic boundary

conditions on the Bloch functions on our model system of Figure 2.2,

Equation 2.39 becomes:

Φk(r +Na) = eikNaΦk(r) = Φk(r) j = 1, 2, 3 (2.40)

where N is the number of cells in the crystal. Equation 2.40 implies

that:

eikNa = 1 (2.41)

Introducing the property of Equation 2.37 we have:

e2πikNκ = 1 (2.42)

which is satisfied for:

κ =
n

N
(2.43)

where n is integer. Hence for a number of cells which tends to infinity,

also the number of k-points tend to infinity, thus covering completely

the space of the reciprocal lattice, so that k can be considered a con-

tinuous variable, represented finally by the bands of the considered

material. Each k-point will be the IR of the translation group of

the considered system, and because of a general theorem of quantum

mechanics which states that the product of functions belonging to
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Figure 2.3: Transformation of the infinite Hamiltonian matrix when
expressed in the basis of Bloch functions. The figure has been taken
from ref. [198]

different IRs is zero, we have a transformation of the infinite Hamil-

tonian matrix in a block-diagonal matrix, where each block has the

symmetry of the jth k-point (see Figure 2.3).

Despite the elegance and the real improvement of the Bloch the-

orem in solving the periodic Schrödinger equation, we have basically

reduced a problem of infinite size into infinite problems of finite size.

But this is actually the solution of our problem, because the eigen-

values smoothly change with the k-points, and, accordingly, a fi-

nite number of k-points may be used for the solution of the periodic

Schrödinger equation; in practical words one will see the convergence

of the energy (and so the related properties) for a limited number of

k-points, depending on the system of study. In Figure 2.4 two op-

posite systems are shown: an insulator (urea) and a conductor (Be).

As one can see, the bands of insulating systems change smoothly

with the k-points, i.e. the energy does not change so much, while in

conducting systems the energy of each k-point is different from one
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Figure 2.4: Band structure for the Urea bulk (left) and Be bulk
(right). The figure has been taken from the CRYSTAL tutorials web
site: http://tutorials.crystalsolutions.eu/

another, until a crossing with non-occupied band; in this case a much

larger k-point sampling is required, to lead to converged energy.

The most used methodology for the k-points sampling has been

developed by Monkhorst and Pack;[200] in particular the k-points

grid over which the integrals are evaluated is built up not in the

whole reciprocal cell, but in a small portion of it, called the Brillouin

Zone (see Figure 2.5). k-points with special positions, depending

on the symmetry space group of a particular crystal, are defined by

capital letters, as shown in Figures 2.4 and 2.5; the Γ-point has the

coordinates (0,0,0).

http://tutorials.crystalsolutions.eu/
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Figure 2.5: Direct (left) and reciprocal (right) space for the graphene.
The first Brillouin Zone (BZ) is the small triangle defined by ΓMK.

Surface models

A surface is a periodic system where the bulk material looses one of

its three periodic directions, i.e. a plane parallel to a given Miller

index (hkl) is exposed to the vacuum. From an experimental point

of view the outermost atoms of the surface are connected to the bulk

atoms, i.e. the periodicity of the bulk for inner atoms is conserved

(see Figure 2.6).

However, from a computational viewpoint it is not possible to

reproduce the structure depicted in left part of Figure 2.6; we are

forced to do a double cut of the bulk structure, building the so called

thin film (or slab) model, periodic along, for example, x and y axes,

and with a finite thickness along z. The thickness of the slab cannot

be random, but one has to choose it carefully, with the constraint that

the inner atoms of the slab represent with a good approximation the

bulk structure; in other words the inner atoms must not be influenced
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Figure 2.6: Real (left) and model (right) surface.

by edge effects of the surface. To ensure the leading to converged

properties of the surface, one can check the surface formation energy,

i.e. the energetic cost to cut a surface from the bulk, which can be

computed as:

ES =
E(n)SLAB − nEBULK

2A
(2.44)

where E(n)SLAB is the energy of the slab containing n-layers, EBULK

is the bulk energy and A is the surface area of the slab.[201] ES should

converge for a limited, but increasing, number of layers. Another

important requirement is that the surface should be neutral, i.e. the

stoichiometry of the bulk must be respected. The reason of this is

quite obvious; if the unit cell of the surface is charged, that charge will

be repeated by translational symmetry, leading to an infinite charged

structure, which cannot be stable. The last prerequisite is that the

net dipole moment along the non-periodic direction is almost 0. If
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the thinnest slab, i.e. the 1-layer one, has a dipole moment it will be

repeated n-times with the increasing number of layers; large dipole

moments may cause instabilities in the electronic structure of the slab

leading to a conducting system (electron transfer from valence bands

to conducting bands), even if the surface should not be a conductor.

Basis sets

Many methods have been developed by theoretical chemists in order

to mathematically treat the atoms of a system. We can distinguish

between two classes of basis functions: localized basis sets, which, in

turn, can be represented by Slater-type functions, Gaussian functions,

or numerical atomic orbitals, and plane waves, a combination of sine

and cosine functions which are not centred on nuclei but uniformly

fill the space of a given cell. All the basis sets present either pros

and cons, and one has to carefully take them into account depending

on the system under study. Generally, Gaussian functions are mostly

used to study molecular systems, while plane waves are preferred for

periodic systems.

Also Gaussian functions may be used in periodic codes (such as

CP2K[202–208] and CRYSTAL[209, 210]), but they are expressed as

Gaussian-type Bloch functions, in order to take into account the pe-

riodicity of the system (see previous sections). Each Gaussian basis

function is a linear combination of Gaussian primitives with differ-

ent exponent, with the aim of describing with a good accuracy both

core electrons (high exponents) and valence electron (low exponents)

which are far from the nuclei.

Because of their nature, the number of plane waves does not de-
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pend directly by the number of atoms of the system, but by the size

of the cell. Because they fill all the space of a cell, using plane waves

intrinsically leads to 3D-periodic calculations, also for molecules; this

is due to the fact that plane waves cannot be exposed to the vacuum.

This means that also calculations of small molecules can be relatively

expensive. By contrary, using localized basis sets, the calculation of

small molecules is very fast, because the number of basis functions

depends on the number of atoms of the system.

An incredible advantage of plane waves is that they constitute

an universal basis sets, because they neither depend on the position

of the atoms in the cell nor by their nature, and one may choose

a more accurate (and more expensive) or a less accurate (and less

expensive) treatment of the system only by changing one parameter:

the cutoff energy value. In contrast, Gaussian basis sets have to be

calibrated and optimised for each system. Moreover, one may play

with the accuracy and the cost of the basis set by adding or remov-

ing core functions (which describe core electrons), valence functions

(which describe the outermost electrons), but also polarized and dif-

fuse functions (which, by adding virtual orbitals, give a better de-

scription of the chemical bond and of electrons far from the nucleus,

respectively).

Another important aspect of plane waves is that they are BSSE

(basis set superposition error)-free. BSSE is a spurious stabilizing

effect due to the overlap of the basis function centred on different

molecules when they approach to each other (intermolecular BSSE)

but also of different part of the same molecule (intramolecular BSSE);

this error derives from the incompleteness of Gaussian basis sets,

while plane waves, which are intrinsically infinite, form a complete
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set by definition.

A disadvantage of using plane waves is that, despite their effi-

ciency in many parts of the SCF procedure for pure GGA methods,

the inclusion of exact Hartree-Fock exchange is very expensive, in

comparison to localized functions; to give an idea, while with Gaus-

sian basis sets the cost of a hybrid method is 3/4 times more expen-

sive than a pure GGA, with plane waves this cost rise to 2 orders of

magnitude.

Finally plane waves do not describe properly core electrons, which

are strictly localized close to the nuclei, but this can be solved by

using pseudopotentials for the description of ionic cores and plane

waves for valence electrons.

2.7 Computational algorithms

The plethora of available computational packages allow the scientific

community to simulated a very wide variety of chemical processes,

from the most simple ones, such as energy calculations and geometry

optimizations, to more complex and realistic situations, like MD sim-

ulations of large systems (proteins, interface of proteins and mineral

surfaces), elastic and piezoelectric properties of solids, simulation of

IR, UV-Vis, NMR, and many other spectra.

In the following, we will discuss the main algorithms used in this

work.
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2.7.1 The SCF procedure

As said in the previous Section, the Hartree-Fock is a self-consistent

method; this means that it starts with a trial function, which will

be a rough approximation of the real one, to finally land, through

an iterative procedure, to a wave function which gives an energy as

similar as possible to the real one. A schematic representation of the

SCF procedure for a periodic calculation is shown in Figure 2.7. The

set of equations to be solved are the Roothaan-Hall equations:

F kCk = SkCkεk (2.45)

where F is the Fock matrix, S the overlap matrix, C the coefficient

matrix, ε a diagonal matrix representing the energy of each molecular

orbitals, and k represents the k-point set.

During the years several algorithms have been developed in or-

der to accelerate the SCF convergence.[211] Among many it is worth

citing the damping technique where elements of the matrix at the

cycle n are mixed with elements of the matrix at the cycle n − 1 in

order to prevent energy oscillations. Another technique is the level

shifting where occupied MO and virtual MO (or CO) are separated

by an amount of energy, in order to avoid electronic state changes

during the SCF procedure due to the presence of near degenerate

orbitals.[212] Finally, perhaps the most popular method is the DIIS

(direct inversion in the iterative subspace),[213] which is based on

an extrapolation procedure. In particular, it stores the storyboard

of previous Fock matrices in order to extrapolate the trend of those

matrices. Despite it may fail for bad geometries, for reasonable struc-

tures it ensures a very fast convergence.
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Input coordinates The SCF procedure: reciprocal
space
For each k-points of the grid:

• Forming Sk and Hk

• Diagonalization of Sk

and Hk

• Obtaining the eigenvalue
and new MO coefficients

Choice of the basis set The SCF procedure: calcula-
tion of the Fermi level

Choice of the k-points grid and
building the Bloch functions

The SCF procedure: direct
space
For each of T of interest:

• Calculation of PT

• Calculation of HT

Calculation of mono- and bi-
electron integrals

The SCF procedure: forming
the new density matrix

Starting guess for MO coeffi-
cients

SCF
converged?

Initial density matrix Total energy

no

yes

Figure 2.7: Schematic representation of the SCF steps in periodic
calculations.
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2.7.2 Exploring potential energy surfaces

The geometry optimization is also an iterative procedure which moves

the atoms of a system along the PES (potential energy surface) in the

sense of minimizing the energy of the system itself, until the forces

acting among the atoms are zero. Thus, one can imagine the PES

as a hyperspace of at least 3N dimensions, where N is the number

of atoms of the system, or, more generically, the degrees of freedom

of the system, in which each point corresponds to a determined ge-

ometry of the system. During the optimization process the system

leads to a different structure with respect to the previous ones and,

because of this, a SCF calculation is required for each optimization

step. The mathematical tool which mainly guides the geometry op-

timization procedure is the gradient calculation; once the gradients

tend to zero the optimization stops and the stationary point is found.

As for the SCF, also in this case each computational code includes

many different optimization algorithms, which can be more or less

fast and robust in reaching the stationary point.

The most simple and intuitive method is the Steepest Descendent

(SD).[214] The gradient vector g points in the direction where PES

increases most, thus the search direction is d = −g. Along this direc-

tion, a series of functions are evaluated and, where the function starts

to increase an approximate minimum may be found by interpolation

between the calculated points. In the new point a new gradient will

be calculated and the procedure will be repeated. The advantage is

that it is a very simple method, and it only requires the storage of a

gradient vector. However, it can only be used to find minima (and

not other interesting stationary points), and when it approaches to
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a minimum it goes in troubles. Moreover it is problematic for PES

with long narrow valleys.

An improvement over the SD method is given by the Conjugate

Gradient (CG) method;[215] in this case the line search direction is

not calculated only on the point ”n”, but is mixed with the previous

line searches (obviously the first step is given by a pure SD method).

This method is quite reliable and very robust to find local minima.

Another class of optimization algorithms is given by the Newton-

Raphson method. It expands the function f(x) to the second order

around the current point x0:

f(x) ≈ f(x0) + g(x− x0) +
1

2
(x− x0)H(x− x0) (2.46)

and requiring the gradient to be zero, it produces the step:

(x− x0) = −H−1g (2.47)

where H is the Hessian matrix, i.e. the second derivatives of the

energy with respect to the atomic position, which is quite demanding

from a computational point of view. The class of methods which use

a Newton-Raphson approach, usually starts with an approximation

of the Hessian (it can be a unit matrix), which is updated during the

optimization process thanks to the gradient calculation. The sev-

eral updating schemes lead to the different so called pseudo-Newton-

Raphson methods, the most popular being the BFGS one, where

the Hessian update can be based on the full story of the previous

gradient,[216–218] or only the last m gradients, leading to the lim-
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ited memory version of the BFGS (L-BFGS), particularly useful from

large systems.[219–222] It is possible to combine this approach with

extrapolation methods; among many, the most reliable is the GDIIS

(Geometry direct inversion in the iterative subspace)[223] which uses

the same idea of the DIIS for the SCF, i.e. it stores and interpolates

gradient calculations of previous steps.

The situation is slightly different when one is interested in ex-

ploring reaction paths, because in this case one wants to search for

not only minima, but also transition state structures (i.e. station-

ary points represented by first order saddle points) which connect

the minima. In this case what the optimization algorithm does is

the minimization of all the coordinates but the one which connects

reactants and products, which has to be maximized; the PES will be

a minimum in all the directions, and a maximum in only one direc-

tion. The transition state search is quite difficult from an algorithmic

viewpoint, and usually a previous frequency calculation is required,

in order to have the real Hessian which will give to the optimizator

the correct eigenvector to follow, along which the energy that has to

be maximized.

2.7.3 Thermodynamic properties

From the calculated energy on the microscopic system, it is possible

to extrapolate macroscopic thermodynamic quantities, such as the

Enthalpy and the Gibbs energy. This is possible thanks to the statis-

tical thermodynamic, which is the bridge connecting the microscopic

world with the macroscopic one, throughout the calculation of the

partition functions Q within the canonical ensemble approximation:
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Q(N, V, T ) =
∑
i

e
−Ei(N,V )

kBT (2.48)

where i runs over the possible energy states of the system and kB is

the Boltzmann constant. The thermodynamic quantities necessary

to reach the Gibbs energy are:

U = kBT
2

(
∂lnQ

∂T

)
N,V

(2.49)

H = U + PV (2.50)

G = H − TS (2.51)

S = kBlnQ+ kBT

(
∂lnQ

∂T

)
N,V

(2.52)

Where U is the internal energy of the system, H is the Enthalpy, G

the Gibbs (or free) energy and S the entropy. The partition function

Q is factorized in its electronic, vibrational, rotational and transla-

tional parts:

Q = Qel +Qvib +Qrot +Qtrans (2.53)

Qel is given by a normal energy calculation, while for Qvib a fre-

quency calculation within the harmonic oscillator approximation is

requested, which means to compute the Hessian, i.e. the second

derivatives of the energy with respect to the atomic coordinates,

which, in turn, can be diagonalized to finally obtain the vibrational
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normal modes of the system. Qrot and Qtrans are evaluated within

the rigid-rotor approximation. The last two terms of Equation 2.53

are neglected in solid systems. The calculation of the Hessian is also

a useful proof to be sure the structure is really a stationary point,

either a minimum (all the elements positive) or a transition state (all

the elements positive but one negative).

2.7.4 AIMD: Ab-Initio Molecular Dynamics

Since now we talked about frozen nuclei; their motion during the

optimization process does not mean that we are following the nuclei

motion in time, but they are only following gradients in order to

reach a stationary point. Once the stationary point has been found

the nuclei are frozen in their position; in the types of calculation

described before there is neither dependence of temperature nor time.

Molecular dynamic simulations allow to study the dynamical

properties of a system following the evolution of the system in

time.[224–227] This is possible within the approximation that nuclei

are heavy particles, so that they can be treated as classical particles,

thus solving the Newton second law:

− dV

dr
= m

d2r

dt2
(2.54)

where V is the potential energy, r the nuclei position and t the time.

One of the milestones of molecular dynamics derives by the studies of

Car and Parrinello, with the technique known as ab-initio molecular

dynamics.[228] Despite the nuclei motion is classically treated, for

each nuclei position energy and gradient of the system are computed

by QM methods; then, following the gradient, the nuclei position
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and velocities are accordingly updated. For a small time step ∆t the

positions are given by a Taylor expansion:

ri+1 = ri +
∂r

∂t
(∆t) +

1

2

∂2r

∂t2
(∆t2) + . . . (2.55)

Analogously, the previous time step will be given by:

ri−1 = ri −
∂r

∂t
(∆t) +

1

2

∂2r

∂t2
(∆t2) + . . . (2.56)

Adding Equation 2.55 to Equation 2.56 we have:

ri+1 = (2ri − ri−1 +
1

2

∂2r

∂t2
(∆t2) + . . . (2.57)

∂2r

∂t2
= ai = − 1

mi

dV

dri
(2.58)

This is the Verlet algorithm[229] which means that, at each time step

the acceleration is evaluated by the forces acting on each particle of

the system. The velocities at the initial step are evaluated randomly

according to a Maxwell-Boltzmann distribution at the initial temper-

ature or by a previous frequency calculation. The time step has to be

chosen carefully, depending on what we are interested in; typically,

molecular motions (i.e. vibrations and rotations) occur with frequen-

cies of about 1011 − 1014s−1, thus the time step should in the order

of femtoseconds (10−15s). The smaller the time step, the better the

numerical stability of the simulation.
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Ensembles in Molecular Dynamics

In Molecular Dynamic simulations (both classical and ab-initio) it

is possible to keep constant several thermodynamic quantities of the

system, depending on what one wants to study; the different choice

of the thermodynamic variables leads to different thermodynamic

ensembles. The most popular ones are:

• NVE (also called micro-canonical) ensemble, where N (the num-

ber of particles), V (the volume of a given cell), E (the total

energy of the system) are kept constant,

• NVT (canonical) ensemble, where N, V, T (the temperature)

are kept constant,

• NPT (isothermal-isobaric) ensemble, where N, P (the pressure),

T are kept constant,

• µVT (grand canonical) ensemble, where µ (the chemical poten-

tial),V , T are kept constant.

The disadvantage of the NVE ensemble is that it does not represent

a real chemical process, because from an experimental point of view

the energy is not conserved in a box of given dimensions, but may

exchange with the ”external world”; however it is useful for partic-

ular simulations. For example, if one wants to simulate a reaction

in the interstellar medium, when energy exchanges are prevented by

the lack of matter. The canonical ensemble and its derivatives (NPT

and µVT) better represent real systems where the temperature is

controlled by a thermal bath. Usually, the protocol for an AIMD
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simulation is split in two parts: i) the equilibration, a relatively short

period, normally within the NVT ensemble, used to reach the target

temperature, and ii) the production, an indefinitely long simulation

period in the desired ensemble to simulate the process one is inter-

ested in.

2.8 Software used

The majority of the calculations have been carried out with the Vi-

enna Ab-initio Simulation Package (VASP),[230–233] both for static

(geometry optimization, frequency calculation) and dynamic simula-

tions. In this package crystalline orbitals are represented as linear

combination of plane waves, evaluated over a k-points grid in the re-

ciprocal space. As said before, plane waves cannot describe properly

core electrons; thus, we used the PAW (projector-augmented wave)

pseudopotentials to describe inner electron shells and plane waves for

valence electrons. The choice of this particular basis set ensures an

efficient and robust convergence of the SCF iterative procedure, and,

at the same time, a good scaling over many hundreds of cores, as we

tested on HPC (High Performance Computing) services.

For the calculations of anatase nanoparticles the CRYSTAL[209,

210] code has also been used. Many of the features of the CRYS-

TAL code are similar to the VASP ones; however, instead of a plane

wave basis set, it uses either full electron GTOs (Gaussian Type

Orbitals) or combined pseudopotentials (core electron) and GTOs

(valence electrons)

Moreover, in order to analyse very big nanoparticles, we used the
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GULP code,[234–236] which is completely different from the two pre-

viously mentioned ones, as it is a MM (molecular mechanics) based

code. It allows the user to perform simulations (optimizations, tran-

sition state search, MM-MD simulations) on large systems, with a

strong emphasis on condensed phase; thus, it is possible to perform

calculations with periodic boundary conditions. Ones validated the

accuracy of the GULP code, by comparing its results with the VASP

and CRYSTAL ones, it allowed us to perform calculation on nanopar-

ticles with thousands of formula units.



80 CHAPTER 2. METHODOLOGY



Chapter 3

Titanium dioxide bare

structures

3.1 Introduction

In this chapter we will discuss the bulk and surface bare structures

for the two most studied polymorphs of TiO2, i.e anatase and rutile.

In particular, we will focus on the starting setup of our work and

the comparison with experimental results, in order to calibrate and

choose our computational tools. Moreover, in the last part of the

Chapter we will discuss the project carried out in the theoretical

chemistry group of Torino, i.e. the building of anatase nanoparticles

starting from the bulk structure, and their analysis with different

methods.

81
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3.2 Computational details

All the calculations of bulk and surface structures were carried out

using the Perdew-Burke-Ernzerhof (PBE)[167] functional to obtain

equilibrium geometries and energies. In order to choose the optimal

computational parameters, which ensure a good convergence of the

energy and a good agreement with experimental results, we carried

out several tests on the bulk structure. Therefore, we tested the con-

vergence of the energy ranging the k-point mesh from 4 to 16, as

well as the kinetic energy cutoff for plane waves from 300 to 800 eV.

Results indicated that the best compromise between the accuracy

and the computational cost is to set the k-point mesh to 8 in each

direction, and the cutoff for plane waves to 500 eV. To obtain a good

match with experimental results (cell parameters and IR measure-

ments) we used both the pure PBE and PBE-D2* (with a posteriori

Grimme D2* correction, i.e. the D2 correction[184, 237] modified for

solid systems.[238]) The SCF iterative procedure has been converged

to ∆E = 10−6 eV while the tolerance on gradients for geometry opti-

mizations has been set to 0.01 eV/Å for each atom in each direction,

both for bulks and surfaces.[239–248] As VASP uses plane waves, the

surfaces are artificially replicated in the direction perpendicular to

the slab and, accordingly, the number of k-points along that direc-

tion has been set equal to 1. The c direction, i.e. the non-periodic

one, has been set to 40 Å in order to avoid fictitious interactions

between surface replicas. Phonon calculations have been carried out

on the bulk structures by means of the supercell approach on the full

Hessian to obtain accurate results in order to match experimental IR

frequencies.
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For the calculation of nanoparticles we use the VASP code with

the computational parameters discussed above (the k-point mesh has

been set to 1 as nanoparticles have no periodicity) using the pure PBE

functional, and with a vacuum space of almost 10 Å among replicas.

To make a comparison with VASP results, also the

CRYSTAL[209, 210] program has been used, with a full elec-

tron basis set both for Ti atoms (86-411(d31)G) and for O atoms

(6-31G(d)). As CRYSTAL uses GTOs, hybrid functionals are

available at reasonable computational cost and, accordingly, we

performed calculation both at PBE and PBE0 levels. The DFT

integration grid has been set to the default (XLGRID). Tolerances

for SCF and geometry optimization convergence has been also set to

the default. Integral tolerances have been set to 7 7 7 7 14.

Finally, also the GULP[234–236] program has been used, in order

to optimised large nanoparticles, once the results have been demon-

strated to be accurate, by comparing them with the VASP and CRYS-

TAL ones. The force field has been parametrized using a Buckingham

potential[249] developed by Matsui and Akaogi,[250] but revisited for

the anatase polymorph.[251]

To build the nanoparticles analysed in this work we used a home

made program, which cuts stochiometric Wulff nanoparticles starting

from the geometrical data of the bulk material and the surface energy

of the most stable facets of the material of interest.
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3.3 TiO2 bulk structure

3.3.1 Anatase

The anatase bulk belongs to the I4/amd tetragonal space group

(a = b 6= c, α = β = γ = 90◦), number 141 in the standard listing (see

Figure 3.1). Ti atoms are hexacoordinated by O atoms of two dif-

ferent types: apical with Ti–O1 distances of 1.979 Å, and equatorial

with Ti–O2 distances of 1.932 Å.[252] In all cases equatorial Ti–O2

bonds are described better than the apical Ti–O1 ones, as one can ap-

preciate by the percentage errors in Table 3.1. Similarly, also the two

shorter cell parameters (a and b) are closer to the experimental ones

than the c parameter. Dispersive forces are not so important in this

case, because TiO2 has a highly ionic behaviour where electrostatic

forces are dominant. However, as one can observe in Table 3.1 and

3.2, the D2* correction give better results with respect to the pure

PBE. We have also carried out frequency calculations (see Table 3.2)

on the bulk structure in order to further confirm our choice of the

D2* correction; in particular we have performed phonon calculations,

i.e. not only in Γ point, but taking into account the interaction be-

tween neighbouring cells by means of the supercell approach. Again,

pure PBE is not so accurate in describing the IR vibrations as one

can see by the percentage deviation errors in Table 3.2.
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Figure 3.1: PBE-D2* optimised structure for the anatase bulk. ab
plane on the left and ac plane on the right.

Table 3.2: PBE Frequency calculations with different level of dis-
persion correction for the anatase bulk, with the percentage error
deviation with respect to experimental results.[253] Vibrations are in
cm−1.

Symmetry Exp PBE Dev % PBE-D2* Dev %

A2u 367 442 20.44 384 4.63
Eu 262 223 14.88 240 8.40
Eu 435 389 10.57 406 6.67
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3.3.2 Rutile

The rutile bulk belongs to the P42/mnm tetragonal space group

(a = b 6= c, α = β = γ = 90◦), number 136 in the standard listing (see

Figure 3.2). Ti atoms are hexacoordinated by O atoms of two dif-

ferent types: apical with Ti–O1 distances of 1.976 Å, and equatorial

with Ti–O2 distances of 1.946 Å.[252] In Table 3.3 the experimental

and computed cell parameters and bond distances are reported; as

one can see also in this case D2* correction gives better results, both

for geometries and frequency calculations (see Table 3.4), in compar-

ison with experimental data. Thus, in consistency with the anatase

system, we also chose PBE-D2*.

Figure 3.2: PBE-D2* optimised structure for the rutile bulk. ab plane
on the left and ac plane on the right.
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Table 3.4: PBE Frequency calculations with different level of disper-
sion correction for the rutile bulk, with the percentage error deviation
with respect to experimental results.[254–256] Vibrations are in cm−1.

Symmetry Exp PBE Dev % PBE-D2* Dev %

A2u 142 155 9.15 157 10.56
Eu 189 237 25.40 203 7.41
Eu 381 352 7.61 372 2.36
Eu 508 517 1.77 521 2.56

3.4 TiO2 surface structure

3.4.1 Anatase

Starting from the crystal bulk structure of the TiO2 anatase poly-

morph, we built crystalline periodic slab models for the nonpolar

(101) surface with thicknesses ranging from ∼3 Å to ∼15 Å, which

correspond to slab containing 1-5 TiO2 layers. Computed surface

energies showed that the 3-layer slab model is the best compromise

between the accuracy and the computational cost (see Figure 3.3).

The (101) surface presents a corrugated morphology (right part of

Figure 3.4) with pentacoordinated Ti atoms and bivalent O atoms in

the outermost positions of the slab, which correspond to Lewis acidic

and Brønsted basic sites, respectively. In the electrostatic potential

maps (left part of Figure 3.4) red zones correspond to the bivalent O

rows, while blue zones correspond to the pentavalent Ti atoms. As

a result of the surface reconstruction, the slab does not present api-

cal and equatorial Ti–O bonds, despite that the intermediate layers

maintain the bulk structure.
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Figure 3.3: Surface formation energy (J m−1) for the (101) surface of
the anatase polymorph as a function of the number of TiO2 layers.

Figure 3.4: Electrostatic potential maps (left) and side view (right)
of the (101) anatase surface. Negative values (-0.006 a.u.) are in red,
positive values (0.006 a.u.) are in blue.
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3.4.2 Rutile

Similarly to TiO2 anatase polymorph, we started from the crystal

bulk structure, and then we built crystalline periodic slab models for

the nonpolar (110) surface with thickness ranging from ∼3 Å to ∼21

Å, which correspond to slab containing 1-7 TiO2 layers. Computed

surface energies showed that the 5-layer slab model is the best com-

promise between accuracy and computational cost (see Figure 3.5).

The (110) surface presents a flat morphology (right part of Figure

3.6) with pentacoordinated Ti atoms and bivalent O atoms in the

outermost positions of the slab which, as for the anatase case, corre-

spond to Lewis acidic and Brønsted basic sites, respectively. In the

electrostatic potential map (left part of Figure 3.6) red zones corre-

spond to O atoms, while as previously mentioned for the anatase, the

outermost atoms do not present apical and equatorial Ti–O bonds,

as the internal part of the slab do.
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Figure 3.5: Surface formation energy (J m−1) for the (101) surface of
the rutile polymorph as a function of the number of TiO2 layers.

Figure 3.6: Electrostatic potential maps (left) and side view (right)
of the (110) rutile surface. Negative values (-0.006 a.u.) are in red,
positive values (0.006 a.u.) are in blue.
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3.5 Anatase nanoparticles

The analysed Wulff anatase nanoparticles expose only the (101) facet

of the TiO2 anatase polymorph, i.e. the most stable one. We opti-

mised nanoparticles of several sizes, starting from the smallest one,

which has only 10 formula units, then going to increasing sizes, i.e.

35 and 84 formula units.

As one can see from Figure 3.7, FF energies match very well with

the CRYSTAL ones. In contrast, VASP tends to overestimate the

stability of the studied nanoparticles. This is probably due to the

fact that VASP calculations has intrinsically 3D periodicity, because

plane waves, by definition, fill uniformly all the space of a given cell.

Accordingly, also in a 0D periodic system, there are basis functions all

around the molecule (which is not the case of CRYSTAL calculations,

where basis functions are localized only on atoms), thus inferring a

fictitious stabilization to the system.

In Figure 3.8 and in Table 3.5 the aligned optimised structures

and the RMSD among the several optimised structures, respectively,

are reported. As expected, between CRYSTAL and VASP the differ-

ences are negligible, as also between PBE and PBE0 geometries. The

GULP force field describes very well bulk atoms (i.e. the innermost

atoms of the nanoparticles) and also pentacoordinated Ti atoms and

bivalent O atoms on the nanoparticle surface; however, as shown in

Figure 3.8, the atoms on the tip of the nanoparticle are quite far

from CRYSTAL and VASP geometries, due to highly undercoordi-

nated atoms (tetracoordinated Ti atoms and dangling O atoms) for

which the force field is not correctly parametrized. A possible strat-

egy to overcome this problem is to fix the coordinates of those atoms
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Figure 3.7: Relative energies of optimised nanoparticles with respect
to the bulk structure normalized per TiO2 unit versus the number of
TiO2 units in the nanoparticles studied.

which are not well described with the force field, or to use a more

complex and accurate force field.
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Figure 3.8: Aligned structures for the 10 (top), 35 (middle), 84 (bot-
tom) units TiO2 nanoparticles. Red is the CRYSTAL optimised
structure at PBE level, blue is CRYSTAL optimised structure at
PBE0 level, grey is VASP optimised structure at PBE level, green is
the GULP optimised structure.
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Figure 3.9: Aligned structures for the 10 (top), 35 (middel), 84 (bot-
tom) units TiO2 nanoparticles. Red is the CRYSTAL optimised
structure at PBE level, blue is CRYSTAL optimised structure at
PBE0 level, grey is VASP optimised structure at PBE level, green is
the GULP optimised structure.
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Figure 3.10: Relative energies of GULP optimised nanoparticles with
respect to the bulk structure normalized per TiO2 unit versus the
number of TiO2 units in the nanoparticles studied.

Finally, as we have demonstrated the good accuracy of GULP

in calculating the relative energy of the nanoparticles with respect

to the bulk one, we have carried out optimization with increasing

nanoparticles sizes up to 8775 atoms. As one can see from Figure

3.10 the energy of the nanoparticles converges to the bulk by increas-

ing the size of the cluster, as expected. Notably, in Figure 3.10 one

may observe a similar behaviour to that of surface energy (see Figure

3.3 and 3.5); i.e. by increasing the size of the nanoparticles or the

number of layers of a surface, the bulk structure and properties of

inner atoms are correctly reproduced. For nanoparticles the conver-

gence is achieved with almost 1000 atoms, as they present stronger

edge effects than surfaces.
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3.6 Final remarks

In this Chapter the bare TiO2 material has been analysed both in its

bulk and surface structures for the anatase and rutile polymorphs.

The surfaces which we have taken into account are the most stable

ones for each polymorph, namely (101) and (110) for anatase and

rutile, respectively. The comparison between experimental and cal-

culated data is presented, is order to justify the choice of the method-

ology adopted along all this work.

Finally, Wulff like anatase nanoparticles has been built with a

home-made program developed in our research group, and they have

been optimized both with QM and MM methods. As MM methods

gave results comparable with QM ones, we have optimized nanopar-

ticles of increasing sizes, up to 8775 atoms, showing a convergence of

the energy of the clusters with respect to the bulk energy, as expected.
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Chapter 4

Amino acids adsorption on

TiO2 anatase and rutile

surfaces

In this Chapter we will present the results on the interaction of 11

amino acids with the TiO2 (101) anatase and (110) rutile surfaces

(i.e. the most stable surfaces for the two polymorphs), by means of

periodic QM simulations. Several adsorption states, with the amino

acids in their canonical, zwitterionic, or deprotonated forms, were

considered. The effect of the temperature has been introduced by

performing AIMD simulations in the NVT (T = 298 K) ensemble.

4.1 Introduction

The interaction between biomolecules and mineral surfaces is of

great relevance for science, because it has important technologi-

101
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cal applications in many fields[257–260] such as biomedicine,[261]

nanotechnology,[262–264] and water treatment,[265, 266] among oth-

ers.

The interaction of amino acids and peptides with mineral surfaces

is also of particular interest in the field of prebiotic chemistry.[22]

According to a seminal hypothesis proposed by Bernal,[1] mineral

surfaces could have played a significant role in this step since amino

acids can establish strong interactions with mineral surfaces, which

in turn can protect and concentrate them and even activate them

to carry out condensation reactions that would finally lead to the

formation of the first oligopeptides.

Previous experimental and computational studies have analysed

the adsorption of amino acids and other carboxylic acids on rutile

(110) and anatase (101) TiO2 surfaces.[24, 121–127, 267–269] The

strongest interactions correspond to dative bonds between the N and

O electron pairs of the amino acids and the Ti atoms of the sur-

face. Results show that the polymorphs of the surface determine the

preferred adsorption mode. That is, for glycine, the most stable con-

figuration on anatase corresponds to the deprotonated (N,O) binding

mode, whereas on rutile (110) surface, the deprotonated (O,O) bind-

ing mode was identified as the preferred one. The adsorption of the

remaining amino acids is driven by a delicate trade-off among dative

bond of the lateral chain (Arg, Glu, Gln, Lys, His), attractive dis-

persion forces (Phe, Leu, Met), H-bond interactions (Ser, Cys), and

their sterical hindrance with the surface.
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4.2 Computational details

4.2.1 Methods

All the calculations were carried out using the PBE-D2*[167, 184,

237, 238] method for energies and geometry optimizations. The SCF

iterative procedure has been converged to ∆E = 10−6 eV while

the tolerance on energy for geometry optimizations has been set to

∆E = 10−4 eV. The energy cutoff of the plane waves basis set has

been set to 500 eV. The k-points mesh was set to (3,3,1) for the ad-

sorption of the smallest amino acids (glycine, serine, cysteine, and

leucine) and to (2,2,1) for the larger ones (methionine, lysine, glu-

tamic acid, glutamine, arginine, phenylalanine, and histidine). The

Monkhorst-Pack sampling of the Brillouin zone was used for the k-

points mesh. Vibrational frequencies of low lying adsorbed glycine

structures were computed, at the Γ point, by numerical differentiation

of the analytical first derivatives, using the central difference formula

(i.e., two displacement for each atom in each direction), to confirm

that optimised structures are minima and to estimate thermal effects.

Results showed that located structures are indeed minima and that

the relative stability does not change upon including thermal effects.

Ab-initio molecular dynamics (AIMD) simulations were carried

out on glycine and serine low lying structures. The value of the

energy cutoff for the plane wave basis set was set to 400 eV, while

the self-consistent field (SCF) iterative procedure was converged to

a tolerance in total energy of ∆E = 10−6 eV. The simulations were

carried out considering an equilibration period of 1 ps (1000 steps

of 1 fs), at fixed temperature (T = 300 K), followed by 10 ps of
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production within the canonical (NVT) ensemble. During both the

equilibration and production periods, the inner atomic layers of the

TiO2 slabs were maintained at fixed positions; i.e., only the external

atoms of the surface and those of the amino acids were allowed to

move according to the motion’s equations. We chose this option to

avoid unrealistic deformations of the internal structure of the slabs,

since real TiO2 surfaces are linked to a macroscopic bulk.

4.2.2 Surface models

As discussed in Chapter 3, for the anatase the 3-layer slab model

(thickness of ∼9 Å) has been used for the adsorption of all the amino

acids studied, while for the rutile surface the convergence is reached

with the 5-layer slab (thickness of ∼15 Å).

In order to avoid lateral interactions between adsorbates of ad-

jacent cells, we have chosen different supercell models depending on

the amino acid considered. The reference unit cell (i.e. the 2× 2 su-

percell) used for the smallest amino acids (glycine, serine, cysteine,

and leucine) has periodic parameters a = 7.569 Å and b = 10.23935

Å. For amino acids of intermediate size (methionine, lysine, glutamic

acid, glutamine, and arginine), we used a 2×4 supercell (a = 7.569 Å,

b = 20.4787 Å), while for the largest amino acids (phenylalanine and

histidine) we used a 4 × 4 supercell (a = 15.138 Å, b = 20.4787 Å).

Regarding the rutile surface, for the smallest amino acids (glycine,

serine, cysteine) we used a 3 × 2 supercell with parameters a = 8.8761

Å and b = 12.9929 Å. For the other amino acids studied (leucine, me-

thionine, phenylalanine, histidine, lysine, glutamic acid, glutamine

and arginine) we used a 4 × 2 supercell (a = 11.8348 Å, b = 12.9929
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Å). The interlayer distance, regulated by the c value, was defined

considering an empty space of 10 Å between the most external atom

of the amino acid and the upper layer, which is enough to avoid mu-

tual fictitious interactions between the periodically repeated slabs.

Accordingly, the c value ranges between 25 and 30 Å, depending on

the size of the amino acids for the anatase surface, while it has been

set to 30 Å for the rutile surface.

Adsorption energies have been calculated as follows:

∆EADS = ECPLX − (EAA + ESURF ) (4.1)

where ECPLX is the energy of the complex ”amino acid/TiO2 sur-

face”, EAA is the energy of the amino acid in its most stable gas

phase conformation, and ESURF is the energy of the bare surface,

each one optimised separately. Moreover, we added another term in

Equation 4.1 in order to simulate very low coverage regimes:

∆EL = EAA(a,b,c) − EAA(30,30,30) (4.2)

where EAA(a,b,c) is the energy of the amino acid alone in its geom-

etry, orientation, and cell parameters as adsorbed on the surface,

and EAA(30,30,30) is the same of EAA(a,b,c) but using a cubic cell of

30× 30× 30 Å3. In this way we can evaluate lateral interactions be-

tween adsorbate replicas. If ∆EL is negative the lateral interactions

are attractive and overstabilise the complex, and vice versa.[270]
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4.3 Amino acids adsorpion on the (101)

TiO2 anatase surface

It is well-known that the most stable form of amino acids in gas

phase is the canonical one, whereas that in water at pH = 7 is the

zwitterionic one. Thus, one may expect that adsorption from gas

phase occurs in the canonical form. However, as already mentioned,

surface Ti atoms can act as Lewis acid sites and interact with the lone

pairs of electron donor atoms of the amino acids, the most relevant

ones in the context of this work being O, N and S. Furthermore,

surface O atoms are Brønsted basic sites that may act as H-bond

acceptors. Because of that, the surface is capable of stabilizing, in

addition to the canonical (C) form, the zwitterionic (Z) and also the

deprotonated (D) (the amino acid transfers its proton to the surface)

forms, which are unstable in gas phase. Thus, adsorption of amino

acids adopting these three different forms has been explored in all

cases.

4.3.1 Glycine

Several glycine adsorption states, using as benchmark those struc-

tures reported in the work of Szieberth et al.[267] were investigated.

C, D and Z forms were considered adopting different configurations

upon adsorption. Figure 4.1 shows the different complexes found,

and Table 4.1 reports the computed adsorption energies corrected for

lateral interactions (∆EC
ADS) as well as the relative energies. The

most stable adduct corresponds to a deprotonated state (Gly-D1-A).

This complex is followed by the corresponding most stable zwitte-
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rionic (Gly-Z1-A) and canonical (Gly-C1-A) forms. For these three

cases, two atoms of the amino acid, (N,O) or (O,O), interact with two

Ti surface atoms, in such a way that coordination becomes pseudo-

octahedral (as in the bulk), thus inferring an additional stability.

Moreover, in these three cases, H-bonds are also established.

For Gly-D1-A, because of the deprotonation of glycine, the surface

acts as proton donor and the carboxylate as proton acceptor, while in

Gly-Z1-A and Gly-C1-A the proton donor is glycine. Gly-D1-A and

Gly-Z1-A are more stable than Gly-C1-A because the two former

structures present a COO- group, which establishes more efficient

electrostatic interactions with the surface than the –COOH group.

This is reflected by the Ti–O distances: 2.067 Å, 2.142 Å, and 2.281

Åfor Gly-D1-A, Gly-Z1-A, and Gly-C1-A, respectively. Gly-D1-A is

more stable than Gly-Z1-A because the Ti–N bond is stronger than

the Ti–O one. This is validated by the calculated adsorption energy

of NH3 and H2O on the (101) anatase surface (-112.9 and -86.9 kJ

mol−1, respectively).

The remaining structures are less stable (relative energies are

larger than 15 kJ mol−1) because they either present less adsorption

anchoring points, do not present H-bonds, or the interactions with

the surface are weaker. The preference for an adsorption through

a (N,O) binding with two Ti atoms on anatase (101) surface has

already been described by Szieberth et al.[267] However, this coordi-

nation was only explored for glycine in its canonical form, and not

for the deprotonated one, which according to our results is the most

stable adduct on this surface. Note that the (N,O) binding of the

deprotonated form (Gly-A-D1) is 10.3 kJ mol−1 more stable than the

(N,O) binding of the canonical one (Gly-C1-A).
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(a) Gly-D1-A
0.0

(b) Gly-Z1-A
7.8

(c) Gly-C1-A
10.3

(d) Gly-C2-A
15.5

(e) Gly-C3-A
18.4

(f) Gly-C4-A
18.6

(g) Gly-Z2-A
38.0

(h) Gly-D2-A
38.6

(i) Gly-D3-A
51.3

Figure 4.1: PBE-D2* optimised geometries for glycine (Gly) ad-
sorbed on the TiO2 (101) anatase surface. ”C” refers to Gly in its
canonical form, ”D” in its deprotonated form, and ”Z” in its zwitte-
rionic form. A refers to the anatase polymorph. Bond distances are
in Å. Relative energy values are in kJ mol−1.
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Å

.



110 CHAPTER 4. AMINO ACIDS ON TIO2 SURFACE

This preference for a (N,O) coordination is different to that ob-

served for the adsorption of glycine on rutile (110) surface, for which

the deprotonated (O,O) binding mode was determined to be the pre-

ferred one. In the present case, the adduct resulted from the deproto-

nated (O,O) binding, which corresponds to the Gly-D2-A structure,

lies significantly higher in energy (38.6 kJ mol−1). This different be-

haviour is attributed to the surface morphology between the surface

polymorph. Indeed, the Ti–Ti distance in the (101) anatase surface

is 3.81 Å, which is close to the distance between the C atom of the

carboxylic group and the N atom of glycine (3.72 Å), thus allowing

for a very efficient (N,O) interaction with the Ti atoms. However,

the Ti–Ti distance in the (110) rutile surface is significantly smaller,

and hence that the (O,O) interaction is more efficient.

In view of the low relative energies of Gly-D1-A and Gly-C1-A

(10.3 kJ mol−1) and to analyse temperature effects and validate that

the preferred adsorption mode is the deprotonated structure, we car-

ried out 10 ps (NVT) molecular dynamics simulations starting from

each of these two structures. Additionally, we also carried out molec-

ular dynamics simulations for the zwitterionic Gly-Z1-A structure.

Figure 4.2 shows the O(surface)-H(acid) bond length for Gly-D1-A

(Figure 4.2a), Gly-C1-A (Figure 4.2c), and Gly-Z1-A (Figure 4.2b).

Results from the simulations indicate that, in the very first 100-150

steps of the equilibration, the canonical structure converts to the de-

protonated structure, which remains as such for the majority of the

simulation (Figure 4.2c). Gly-D1-A AIMD simulation confirms the

results obtained for Gly-C1-A: the H atom remains on the surface

during almost all the simulation (Figure 4.2a), except very few fem-

toseconds in which the Gly-D1-A structure converts to the Gly-C1-A
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(a) Gly-D1-A (b) Gly-C1-A (c) Gly-Z1-A

Figure 4.2: Evolution of the O(surface)-H(glycine) bond length for
Gly-D1-A, Gly-C1-A, Gly-Z1-A complexes in (NVT)-AIMD simula-
tions at 300 K.

structure. For Gly-Z1-A, Figure 4.2b reveals the presence of another

deprotonated structure, where the proton of the –NH+
3 group is trans-

ferred to the surface. Accordingly, we have optimised a snapshot of

this AIMD simulation with the proton on the surface. This deproto-

nated structure is found to be 4.5 kJ mol−1 less stable than Gly-Z1-A.

However, NVT simulations indicate that the statistical distribution

favours the deprotonated structure, thus highlighting the importance

of dynamic (i.e. thermal and entropic) effects to perform an appro-

priate conformational exploration of the adsorption of amino acids

on TiO2 surfaces. In view of these results, the low-lying Gly-D1-A,

Gly-C1-A, and Gly-Z1-A complexes were chosen as the starting guess

structures to study all the other amino acid adsorption. That is, the

H atom of the glycine was replaced by the corresponding amino acidic

side chains, taking special caution that the resulting amino acids are

in the proper enantiomeric form of the proteinaceous amino acids.
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4.3.2 Nonpolar Amino Acids: Leucine, Methio-

nine, and Phenylalanine

Figure 4.3 shows the complexes formed by the adsorption of the non-

polar amino acids on the (101) anatase surface, while Table 4.1 re-

ports the calculated adsorption and relative energies. For these amino

acids we expect a similar behaviour to that shown by glycine, because

the hydrophobic lateral chains do not allow establishing new H-bonds

or interactions with Ti, the interaction of the lateral chains being es-

sentially through dispersive forces. In the case of methionine, we can

consider that the S lone pairs can interact with Ti; however, S is a

very weak Lewis base, and results do indeed indicate that it does not

interact with Ti. In all cases, the zwitterionic structure is found to be

the most stable one and thus, compared to the glycine case, there is

an inversion of stability between the Z and the D forms. This can be

attributed to the sterical hindrance induced by the side chain in the

deprotonated form, which leads to larger Ti–N distances than those

computed for glycine (2.42 Å for Leu, 2.41 Å for Met, 2.42 Å for Phe

and 2.34 Å for Gly), thereby inducing a destabilization of the D state.

This sterical hindrance is not present in the Z structures because the

side chains are far from the surface and accordingly, for these sys-

tems, the Z states become more stable. This Ti–N enlargement is

also observed in the C states. The relative stability of the D and C

states varies depending on the system; i.e., the D form is more stable

than the C one for Met, whereas the reverse trend is observed for Phe

and Leu. Results indicate that relative stability between these two

structures result from a delicate balance between electron donation,

steric hindrance, and dispersion interactions.



4.3. ADSORPION ON THE (101) TIO2 ANATASE 113

(a) Leu-Z-A
0.0

(b) Leu-C-A
24.6

(c) Leu-D-A
29.8

(d) Met-Z-A
0.0

(e) Met-D-A
23.9

(f) Met-C-A
28.8

(g) Phe-Z-A
0.0

(h) Phe-C-A
16.5

(i) Phe-D-A
17.4

Figure 4.3: PBE-D2* optimised geometries for leucine (Leu), me-
thionine (Met), and phenylalanine (Phe) adsorbed on the TiO2 (101)
anatase surface. Bond distances are in Å. Relative energy values are
in kJ mol−1.
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4.3.3 Polar Amino Acids: Serine and Cysteine

These systems exhibit a larger number of adsorption modes because

of the additional interaction of the side chains with the surface; i.e.,

serine and cysteine can lead to the formation of H-bonds between

the –OH and –SH groups and the O atom of the surface. Indeed, as

one can see in Figure 4.4 and Table 4.1, these H-bonds (present in

the ”C1” and ”D1” complexes) infer an extra stabilization compared

to those in which the side chains do not interact with the surface

(”C2” and ”D2” complexes). Irrespective of that, the most stable

structures present the amino acids in the zwitterionic form. As oc-

curred for the non-polar amino acids, the Ti–N bond, in the C and

D structures (Table 4.1), increases compared to that in Gly, whereas

the Ti–O distances in the Z forms are quite similar. Accordingly, the

Z forms are the most stable complexes. Here, the H-bonds arising

from the side chains are not strong enough to balance the destabi-

lization caused by the elongation of the Ti–N bonds given in the C1

and D1 forms. As a representative case of those amino acids in which

the adsorbed zwitterionic structure is preferred with respect to the

deprotonated or canonical, we have also carried out AIMD simula-

tions for serine starting from both the zwitterionic and deprotonated

structures. Results, shown in Figure 4.5, indicate that the –NH+
3

group is not so prone to dissociate, as in the Gly-Z1-A case. Indeed,

the optimization of a snapshot of the AIMD simulation with the pro-

ton of the –NH+
3 group transferred to the surface evolves to the Z

structure; i.e., the deprotonated zwitterionic structure is not a min-

imum of the potential energy surface. By contrast, simulations for

Ser-D1-A reveal that this structure interconverts to Ser-C1-A only
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(a) Ser-Z-A
0.0

(b) Ser-D1-A
15.9

(c) Ser-C1-A
21.1

(d) Ser-D2-A
20.5

(e) Ser-C2-A
23.0

(f) Cys-Z-A
0.0

(g) Cys-D1-A
11.4

(h) Cys-C1-A
18.7

(i) Cys-D2-A
16.1

(j) Cys-C2-A
20.2

Figure 4.4: PBE-D2* optimised geometries for serine (Ser) and cys-
teine (Cys) adsorbed on the TiO2 (101) anatase surface with the
lateral chains interacting with the surface. Bond distances are in Å.
Relative energy values are in kJ mol−1.



116 CHAPTER 4. AMINO ACIDS ON TIO2 SURFACE

(a) Ser-D1-A (b) Ser-C1-A

Figure 4.5: Evolution of the O(surface)-H(serine) bond length for
Ser-D1-A and Ser-C1-A complexes in (NVT)-AIMD simulations at
300 K.

for few femtoseconds along the entire dynamic.

4.3.4 Polar/Acidic and Polar/Amidic Amino

Acids: Glutamic Acid and Glutamine

The most important characteristic of these amino acids is the pres-

ence of carboxyl (glutamic acid) and amide (glutamine) functionali-

ties in the side chain; so we expect a stronger interaction between the

lateral chains and the surface than those given by serine and cysteine.

Figure 4.6 shows the optimised structures, and Table 4.1 shows the

adsorption and relative energies. The most stable complexes have

the amino acids in the D form, as in the glycine case. As for the pre-

vious polar amino acids, deprotonated forms exhibit a larger Ti–N

bond distance than that of the Gly-analogue complex, which would

render the D forms more unstable. However, the interaction of the

side chains is very favourable and strong enough to overcome the
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destabilization associated with the weakening of the Ti–N bond. In-

terestingly, we have also located other complexes similar to Glu-D1-A

and Glu-C1-A but with the lateral chain deprotonated due to a H

transfer to the surface (Glu-D2-A and Glu-C2-A). However, these two

complexes are significantly less stable than Glu-D1-A and Glu-C1-A.

This major instability is explained by the lower acidity of the COOH

lateral chain group (pKa = 4.25) compared to that of the backbone

(pKa = 2.19).
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(a) Glu-D1-A
0.0

(b) Glu-C1-A
3.5

(c) Glu-Z-A
9.0

(d) Glu-D2-A
27.4

(e) Glu-C2-A
34.2

(f) Gln-D1-A
0.0

(g) Gln-C1-A
2.8

(h) Gln-Z-A
16.7

Figure 4.6: PBE-D2* optimised geometries for glutamic acid (Glu)
and glutamine (Gln) adsorbed on the TiO2 (101) anatase surface.
Bond distances are in Å. Relative energy values are in kJ mol−1.
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4.3.5 Polar/Basic Amino Acids: Lysine, Argi-

nine, and Histidine

Finally, the adsorption of three amino acids with basic lateral chains;

i.e., with the guanidinium, amino, and imidazole groups, has been

studied (Figure 4.7 and 4.8). These groups have lone pairs on the

N atoms that can strongly interact with Ti atoms of the surface.

In the particular case of arginine, the side chain exhibits two tau-

tomeric forms: the -(CH2)3-NH-C(=NH)NH2 (T1) and the -(CH2)3-

N=C(NH2)2 (T2). In the gas phase, the T2 tautomer is more stable,

which moreover is more relevant for the present work because the

central N is more basic and, accordingly, the interaction with Ti is

expectedly stronger. From the calculated ∆EC
ADS and ∆Erel values

(Table 4.1) one can observe how the adsorption of these tautomeric

forms present different stabilities. Indeed, the C1 and D1 forms (in-

volving the T2 tautomer) present Ti–N distances significantly shorter

than C2 and D2 (involving the T1 tautomer) and hence the former

structures are about 40 kJ mol−1 more stable than the latter ones.

For lysine, structures similar to those found for the serine and cys-

teine cases were investigated, i.e., structures in which the lateral

chain interacts (D1, C1, Z2) or not (D2, C2, Z1) with a Ti atom. For

D1 and C1, there is a very high stabilization due to this interaction.

This is not the case for Z2, as the deformation of the amino acid hin-

ders the system from having a net gain in energy. For histidine, only

structures in which Nδ is deprotonated were taken into account, be-

cause Nε deprotonated complexes do not present interactions with Ti

atoms. As mentioned above, the interactions of Ti with N and/or O

are fundamental toward the stabilization of the complexes. Remark-
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(a) Arg-Z-A
0.0

(b) Arg-D1-A
2.6

(c) Arg-C1-A
5.2

(d) Lys-D1-A
0.0

(e) Lys-C1-A
10.2

(f) Lys-Z1-A
24.6

(g) His-D-A
0.0

(h) His-Z-A
5.8

(i) His-C-A
6.0

Figure 4.7: PBE-D2* optimised geometries for arginine (Arg), lysine
(Lys), and histidine (His) adsorbed on the TiO2 (101) anatase surface.
Bond distances are in Å. Relative energy values are in kJ mol−1.



4.3. ADSORPION ON THE (101) TIO2 ANATASE 121

(a) Arg-D2-A
41.7

(b) Arg-C2-A
42.3

(c) Lys-C2-A
53.5

(d) Lys-D2-A
55.2

(e) Lys-Z2-A
107.6

Figure 4.8: PBE-D2* optimised geometries for less stable arginine
(Arg) and lysine (Lys) adsorbed on the TiO2 (101) anatase surface.
Bond distances are in Å. Relative energy values are in kJ mol−1.

ably, for the basic amino acids considered, the preferred adsorption

mode involves the deprotonated form of the amino acid, except for

the Arg case, where the zwitterionic state is the most stable adsorp-

tion structure, plus a Ti–N binding interaction with the side chain.

4.3.6 Trends

It is interesting to correlate the calculated adsorption energies of the

different amino acids with their properties. For comparison and to

analyse the role of the side chain, the Gly-D1-A and Gly-Z1-A com-

plexes (∆EC
ADS = -108.2 and -100.4 kJ mol−1, respectively) are taken

as reference systems. Figure 4.9 shows the adsorption energies of all

amino acids considering the most stable form.
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Figure 4.9: Calculated adsorption energies in absolute values,∣∣∆EC
ADS

∣∣ (in kJ mol−1) for the most stable complexes. On the x-
axis amino acids are specified in order of increasing

∣∣∆EC
ADS

∣∣.
First of all, one can observe that adsorption energies range from

-93.8 kJ mol−1 (Phe-Z-A) to -139.2 kJ mol−1 (Lys-D1). The most

favourable values correspond to polar amino acids with strong side

chain interactions, whereas the less favourable ones correspond to

non-polar amino acids. Lys is the one that exhibits the largest ad-

sorption energy, in absolute value, because of the additional very

favourable Ti–N covalent interaction established by the lateral chain

with the surface. Non-polar amino acids, plus Ser and Cys, with

weak side chain interactions with the surface, and Arg, with a strong

side chain interaction with the surface, present the zwitterionic form

as the most stable adsorbed complex. This contrasts to Gly and all

other amino acids, for which the preferred adsorption mode is the

(N,O) deprotonated configuration. This is due to the fact that ster-
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ical hindrances introduced by the side chain induce an enlargement

of the Ti–NH2 and Ti–CO−2 bond distances in the D form, thereby

inducing a destabilization of this state. This destabilization does

not occur in the Z structures because coordination with the two Ti

atoms through the –CO−2 group forces the side chain to remain far

from the surface, so that it becomes the most stable configuration.

Arg is the amino acid that exhibits a larger Ti–NH2 distance and thus

destabilization is not compensated by the strong interaction observed

between the side chain and the surface.

For those amino acids in which the most stable adsorbed com-

plex has the amino acid in its zwitterionic form, no clear correlation

between the calculated adsorption energies with coordination bond

distances was found to explain the more/less favourable adsorption

energies compared to Gly-Z1-A. With respect to the relative stabil-

ity between the canonical and deprotonated forms, all amino acids

except Leu and Phe seem to prefer the deprotonated structure, the

relative energy ranging from 3 to 10 kJ mol−1. Phe and Leu exhibit

a different behavior, which results from a delicate balance between

side chain and backbone interactions. Note, however, that relative

energies between these two structures are very small (1-5 kJ mol−1).

Finally, it is worth mentioning that, in contrast to the adsorption

on silica where adsorption energies correlate reasonably well with hy-

dropathy index and hydration potential,[100] no clear correlation has

been found for the adsorption onto TiO2. This is due to the fact

that adsorption on silica occurs through the interaction with silanol

groups, which somewhat mimic the behaviour of water, whereas, in

the present case adsorption mainly occurs through dative interac-

tions.
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4.4 Amino acids adsorpion on the (110)

TiO2 rutile surface

As for the anatase surface, here we have studied the adsorption of the

same amino acids on the TiO2 (110) rutile surface, in their canonical

(C), deprotonated (D) and zwitterionic (Z) forms.

4.4.1 Glycine

In Figure 4.10 different complexes for the Gly/TiO2 adduct are shown

and in Table 4.2 the relative and adsorption energies are reported.

The most stable structure is a deprotonated glycine (Gly-D1-R), fol-

lowed by other two deprotonated structures, Gly-D2-R and Gly-D3-

R. All the most stable structures (Gly-D1-R, Gly-D2-R, Gly-D3-R,

Gly-Z-R, and Gly-D4-R) present two strong anchoring points, the

two O atoms or one O and the N atom, and then some H-bonds. In

contrast, Gly-D5-R and Gly-C-R have only one anchoring point and

only one or none H-bonds and, accordingly, they are less stable (about

80-100 kJ mol−1).It should be noticed that Gly-D3-R and Gly-D5-R

complexes, were obtained from the corresponding ”C” forms. During

the optimization process the proton jumps to the surface, which is

indicative that amino acids are very prone to dissociate on the ru-

tile surface. The only canonical structure obtained is the Gly-C-R

complex which is much more unstable than the other ones, because

it has only one anchoring point. Another important feature of the

(110) rutile surface is the high adsorption energy for the analysed

complexes, as reported in Table 4.2 (∆EC
ADS = -238.3 kJ mol-1 for

Gly-D1-R and ∆EC
ADS = -354.2 kJ mol−1 for Arg-D-R).
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Frequency calculations performed on the low lying structures, i.e.

Gly-D1-R, Gly-D2-R, Gly-D3-R and Gly-Z-R, reveal an inversion of

stability due to thermal correction: Gly-D2-R became more stable

than Gly-D1-R by about -0.5 kJ mol−1. However the relative energies

are below the chemical accuracy of quantum mechanical calculations

(1 kcal mol−1), so we cannot say with certainty which of them is

the most stable structure. Furthermore, we have carried out a MD

simulation on the Gly-D1-R in order to study its equilibrium between

the deprotonated and the zwitterionic forms: Gly-D1-R and Gly-Z-

R are basically the same structure with the only difference of one

displaced proton. In Figure 4.11 the MD simulation on the Gly-

D1-R complex following the two marked H-bonds is shown. As one

can see, since the first femtoseconds in the equilibration period, the

H atom gets away from the surface. Between 7 and 9 picoseconds

both distances drop down to ∼1.0 Å, i.e. the surface protonates

the NH2 group and then the formed NH3 group deprotonates on

another O site of the surface in a structure similar to Gly-D2-R. The

relative short period of the MD simulation is sufficient to explore

three different structures confirming that these complexes are very

accessible because of their close relative energies. To analyse the other

amino acids we have chosen Gly-D1-R as starting guess, because it

is present for the majority of the MD simulation (in the final part

of the MD Gly-D2-R complex converts to Gly-D1-R one more time).

Gly-Z-R and Gly-C-R have been used as starting guess structures to

build up the zwitterionic and canonical forms, respectively, for the

other amino acids.
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(a) Gly-D1-R
0.0

(b) Gly-D2-R
1.1

(c) Gly-D3-R
1.6

(d) Gly-Z-R
4.7

(e) Gly-D4-R
16.9

(f) Gly-D5-R
79.0

(g) Gly-C-R
106.8

Figure 4.10: PBE-D2* optimised geometries for glycine (Gly) ad-
sorbed on the TiO2 (110) rutile surface. ”C” refers to Gly in its
canonical form, ”D” in its deprotonated form, and ”Z” in its zwitte-
rionic form. Bond distances are in Å. Relative energy values are in
kJ mol−1.
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Figure 4.11: Evolution of N–H (1.686 Å) and O–H (2.089 Å) H-bonds
for the Gly-D1-R complex. Equilibration period (left) in the NVE
ensamble at fixed temperature (300 K) and production period (right)
in the NVT ensamble (300 K).

4.4.2 Non-polar amino acids: Leucine, Methion-

ine and Phenylalanine

In Figure 4.12 the complexes of non-polar amino acidic residues are

shown. The interaction of the lateral chains with the surface for these

amino acids occurs essentially through dispersive forces, particularly

for Leu and Phe. In the case of Met, S atom is a weak Lewis base

and so its interaction with Ti atoms is much weaker than that of

the amino or carboxylic groups; however, as one can see, despite

the long Ti–S distance, one of the lone pars of the S atom points

towards a Ti atom of the surface for all the structures (with Ti–

S distances of about 2.8-2.9 Å). As a result the Met presents the

highest adsorption energies among the non-polar amino acids (see

Table 4.2). The equilibrium between the Z and D forms is delicate

and it is very difficult to identify which of them is more stable (the

difference in energy is below the chemical accuracy). However, the

difference between the two forms in Leu is slightly larger than the
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other two amino acids. This could be explained by the higher pKa

value of its NH+
3 group, which is 0.4/0.5 larger than that of Met and

Phe. The canonical structures are disfavoured because of their less

contact points with the surface compared to the Z and D forms. The

difference in the relative energies between Met and Phe are due to

the interaction of the S atom with the surface. The major stability of

the Leu-C-R with respect to the Phe-C-R is due to a delicate balance

between dispersion forces and the sterical hindrance of the lateral

chains; despite the major dispersion interactions of an aromatic ring

with respect to a iso-butil group, the major size of the ring leads to

a sterical repulsion with bridge O atoms of the surface.
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(a) Leu-Z-R
0.0

(b) Leu-D-R
5.8

(c) Leu-C-R
83.6

(d) Met-D-R
0.0

(e) Met-Z-A
0.3

(f) Met-C-R
80.7

(g) Phe-Z-R
0.0

(h) Phe-D-R
2.3

(i) Phe-C-R
104.1

Figure 4.12: PBE-D2* optimised geometries for leucine (Leu), me-
thionine (Met), and phenylalanine (Phe) adsorbed on the TiO2 (110)
rutile surface. Bond distances are in Å. Relative energy values are in
kJ mol−1.
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4.4.3 Polar amino acids: Serine and Cysteine

In this case both Ser and Cys present the most stable complex in

the deprotonated form (see Figure 4.13). The most stable forms, i.e.

the deprotonated and the zwitterionic, do not present any additional

favourable interaction caused by the H-bonds between the side chains

and the surface, because the two partners are very far from each other.

Indeed, their adsorption energies are smaller than the previous amino

acids studied, including Gly (see Table 4.2). By contrary, Ser-C-R

presents a H-bond between the side chain and the surface, while Cys-

C-R is anchored to the surface via a weak (but significant) Ti–S dative

bond (0.1 Å shorter than Met).
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(a) Ser-D-R
0.0

(b) Ser-Z-R
1.2

(c) Ser-C-R
105.2

(d) Cys-D-R
0.0

(e) Cys-Z-R
2.5

(f) Cys-C-R
73.2

Figure 4.13: PBE-D2* optimised geometries for serine (Ser) and cys-
teine (Cys) adsorbed on the TiO2 (110) rutile. Bond distances are in
Å. Relative energy values are in kJ mol−1.
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4.4.4 Polar/acidic and polar/amidic amino acids:

Glutamic Acid and Glutamine

These amino acids present acidic (Glu) and amidic (Gln) lateral

chains, with carbonyl O atoms that can strongly interact with the

surface with dative bonds, as it happens for the backbone. As one

can see by the structures reported in Figure 4.14, Glu-Z-R and Glu-

D-R do not present strong interactions between the lateral chain and

the surface, but only one H-bond between the lateral chain proton

and one O atom of the surface. Structures with the O of the lateral

chain bound to a Ti atom exist, but they are less stable than the

ones reported; this is possibly due to the relative short lateral chain

of the Glu (just two CH2 groups) which inhibits a proper orientation

for a stronger interaction. The amidic oxygen of Gln is more prone

to interact with a Ti atom because of the presence of a resonance

form (responsible of the planar structure of the amide bond) with a

formal negative charge on the O atom, which overcome the sterical

hindrance and the strain of the lateral chain. This is confirmed by

the canonical structures, where one can observe a short decrease of

the Ti–O bond distance of Gln-C-R with respect to Glu-C-R, and

a more stable relative energy. Because of this extra-stabilization we

have found canonical structures not very high in energy with respect

to the deprotonated or zwitterionic ones. Also in this case we can

explain the inversion of stability of the zwitterionic form with the

deprotonated one with the smaller pKa values of the Glu compared

to the Gln: 9.67 and 9.13, respectively.
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(a) Glu-Z-R
0.0

(b) Glu-D-R
2.6

(c) Glu-C-R
76.9

(d) Gln-D-R
0.0

(e) Gln-Z-R
11.0

(f) Gln-C-R
69.8

Figure 4.14: PBE-D2* optimised geometries for glutamic acid (Glu)
and glutamine (Gln) adsorbed on the TiO2 (110) rutile surface. Bond
distances are in Å. Relative energy values are in kJ mol−1.
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4.4.5 Polar/basic amino acids: Lysine, Arginine

and Histidine

Finally we have studied those amino acids with basic functionalities in

the lateral chain, like Arg, Lys and His (see Figure 4.15). These amino

acids are expected to interact with the surface even more strongly

than Glu or Gln; indeed, as one can see from Table 4.2, very high

adsorption energies are reported, in particular for Arg (∆EC
ADS =

-354.2 kJ mol−1). The higher adsorption energies respect to Glu and

Gln are due to the fact that nitrogen is more basic (or a stronger

Lewis base) than oxygen, and, accordingly, more prone to donate its

electron pair to a Lewis acid (Ti atoms of the surface). However, in

organic chemistry nitrogen presents several functionalities: here we

have chosen to study amino acids with different basic functionalities,

i.e. the guanidinium group (Arg), the amino group (Lys), and the

imidazole group (His). The pKa of the conjugated acids of these

groups are reported to be ∼12.5, 10.5, and 6.0 for Arg, Lys, and

His, respectively. The strong basicity of the guanidinium group is

due to the presence of an imidic group, in addition to a primary and

a secondary amine groups. It is well known that imines are more

basic than amines; this reflects on Ti–N distances, ∼2.0/2.1 for the

lateral chain of the arginine, and ∼2.3 for the lateral chain of Lys and

for the backbone. His has a different feature, because the N atom

attached on a Ti atom of the surface is formally part of an imidic

group, but the aromaticity of the imidazole spreads on the whole

ring the electron density, lowering the basicity of the lateral chain of

His. Previous consideration are confirmed by the adsorption energies

of these complexes, ∆EC
ADS = -354.2 kJ mol−1, ∆EC

ADS = -305.1 kJ
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(a) Arg-D-R
0.0

(b) Arg-Z-R
1.2

(c) Arg-C-R
142.6

(d) Lys-Z-R
0.0

(e) Lys-D-R
2.3

(f) Lys-C-R
115.7

(g) His-D-R
0.0

(h) His-Z-R
5.8

(i) His-C-R
56.5

Figure 4.15: PBE-D2* optimised geometries for arginine (Arg), lysine
(Lys), and histidine (His) adsorbed on the TiO2 (110) rutile surface.
Bond distances are in Å. Relative energy values are in kJ mol−1.
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mol−1, ∆EC
ADS and ∆EC

ADS = -284.8 kJ mol−1 for Arg, Lys, and His,

respectively.

4.5 Final remarks

Comparison between the (101) anatase surfaces and the

(110) rutile

From a morphologic point of view the (110) rutile surface is flatter

than the more corrugated shape of the (101) anatase surface. More-

over, considering the pure surfaces, the (110) rutile surface presents

a slower convergence of the surface formation energy with the slab

thickness in comparison to the anatase one; this is possibly due to

the higher surface formation energy of the (110) rutile (Es = 0.80 J

m−2 for the 5-layer) with respect to the (101) anatase (Es = 0.37 J

m−2 for the 3-layer).

The first difference of the AA/Surface systems between the (110)

rutile and the (101) anatase TiO2 surfaces is the higher tendency of

the rutile in deprotonating the amino acids. As one can see from

Figure 4.10, only one canonical structure has been found. As men-

tioned, the corresponding canonical structure of Gly-D3-R and Gly-

D5-R were attempted but during the optimization process, the amino

acid deprotonates forming Gly-D3-R and Gly-D5-R. The only way to

obtain a canonical structure is the adsorption via only the amino

group, the acidic group being far from the surface. Obviously this

structure presents a lower adsorption energies for all the amino acids

analysed (80-100 kJ mol−1 less than the corresponding deprotonated

and zwitterionic forms) due to the single N-anchoring point of the
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backbone. This is a direct consequence of the higher surface forma-

tion energy for the rutile surface, which, accordingly, is more reactive.

Another consequence of the major reactivity of the (110) rutile with

respect to the (101) anatase is its higher adsorption energy for all the

analysed complexes. From Table 4.2 one can see that the adsorption

energies are almost twice and, in some cases, thrice (e.g. Arg). This

property correlates reasonably well with the Es of the two surfaces,

for rutile being twice with respect to anatase.

Another important difference, probably due to the surface mor-

phology, is the preference, in the anatase case, for the (N,O) binding

mode. On rutile surface the most stable adsorption is through both

the O atoms of the carboxylic group (O,O binding). The Ti–Ti dis-

tance on the anatase surface is ∼3.8 Å, and the N...O distance of a

glycine molecule is ∼2.9 Å; on rutile the Ti–Ti distance is ∼3.0 and

the O...O distance in glycine is ∼2.3 Å. Accordingly, the (N,O) and

(O,O) binding modes requires a modest distortion of the amino acid

when it is adsorbed on the anatase and rutile surface, respectively.

Finally, as one can observe in Figure 4.16 polar amino acids gen-

erally show a higher adsorption energy with respect to the non-polar

ones, in particular those which can establish additional dative bonds

between the lateral chain (Arg, Lys) and the surface. In some cases

this trend is not observed due to either the morphology of the surface

(no Ti atoms close to the lateral chain) or the length of the lateral

chain (see Glu on rutile, Figure 4.14, and Ser and Cys on rutile,

Figure 4.13)



4.5. FINAL REMARKS 139

90

10
0

11
0

12
0

13
0

14
0

|∆EADS|

A
m

in
o

ac
id

s

P
h
e
(Z

)L
e
u
(Z

)

A
rg

(Z
)

G
ly
(D

)

M
e
t(
Z
)

G
lu

(D
)
C
y
s(
Z
)H
is
(D

)

S
e
r(
Z
)

G
ln

(D
)

L
y
s(
D
)

G
ly

N
on

-p
ol

ar
P

ol
ar

(a
)

A
n

at
as

e

22
0

24
0

26
0

28
0

30
0

32
0

34
0

36
0

|∆EADS|

A
m

in
o

ac
id

s

C
y
s(
D
)S
e
r(
D
)

L
e
u
(Z

)

G
ly
(D

)

P
h
e
(Z

)

G
lu

(Z
)

G
ln

(D
)

M
e
t(
D
)

H
is
(D

)L
y
s(
Z
)

A
rg

(D
)

G
ly

N
on

-p
ol

ar
P

ol
ar

(b
)

R
u

ti
le

F
ig

u
re

4.
16

:
C

al
cu

la
te

d
ad

so
rp

ti
on

en
er

gi
es

in
ab

so
lu

te
va

lu
es

,
∣ ∣ ∆E

C A
D
S

∣ ∣ (in
k
J

m
ol
−

1
)

fo
r

th
e

m
os

t
st

ab
le

co
m

p
le

x
es

b
ot

h
ad

so
rb

ed
on

(1
01

)
an

at
as

e
an

d
on

(1
10

)
ru

ti
le

su
rf

ac
es

.
O

n
th

e
x
-a

x
is

am
in

o
ac

id
s

ar
e

sp
ec

ifi
ed

in
or

d
er

of
in

cr
ea

si
n
g
∣ ∣ ∆E

C A
D
S

∣ ∣ .



140 CHAPTER 4. AMINO ACIDS ON TIO2 SURFACE



Chapter 5

Peptide bond formation

mechanism

In the present Chapter we will present the results on the mechanism

of the peptide bond formation between two glycine (Gly) molecules

by means of periodic simulations on the TiO2 (101) anatase surface.

The efficiency of the surface catalytic sites is demonstrated by com-

paring the reactions in gas phase and on the surface. Moreover, the

effect of molecules capable to act as proton transfer assistants (i.e.,

H2O and Gly as well) has also been considered, showing a significant

energy barrier decrease. The reaction on the surface is also favourable

from a thermodynamic standpoint, providing very large and negative

reaction energies. This is due to the fact that the anatase surface also

acts as a dehydration agent since the outermost coordinatively un-

saturated Ti atoms strongly anchor the released water molecules.

141
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5.1 Introduction

Since the first experiments on prebiotic chemistry, during the

fifties/sixties of the last century, there are still several open ques-

tions that have not been unambiguously answered. The experiments

carried out by Miller,[13, 14] Oró[16] and Butlerov[18] demonstrated

the prebiotic formation of important building blocks such as amino

acids, nucleic acids, and sugars, respectively.

The next step after the synthesis of the biomolecular building

blocks is the formation of the corresponding biopolymers, which

are essential macromolecules for life. This is the case, for instance,

the synthesis of peptides by polymerization/condensation of amino

acids through the peptide bond formation, or the linkage of ri-

bose/deoxyribose with nitrogenous bases and phosphates, through N-

glycosidic and phosphoester bonds, respectively, to form a nucleotide

monomer, which in turn polymerize via phosphodiester bonds to form

a nucleotide strand.[271–274]

In addition to this prebiotic interest, the reaction of the peptide

(and amide) bond formation is also of interest for industrial purposes.

Indeed, formation of amide bonds by condensation of non-activated

amines and carboxylic acids catalysed by nanostructured mineral ox-

ide surfaces holds potentialities as a sustainable route for the indus-

trial production of amides.[275, 276] Nowadays, the amide formation

reaction is a key process for pharmaceutical companies, in which

in the current synthetic routes the adoption of powerful activating

agents is routinely used. Unfortunately, these routes are expensive

and environmentally unfriendly, with toxic/corrosive by-products and

large quantities of waste. Thus, developing clean and low cost syn-
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thetic strategies with good atom economy is highly pursued.[277]

The present Chapter focuses on the problem of the amino acid

polymerization, and in particular deals with the condensation be-

tween two glycine molecules, which is accompanied by water elimi-

nation, as the simplest test case for the peptide bond formation re-

action. As the reaction is kinetically hampered in gas phase because

of the high activation energy barrier about (45 - 55 kcal mol−1) and

thermodynamically unfavourable in water solution since it releases

water, the effect of a mineral surface as catalyst has been considered.

In particular, we will provide a comprehensive atomistic interpreta-

tion of the experiment carried out by Prof. G. Matra and co-workers,

where they observed the formation of glycine oligomers by successive

feeding of monomer vapours onto several mineral surfaces (hydroxya-

patite, silica, and titania).[25] In Figure 5.1 the IR and mass spectra

are reported. As one can see both the spectra are similar for SiO2

and TiO2, where the polymerization occurs, while they are different

from that of HA, where only the monomer is present. These are

clear proofs of the efficiency of SiO2 and particularly TiO2 in Gly

polymerization.
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Figure 5.1: IR (left) and mass (right) spectra of the adsorption of Gly
monomers onto Hdroxiapatite (HA), silica (SiO2) and titania (TiO2).
This Figure has been taken from ref. [25]
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5.2 Computational details

5.2.1 Methods

Geometry optimizations and frequency calculations were performed

with the PBE-D2* method; however, the reaction energetics were

refined by performing single-point energy calculations at PBE0-D2*

theory level on the optimised stationary points, as it is well known

that hybrid methods provide more accurate results than pure GGA

methods, particularly for the calculation of activation barriers.[278–

280] The SCF iterative procedure has been converged to ∆E = 10−6

eV while the tolerance on gradients for geometry optimizations has

been set to 0.01 eV/Å for each atom in each direction. The k-points

mesh was set to (3,3,1) for all the reaction studied.

Vibrational frequencies of a reduced Hessian matrix (i.e., con-

sidering only the displacements of the atoms corresponding to the

reactant molecules and to the first layer of the surface) were com-

puted, at the Γ point, by numerical differentiation of the analytical

first derivatives, using the central difference formula (i.e. two dis-

placements for each atom in each direction). Frequency calculations

were useful to characterize reactants, products and intermediates as

minima of the potential energy surface (no imaginary frequencies)

and that transition state structures are saddle points (one imaginary

frequency associated with the reaction coordinate). From the calcu-

lated frequencies, moreover, we computed free energy values at T =

298.15 K using a home-made script that allows us to calculate quasi-

harmonic thermochemical corrections. The Grimme correction[281]

was used with a frequency cut-off to 100 cm−1; that is, as for low
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vibrational normal modes the vibrational entropy is underestimated

by the rigid rotor harmonic oscillator approximation, the free-rotor

approximation has been applied to the vibrational entropies below

this defined cut-off, and a damping function is used to interpolate

the values of the two approaches close to the cut-off frequency, in

order to avoid a discontinuity. Free energy values at PBE0-D2* were

obtained by introducing the PBE-thermal corrections to the PBE0

electronic energies.

For all the reactant structures, both in gas phase and on the

surface, we carried out a Bader charge analysis in order to examine

whether the surface infers any electronic structure reorganization to

the reactants. In particular, we followed the charge on the C atom

where the nucleophilic attack occurs. Calculations were performed

with the Bader charge analysis code developed by the Henkelman

group.[282–285]

5.2.2 Surface models

The standard 1×1 unit cell for the TiO2 (101) anatase surface is the

same we used for the amino acids adsorption in the previous Chapter

, i.e. with lattice parameters of a = 3.7845 Å, b = 5.119675 Å, and an

angle of 90 degrees. However, to simulate the reaction without steric

clashes but maintaining at the same time a reasonable computational

cost, we used a 2×2 supercell for all the condensation reactions except

for the reaction in the presence of 2H2O molecules, in which a 3× 2

supercell was used. The distance between slab images, regulated by

the c value, was defined ensuring an empty space of 10 Å between the

outermost atom of the amino acid and the upper layer. This condition
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is satisfied by setting the c value to 25 Å, which is enough to avoid

mutual fictitious interactions between the periodically repeated slabs.

5.3 Results

The gas-phase —NH–C(=O)– peptide bond formation through the

condensation of two glycine (Gly) molecules can be both a concerted

or a stepwise reaction; however as the barrier of the two mechanisms

are similar,[286] we used as reference for the gas phase reaction the

concerted mechanism (more probable, as it presents only one barrier).

It involves a nucleophilic attack of the NH2 group of one Gly to the

C atom of the carbonyl CO group of the other Gly. This step is

simultaneous to a proton transfer from the attacking NH2 group to

the OH group of the second glycine, thus yielding the elimination of

one water molecule (see Figure 5.2).

The reaction has already been studied theoretically in gas

phase,[114, 116, 117, 287, 288] adopting either the reaction of NH3

+ HCOOH → NH2CHO + H2O as the simplest model reaction, or

the reaction between more complex forms such as NH3 + CH3COOH

NH2COCH3) or the actual Gly + Gly → NH2CH2CONHCH2COOH

(this latter species hereafter referred to as GlyGly) condensation re-

action. These calculations indicated that the reactions present free

energy barriers at T = 298 K (∆G298) ranging from 40 to 50 kcal

mol−1, depending on the type of reaction and the method employed.

The calculated reaction free energies at T = 298 K (∆rG298) indicated

that these processes are either isoergonic or slightly exoergonic. In

this work, the uncatalysed gas-phase reaction has an intrinsic ∆G298
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Figure 5.2: Reaction of the peptide bond formation between two
glycine molecules adopting a concerted (1) or a stepwise (2) mech-
anism. Atoms in red and blue are those actually involved in the
condensation reaction.
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= 41.8 kcal mol−1 and ∆rG298 = -7.3 kcal mol−1 (see Figure 5.3).

These values will be our reference to assess the catalytic role of the

(101) anatase TiO2 surface.
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5.3.1 Gly + Gly → GlyGly + H2O

Chapter 4 showed that the most stable complex of Gly interacting

with the (101) anatase surface is that in which Gly is deprotonated

due to a proton transfer from the –COOH group to the surface. This

structure will be referred to as Gly/TiO2 system along the work.

The Gly/TiO2 system was chosen as the pre-reactant adduct through

which the peptide bond formation occurs by the reaction with an

incoming Gly molecule.

Figure 5.4 shows the free energy profile at T = 298 K of the re-

action, taking as the 0th energy reference the asymptote Gly/TiO2

+ Gly, here named SGG-AS. This asymptote is defined as Gly/TiO2

and an isolated Gly molecule infinitely separated. At variance with

the process in gas-phase, the reaction on the surface adopts a step-

wise mechanism. The first step involves the simultaneous nucleophilic

attack and the proton transfer. In this case, however, since the ad-

sorbed Gly is in its deprotonated state, the release of H2O is not

possible. The dehydration takes place in the second step, in which

the surface proton transfers to the OH group to form water. This

water, once released, can be attached to the surface either through

H-bond with surface O atoms or by interaction with a coordinatively

unsaturated Ti atom, the latter being a much more favourable situ-

ation. The calculated free energy profile is overall more favourable

than the uncatalysed gas-phase process. The first step shows the

highest energy barrier (∆G298 = 35.6 kcal mol−1), while the energy

barrier of the dehydration step (with respect to the SGG-AS asymp-

tote) is ∆G298 = 17.5 kcal mol−1. The first step is about 6 kcal

mol−1 lower than the analogous process in gas phase, thus showing
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that the interaction with the surface does indeed exert a catalytic ef-

fect. With the aim to have deeper insights onto this aspect, we have

performed a Bader charge analysis of the reactant structure, in par-

ticular of the C atom of the carboxylic group. The interaction with

the surface induces an increase of the positive charge of the C atom

of the COO group. Indeed, for gas-phase Gly, Bader charge is 1.51 e,

while on the surface (i.e., the Gly/TiO2 complex) it is 1.58 e. This

means that the C atom becomes more electrophilic upon adsorption

and accordingly more prone to be attacked by the N atom of the

incoming Gly molecule. Such charge differences are also reflected on

the values of the C–N distance in the reactant and transition state

structures of the uncatalysed reaction and on the surface. That is,

on the surface the C-N distances are significantly shorter (2.866 and

1.604 Åfor SGG-R and SGG-TS1, respectively, see Figure 5.4) than

in the gas phase (3.077 and 1.631 Å, respectively, see Figure 5.3).

Despite this catalytic effect, the barrier is still significantly high due

to the fourth-membered ring present in the transition state structure

(see structure SGG-TS1 of Figure 5.4). The thermodynamics of the

reaction is, however, only favourable when the released water inter-

acts with the surface through a surface Ti atom (∆rG298 = -23.6 kcal

mol−1, see structure SGG-P2 of Figure 5.4). This fact is very impor-

tant because it points out that the surface can act as a dehydrating

agent capturing the formed water, thereby favouring the energetics

of the reaction.
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5.3.2 Gly + Gly + nH2O→ GlyGly + (n+1)H2O

(n=1,2)

Some catalytic role of the (101) anatase surface was demonstrated in

the previous section. However, the energy barrier is still significantly

high to be surmountable at normal conditions. As mentioned above,

the fourth-membered ring transition state (SGG-TS1) structure is

geometrically highly strained. Thus, a reasonable way to decrease the

energy barrier is by reducing the geometrical strain of the transition

state. It has long been recognized that water is an efficient catalyst

for this purpose because it can act as a proton transfer assistant; i.e.,

it can help the occurrence of proton transfers by accepting/donating

protons simultaneously, reducing the geometrical strain. Accordingly,

we have studied the peptide bond formation on the (101) anatase

surface in the presence of 1 and 2 water molecules assisting the proton

transfer of the first step, resembling moderately dried conditions, as

in the experiment.

The calculated free energy profile at 298 K for the reaction assisted

by one water molecule is shown in Figure 5.5. The 0th energy refer-

ence is the asymptote SGGF-AS, which involves the Gly/TiO2 system

and the isolated Gly and H2O molecules, all of them infinitely sepa-

rated. The energy barrier of the first step lowers up to ∆G298 = 20.7

kcal mol−1, which means a reduction of about 15 kcal mol−1 compared

to the non-water-assisted mechanism. This lowering is due to the less

strained ring present in the transition state structure (SGGW-TS1).

That is, with one water acting as a proton transfer assistant, the

transition state exhibits a sixth-membered ring. In relation to the

second step, calculated ∆G298 with respect to the asymptote is 22.9
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kcal mol−1 (see SGGW-TS2), which is 5.4 kcal mol−1 higher than

the analogue step in the non-water-assisted reaction. This increase is

due to the destabilization of the SGGW-TS2 transition state, which

is reflected by the Hsurface- - -OGly forming bond distance; i.e., while

in SGG-TS2 (non-water-assisted) this distance is 1.153 Å, in SGGW-

TS2 (1-water-assisted) is 1.465 Å, meaning that in this second case

the surface OH is almost completely broken, yielding a more energetic

transition state. In the same line of the non-water-assisted mecha-

nism, the thermodynamics of the reaction is favourable (∆rG298 =

-29.3 kcal mol−1, see SGGW-P2) only when the two water molecules

present in the final product (namely, that assisting the proton trans-

fer and that formed in the process) are interacting with Ti surface

atoms through dative covalent bonds.

The calculated free energy profile at 298 K for the reaction as-

sisted by two water molecules is shown in Figure 5.6. Here, the

asymptote corresponds to Gly/TiO2 plus a Gly molecule and two

water molecules per separated. Considering only the potential en-

ergy surface, we identified a first stationary point (SGG2W-R) in

which the N–C bond forms without the simultaneous H transfer.

Here, a HOOC–CH2–NH+
2 -COO2−–CH2–NH2 zwitterionic species is

formed. This is at variance of the two previous processes in which

the N-C bond formation takes place simultaneously to the H transfer.

Such a zwitterion is stable (in terms of potential energies) because its

charges are stabilized by the two water molecules. Interestingly, for-

mation of this stationary point is barrierless, as the energy decreases

continuously by decreasing the N–C distance (i.e., by performing a

scan calculation using the N-C distance as the distinguished coor-

dinate). However, when considering the free energies, SGG2W-R is
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found to be unstable (i.e., it is 6.4 kcal mol−1 more energetic than the

asymptote) mainly due to entropic effects so that it is a physically

unsounded structure of the free energy profile and can be neglected.

This peptide bond reaction is followed by the proton transfer from

the NH2 to the COO groups. Here, the 2 waters directly partici-

pate assisting the proton transfer. The transition state structure (see

SGG2W-TS1 of Figure 5.6) exhibits an even less strained ring (with

eight members) than the 1-water-assisted-analogue. The intrinsic free

energy barrier of this step is actually low (∆G298 = 8.0 kcal mol−1)

due to the geometry relaxation of this transition state. The next and

final step is the formation and release of water, which is performed

by the proton transfer from the surface to the OH group. This dehy-

dration has a ∆G298 = 18.3 kcal mol−1, which is relatively lower than

the 1-water-assisted analogue step. The final product is the peptide

attached on the surface and three water molecules, which in case to

be attached to interact with surface Ti Lewis sites, the reaction is

highly favourable (∆rG298 = -45.0 kcal mol−1).
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5.3.3 Gly + Gly + Gly → GlyGly + Gly

The two previous sections have demonstrated that the energy barriers

involved in the peptide bond formation can be significantly reduced

by the catalytic activity exerted, on one side, by the interaction of

Gly with surface Ti Lewis sites, which makes the C atom more elec-

trophilic, and on the other side, by discrete water molecules assisting

the proton transfers. The proposed mechanisms shown above evi-

dence that condensation between two Gly molecules (and by exten-

sion between amino acids) is feasible in a prebiotic scenario under the

premise of two conditions: i) the reaction has to occur on anatase sur-

faces, and ii) fluctuating wetting/drying cycles have to operate, since

the reaction occurs under moderately dried conditions. These results,

however, do not actually explain the experimental findings obtained

by Martra et al.[25] in which Gly-based oligopeptides were formed

on anatase TiO2 surfaces by condensation of vapours of monomers.

Indeed, in their experiments, the presence of initial water molecules

in the experimental set up are rule out since the mineral samples

were outgassed at high temperatures to remove residual water and

the Gly monomers were introduced by successive feedings from the

vapour phase. The aim of this last section is, thus, to provide an

atomistic interpretation of these experimental results. It is antici-

pated that the proposed mechanism advocates the role of a third Gly

molecule participating in the reaction as a proton transfer assistant

through its COOH group.

Figure 5.7 shows the free energy profile at T = 298 K of the

calculated mechanism. The 0th energy reference asymptote (SGGG-

AS) is Gly/TiO2 plus two Gly molecules infinitely separated. As
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observed for the mechanism with 2 water molecules, a stationary

point in which the N–C bond is formed was also identified. In this

case, charges of the organic moiety are stabilized by its interaction

with the third Gly molecule. At variance with the 2H2O-assisted

mechanism, however, in terms of free energies, this stationary point is

stable with respect to the asymptote (5.8 kcal mol−1 more stable) and

accordingly it can be understood as an actual intermediate species

of the reaction. The next step, involving the proton transfer from

the NH2 group, is assisted by the COOH group of the third Gly.

In this proton-assisted mechanism the C=O group acts as a proton

acceptor and the OH as a proton donor (see structure SGGG-TS1 of

Figure 5.7). This transition state structure has an eight-membered

ring (as occurred in the 2H2O-assisted mechanism), which is a low

strained structure. Accordingly, the intrinsic ∆G298 is actually low

(2.0 kcal mol−1, with respect to SGGG-INT1). It is worth mentioning

that the immediate intermediate structure after this proton transfer

(SGGG-INT2) is 0.3 kcal mol−1 higher in energy than the TS. This is

due to the thermal corrections included to calculate the free energies.

The final step leads to the water elimination and has an intrinsic

∆G298 value (i.e., with respect to SGGG-INT1) of 17.7 kcal mol−1

(see SGGG-TS2). This transition state is a product-like species, the

emerging water molecule being almost formed with a large C–OH

distance (2.234 Å, practically broken). The most stable structure

for the final product is SGGG-P2 (∆rG298 = -26.7 kcal mol−1), in

which the released water is attached to the surface on a Ti atom,

and the third Gly is interacting with the formed peptide. It is worth

mentioning that the same process (i.e., the peptide bond formation

assisted by a third Gly molecule) has been calculated in absence of
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the anatase surface. The reaction was found to be concerted with a

calculated ∆G298 of 23.4 kcal mol−1 (see Figure 5.8), which implies a

decrease to almost half of the barrier computed for the uncatalysed

gas-phase process. Despite this reduction, the energy barrier on the

surface is dramatically lower, indicating that the anatase surface is of

paramount importance. Furthermore, formation of the trimer from

three glycine molecules in gas-phase is disfavoured by entropic reasons

and by the relative low vapour pressure, which render the process

unlikely. On the contrary, it is easy to imagine that during the drying

process the glycine solution is concentrated, ending up with clustering

of the glycine molecules on the TiO2 surface.

Interestingly, the highest calculated free energy barrier of the pro-

posed mechanism is that involving the H2O formation (SGGG-TS2

of Figure 5.7). The reaction in the experiments of Martra et al.[25]

occurred at the IR beam temperature; i.e., about 50◦ C (323 K).

Accordingly, we have calculated the free energy barrier at this tem-

perature (∆G298 = 16.5 kcal mol−1), as well as the rate constant for

this rate determining step using the classical Eyring equation (con-

sidering a first-order reaction since it starts from SGGG-INT2). The

obtained results are k ∼ 46 s−1 and a t1/2 ∼ 1.5 × 10−2 s, thus indi-

cating that the reaction is actually fast and, therefore, the occurrence

of this mechanism is feasible under the experimental conditions.



162 CHAPTER 5. PEPTIDE BOND MECHANISM

F
ig

u
re

5.
7:

R
el

at
iv

e
fr

ee
en

er
gy

p
ro

fi
le

(T
=

29
8

K
)

in
kc

al
m

ol
−

1
at

P
B

E
0-

D
2*

//
P

B
E

-D
2*

th
eo

ry
le

ve
l
fo

r
th

e
p

ep
ti

d
e

b
on

d
fo

rm
at

io
n

b
et

w
ee

n
tw

o
G

ly
m

ol
ec

u
le

s
on

th
e

(1
01

)
an

at
as

e
su

rf
ac

e
in

th
e

p
re

se
n
ce

of
th

ir
d

G
ly

m
ol

ec
u
le

as
si

st
in

g
th

e
p
ro

to
n

tr
an

sf
er

.
T

h
e

as
y
m

p
to

te
0t
h

en
er

gy
re

fe
re

n
ce

is
G

ly
/T

iO
2

+
2G

ly
(S

G
G

G
-A

S
st

ru
ct

u
re

).
B

on
d

d
is

ta
n
ce

s
ar

e
in

Å
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5.4 Final remarks

In the sequence of organizational events leading to the emergence of

life, many competing scenarios have been proposed to explain the

appearance of the first biopolymers such as proteins and RNA. For-

mation of an amide bond between two amino acids to give a peptide

(i.e., the peptide bond formation reaction) is a critical and poorly un-

derstood step in this organizational ladder. A major concern is the

so-called ”water paradox”, since the reaction in highly diluted wa-

ter solutions is thermodynamically disfavoured because amino acid

condensation is followed by water elimination. The reaction also

presents low kinetics with reaction half-times of the order of several

centuries. An old but still fashionable proposal by Bernal,[1] in which

mineral surfaces play a key role in the reaction by concentrating the

monomers and catalysing their polymerization by action of surface

active sites. This polymerization on the rocks, in combination with

fluctuating wetting/drying cycles,[289] in which the condensation be-

comes possible during the drying cycle, in a primitive Earth is one of

the hypothesis to explain the occurrence of the reaction under prebi-

otic conditions. Despite a great deal of successful experimental work

using several minerals (see Introduction), few attempts have been

provided from the computational viewpoint to give a mechanistic in-

terpretation of the catalytic role of the surfaces. The present study

aims to fill in this gap for the particular case of the condensation reac-

tion between two glycine (Gly) molecules in the presence of the TiO2

(101) anatase surface containing both coordinatively unsaturated Ti

atoms and O atoms acting as Lewis and Brønsted sites, respectively,

from an atomistic point of view.
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For all the studied reactions, the most stable adduct of Gly on

the anatase surface was taken as the pre-reactant complex, in which

Gly is in its deprotonated form due to a spontaneous proton transfer

to the surface.[290] The main conclusions can be drawn by compar-

ing the energetics for the uncatalysed gas-phase reaction with those

resulting on the TiO2 surface. The gas-phase process is concerted

and envisages a nucleophilic attack of the NH2 group of one Gly to

the C atom of the COOH group of the other Gly forming a N–C

bond, followed by a proton transfer from the NH2 group to the OH

group to release water. As mentioned, in gas phase the reaction in

concerted with a free energy barrier (T = 298 K) of 41.8 kcal mol-

1 and reaction free energy of -7.3 kcal mol−1. In constrast, all the

studied condensations on the (101) anatase surface adopt a stepwise

mechanism, in which the nucleophilic attack and the release of wa-

ter splits in two steps because of the deprotonated state of Gly in

the Gly/TiO2 pre-reactant complex. The Gly + Gly/TiO2 reaction

presents a free energy barrier decrease for the N–C nucleophilic attack

step of about 6 kcal mol−1. This activation energy reduction is caused

by the Gly/TiO2 surface interaction, which renders the C atom more

electrophilic than in the gas phase, as indicated a Bader charge anal-

ysis. The final dehydration step takes place by proton transfer from

the surface to the OH of the organic moiety releasing water, with an

intrinsic free energy barrier of 17.5 kcal mol−1. The thermodynamics

of the reaction is also more favourable than the gas-phase process

because the released water can interact favourably with the (101)

anatase surface through covalent dative bonds between the O atom

of the water and surface Ti Lewis sites. These largely favourable free

reaction energies are kept for the other studied reactions, indicating
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that the surface clearly helps the global reaction energies.

The reaction has also been studied in the presence of 1 and 2 water

molecules acting as proton transfer assistants. Their presence dra-

matically reduces the free energy barriers for the nucleophilic attack

to 20.7 and 8.0 kcal mol−1, respectively. This reduction is due to the

low-strained rings present in respective transition state structures in

the proton transfer (6th- and 8th-membered rings, respectively) com-

pared to the highly strained ring in the non-water assisted reactions

(4th-membered ring). In both cases, due to this energy barrier de-

crease, the final dehydration becomes the more energetic step, with

energy barriers of 22.9 and 18.3 kcal mol−1, respectively.

Finally, the Gly + Gly/TiO2 condensation reaction has also been

studied in the presence of a third Gly molecule acting as proton trans-

fer helper. This process corresponds to the aggregation of glycine

molecules during the drying process on the TiO2 surface. Here, the

mechanism involves three steps. The first is the N–C bond formation,

which occurs in a barrierless fashion, forming a stable intermediate in

which a HOOC–CH2-NH+
2 –COO2−–CH2–NH2 organic moiety is at-

tached on the surface. The second is the proton transfer from the

surface to the organic moiety. This proton transfer is assisted by

the COOH group of the third Gly, in which the C=O group acts as

proton acceptor and the OH group as proton donor forming a low

strained 8th-membered ring. The calculated free energy barrier is of

2 kcal mol−1. The final step is the dehydration, which is found to

be the most energetic one with a free energy barrier of about 11.9

kcal mol−1. This mechanistic proposal is consistent and provides

an atomistic interpretation of the experimental findings obtained by

Martra et al.[25] in which catalytic polymerization of Gly monomers
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on TiO2 surfaces was successfully achieved by successive feedings of

the monomers from strict gas-phase conditions.
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Chapter 6

Secondary structures:

α-helices and β-sheets

The biological activity of a given protein is partly due to its secondary

structure and conformational state. Peptide chains are rather flexi-

ble so that the interest in finding ways that force the protein folding

in a well-defined state is of great importance. Among the different

constraint techniques, the interaction of proteins with inorganic sur-

faces is a fruitful strategy to stabilize selected folded states. Surface-

induced peptide folding can have potential applications in different

biomedicine areas but it can also be of fundamental interest due to

its implications in prebiotic chemistry if a peptide turns-on its biolog-

ical activity when folded in a given state. In this work, full periodic

quantum mechanics (QM) static optimizations and ab-initio molec-

ular dynamics (AIMD) simulations at the PBE-D2* level have been

carried out to study the adsorption and the relative stability of sec-

ondary polyglycine structures (i.e., linear, α-helix and β-sheet) ad-

169
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sorbed on the (101) TiO2 anatase surface. In this study, to reduce the

computational cost, periodic boundary conditions (PBC) have been

applied both to the surface and to the biological part, thus obtain-

ing a periodic polypeptide system on the TiO2 surface. Static QM

results indicate that the preferred conformation on the (101) anatase

surface is the α-helix over the β-sheet, with calculated adsorption

energies per glycine unit of -33.7 and -30.2 kJ mol−1, respectively.

AIMD simulations have been very useful to identify the most sta-

ble complex, in which thermal and entropic effects are shown to be

essential. This is particularly true for the α-helix system, in which

on the (101) anatase surface the helical structure becomes partially

denatured because the peptide C=O groups close to the surface form

Ti–O dative bonds rather than keeping the α-helix H-bond pattern.

This structure was identified as the most stable one on the TiO2

surfaces in comparison to the adsorption of β-sheet structures.

6.1 Introduction

6.2 Computational details

6.2.1 Methods

All the calculations were carried out using the Perdew-Burke-

Ernzerhof (PBE)[167] functional to obtain equilibrium geometries

end energies with the a posteriori Grimme D2* correction.[184, 237,

238] The SCF iterative procedure has been converged to ∆E = 10−6

eV while the tolerance on gradients for geometry optimizations has

been set to 0.01 eV/Å for each atom in each direction. The k-points
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mesh has been set to (3,3,1) for the smallest systems (i.e., adsorption

of primary structure and β-sheets) and to (2,2,1) for the α-helix/TiO2

system.

Vibrational frequencies of a reduced Hessian (following only CO

displacements) on the optimised structures have been computed at

the Γ point by numerical differentiation of the analytical first deriva-

tives, using the central difference formula (i.e. two displacements for

each atom in each direction). The SCF iterative procedure for the

frequency calculations was converged to a tolerance in total energy

of ∆E = 10−6 eV.

Ab-initio molecular dynamics (AIMD) simulations have been car-

ried out on all the secondary structures analysed. The value of the

energy cutoff for the plane wave basis set has been set to 400 eV, while

the self-consistent field (SCF) iterative procedure was converged to a

tolerance in total energy of ∆E = 10−5 eV. AIMD simulations have

been carried out considering an equilibration period of 1 ps (1000

steps of 1 fs) in the NVE ensemble at fixed temperature (T = 300K)

with the velocities scaled at each step of the calculation, followed by

10 ps of production within the canonical ensemble (NVT), with the

frequency of the temperature oscillation controlled by the Nosé mass.

During both the equilibration and production periods the last atomic

layer of the TiO2 slab have been maintained at fixed positions; i.e.,

only the upper atoms of the surface and those of the polyglicine sys-

tems have been allowed to move according to the motion’s equations.

We have chosen this option to avoid unrealistic deformations of the

internal structure of the slabs, since real TiO2 surfaces are linked to

a macroscopic bulk.



172 CHAPTER 6. SECONDARY STRUCTURES

6.2.2 Surface and polyclycine models

From the crystal bulk structure of the TiO2 anatase polymorph, we

have built a crystalline periodic slab model for the non-polar (101)

surface with a thickness of 10 Å (3 layers of TiO2), as in the previous

Chapters. For the adsorption of the polyglycine systems on the (101)

anatase surface the internal atomic positions were only optimised,

while the cell parameters remained fix to the experimental values

(a = 7.569 Å and b = 10.23935 Å). The interlayer distance, regulated

by the c value, was defined considering an empty space of at least 15

Å between the outermost atoms of the polyglycine systems and the

upper layer, which is enough to avoid mutual fictitious interactions

between the periodically repeated slabs. Accordingly, the c value was

set to 30 Å.

The polyglycine/TiO2 systems have been modelled adopting a full

periodic approach, in which the periodicity used to model the slab is

also used to model the peptides. For the β-sheets systems, periodicity

along the a direction has served to model the infinite β-strands and

along the b direction to account for the lateral interactions between

strands of adjacent unit cells. For the primary peptide structure and

the α-helix, periodicity along one direction has been used to model

the infinite linear and helical structures (note that for these cases,

no interactions between adjacent peptides take place). Figures 6.1,

6.2, 6.3 and 6.4 show the isolated periodic polyglycine systems. This

strategy has been useful to reduce the computational cost of the

calculations: the largest polyglycine systems is the α-helix, which is

modelled by repeating 7 glycine residues (193 atoms per unit cell),

while for a reasonable non-periodic α-helix system we should use a
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Figure 6.1: PBE-D2* optimised geometry for the isolated periodic
linear polyglycine polymer. The unit cell is represented in yellow.
Bond distances are in Å.

minimum of 12 glycine (more than 500 atoms). This strategy is

possible due to the very good match between the cell dimensions of

the periodic polyglycine systems and the (101) anatase surface. The

linear polymer has a unit cell of a = 7.2358 Å (very close to the a

value of the surface); for the β-sheets in their parallel and antiparallel

conformations the unit cell parameters are a = 7.2638 Å and b =

10.1084 Å, and a = 7.2782 Å and b = 9.6926 Å, respectively (very

close to the a and b values of the surface), and for the α-helix a =

10.4244 Å (very close to the b value of the surface). For the adsorption

of the linear peptide and the β-sheet systems we have used a 2 × 2

supercell (a = 7.569 Å and b = 10.23935 Å), while for the α-helix we

have used a 4 × 2 supercell (a = 15.138 Å and b = 10.23935 Å) to

avoid lateral interactions along the a direction.
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Figure 6.2: PBE-D2* optimised geometry for the isolated periodic
parallel β-sheet. The unit cell is represented in yellow. Bond dis-
tances are in Å.
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Figure 6.3: PBE-D2* optimised geometry for the isolated periodic
antiparallel β-sheet. The unit cell is represented in yellow. Bond
distances are in Å.
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Figure 6.4: PBE-D2* optimised geometry for the isolated periodic
α-helix. The unit cell is represented in yellow. Bond distances are in
Å.

6.2.3 Adsorption energies

Adsorption energies have been calculated as:

∆EADS = ECPLX − EPGLY − ESURF (6.1)

where ECPLX is the energy of the complex (polyglycine/surface),

EPGLY is the energy of the isolated polyglycine system, and ESURF

is the energy of the isolated surface. To compute EPGLY we have

optimised the polyglycine systems using an empty space of 20 Å in

the non-periodic directions, relaxing both atomic positions and cell

parameters in order to include the cost of the cell deformation when

the polyglycine interacts with the inorganic surface.

In the case of the β-sheet complexes it is interesting to evaluate all

the most important contributions to the total adsorption energy, i.e.

not only the adsorption energy of the whole β-sheet, but also the ad-

sorption energy of each β-strand with the surface and the interaction

energy of the H-bond interactions between the β-strands.
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Figure 6.5 represents schematically the β-sheet complex, formed

by two β-strands (P1 and P2) per unit cell interacting with the sur-

face (S). This is a common three-body problem, not resolvable an-

alytically. However, in order to estimate each energy contribution

to the total energy with a good accuracy, we have proceeded as fol-

lows. From a given optimised β-sheet/TiO2 complex, we removed

one or two of the three bodies, and performed single-point energy

calculations. This way, we can decompose the total interaction en-

ergy as: i) EHb, the interaction energy between P1 and P2 without

S (the H-bond contribution), ii) ∆E1, the interaction energy of P1

with S without P2, and iii) ∆E2, the interaction energy of P2 with S

without P1. Considering that ES, EP1 and EP2 are the single-point

absolute energies of isolated S, P1 and P2, respectively, calculation

of each contribution (EHb, E1 and E2) is done as:

∆EHb = Eβ − (EP1 − EP2) (6.2)

where Eβ is the single-point absolute energy of the β-sheet without

S;

∆E1 = EP1S − (ES − EP1) (6.3)

where EP1S is the single-point absolute energy of the P1/S complex

without P2;

∆E2 = EP2S − (ES − EP2) (6.4)

where EP2S is the single-point absolute energy of the P2/S complex

without P1.
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Figure 6.5: Schematic representation of the β-sheet/TiO2 complexes
and the interactions involved.

6.3 Results

6.3.1 Linear polyglycine

The TiO2 (101) anatase surface presents Lewis and Brønsted sites,

represented by the outermost Ti and O atoms, respectively; these

sites are capable to strongly interact with amino acidic residues. Sec-

ondary structures present particular H-bond patterns between differ-

ent residues: H-bond donors are N–H groups, while H-bond acceptors

are C=O groups. The surface is capable to break these interactions:

when a C=O group is close to a Ti atom of the surface it could prefer

to interact with the Ti instead through H-bonding, since the Ti–O

dative bond is largely stronger.

The simplest polyglycine system is its linear polymer forming a
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Figure 6.6: Lateral views of the optimised structure at PBE-D2* level
of the linear/TiO2 complex. Bond distances are in Å.

primary structure (see Figure 6.6). The complex of this linear peptide

structure in interaction with the (101) anatase surface will be named

along the Chapter as linear/TiO2 complex. Here, we modelled the

primary structure within a periodic framework by repeating 2 amino

acidic units along the b direction of the unit cell. As one can see, the

polymer interacts with the surface through a Ti–O dative bond, with

∆EADS = -62.0 kJ mol−1 and ∆EADS/AA unit = -31.0 kJ mol−1

(see Table 6.2). This very simple system is enough to observe that

interaction with the surface induces structural changes on the peptide

structure. Indeed, in absence of the surface, the distance between

two adjacent C=O/N–H groups is 2.08 Å (see Figure 6.1). However,

on the surface, the distance increases to 2.32 Å. This interaction

between the C=O and N–H groups as a weak H-bond may be related

to the fact that the interaction with the surface weakens the H-bond

between C=O and N–H groups.
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6.3.2 β-sheet

β-sheet both in its parallel and antiparallel conformations (hereafter

referred to as β-sheet P and β-sheet AP, respectively) have been con-

sidered. In β-sheet AP, the two β-strands run in opposite directions,

so that the N-terminus of one β-strand is adjacent to the C-terminus

of the other. In contrast, in β-sheet P, the two β-strands run in the

same direction and accordingly the N-terminus of one β-strand is op-

posite the N-terminus of the other β-strand (see Figures 6.2 and 6.3).

Due to these dispositions of the N- and C- terminus, in β-sheet AP

the H-bonds are aligned directly opposite each other, while in β-

sheet P the geometry of the individual AA residue forces the H-bond

to occur at an angle. Thus, H-bonds in β-sheet AP are stronger and

more stable than in β-sheet P.

In both β-sheet AP/TiO2 and β-sheet P/TiO2 complexes, the β-

sheets are formed by two strands per unit cell. The periodicity along

the two cell directions defining the surface allows us to model ex-

tended β-sheets. Figures 6.7 and 6.8 show the optimised structures

of the β-sheet/TiO2 complexes and their evolution during the MD

simulation. In both systems, one β-strand interacts with the surface

via a Ti–O dative bond, while the other through dispersion forces,

since neither Ti-O nor H-bond interactions are established.

By comparing the structures of the isolated β-sheets with those

on the surface, for both β-sheet conformations, adsorption leads to

an increase of the H-bond distances (2.621 Å vs 2.668 – 2.802 Å and

2.097 – 2.098 Å vs 2.297 – 2.587 Å for β-sheet P and β-sheet AP

, respectively), for the H-bonds involving C=O groups, particularly

those ones forming Ti–O dative bonds. Therefore, upon adsorption,
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Figure 6.7: PBE-D2* optimised structure of the β-sheet P/TiO2

complex (A), and evolution of the H-bond distances (B) and of the
Ti-O distances (C) along the AIMD simulations. The equilibration
and production periods are separated. Bond distances are in Å.
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Figure 6.8: PBE-D2* optimised structure of the β-sheet AP/TiO2

complex (A), and evolution of the H-bond distances (B) and of the
Ti-O distances (C) along the AIMD simulations. The equilibration
and production periods are separated. Bond distances are in Å.
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the H-bond pattern in β-sheet AP/TiO2 is stronger and more stable

than in β-sheet P/TiO2. Accordingly, the former complex presents a

higher adsorption energy than the latter one (∆EADS = -120.8 and

-115.7 kJ mol−1 and ∆EADS/AA unit = -30.2 and -28.9 kJ mol−1,

respectively). Data are presented in Table 6.2

As previously mentioned, by performing single-point energy cal-

culations on the β-sheet/TiO2 complexes, we have decomposed the

adsorption energy into its single energy contributions. We name P1

as the β-strand bound to the surface via Ti–O dative bond and P2 as

the β-strand bound via dispersion forces. Accordingly, we have cal-

culated ∆E1, i.e. the interaction of P1 with the surface, ∆E2, i.e.

the interaction of P2 with the surface, and ∆EHb, i.e. the energy of

the H-bond pattern. All data are presented in Table 6.1. As expected

∆EHb is larger for the antiparallel β-sheet than for the parallel one,

and ∆E1 is larger than ∆E2. Moreover, as ∆Eint is higher ∆Ecalc it

is clear that there is a negative cooperativeness, i.e. competitiveness,

among the three body.

In view of the large ∆EADS/AA unit shown by the linear/TiO2

complex due to the Ti-O dative bonds (see above), we have car-

ried out MD simulations on both β-sheet/TiO2 complexes to check if

transformation from the β-sheets to the linear structure takes place

by rotation of the two strands with respect to the normal surface,

enabling a new Ti–O dative bond in the P2 strand. However, in both

β-sheet AP/TiO−2 and β-sheet P/TiO2, the systems prefer to main-

tain the H-bond patterns rather than establishing additional Ti–O

bonds. In view of that, from the β-sheet AP/TiO2 complex, we have

manually built a structure in which the peptide adopts a primary-like

conformation by rotating the two β-strands (see Figure 6.9). The op-
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Table 6.1: Energy terms for the interaction of β-sheet structures with
the (101) anatase surface. ∆E1 is the interaction between P1 and S
(the strand where Ti–O bonds are present), ∆E2 is the interaction
between P2 and S (the strand with disperions forces), ∆EHb is the
interaction energy of the H-bond pattern. ∆Eint is the interaction en-
ergy calculated as ∆Eint = ECPLX −EP1//CPLX−EP2//CPLX−
ES//CPLX. ∆Ecalc is the sum of all the contribution to the interac-
tion energy, i.e. ∆E1+∆E2+∆EHb (see the Computational Details
section for more details). |∆E| is the difference in energy between
∆Ecalc and ∆Eint. Units are in kJ mol−1.

System ∆E1 ∆E2 ∆EHb ∆Eint ∆Ecalc |∆E|

β-sheet AP/TiO2 -111.1 -35.1 -79.6 -201.6 -225.8 24.2
β-sheet P/TiO2 -113.7 -33.2 -73.1 -197.0 -220.0 23.1

timised resulting structure, hereafter named as β-sheet BRK/TiO2,

is slightly more favourable with respect to β-sheet AP/TiO2 and β-

sheet P/TiO2 (∆EADS = -123.2 kJ mol−1 and ∆EADS/AA unit =

-30.8 kJ mol−1). From this β-sheet BRK/TiO2 structure, we have

also executed AIMD simulations to assess the evolution of this struc-

ture with time (see Figure 5). Following the evolution of the O–H and

Ti–O, since the first step of the simulation, the two strands rotate to

restore β-sheet AP conformation. Therefore, we can conclude that,

despite that potential energy values indicate the β-sheet AP/TiO2

complex less stable than the β-sheet BRK/TiO2 one, when thermal

and entropic effects are accounted for, the antiparallel β-sheet struc-

ture adsorbed on the surface is found to be the most stable complex.

The inclusion of dynamic effects are shown here to be crucial to elu-

cidate this phenomenon.
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Figure 6.9: PBE-D2* optimised structure of the β-sheet AP/TiO2

complex (A), and evolution of the H-bond distances (B) and of the
Ti-O distances (C) along the AIMD simulations. The equilibration
and production periods are separated. Bond distances are in Å.
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6.3.3 α-helix

The other very common secondary structure found in proteins is the

α-helix (see Figure 6.4). The α-helix structure presents typically i

+ 4 → i H-bonds; that is, the N–H group of an amino acid forms a

H-bond with the C=O group of the amino acid four residues earlier.

Figure 6.10 shows the optimised structure of the α-helix on the (101)

anatase surface (hereafter referred to as α-helix 1/TiO2). As one

can see in this complex, the periodicity along the a direction of the

surface unit cell has been used to model an infinite α-helix. By

comparing the free α-helix with that adsorbed on the surface the

main structural change is the breaking of one H-bond due to the

formation of a Ti–O bond. The rest of H-bonds are not significantly

altered due to the surface interaction, being around 1.86 – 1.87 Å.

The total calculated adsorption energy is ∆EADS = -220.1 kJ mol−1,

which when normalized per AA unit it is ∆EADS/AA unit = -31.5

kJ mol−1, very similar to the values obtained for the linear/TiO2 and

β-sheet AP/TiO2 complexes.

AIMD simulations have been carried out onto the optimised α-

helix 1/TiO2 complex to assess dynamic and temperature effects on

the structures. During the simulations one can identify some denatu-

ration of the peptide; i.e., the α-helix structure is partly lost. Indeed,

new Ti–O dative bonds are formed, at expenses to break the i + 4

→ i H-bonds close to the surface. Due to that, the NH groups in-

volved in the broken i + 4 → i H-bonds lead to form a weak i +

3 → i H-bonds; that is, the NH establishes a H-bond with a C=O

group three residues earlier, with a H-bond distance of about 2.0 Å.

The evolution of these and other structural parameters are shown in
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Figure 6.10: PBE-D2* optimised structure of the α-helix 1/TiO2

complex (A), and evolution of the H-bond distances (B) and of the
Ti-O distances (C) along the AIMD simulations. The equilibration
and production periods are separated. Bond distances are in Å.
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Figure 6.10. Because of the formation of this new Ti–O bond, we

have chosen the last snapshot of the MD simulation as the initial

structure for a new geometry optimization. The optimised structure

is shown in Figure 6.11 (α-helix 2/TiO2), which indeed presents the

different Ti–O bonds and both i + 4 → i and i + 3 → i H bond

patterns. The calculated adsorption energies of α-helix 2/TiO2 are

larger than α-helix 1/TiO2 (∆EADS = -236.1 kJ mol−1, ∆EADS/AA

unit = -33.7 kJ mol−1) (see Table 6.2), indicating that this struc-

ture is more stable on the surface, although the helix structure is

more distorted. Moreover, this system is the one having the most

favourable ∆EADS/AA unit in comparison to the primary and β-

sheet peptides, and accordingly, we can conclude that a polyglycine

system adsorbed on the (101) anatase surface would prefer the helix

conformation rather than the β-sheet folding.
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Figure 6.11: PBE-D2* optimized structures for the α-helix 1/TiO2

(A) and α-helix 2/TiO2 (B) complexes. Bond distances are in Å.
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Table 6.2: Calculated total adsorption energies (∆EADS) and normal-
ized per amino acid unit (∆EADS/AA unit) for each studied complex.
∆Eh/AA unit is the energetic gain due to the isolated secondary
structure formation with respect to the isolated linear polymer (pri-
mary structure). Units are in kJ mol−1

System AA units ∆EADS
∆EADS/ ∆Eh/
AA unit AA unit

linear/TiO2 2 -62.0 -31.0 0.0
β-sheet P/TiO2 4 -115.6 -28.9 -18.1a

β-sheet AP/TiO2 4 -120.8 -30.2 -22.2a

β-sheet BRK/TiO2 4 -123.2 -30.8 0.0
α-helix 1/TiO2 7 -220.5 -31.5 -21.5b

α-helix 2/TiO2 7 -235.9 -33.7 -21.5b

a ∆Eh = (Eβ−sheet − 2Elinear)/4
b ∆Eh = (Eα−helix − 7/2Elinear)/7
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6.3.4 CO frequency calculations

An interesting property to analyse, which can also be useful from an

experimental point of view, is the stretching vibration of the peptide

C=O bonds, ν(CO). Free peptide C=O groups present an intense

stretching vibrational band at about 1600-1700 cm−1. This region of

the IR spectrum is usually clean so that ν(CO) IR bands are not over-

lapped by other vibrational frequencies. Because of that, this band

is used as a reference mode frequency in C=O-containing molecules,

and its blue/red shifts are used to elucidate the interactions with

other species. In our systems, two main features can perturb the

ν(CO) values: i) the H-bond interactions with N–H groups form-

ing the secondary structures, and ii) the dative interactions with the

pentacoordinated surface Ti atoms. It is worth mentioning that the

PBE functional underestimates vibrational stretching frequencies, so

that our values are shifted by -50/-60 cm−1 with respect to the ex-

perimental values. Table 6.3 reports the calculated ν(CO) values for

all the polyglycine systems studied in this work, both in its isolated

state and on the (101) anatase surface, as well as the frequency shifts

(∆ν) due to the interaction with the surface.

In the isolated linear polyglyicne structure, calculated ν(CO) are

1655 and 1622 cm−1. This linear peptide has two independent C=O

groups (one per Gly unit in the unit cell) but the ν(CO) motions

are coupled since the first and second ν(CO) values correspond to

the antisymmetric and symmetric stretching modes, respectively. As

expected, on the TiO2 surface, these values are red-shifted to 1599

and 1619 cm−1 due to the Ti–O bonds; as in the isolated polyglycine

structure, the two values are coupled, giving a symmetric (1599 cm−1)
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and an antisymmetric (1619 cm−1) frequency.

In the isolated β-sheet structures, ν(CO) values are red-shifted

with respect to the values of the linear primary structure due to the

H-bond pattern between the β-strands. In the antiparallel confor-

mation the ν(CO) range values is 1656 – 1578 cm−1, while in the

parallel one 1650 – 1592 cm−1. The red shift is more accentuated in

the antiparallel conformation due to its stronger H-bond interactions

between strands. Experimentally β-sheet systems present two bands

at 1685 and 1629 cm−1, in reasonable agreement with the computed

values. When the β-sheets are adsorbed on the surface, a red-shift

of all the ν(CO) modes is observed. The red shift is particularly im-

portant in those C=O groups which stablish Ti–O bonds with the

surface; i.e., in β-sheet AP/TiO2, the frequency at 1578 cm−1 moves

to 1547 cm−1 (∆ν = 31 cm−1) and in β-sheet AP/TiO2 the frequency

at 1592 cm−1 moves to 1544 cm−1 (∆ν = 48 cm−1). Also for the β-

sheet BRK/TiO2 complex a red-shift is observed with respect to the

linear polyglycine system. In this complex, two band groups can be

established: i) the bands at 1587 and 1583 cm−1, attributed to the

C=O groups non interacting with the surface, and ii) the bands at

1616 and 1609 cm−1, attributed to the C=O groups interacting with

the Ti surfaces. These latter values indicate an inversion with respect

to what is observed in the previous β-sheet/TiO2 systems. The reason

is the relative orientation of the polyglycine systems with respect to

the surface. In β-sheet AP/TiO2 and β-sheet P/TiO2 structures, the

carbonyl groups interact with Ti atoms with C-O-Ti angles of about

147 degrees (33 degrees with respect to the normal of the surface).

In β-sheet BRK/TiO2, the angles are about 170 - 173º (10 - 7 de-

grees with respect to the surface normal). That is, the β-sheet BRK
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is almost perpendicularly adsorbed on the surface, while the other

two structures are adsorbed in a more parallel fashion. In both cases

there is a σ-donation from the HOMO (highest occupied molecular

orbital) localized on the O atom of the C=O bond to d-orbitals of

the Ti atoms of the surface, thus producing a weakening of the C=O

bond itself. However in the former case O atoms point directly to

Ti atoms, and the wall effect (the repulsive potential due to the vi-

bration against a rigid surface) becomes dominant, overcoming the

σ-donation, thus causing a blue-shift of the C=O stretching. Notably,

in the case of linear/TiO2 this phenomenon is not observed, proba-

bly due to the coupling of the frequency of the two C=O groups.

The hypothesis is that the presence of a second linear polyglycine

(β-sheet BRK/TiO2) decouples the frequencies of the C=O because

of the interactions between the two polyglycine strands. A schematic

representation of the wall effect is given in Figure 6.12.

Finally, in the isolated α-helix system, an overall red-shift of

the ν(CO) values compared to the isolated primary structure is ob-

served, due to the H-bond pattern defining the helical structure. In

α-helix 1/TiO2, the C=O group involved in the Ti-O bonds does in-

deed decrease its ν(CO) value (from 1611 to 1558 cm−1, ∆ν = -53

cm−1). However, for the rest of the ν(CO) vibrations one can observe

both red-shifts and blue shifts. We attribute this behaviour to the

breaking of the homogeneous α-helical content upon adsorption. In

the isolated α-helix, the H-bond distances range from 1.866 to 1.872

Å, whereas on the surface the range increase from 1.754 to 1.916 Å.

Therefore, some H-bonds become stronger while others weaker, and

hence the red- and blueshifts. For instance, the highest mode ν(CO)

= 1679 cm−1 does indeed correspond to the longest H-bond (1.916
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(a) Negligible wall effect (b) Appreciable wall effect

Figure 6.12: Schematic representation of the wall effect phenomenon.
The angle O-C-Ti is marked. The green arrows represent the vibra-
tion of the C=O group.

Å). In the α-helix 2/TiO2 system, the ν(CO) values of the C=O in-

volved in the Ti-O bonds are similar to those C=O groups involved

in simultaneous i + 4 → i and i + 3 → i H-bond patterns (1599

and 1601 cm−1, respectively). Therefore, the electronic effect on the

peptide C=O bond when it interacts with a surface Ti atoms is sim-

ilar as when it is involved in the two H-bond patterns. The highest

ν(CO) normal mode (1662 cm−1) regards the only C=O not involved

in Ti–O bonds nor H-bond with N–H groups (see Figure 6.11B).
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Table 6.3: PBE-D2* vibrational C=O stretching for the systems stud-
ied. Units are in cm−1.

System Isolated system on TiO2

linear
1622 1599
1655 1619

β-sheet AP

1578 1547
1595 1574
1621 1613
1656 1623

β-sheet P

1592 1544
1602 1573
1631 1608
1650 1626

β-sheet BRK

– 1583
– 1587
– 1609
– 1616

α-helix 1

1611 1558
1612 1608
1621 1615
1624 1624
1625 1640
1646 1651
1647 1679

α-helix 2

1611 1599
1612 1601
1621 1616
1624 1621
1625 1625
1646 1648
1647 1662



196 CHAPTER 6. SECONDARY STRUCTURES

6.4 Final remarks

In this Chapter, the adsorption and stability of secondary structures

(linear polymer, α-helix and β-sheet) adsorbed on the (101) TiO2

anatase surface has been theoretically studied with PBE-D2* peri-

odic simulations. For a proper comparison between the adsorption of

different polypeptides, the computed adsorption energies have been

normalized per AA unit (i.e. ∆EADS/AA unit, the total adsorption

energy for each structure has been divided for the number of amino

acidic residues in the unit cell). The academic case of the adsorp-

tion of the linear polymer indicates that the peptide C=O groups are

prone to form covalent dative bonds with coordinatively unsaturated

Ti atoms placed at the outermost positions of the surface. For the

secondary structures the adsorption presents a delicate trade-off be-

tween keeping the H-bond pattern of the secondary structures and

formation of Ti–O bonds.

Among the different considered complexes, the α-helix 2/TiO2

structure has been found as the most stable one (∆EADS/AA unit

= -33.7 kJ mol−1). This structure presents the peptide C=O groups

close to the surface forming Ti–O bonds, thus rendering the helical

content partly distorted. This structure has been identified by run-

ning AIMD simulations, in which the formation of the Ti–O bonds is

observed during the simulation evolution. For the adsorption of the

β-sheet structures, considering only the potential energy values, the

β-sheet BRK/TiO2 complex is the most stable (∆EADS/AA unit =

-30.8 kJ mol−1), closely followed by β-sheet AP/TiO2 (∆EADS/AA

unit = -30.2 kJ mol−1). The difference between these two complexes

is that the former presents two Ti–O bonds at expenses to break
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several H-bond interactions, breaking in part the β-sheet structure,

while in the latter only one Ti–O bonds is present, thus keeping the β-

sheet structure. Irrespective of the tiny energetic difference between

these two complexes, AIMD simulations taking β-sheet BRK/TiO2

as initial guess structure show clearly the conversion from this com-

plex to β-sheet AP/TiO2, thus indicating that β-sheet BRK/TiO2 is

not stable at 300 K in favour of the β-sheet AP/TiO2 complex.

Finally, the peptide C=O vibrational stretching modes have been

calculated for both the primary and secondary structures both in

their isolated and adsorbed states. The red-/blue-shifts undergone

by the ν(CO) as a consequence of the adsorption have been analysed

and interpreted from an atomistic perspective. These vibrational

data is of relevance from an experimental point of view as they can

be useful to elucidate the TiO2-induced peptide folding.



198 CHAPTER 6. SECONDARY STRUCTURES



Chapter 7

Conclusions

In the present thesis the adsorption of amino acids and secondary

structures, and the mechanism of peptide bond formation on TiO2

surfaces has been studied by means of QM periodic simulations. The

adsorption of several amino acids, in order to explore all the types of

side chains, has been analysed both on (101) anatase and on (110)

rutile. Moreover, the mechanism of peptide bond formation between

two glycine molecules has been studied in dry conditions (Gly +

Gly), in moderately wet conditions (Gly + Gly + nH2O, n = 1, 2),

and with a high concentration of Gly (Gly + Gly + Gly, where the

third Gly assists the proton trasnfer) on the (101) anatase surface,

in order to evaluate the effect of TiO2 in catalysing this process with

respect to the gas phase. Finally the static and dynamic properties

of secondary structures (α-helix and β-sheets) has been simulated on

(101) anatase.

199
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Amino acids adsorption

Both (101) anatase and (110) rutile surfaces present high adsorption

energies for all the amino acids analysed, because all the amino acids

present al least one, and, in the majority of the cases two, strong

dative bonds between the backbone and the surface. Lateral chains

may exhibit either dispersion interactions (Leu, Phe, Met), or H-

bonds (Ser, Cys), or additional dative bonds (Lys, Arg, His) with the

surface. An important difference between the two surfaces studied is

their stability with respect to the bulk structures, i.e. their reactivity,

which has direct consequences on the adsorbed amino acids. The

first one is the higher tendency of the (110) rutile in deprotonating

the amino acids, being higher its surface energy with respect to (101)

anatase. The second consequence of the higher reactivity of the (110)

rutile is the higher adsorption energy of the adsorbed amino acids.

An other important difference between the two surfaces is the

morphology, which also drives the adsorption mode of the amino

acids: on anatase the preferred adsorption mode of the backbone is

(N,O), while on rutile is (O,O). This is mainly due to different Ti–Ti

distances of the outermost atoms of the surface.

Peptide bond formation mechanism

By comparing the uncatalysed reactions in gas phase and on the

surface, in all the cases a sensible reduction of the activation barrier

has been observed. In gas phase the reaction may exhibit both a

concerted and a stepwise mechanism; in contrast, with the presence

of the surface the reaction proceeds through a stepwise mechanism,

where the nucleophilic attack and the release of water occur in two
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separate steps. By performing a Bader charge analysis, it is clear that

the surface modify the electronic structure of the adsorbed amino

acids; in particular an increase of the electrofilicity of the carboxyl

C is observed and, accordingly, the nucleophilic attack of the second

amino acids is more efficient, and the barrier drops down by ∼6

kcal mol−1 for the non assisted reaction. When the assistance of the

proton transfer by small molecules is taken into account the reaction

barrier is further reduced, in particular considering the presence of a

third glycine as a proton transfer assistant. These simulations give

a reasonable explanation, from an atomistic point of view, of the

Martra’s experiment.[25]

Adsorption of secondary structures

Finally, the adsorption of secondary structure on the anatase sur-

face has been studied, starting from the academic case of a linear

polyglycine systems, and then analysing the most common secondary

structures (α-helix and β-sheet). The α-helix is the preferred con-

formation with respect to the linear polymer and the β-sheets, thus

confirming that mineral surfaces may induce the protein folding.

It has also been demonstrated that MD simulation are mandatory

for these systems, particularly in the case of the β-sheet BRK/TiO2,

i.e. full coverage of the anatase surface with linear glycine polymers.

Despite the potential energy is lower for the linear conformation when

it is adsorbed on the surface, the introduction of thermal effects and

a sufficiently long MD simulation cause the rotation of the poly-

mers (with the consequent cleavage of strong interactions with the

surface), in order to restore the β-sheet conformation. Moreover the
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MD simulation on the α-helix 1/TiO2 system allows us to find a more

stable structure, i.e. the α-helix 2/TiO2 complex, which is slightly

”denaturated” with respect the isolated α-helix.

Future perspectives

The work done in this thesis has opened some interesting new

projects, in particular regarding more complex secondary structures.

The idea is to analyse not only polyglycine systems but, as we have

done for the amino acids, also others polyamino acidic structures to

evaluate the effect of several side chains; the work in progress regards

polylysine, polyglutamic acid and polyalanine systems, isolated and

adsorbed on the anatase surface. Moreover, we are also studying

β-sheets with a finite number of strands, i.e. with 1D periodicity,

with the aim of studying the β-sheet growing on the anatase sur-

face, in order to give some insights from an atomistic point of view

on the β-amyloid fibrillation, which is a theme of great important in

medicine, as the aggregation of many β-amyloids produces the forma-

tion of plaques, which are one of the main causes of the Alzheimer’s

disease.[291, 292]
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[10] J. Peretó, J. L. Bada, and A. Lazcano. Charles Darwin and the Origin of

Life. Orig. Life Evol. Biosph., 39:395–406, 2009.

[11] J. D. Bernal. The Origin of Life. Translation by Oparin by Ann Synge.

Weidenfeld & Nicolson, 1967.

[12] S. L. Miller, J. W. Schopf, and A. Lazcano. Oparin’s ”Origin of Life”: Sixty

Years Later. J. Mol. Evol., 44:351–353, 1997.

[13] S L. Miller. A Production of Amino Acids under Possible Primitive Earth

Conditions. Science, 117:528–529, 1952.

[14] S. L. Miller. Production of Some Organic Compounds under Possible Prim-

itive Earth Conditions. J. Am. Chem. Soc., 77:2351–2361, 1955.

[15] S. L. Miller and H. C. Urey. Organic Compound Synthesis on the Primitive

Earth. Science, 130:245–251, 1959.
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[273] J. E. Šponer, J. Šponer, A. Giorgi, E. Di Mauro, S. Pino, and G. Costanzo.

Untemplated nonenzymatic polymerization of 3’, 5’ cGMP: a plausible

route to 3’, 5’-linked oligonucleotides in primordia. J. Phys. Chem. B,

119:2979–2989, 2015.
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Z. Hosni, M. P. Lee, and L. Cronin. Formation of oligopeptides in high

yield under simple programmable conditions. Nature, 6:8385, 2015.

[276] V. R. Pattabiraman and J. W. Bode. Rethinking amide bond synthesis.

Nature, 480:471–479, 2011.

[277] D. J. C. Constable, P. J. Dunn, J. D. Hayler, G. R. Humphrey, J. J. L.

Leazer, R. J. Lindermann, K. Lorenz, J. Manley, B. A. Pearlmann,

A. Wells, A. Zaks, and T. Y. Shang. Key green chemistry research areas—a

perspective from pharmaceutical manufacturers. Green Chem., 9:411–420,

2007.

[278] S. F. Sousa, P. A. Fernandes, and M. J. Ramos. General Performance of

Density Functional. J. Phys. Chem. A, 111:10439–10452, 2007.



232 BIBLIOGRAPHY

[279] G.-J. Kroes. Toward a Database of Chemically Accurate Barrier Heights for

Reaction of Molecules with Metal Surfaces. J. Phys. Chem. Lett., 6:4106–

4114, 2015.

[280] S. Andersson and M. Griining. Performance of Density Functional for Cal-

culating Barrier Heights of Chemical Reactions Relevant to Astrophysics.

J. Phys. Chem. A, 108:7621–7636, 2004.

[281] S. Grimme. Supramolecular binding thermodynamics by dispersion-

corrected density functional theory. Chem. Eur. J., 18:9955–9964, 2012.

[282] W. Tang, E. Sanville, and G. Henkelman. A Grid-Based Bader Analysis

Algorithm without Lattice Bias. J. Phys. Condens. Matter, 21:084204,

2009.

[283] E. Sanville, S. D. Kenny, R. Smith, and G. Henkelman. An Improved

Grid-Based Algorithm for Bader Charge Allocation. J. Comp. Chem.,

28:899.908, 2007.

[284] G. Henkelman, A. Arnaldsson, and H. Jonsson. A Fast and Robust Algo-

rithm for Bader Decomposition of Charge Density. Comput. Mater. Sci.,

36:354–360, 2006.

[285] M. Yu and D. R. Trinkle. Accurate and Efficient Algorithm for Bader

Charge Integration. J. Chem. Phys., 134:064111, 211.

[286] J. H. Jensen, K. K. Baldridge, and M. S. Gordon. Uncatalyzed Peptide

Bond Formation in the Gas Phase. J. Phys. Chem., 96:8340–8351, 1992.

[287] A. Rimola, M. Sodupe, and P. Ugliengo. Amide and Peptide Bond For-

mation: Interplay between Strained Ring Defects and Silanol Groups at

Amorphous Silica Surfaces. J. Phys. Chem. C, 120:24817–24826, 2016.

[288] A. Rimola, S. Tosoni, M. Sodupe, and P. Ugliengo. . ChemPhysChem,

7:157–163, 2006.

[289] N. Lahav, D. White, and S. Chang. . Science, 201:67–69, 1978.



BIBLIOGRAPHY 233

[290] S. Pantaleone, A. Rimola, and M. Sodupe. Canonical, Deprotonated, or

Zwitterionic? A Computational Study on Amino Acid Interaction with the

TiO2 (101) Anatase Surface. J. Phys. Chem. C, 121:14156–14165, 2017.

[291] B. V. Slokovic. Neurovascular mechanisms of Alzheimer’s neurodegenera-

tion. Trends Neurosci., 28:202–208, 2005.
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