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## Introduction

All of the work presented in this thesis appeared while working on the following question.
Question. Which is the set of $l^{2}$-Betti numbers arising from the lamplighter group $\Gamma$ ?
This question was the initial problem of this thesis. Historically, M. Atiyah [7 introduced in 1976 these particular numbers as homological invariants of a certain kind of homology (nowadays called $l^{2}$-homology) in order to study Riemannian manifolds $M$ endowed with a free cocompact action of a countable discrete group $G$. His motivation was to generalize the Atiyah-Singer Index Theorem to the noncompact setting.

The $l^{2}$-Betti numbers can be defined purely in terms of the countable discrete group $G$. Given a subfield $K \subseteq \mathbb{C}$ closed under complex conjugation, one can consider the group algebra $K[G]$ and, more generally, matrix algebras over $K[G]$. Each matrix operator $T \in M_{n}(K[G])$ can be thought of as a bounded operator $T: l^{2}(G)^{n} \rightarrow l^{2}(G)^{n}$ acting on the left. It turns out that the projection $p_{T}$ onto $\operatorname{ker}(T)$ belongs to the group von Neumann algebra $\mathcal{N}_{n}(G)$ of $M_{n}(K[G])$, which is in fact a finite von Neumann algebra, thus endowed with a faithful positive trace $\operatorname{Tr}_{\mathcal{N}_{n}(G)}$. The $l^{2}$-Betti numbers are precisely those values that arise when computing the traces of the projections $p_{T}, T \in M_{n}(K[G])$.

Definition. A real positive number $r$ is called an $l^{2}$-Betti number arising from $G$, with coefficients in $K$, if for some integer $n \geq 1$ there exists a matrix operator $T \in M_{n}(K[G])$ such that

$$
\operatorname{Tr}_{\mathcal{N}_{n}(G)}\left(p_{T}\right)=r,
$$

where $p_{T}: l^{2}(G)^{n} \rightarrow l^{2}(G)^{n}$ denotes the projection onto $\operatorname{ker}(T)$.
Atiyah computed several $l^{2}$-Betti numbers in numerous examples, and all of them turned out to be rational, thus giving rise to one of the original questions posted by Atiyah about $l^{2}$-Betti numbers.

Question. Is it possible to obtain irrational values of $l^{2}$-Betti numbers?
That question motivated a large number of research projects in which stronger statements were formulated (and in some cases proved). One of the strongest versions of Atiyah's original question is the so-called Strong Atiyah Conjecture.

Strong Atiyah Conjecture. Is it true that the set of values of $l^{2}$-Betti numbers is contained in the subgroup of $\mathbb{Q}$ generated by all the elements $\frac{1}{|H|}$, where $H$ ranges over the finite subgroups of $G$ ?

The lamplighter is precisely the first counterexample to the Strong Atiyah Conjecture, as proven by R. I. Grigorchuk and A. Żuk [42], followed by W. Dicks and T. Schick [25]. More recently, the original Atiyah's question has been solved in the negative, and some authors, including Austin [8, Grabowski 40, 41] and Pichot, Schick and Żuk [86] have found examples of groups having irrational values of $l^{2}$-Betti numbers. In particular, Grabowski shows in [41] that there are transcendental numbers that appear as $l^{2}$-Betti numbers of the lamplighter group.

Nevertheless, the Strong Atiyah Conjecture is still open for the class of groups such that there exists an upper bound on the orders of their finite subgroups. In particular it is open for torsion-free groups. For an extensive study of Atiyah's original question and strong versions of it, see [8, 40, 43, 52, 53, 66, 67, 69, 70, 71, 72, 74].

As already said, the initial problem of this thesis was to determine the set of $l^{2}$-Betti numbers arising from the lamplighter group $\Gamma$, denoted by $\mathcal{C}(\Gamma, K)$. This group is defined to be the semidirect product of $\mathbb{Z}$ copies of the finite group $\mathbb{Z}_{2}$ by $\mathbb{Z}$, i.e.

$$
\Gamma=\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2} \rtimes_{\rho} \mathbb{Z}
$$

whose automorphism $\rho$ implementing the semidirect product is the well-known Bernoulli shift. A precursor of our work here can be found in the paper [6] by Ara and Goodearl. In this article, the authors attack this problem algebraically, by trying to uncover the structure of what is called the *-regular closure $\mathcal{R}_{K[\Gamma]}$ of the lamplighter group algebra $K[\Gamma]$ inside $\mathcal{U}(\Gamma)$, the algebra of (unbounded) affiliated operators of the group von Neumann algebra $\mathcal{N}(\Gamma)$ or, more algebraically, the classical ring of quotients of $\mathcal{N}(\Gamma)$ (see Section 1.1.2). The precise connection between the $*$-regular closure $\mathcal{R}_{K[\Gamma]}$ and the set of $l^{2}$-Betti numbers $\mathcal{C}(\Gamma, K)$ has been
provided recently by a result of Jaikin-Zapirain [53], which states that the rank function $\mathrm{rk}_{\mathcal{R}_{K[\Gamma]}}$, obtained from rk ${ }^{11}$ by restriction on $\mathcal{R}_{K[\Gamma]}$, is completely determined by its values on matrices over $K[\Gamma]$. Since $\mathcal{R}_{K[\Gamma]}$ is regular, this can be rephrased in the form

$$
\phi\left(K_{0}\left(\mathcal{R}_{K[\Gamma]}\right)\right)=\mathcal{G}(\Gamma, K)
$$

where $\phi$ is the state on $K_{0}\left(\mathcal{R}_{K[\Gamma]}\right)$ induced by $\mathrm{rk}_{K[\Gamma]}$, and $\mathcal{G}(\Gamma, K)$ the subgroup of $\mathbb{R}$ generated by $\mathcal{C}(\Gamma, K)$. As one of the main results in [6], the authors uncover a portion of the algebraic structure of $\mathcal{R}_{K[\Gamma]}$ by studying the $*$-regular closure $\mathcal{R}_{0}$ of a certain $*$-subalgebra $\mathcal{A}_{0}$ of $K[\Gamma]$ in $\mathcal{U}(G)$, and this study leads them to conclude that $\mathcal{G}(\Gamma, K)$ must contain all the rational numbers, namely $\mathbb{Q} \subseteq \mathcal{G}(\Gamma, K)$ [6, Corollary 6.14].

Our initial strategy in this work was to extend the work done by Ara and Goodearl, by considering an increasing sequence of $*$-subalgebras $\mathcal{A}_{n}$ of $K[\Gamma]$ such that its inductive limit $\mathcal{A}_{\infty}$ becomes 'big enough' inside $K[\Gamma]$. While working on this problem we realized that there was a natural way of thinking about these 'approximating' $*$-subalgebras $\mathcal{A}_{n}$ in terms of a concrete dynamical system. The key observation was to realize that the lamplighter group algebra, being a semidirect product of the abelian torsion group $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}$ by $\mathbb{Z}$, can be thought of as a $\mathbb{Z}$-crossed product $*$-algebra

$$
K[\Gamma] \cong K\left[\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}\right] \rtimes_{\rho} \mathbb{Z} \cong C_{K}(X) \rtimes_{T} \mathbb{Z}
$$

through the Fourier transform $\mathscr{F}: K\left[\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}\right] \rightarrow C_{K}(X)$, where $X=\prod_{i \in \mathbb{Z}} \mathbb{Z}_{2}$ is the Pontryagin dual of the group $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}$, identified topologically with the Cantor set, $C_{K}(X)$ denotes the set of locally constant functions $f: X \rightarrow K$, and $T: X \rightarrow X$ is the homeomorphism of $X$ given by the Bernoulli shift. There is a natural measure $\mu$ on $X$, namely the usual product measure where we take the $\left(\frac{1}{2}, \frac{1}{2}\right)$-measure on each component $\{0,1\}$, which is ergodic, full and $T$-invariant. This enables us to study the $\mathbb{Z}$-crossed product algebra $C_{K}(X) \rtimes_{T} \mathbb{Z}$ by giving ' $\mu$-approximations' of the space $X$ (see Section 2.2 , which at the level of the algebra correspond to the 'approximating' $*$-subalgebras $\mathcal{A}_{n}$ given in $K[\Gamma]$ under the previous identification. This construction is motivated by a construction given by Putnam [87, 88].

In the group algebra $K[\Gamma]$ one has a canonical Sylvester matrix rank function $\mathrm{rk}_{K[\Gamma]}$, inherited from the one existing in the $*$-regular ring $\mathcal{U}(\Gamma)$. We can transfer $\mathrm{rk}_{K[\Gamma]}$ to a Sylvester matrix rank function on $C_{K}(X) \rtimes_{T} \mathbb{Z}$ by pulling it back through the previous identification, and this gives rise to a $T$-invariant probability measure $\mu$ on $X$. With this observation we have been able to construct, from a fixed $T$-invariant, full and ergodic probability measure and using the construction involving the 'approximating' $*$-subalgebras of $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ developed in Chapter 2 a canonical faithful Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}$ not only when $K \subseteq \mathbb{C}$ and $T$ is the Bernoulli shift, but in the more general setting of $K$ being an arbitrary field and $T$ an arbitrary homeomorphism on a Cantor set $X$. As mentioned, this construction requires the existence of a $T$-invariant probability measure $\mu$ on $X$ which must be ergodic and full. The corresponding Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ turns out to be unique with respect to the property that the rank of any characteristic function $\chi_{U}$, being $U \subseteq X$ any clopen set, must equal the measure of $U$ (these results are Theorem 2.3.7 and Proposition 2.3.8. This rank function on $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ gives us a way to define ' $l^{2}$-Betti numbers' arising from the algebra $\mathcal{A}$ which, in the particular case of the lamplighter group algebra, coincide with the $l^{2}$-Betti numbers arising from $\Gamma$ (see Section 3.2 .

In Section 2.3 .3 we obtain some results on the structure of the compact convex set $\mathbb{P}(\mathcal{A})$ of Sylvester matrix rank functions on $\mathcal{A}$. We show in Theorem 2.3 .15 that, when $X$ is a totally disconnected metrizable compact space (not necessarily infinite) and $T: X \rightarrow X$ is any homeomorphism on $X$, then every rank function rk on the crossed product algebra $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ is induced by some regular ring.

During the course of developing the construction given in Chapter 2, new work by Grabowski on the searching of $l^{2}$-betti numbers arising from the lamplighter group $\Gamma$ appeared [41. In this article, the author proved the existence of irrational $l^{2}$-Betti numbers arising from $\Gamma$, exhibiting a concrete example in 41, Theorem 2]. Very roughly, his idea is to compute $l^{2}$-Betti numbers by means of decomposing them as an infinite sum of (normalized) dimensions of kernels of finite-dimensional operators (i.e. matrices), and then analyzing the behavior of these finite-dimensional matrices by means of certain graphs in order to determine the global behavior of the dimension of their kernels. We use these ideas in Section 3.2.2 but applied to our construction of Chapter 2. In particular, our main Theorem 3.2.10 gives a whole family of irrational (and even transcendental) $l^{2}$-Betti numbers arising from $\Gamma$.

[^0]Another source of inspiration for the work of this thesis is the work of Elek [29]. To introduce it, we need a historical motivation of the problem.

Murray and von Neumann [80, Theorem XII] proved a uniqueness result for approximately finite von Neumann algebra factors of type $I I_{1}$. This unique factor $\mathcal{R}$ (called the hyperfinite $I I_{1}$-factor) plays a central role in the theory of von Neumann algebras. Von Neumann also considered a purely algebraic analogue of this situation, which we briefly explain here. For a field $K$, one considers the sequence

$$
M_{2}(K) \rightarrow M_{4}(K) \rightarrow \cdots \rightarrow M_{2^{n}}(K) \rightarrow \cdots
$$

with respect to the block-diagonal embeddings $x \mapsto\left(\begin{array}{cc}x & \mathbf{O}_{2^{n}} \\ \mathbf{0}_{2^{n}} & x\end{array}\right)$. Its direct limit ${\underset{\longrightarrow}{\lim }}_{\rightarrow n} M_{2^{n}}(K)$ turns out to be a regular ring which admits a unique rank function rk. The completion of $\lim _{\rightarrow} M_{2^{n}}(K)$ with respect to the induced rank metric, denoted by $\mathcal{M}_{K}$, is a complete regular ring with a unique rank function, again denoted by rk, which is a continuous factor, i.e. a right and left self-injective ring where the set of values of the rank function fills the unit interval $[0,1]$.

It is expected (see e.g. [28, 29, 30]) that the factor $\mathcal{M}_{K}$ could play a role in algebra which is similar to the role played by the unique hyperfinite factor $\mathcal{R}$ in the theory of operator algebras. In particular, Elek has shown in [29] that, if $\Gamma$ is the lamplighter group, then the continuous factor obtained by taking the rank completion of the $*$-regular closure of $\mathbb{C}[\Gamma]$ in the $*$-algebra $\mathcal{U}(\Gamma)$ is isomorphic to $\mathcal{M}_{\mathbb{C}}$.

This raises the question of what uniqueness properties the von Neumann factor $\mathcal{M}_{K}$ has. As von Neumann had already shown, $\mathcal{M}_{K}$ is isomorphic to the factor obtained from any factor sequence $\left(p_{i}\right)_{i}$, that is,

$$
\mathcal{M}_{K} \cong \underset{n}{\underset{\longrightarrow}{\lim }} M_{p_{n}}(K)
$$

where $\left(p_{i}\right)_{i}$ is a sequence of positive integers converging to infinity and such that $p_{i}$ divides $p_{i+1}$ for all $i$.
We address this question in Chapter 4 showing in Theorem 4.2 .2 that if $\mathcal{B}$ is an ultramatricial $K$-algebra and $\mathrm{rk}_{\mathcal{B}}$ is a nondiscrete extremal pseudo-rank function on $\mathcal{B}$, then the completion of $\mathcal{B}$ with respect to $\mathrm{rk}_{\mathcal{B}}$ is necessarily isomorphic to $\mathcal{M}_{K}$. We also derive a characterization of the factor $\mathcal{M}_{K}$ by a local approximation property. Using the latter characterization, we prove in Theorem 4.2.2 that the completion of the algebras $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ considered before with respect to the metric induced by the rank function $\mathrm{rk}_{\mathcal{A}}$ is exactly the algebra $\mathcal{M}_{K}$. This is connected with a result of Elek [29]

Elek and Jaikin-Zapirain have recently raised the question of whether, for any subfield $K$ of $\mathbb{C}$ closed under complex conjugation, and any countable amenable ICC-group $G$, the rank completion $\overline{\mathcal{R}}_{K[G]}^{\mathrm{rk}}$ of the *-regular closure of $K[G]$ in $\mathcal{U}(G)$ is either of the form $M_{n}(D)$ or of the form $\mathcal{M}_{D}:=D \otimes_{K} \mathcal{M}_{K}$, where $D$ is a division ring with center $K$. In view of this question, it is natural to obtain uniqueness results in the more general setting of $D$-rings over a division ring $D$, and also in the setting of rings with involution. We address these questions in the final two sections of Chapter 4.

## Contents of the thesis

This thesis consists on five chapters, the first one giving the preliminary background needed in order to follow the other four chapters, which contain the innovative work of the thesis. We start Chapter 1 by providing a brief introduction to von Neumann dimensions (whose values are, in a different context, also called $l^{2}$-Betti numbers), together with the statements of the Atiyah Conjectures, which concern the question of what kind of values these dimensions can achieve.

We also introduce the notion of von Neumann regular and $*$-regular rings, which play a central role in the next chapters. Many rings of this type carry a natural rank function, which can be used to construct a dimension function over the set of finitely generated (right) projective modules over it. One of the simplest examples one can think about this kind of rings are the matrix algebras over an arbitrary field, together with the usual (normalized) rank of matrices. A not-so-trivial example is given by the algebra of (unbounded) affiliated operators of a finite von Neumann algebra $\mathcal{M}$. In section 1.2 .2 we study this example in detail, while we will make use of it later on at this thesis, in Chapters 2 and 3 where it plays a key role.

An important notion introduced in this chapter is the notion of $*$-regular closure of a set inside a $*$-regular ring. There is a whole theory in development concerning the study of the *-regular closure, initiated by JaikinZapirain in 53. As mentioned above, there is a close connection between this construction and the possible
range of values that any Sylvester matrix rank function defined on it can achieve, which is crucial in motivating the reason for studying it.

We end the first chapter by discussing a little bit the different (noncommutative) theories about localization in noncommutative rings, ranging from the universal localization (which gives us the Ore localization in some special cases) to other localization theories such as the rational closure and the division closure (see eg. [18, 20]).

In Chapter 2 we consider the crossed product *-algebra $\mathcal{A}:=C_{K}(X) \rtimes_{T} \mathbb{Z}$ induced by a homeomorphism $T: X \rightarrow X$ on a totally disconnected, compact, metrizable space $X$. We also assume that $X$ is a measurable space with measure $\mu$, being $\mu$ an ergodic, full $T$-invariant probability measure on $X$.

In Section 2.2 we present a general construction of approximating $\mathcal{A}$ by a suitable subalgebra $\mathcal{A}(E, \mathcal{P})$ by means of approximating the space $X$. We fix a nonempty clopen subset $E$ of $X$, and a finite partition $\mathcal{P}$ of the complement $X \backslash E$. Then $\mathcal{A}(E, \mathcal{P})$ is defined to be the unital $*$-subalgebra of $\mathcal{A}$ generated by the partial isometries $\chi_{Z} t, Z \in \mathcal{P}$. From Proposition 2.2 .7 we get that $\mathcal{A}(E, \mathcal{P})$ can be realized as a partial crossed product *-algebra, thus interpreting it as an approximation of our crossed product algebra $\mathcal{A}$. We show in Proposition 2.2.14 that $\mathcal{A}(E, \mathcal{P})$ is embeddable into a (possibly infinite) matrix product algebra.

By applying our construction to a decreasing sequence of nonempty clopen sets $\left\{E_{n}\right\}_{n}$ and taking compatible partitions $\mathcal{P}_{n}$ of the complements $X \backslash E_{n}$ (and provided that $X$ be an infinite space), we construct a sequence of approximating $*$-subalgebras $\mathcal{A}_{n}$ which are embeddable into (possibly infinite) matrix product algebras $\mathfrak{R}_{n}$, such that its limit $\mathcal{A}_{\infty}=\lim _{\rightarrow} \mathcal{A}_{n}$ is 'big enough' inside $\mathcal{A}$ (see Proposition 2.3.5, and fits inside $\mathfrak{R}_{\infty}={\underset{\longrightarrow}{l}}^{\lim } \mathfrak{R}_{n}$. Since each matrix product algebra $\Re_{n}$ carries natural rank functions (satisfying certain compatibility relations concerning the measure $\mu$ on $X$ ), it is possible to define a rank function $\mathrm{rk}_{\Re_{\infty}}$ on $\Re_{\infty}$, thus a Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}_{\infty}}$ on $\mathcal{A}_{\infty}$.

This process enables us to embed the whole $*$-algebra $\mathcal{A}$ not into $\mathfrak{R}_{\infty}$ itself, but into the rank completion $\mathfrak{R}_{\mathrm{rk}}$ of $\mathfrak{R}_{\infty}$, as we show in Theorem 2.3.7. The natural rank function $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}$ induces a Sylvester matrix rank function on $\mathcal{A}$, which can be shown to be the unique Sylvester matrix rank function on $\mathcal{A}$ satisfying a certain compatibility property with the measure $\mu$ (Proposition 2.3.8). Moreover, using Theorem 4.2.2 we can idenfity $\mathfrak{R}_{\mathrm{rk}}$ with the well-known von Neumann continuous factor $\mathcal{M}_{K}$, thus providing an embedding $\mathcal{A} \hookrightarrow \mathcal{M}_{K}$. It turns out that $\mathcal{M}_{K}$ is in fact also the rank completion of $\mathcal{A}$. This result is comparable with a well-known result, due to Murray, von Neumann and Connes (Theorem 2.1.3), which states similar results but in a $C^{*}$-algebraic setting. We give some flavour of it in Section 2.1.

We also study the relations between Sylvester matrix rank functions and probability measures on $X$. In particular, Proposition 2.3.10 reveals that one can reverse the above process, namely that if one starts with an extremal and faithful Sylvester matrix rank function on $\mathcal{A}$, one can construct an ergodic, full and $T$-invariant probability measure on $X$, uniquely determined by exactly the same compatibility property as before.

After that, we devote subsection 2.3 .3 to study the structure of the compact convex set $\mathbb{P}(\mathcal{A})$ of Sylvester matrix rank function on $\mathcal{A}$. Our main result in this subsection is Theorem 2.3.15, which states that any Sylvester matrix rank function rk on $\mathcal{A}$ is induced by a regular ring, namely that rk is obtained by pulling back a rank function $\mathrm{rk}_{S}$ defined on a regular ring $S$ through a homomorphism $\mathcal{A} \rightarrow S$. This result does not require $X$ to be infinite.

To conclude, we initiate the study of the $*$-regular closure of $\mathcal{A}$ inside $\mathcal{M}_{K}$ in order to obtain information about the possible numbers that the rank function $\mathrm{rk}_{\mathcal{A}}$ can achieve. We show that the above approximating sequence of $*$-subalgebras $\mathcal{A}_{n}$ of $\mathcal{A}$ gives rise to an approximating sequence of $*$-regular rings $\mathcal{R}_{n}$ of $\mathcal{R}$ in a suitable sense, more specified in Propositions 2.4.5 and 2.4.9. In subsection 2.4.1 we focus basically on uncover a portion of the $*$-regular closures $\mathcal{R}_{n}$, shedding some light on it in Proposition 2.4.21.

In Chapter 3 we apply our whole machinery from Chapter 2 in order to study some group algebras arising as $\mathbb{Z}$-crossed product algebras, such as the lamplighter group algebra.

We first show how one can relate, in the particular case that $K$ is a subfield of the complex numbers closed under complex conjugation, the group algebra of some special crossed product groups $G=H \rtimes_{\rho} \mathbb{Z}$ by means of a $\mathbb{Z}$-crossed product algebra through Fourier transform. It is well-known that when $H$ is a countable, discrete and torsion group, then its Pontryagin dual $\widehat{H}$ becomes a totally disconnected, compact metrizable space. We show in Proposition 3.1.1 that, under further hypotheses on the field $K$, we can identify the group algebra of $H$ with the algebra of locally constant functions over $\widehat{H}$ under Fourier transform. In these cases, we obtain an identification

$$
K[G] \cong K[H] \rtimes_{\rho} \mathbb{Z} \cong C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}
$$

where $T: \widehat{H} \rightarrow \widehat{H}$ is induced by $\rho: \mathbb{Z} \curvearrowright H$. We observe (Remark 3.1.3) that the resulting explicit formulas for the Fourier transform $\mathscr{F}$ and its inverse $\mathscr{F}^{-1}$ remain valid in any field with involution ( $K, *$ ) of arbitrary characteristic $p$, provided that $K$ satisfy the required hypotheses given in Proposition 3.1.1, so the previous identification $K[G] \cong C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ remain valid if we replace $K \subseteq \mathbb{C}$ by any field with involution $(K, *)$ satisfying some additional hypotheses.

Going back to the case $K \subseteq \mathbb{C}$, the canonical rank function $\mathrm{rk}_{K[G]}$ on $K[G]$ inherited from $\mathcal{U}(G)$ (the algebra of unbounded operators affiliated to the group von Neumann algebra $\mathcal{N}(G))$ gives rise to a $T$-invariant probability measure $\widehat{\mu}$ on $\widehat{H}$, which coincides with the normalized Haar measure on $\widehat{H}$ (Proposition 3.1.4). Once more, this leads us to conclude that for an arbitrary field with involution ( $K, *$ ) (satisfying the same hypotheses as mentioned above), and by assuming ergodicity of $\widehat{\mu}$, one can construct a canonical Sylvester matrix rank function on $K[G]$ by applying our construction from Chapter 2 to obtain a Sylvester matrix rank function $\operatorname{rk}_{\mathcal{A}}$ on $\mathcal{A}=C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$, and pulling it back through the Fourier transform $\mathscr{F}: K[G] \rightarrow \mathcal{A}$, so we have indeed reversed the process of finding a suitable rank function, starting with $\mathcal{A}$ and ending with $K[G]$. In this setting, the Atiyah problem for our group algebra $K[G]$ (cf. Section 1.1.4) can be translated to a problem on computing ranks inside the $\mathbb{Z}$-crossed product algebra. We also show in Theorem 3.1.6 that, under the identification of $K[G]$ and $\mathcal{A}$ through $\mathscr{F}$, the $*$-regular closure $\mathcal{R}_{K[G]}$ of the group algebra $K[G]$ inside $\mathcal{U}(G)$ (as defined for example in [6, 29, 53]) can be identified with our already defined $*$-regular closure $\mathcal{R}_{\mathcal{A}}$ of the crossed product $\mathcal{A}=C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ inside its rank completion $\Re_{\mathrm{rk}}$, thus giving an alternative way of interpreting it in some cases of interest.

As a particular example, we apply our methods to study the lamplighter group algebra $K[\Gamma]$ in Section 3.2 . As mentioned above, this algebra is important because, among other things, it gave the first counterexample to the Strong Atiyah Conjecture, see for example [42], [25]. By using ideas of Grabowski [41] combined with our relation with $l^{2}$-Betti numbers and values of our canonical Sylvester rank function on $\mathcal{A}$, we have been able to find a whole class of irrational (and even transcendental) $l^{2}$-Betti numbers arising from $\Gamma$, giving explicit descriptions of the elements, inside matrix algebras over $K[\Gamma]$, that give rise to such values. This is the main result of this section, Theorem 3.2.10

To end this chapter, we apply our methods to study the particular case of the odometer algebra $C_{K}(X) \rtimes_{T} \mathbb{Z}$ with $X=\prod_{i \in \mathbb{N}}\{0,1\}$, where $T$ is the automorphism $X \rightarrow X$ given by addition of $(1,0, \ldots)$ with carry over, see Section 3.3. Although it is not possible in this case to realize this crossed product algebra as a group algebra (simply because the crossed product algebra obtained here is simple, see [17), this example is interesting in its own right because we have been able to completely determine the structure of its $*$-regular closure in Theorem 3.3.8, and thus giving a complete description of the set of $l^{2}$-Betti numbers arising from the algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ in Theorem 3.3.9. This example has also been studied by Elek in [29, although in there the author does not compute exactly the $*$-regular closure $\mathcal{R}_{\mathcal{A}}$; instead, he computes its rank completion, which he shows that it must be isomorphic to the von-Neumann continuous factor $\mathcal{M}_{K}$ again. After studying this particular odometer, we realized that the same techniques could also be used to study the general odometer algebra $\mathcal{O}(\bar{n})$, and we do so in Section 3.4 , thus giving a complete description of its $*$-regular closure in Theorem 3.4.4 and completely determining the set of $l^{2}$-Betti numbers arising from the general odometer algebra $\mathcal{O}(\bar{n})$ in Theorem 3.3.9. In particular, it is worth mentioning that from this Theorem it follows that all the (positive part of the) subgroups of $\mathbb{Q}$ containing 1 can appear as the set of $l^{2}$-Betti numbers arising from some odometer algebra.

Chapter 4 concerns the characterization of the rank completion of some ultramatricial $K$-algebras, being $K$ an arbitrary field. As already mentioned, von Neumann had already shown (and was published later by Halperin [44]) that when one completes any inductive limit of matrix algebras

$$
\underset{n}{\lim } M_{p_{n}}(K)
$$

constructed by means of a factor sequence $\left(p_{i}\right)_{i}$ (so that each $p_{i}$ is a positive integer dividing $p_{i+1}$ ), the resulting completion is always a continuous factor, and in fact isomorphic to the von-Neumann continuous factor $\mathcal{M}_{K}$, independently of the factor sequence chosen. We present in Theorem 4.2.2 a generalization of this result, namely that whenever the rank completion of an ultramatricial $K$-algebra becomes a continuous factor (i.e. when the rank function is nondiscrete and extremal), then this rank completion is necessarily isomorphic to $\mathcal{M}_{K}$. In fact, we also characterize such $K$-algebras by means of a local property.

We extend, in Section 4.3, the previous result to $D$-rings, being $D$ a division ring. The motivation for doing so is, as explained, a recent question raised by Elek and Jaikin of whether the rank completion $\overline{\mathcal{R}}_{K[G]}^{\mathrm{rk}}$
of the group algebra of an ICC-group $G$ (being in this case $K$ a subfield of the complex numbers closed under complex conjugation) is either of the form $M_{n}(D)$ or $\mathcal{M}_{D}:=D \otimes_{K} \mathcal{M}_{K}$, being $D$ a division ring with center $K$. We have been able to extend condition (2) of Theorem4.2.2, but we have not found a reasonable analogue of the local condition (3) in this setting. Theorem 4.3 .2 provides the main result of that section.

To conclude the chapter, we have considered the corresponding problem for $*$-algebras. Again, the motivation comes from the theory of group algebras: for $K \subseteq \mathbb{C}$ closed under complex conjugation and $G$ a countable discrete group, its group algebra $K[G]$ can be endowed with a natural involution extending the one from $K$, and the completion of the $*$-regular closure of $K[G]$ inside $\mathcal{U}(G)$ is a *-regular ring containing $K[G]$ as a *-subalgebra. It is then desirable to obtain analogous results as in Theorem 4.2.2 of whether the completion of a standard ultramatricial $*$-algebra $\mathcal{A}$ gives back $\mathcal{M}_{K}$ again as $*$-algebras. The main results are collected in Theorem 4.4.6 where we have been able to extend condition (2) of Theorem 4.2.2 and also condition (3) although in a somewhat technical way. In the case, however, of $K$ being a $*$-Pythagorean field ${ }^{2}$ we can derive a result which is completely analogous to Theorem 4.2.2, and we present it in Corollary 4.4.10.

The results of this chapter have been published in an article at the Canadian Journal of Mathematics (2018) [5.

In the last chapter we change our topics from the previous chapters and we concentrate on the study of the structure of KMS states over some particular $C^{*}$-algebras, namely the ones arising from groupoids and actions of groupoids on graphs.

A KMS state on a $C^{*}$-algebra $A$ can be thought of as a generalization of a tracial state, but the trace condition is generalized in the presence of dynamics $\alpha: \mathbb{R} \curvearrowright A$. For a state $\phi$ on $A$, we say that $\phi$ satisfies the $K M S$ condition at inverse temperature $\beta \in[0, \infty)$ with respect to the dynamics $\alpha$ if

$$
\phi(x y)=\phi\left(y \alpha_{i \beta} x\right)
$$

for every $y \in A$ and analytic $x \in A$, meaning that the function $\mathbb{R} \rightarrow A, t \mapsto \alpha_{t}(x)$ can be extended to the whole complex plane $\mathbb{C}$. The theme is that there is always a critical inverse temperature $\beta_{c}$ below which there are no $\mathrm{KMS}_{\beta}$ states, and above $\beta_{c}$ the structure of the KMS simplex reflects some of the underlying combinatorial data.

This is in particular the case in our context, where $C^{*}$-algebras associated to self-similar groupoids are considered [63]. Roughly speaking, a self-similar action of a groupoid on a finite graph $E$ consists of a discrete groupoid $\mathcal{G}$ with unit space identified with the vertices of the graph, and a left action $\mathcal{G} \curvearrowright E^{*}$ of the groupoid on the path-space $E^{*}$ of $E$, with the property that for each element $g \in \mathcal{G}$ and each path $\mu \in E^{*}$ for which $g \cdot \mu$ is defined, there is a unique element $\left.g\right|_{\mu} \in \mathcal{G}$ such that

$$
g \cdot(\mu \nu)=(g \cdot \mu)\left(\left.g\right|_{\mu} \cdot \nu\right)
$$

for any other path $\nu \in E^{*}$. This reflects the self-similarity of the action. In [63], the authors show that the self-similar action can be used to transform an arbitrary trace on $C^{*}(\mathcal{G})$ into a new trace that extends to a KMS state on the Toeplitz algebra $\mathcal{T}(\mathcal{G}, E)$ (see subsection 5.1.2), and that this transformation is an isomorphism of the simplex of normalized traces $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ onto the KMS-simplex of $\mathcal{T}(\mathcal{G}, E)$. This chapter is motivated by the observation that this transformation can be considered as a self-mapping of the simplex $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, and so can be iterated. The main result of this chapter is Theorem 5.2.1 which sheds some light on $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$. We show that, under certain hypotheses, there exists a 'preferred' trace defined over the groupoid $C^{*}$-algebra $C^{*}(\mathcal{G})$, which turns out to be the fixed point of the previous self-mapping $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, and that it is precisely the unique trace that extends to a KMS state at the critical inverse temperature $\beta_{c}$, see Section 5.1 .

The main motivation for doing so was to observe that the lamplighter group $\Gamma$ can be thought of as a self-similar group(oid) acting faithfully on a specific graph $E_{\Gamma}$ given by one vertex and two loops (see Section 5.3), so the hypotheses of our main result applies, giving a 'preferred' trace over $C^{*}(\Gamma)$ which coincides with the canonical trace $\operatorname{tr}$ defined on $C^{*}(\Gamma)$ by the rule $\operatorname{tr}\left(u_{g}\right)=\delta_{g, e}$, where $e$ is the unit element of $\Gamma$, and $\delta$ is the Kronecker delta. This result is given in Proposition 5.3.1. This connection between the canonical trace over $K[\Gamma] \subseteq C^{*}(\Gamma)$ and KMS states over a bigger $C^{*}$-algebra opens a possible analytical approach to attack the problem of computing $l^{2}$-Beti numbers arising from $\Gamma$, since they are defined to be the value of the trace on the von Neumann group algebra extending the canonical trace tr on projections.

[^1]The results of this chapter have been published in an article at the Journal of Mathematical Analysis and Applications (2018) [16].

Almost the entire work from this last chapter has been done during a research stay of four months ${ }^{3}$ at the School of Mathematics and Applied Statistics from the University of Wollongong, New South Wales (Australia), under the supervision of Professor Aidan Sims. The author would like to thank him and the people from the department in general for their kind hospitality.

[^2]
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## Chapter 1

## Preliminaries

In this first chapter we will cover the basic notions and theory needed to follow the other chapters of the thesis. We will start by providing a brief introduction about the von Neumann dimension (whose values are, in different contexts, also called $l^{2}$-Betti numbers), together with the statements of the Atiyah problem, which concern about the question of what kind of values these dimensions can achieve.

We will also introduce the notion of von Neumann regular and *-regular rings, which play a central role in the following chapters, especially Chapters 2, 3, and 4. Special rings of this type carry a natural rank function, which can be used to construct a dimension function over the set of finitely generated (right) projective modules over it. One of the simplest examples one can think about these kind of rings are the matrix algebras over an arbitrary field, together with the usual rank of matrices. A not-so-trivial example is given by the algebra of (unbounded) affiliated operators of a prefixed finite von Neumann algebra $\mathcal{M}$. In section 1.2.2 we study this example in detail, while we will make use of it later on in Chapter 3 .

We end this chapter by discussing a little bit the different (noncommutative) theories about localization and quasi-invertibility in noncommutative rings, ranging from classical theories to modern ones.

## $1.1 \quad l^{2}$-Betti numbers and the Atiyah problem

When studying Riemannian manifolds $M$ endowed with a free cocompact action $G \curvearrowright M$ of a discrete countable group $G$, Michael Atiyah introduced in 1976 [7] a certain kind of homology on $M$, which is nowadays called $l^{2}$-homology. Atiyah's main motivation was to generalize the Atiyah-Singer Index Theorem to the noncompact setting. Due to its definition, we can apply different tools from functional analysis, for example the theory of von Neumann algebras and Hilbert modules, in order to define a notion of dimension on the resulting $l^{2}$-homology. This new notion of dimension turned out to be a homological invariant.

Atiyah computed several values of dimensions of this kind, called $l^{2}$-Betti numbers, in numerous examples, and all of them turned out to be rational numbers. This gave rise to the following natural question.

Question 1.1.1 (Atiyah). Is it possible to obtain irrational values of $l^{2}$-Betti numbers?

That question was the beginning of what is now called the Atiyah Conjecture, sometimes also called the Atiyah problem. Since then, this question has evolved, and different researchers on this topic asked more concrete questions about the possible values of such numbers; the collection of all these questions are referred to as the Atiyah problem. We will give an overview of the problem in Section 1.1.4

We would like to define $l^{2}$-Betti numbers from a historical point of view by first defining the classical Betti numbers, followed by an equivalent definition of $l^{2}$-Betti numbers that the one given by Atiyah. We refer the reader to the original paper of Atiyah [7] and to Lück's book 73 for different definitions of $l^{2}$-Betti numbers and their equivalence, together with an extensive theory and applications of them to the fields of geometry and $K$-theory.

### 1.1.1 Classical Betti numbers

Let $X$ be a finite CW-complex, and write $X=\bigcup_{k=0}^{n} X^{k}$ where $X^{k}$ denotes the $k^{\text {th }}$ skeleton of $X$. So $X^{k} \backslash X^{k-1}$ consists exactly on the $k$-dimensional cells $e_{1}^{k}, \ldots, e_{n_{k}}^{k}$. The Euler characteristic $\chi(X)$ of $X$ is defined to be the alternating sum $\sum_{k=0}^{n}(-1)^{k} n_{k}$. It generalizes the familiar formula vertices - edges + faces for polyhedra.

We put $C_{k}(X)$ for the free $\mathbb{Z}$-module with basis the $k$-cells $\left\{e_{1}^{k}, \ldots, e_{n_{k}}^{k}\right\}$, that is $C_{k}(X)=\bigoplus_{i=1}^{n_{k}} \mathbb{Z} e_{i}^{k}$. After choosing a particular orientation on each $k$-dimensional cell, we get a chain complex

$$
\cdots \rightarrow C_{k+1}(X) \xrightarrow{\partial_{k+1}} C_{k}(X) \xrightarrow{\partial_{k}} C_{k-1}(X) \rightarrow \cdots
$$

where each connecting map is defined by $\partial_{k}\left(e_{i}^{k}\right)=\sum_{\left\{j: e_{j}^{k-1} \in \partial e_{i}^{k}\right\}} \epsilon_{j} e_{j}^{k-1}$, where $\epsilon_{j}$ is either 1 or -1 depending on the orientation chosen for the cell $e_{j}^{k-1}$. Therefore we can consider the $k^{\text {th }}$ homology group

$$
H_{k}(X ; \mathbb{Z})=\operatorname{ker}\left(\partial_{k}\right) / \operatorname{Im}\left(\partial_{k+1}\right),
$$

which has the structure of an abelian group, or $\mathbb{Z}$-module. The $k^{\text {th }}$ Betti number $\beta_{k}(X ; \mathbb{C})$ of $X$ is defined to be the $\mathbb{C}$-dimension of the complexification $H_{k}(X ; \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{C}$, i.e. $\beta_{k}(X)=\operatorname{dim}_{\mathbb{C}}\left(H_{k}(X ; \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{C}\right)$. Equivalently, it is the rank of $H_{k}(X ; \mathbb{Z})$ as a $\mathbb{Z}$-module.

## Examples 1.1.2.

1) For the torus $X=S^{1} \times S^{1}$, one has $H_{0}(X ; \mathbb{Z}) \cong \mathbb{Z}, H_{1}(X ; \mathbb{Z}) \cong \mathbb{Z} \oplus \mathbb{Z}, H_{2}(X ; \mathbb{Z}) \cong \mathbb{Z}$ and $H_{k}(X ; \mathbb{Z})=0$ for $k \geq 3$, so

$$
\beta_{0}(X)=1, \quad \beta_{1}(X)=2, \quad \beta_{2}(X)=1 \quad \text { and } \quad \beta_{k}(X)=0 \text { for } k \geq 3
$$

More generally, for the $n$-torus $X=T^{n}=S^{1} \times \stackrel{n}{n} \times S^{1}$ one makes use of the Künneth's formula

$$
H_{k}(X ; \mathbb{Z}) \cong \bigoplus_{i_{1}+\cdots+i_{l}=k} H_{i_{1}}\left(S^{1} ; \mathbb{Z}\right) \otimes \cdots \otimes H_{i_{l}}\left(S^{1} ; \mathbb{Z}\right)
$$

to obtain the homology of $X$ : it is given by $H_{k}(X ; \mathbb{Z}) \cong \mathbb{Z}^{\binom{n}{k}}$ for $0 \leq k \leq n$ and 0 otherwise, so

$$
\beta_{k}(X)=\binom{n}{k} \text { for } 0 \leq k \leq n, \quad \text { and } 0 \text { otherwise. }
$$

2) For the $n$-sphere $X=S^{n}$, one has $H_{0}(X, \mathbb{Z}) \cong \mathbb{Z}, H_{n}(X ; \mathbb{Z}) \cong \mathbb{Z}$ and the others are 0 , so

$$
\beta_{0}(X)=1, \quad \beta_{n}(X)=1 \quad \text { and } 0 \text { otherwise. }
$$

When tensoring $H_{k}(X ; \mathbb{Z})$ with $\mathbb{C}$ we are getting rid of the torsion part of the $k^{\text {th }}$ homology group, so the Betti numbers do not take into account any torsion in the homology. Nevertheless, they are useful topological invariants.

Theorem 1.1.3 (Properties of Betti numbers). Let $X, Y$ be two finite connected $C W$-complexes.
(1) Homotopy invariance: if $X, Y$ are homotopy equivalent, then $\beta_{k}(X)=\beta_{k}(Y)$.
(2) Euler-Poincaré formula: we have $\chi(X)=\sum_{k=0}^{n}(-1)^{k} \beta_{k}(X)$.
(3) Poincaré duality: if $X=M$ is a closed manifold of dimension n, then $\beta_{k}(M)=\beta_{n-k}(M)$.
(4) Künneth's formula: $\beta_{k}(X \times Y)=\sum_{i+j=k} \beta_{i}(X) \beta_{j}(Y)$.
(5) $\beta_{0}(X)=1$.

Proof. These are well-known results and their proofs can be found in any Algebraic Topology introductory book.

However, given an invariant for a finite CW-complex $X$, one can extract much more information by passing to the universal cover $\widetilde{X}$ of $X$ and defining an analogous invariant taking into account the action of the fundamental group $\pi=\pi_{1}(X)$ on $\widetilde{X}$. The $l^{2}$-Betti numbers arise from this principle applied to the classical Betti numbers.

### 1.1.2 Digression on group von Neumann algebras and Hilbert modules

Let $G$ be a discrete countable group. For any subring $R \subseteq \mathbb{C}$ closed under complex conjugation, one can form the group *-ring of $G$ with coefficients in $R, R[G]$, defined to be the set of finite $R$-combinations of elements of $G$, i.e. consisting of formal finite sums $\sum_{\gamma} a_{\gamma} \gamma$ with $a_{\gamma} \in R$. The sum operation is defined pointwise, the product is induced by the group multiplications (and distributive with respect to the sum), and the $*$-operation is defined towards the rule $\left(a_{\gamma} \gamma\right)^{*}=\overline{a_{\gamma}} \gamma^{-1}$.

One can also form the Hilbert space $l^{2}(G)$ consisting of all square-summable functions $f: G \rightarrow \mathbb{C}$ with obvious addition and scalar product, and inner product defined by $\langle f, g\rangle_{l^{2}(G)}=\sum_{\gamma} f(\gamma) \overline{g(\gamma)}$. It has a natural basis, naturally identified with $G$, consisting of indicator functions $\xi_{\gamma} \in l^{2}(G)$, defined to be 1 over the element $\gamma$ and 0 otherwise.

Observe that $G$ acts faithfully on $l^{2}(G)$ by right and left multiplication, giving representations of $G$ as bounded operators on $l^{2}(G)$. We will denote these representations by $\rho: G \rightarrow \mathcal{B}\left(l^{2}(G)\right)$ and $\lambda: G \rightarrow \mathcal{B}\left(l^{2}(G)\right)$ respectively. They are commonly called the right/left regular representations of $G$ respectively, and their actions are given specifically by

$$
(\rho(\gamma) f)(\delta)=f(\delta \gamma) \quad \text { and } \quad(\lambda(\gamma) f)(\delta)=f\left(\gamma^{-1} \delta\right), \quad \text { for } f \in l^{2}(G), \delta \in G
$$

Note that either $\lambda$ or $\rho$ extend to actions of $R[G]$ on $l^{2}(G)$ preserving the $*$-operation, namely for an element $T \in R[G]$, the adjoint operator of $\lambda(T)$ (resp. $\rho(T)$ ) is precisely $\lambda\left(T^{*}\right)$ (resp. $\rho\left(T^{*}\right)$ ), so we can actually identify $R[G]$ with the image of $\lambda$ (resp. the image of $\rho$ ) inside $\mathcal{B}\left(l^{2}(G)\right)$.

We denote by $\mathcal{N}(G)$ the weak-completion of $\lambda(\mathbb{C}[G])$ inside $\mathcal{B}\left(l^{2}(G)\right)$, which is called the group von Neumann algebra of $G$. An equivalent algebraic definition can be given, as follows. For a $G$-equivariant bounded operator $T$ we mean a bounded operator on $l^{2}(G)$ such that $T(\rho(\gamma) f)=\rho(\gamma) T(f)$ for every $f \in l^{2}(G)$ and $\gamma \in G$ (equivalently, $\rho(\gamma) \circ T=T \circ \rho(\gamma)$ for every $\gamma \in G$ ). Then $\mathcal{N}(G)$ consists exactly on the set of all $G$-equivariant bounded operators, sometimes denoted also by $\mathcal{B}\left(l^{2}(G)\right)^{G}$.

An important property of the group von Neumann algebra is that it carries a canonical $\operatorname{trace}^{\operatorname{tr}} \mathrm{r}_{\mathcal{N}(G)}$ : $\mathcal{N}(G) \rightarrow \mathbb{C}$, defined through the inner product on $l^{2}(G)$ by

$$
\operatorname{tr}_{\mathcal{N}(G)}(T)=\left\langle T\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)}
$$

Note that for an element $T=\sum_{\gamma} a_{\gamma} \gamma \in R[G]$ its trace is simply $\operatorname{tr}_{\mathcal{N}(G)}(T)=a_{e}$, the coefficient of the unit element $e \in G$. In the next proposition we show that this trace is:
a) normal, in the sense of [84, Section 3.6]: for each bounded, monotone increasing net of self-adjoint operators $\left\{T_{\alpha}\right\}_{\alpha}$ in $\mathcal{N}(G)$ with strong limit $T \in \mathcal{N}(G)$, the net $\left\{\operatorname{tr}_{\mathcal{N}(G)}\left(T_{\alpha}\right)\right\}_{\alpha}$ converges to $\operatorname{tr}_{\mathcal{N}(G)}(T)$;
b) positive: $\operatorname{tr}_{\mathcal{N}(G)}\left(T^{*} T\right) \geq 0$ for every $T \in \mathcal{N}(G)$;
c) faithful: if $\operatorname{tr}_{\mathcal{N}(G)}\left(T^{*} T\right)=0$ for some $T \in \mathcal{N}(G)$, then $T=0$.

Proposition 1.1.4. The trace $\operatorname{tr}_{\mathcal{N}(G)}$ is normal, faithful and positive. Therefore $\mathcal{N}(G)$ becomes a finite von Neumann algebra. In fact $\mathcal{N}(G)$ is a type $I I_{1}$ factor if and only if all nontrivial conjugacy classes of $G$ are infinite (that is, $G$ is what is called an ICC group).

Proof. Note that, if $\left\{T_{n}\right\}_{n}$ is a sequence of operators inside $\lambda(\mathbb{C}[G])$ converging weakly to $T \in \mathcal{N}(G)$, then by definition $\operatorname{tr}_{\mathcal{N}(G)}\left(T_{n}\right)=\left\langle T_{n}\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)} \xrightarrow{n}\left\langle T\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)}=\operatorname{tr}_{\mathcal{N}(G)}(T)$. Hence to prove the trace property it is enough to prove it for elements from $\mathbb{C}[G]$, because for general operators $T, S \in \mathcal{N}(G)$ just take two sequences $T_{n} \xrightarrow{n} T, S_{m} \xrightarrow{m} S$ inside $\mathbb{C}[G]$, and then

$$
\operatorname{tr}_{\mathcal{N}(G)}(T S)=\lim _{n} \lim _{m} \operatorname{tr}_{\mathcal{N}(G)}\left(T_{n} S_{m}\right)=\lim _{n} \lim _{m} \operatorname{tr}_{\mathcal{N}(G)}\left(S_{m} T_{n}\right)=\operatorname{tr}_{\mathcal{N}(G)}(S T)
$$

By linearity of $\operatorname{tr}_{\mathcal{N}(G)}$, it is enough to prove the equality $\operatorname{tr}_{\mathcal{N}(G)}(\gamma \delta)=\operatorname{tr}_{\mathcal{N}(G)}(\delta \gamma)$ for $\gamma, \delta \in G$; but this is straightforward:

$$
\operatorname{tr}_{\mathcal{N}(G)}(\gamma \delta)=\left\langle\xi_{\gamma \delta}, \xi_{e}\right\rangle=\delta_{\gamma, \delta^{-1}}=\left\langle\xi_{\delta \gamma}, \xi_{e}\right\rangle=\operatorname{tr}_{\mathcal{N}(G)}(\delta \gamma)
$$

Hence $\operatorname{tr}_{\mathcal{N}(G)}$ is indeed a trace. Normality is proven in exactly the same way as the first computation of the above argument. Let $\left\{T_{\alpha}\right\}_{\alpha}$ be a bounded, monotone increasing net of self-adjoint operators in $\mathcal{N}(G)$ with strong limit $T \in \mathcal{N}(G)$, so that $T_{\alpha}(f) \xrightarrow{\alpha} T(f)$ for every $f \in l^{2}(G)$; then

$$
\operatorname{tr}_{\mathcal{N}(G)}\left(T_{\alpha}\right)=\left\langle T_{\alpha}\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)} \xrightarrow{\alpha}\left\langle T\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)}=\operatorname{tr}_{\mathcal{N}(G)}(T),
$$

and $\operatorname{tr}_{\mathcal{N}(G)}$ is normal. For positivity, note that for $T \in \mathcal{N}(G), \operatorname{tr}_{\mathcal{N}(G)}\left(T^{*} T\right)=\left\langle T^{*} T\left(\xi_{e}\right), \xi_{e}\right\rangle=\left\|T\left(\xi_{e}\right)\right\|^{2} \geq 0$. Finally, faithfulness follows from this last computation: $T \in \mathcal{N}(G)$ satisfies $\operatorname{tr}_{\mathcal{N}(G)}\left(T^{*} T\right)=0$ if and only if $T\left(\xi_{e}\right)=0$, if and only if $0=\rho\left(\gamma^{-1}\right) T\left(\xi_{e}\right)=T\left(\rho\left(\gamma^{-1}\right) \xi_{e}\right)=T\left(\xi_{\gamma}\right)$ for all $\gamma \in G$, if and only if $T=0$.

The last statement can be found, for example, in [56, Section 8.6].
Remark 1.1.5. All the above statements can be easily extended to $k \times k$ matrices: the ring $M_{k}(R[G])$ acts faithfully on $l^{2}(G)^{k}$ in a natural way by letting a matrix act on a column by left multiplication, and then each entry of $M_{k}(R[G])$ acts on $l^{2}(G)$ by the right or left regular representations $\rho, \lambda$. We denote these extended actions by $\rho_{k}, \lambda_{k}$. We can therefore identify $M_{k}(R[G])$ with its image $\lambda_{k}\left(M_{k}(R[G])\right) \subseteq \mathcal{B}\left(l^{2}(G)^{k}\right)$. We will denote by $\mathcal{N}_{k}(G)$ the weak-completion of $M_{k}(\mathbb{C}[G])$ inside $\mathcal{B}\left(l^{2}(G)^{k}\right)$, which is easily seen to be equal to $M_{k}(\mathcal{N}(G))$. The previous trace can be extended to a (unnormalized) trace in $\mathcal{N}_{k}(G)$ by setting, for a matrix $T=\left(T_{i j}\right) \in \mathcal{N}_{K}(G)$,

$$
\operatorname{Tr}_{\mathcal{N}_{k}(G)}(T)=\sum_{i=1}^{k} \operatorname{tr}_{\mathcal{N}(G)}\left(T_{i i}\right)
$$

A finitely generated Hilbert (right) G-module will be any closed subspace $V$ of $l^{2}(G)^{k}$ for some $k \geq 1$, invariant by the right action $\rho_{k}$ of $M_{k}(\mathbb{C}[G])$, namely for $v \in V, \rho_{k}(T)(v) \in V$ for every $T \in M_{k}(\mathbb{C}[G])$. It is enough to demand that $\rho_{k}\left(\gamma \cdot e_{i j}\right)(v) \in V$ for every $\gamma \in G$ and every matrix unit $e_{i j}$.

For a Hilbert $G$-module $V$, we can decompose our Hilbert space as an orthogonal sum $l^{2}(G)^{k}=V \oplus V^{\perp}$. Let $p_{V}: l^{2}(G)^{k} \rightarrow l^{2}(G)^{k}$ be the corresponding projection onto $V$.

Lemma 1.1.6. $p_{V}$ belongs to $\mathcal{N}_{k}(G)$.
Proof. Since $V$ is invariant under $\rho_{k}$, so is $V^{\perp}$. Therefore for $f=f_{V}+f_{V^{\perp}} \in l^{2}(G)^{k}$ and $T \in M_{k}(\mathbb{C}[G])$, we have the decomposition $\rho_{k}(T) f=\rho_{k}(T) f_{V}+\rho_{k}(T) f_{V^{\perp}} \in V \oplus V^{\perp}$, hence

$$
p_{V}\left(\rho_{k}(T) f\right)=\rho_{k}(T) f_{V}=\rho_{k}(T) p_{V}(f)
$$

This says that $p_{V}$ is a $G$-equivariant bounded operator, so it belongs to $\mathcal{N}_{k}(G)$.
Definition 1.1.7. Let $V \leq l^{2}(G)^{k}$ be a Hilbert $G$-module. We define its von Neumann dimension as the trace of the projection $p_{V}$,

$$
\operatorname{dim}_{v N}(V)=\operatorname{Tr}_{\mathcal{N}_{k}(G)}\left(p_{V}\right)
$$

## Examples 1.1.8.

1) For $G$ a finite group, $l^{2}(G)=\bigoplus_{\gamma \in G} \mathbb{C} \xi_{\gamma} \cong \mathbb{C}^{|G|}$. If we restrict to the case when $R=\mathbb{C}$, we have an isomorphism of $\mathbb{C}$-vector spaces $\mathbb{C}[G] \cong l^{2}(G)$ given by $\gamma \mapsto \xi_{\gamma}$. In this case $\mathcal{B}\left(l^{2}(G)\right)=M_{|G|}(\mathbb{C})$, and $\mathcal{N}(G)=\mathbb{C}[G]$ itself.
Take $V \leq l^{2}(G)$ a Hilbert $G$-module, and write $\left\{v_{1}, \ldots, v_{n}\right\}$ for an orthonormal basis of $V\left(\right.$ so $\operatorname{dim}_{\mathbb{C}}(V)=$ $n)$. Write $v_{i}=\sum_{\gamma \in G}\left\langle v_{i}, \xi_{\gamma}\right\rangle \xi_{\gamma}$. Since they form an orthonormal basis, we compute

$$
1=\left\langle v_{i}, v_{i}\right\rangle=\sum_{\gamma \in G}\left|\left\langle v_{i}, \xi_{\gamma}\right\rangle\right|^{2}
$$

Here the projection $p_{V}: l^{2}(G) \rightarrow l^{2}(G)$ is given by $p_{V}(f)=\sum_{i=1}^{n}\left\langle f, v_{i}\right\rangle v_{i} \in V$. By invariance of $V, p_{V}$ is a $G$-equivariant operator, so $\left\langle p_{V}\left(\xi_{\gamma}\right), \xi_{\gamma}\right\rangle=\left\langle\rho(\gamma) p_{V}\left(\xi_{e}\right), \rho(\gamma) \xi_{e}\right\rangle=\left\langle p_{V}\left(\xi_{e}\right), \xi_{e}\right\rangle$. Hence
$\operatorname{dim}_{v N}(V)=\operatorname{tr}_{\mathcal{N}(G)}\left(p_{V}\right)=\left\langle p_{V}\left(\xi_{e}\right), \xi_{e}\right\rangle=\frac{1}{|G|} \sum_{\gamma \in G}\left\langle p_{V}\left(\xi_{\gamma}\right), \xi_{\gamma}\right\rangle=\frac{1}{|G|} \sum_{i=1}^{n} \sum_{\gamma \in G}\left|\left\langle v_{i}, \xi_{\gamma}\right\rangle\right|^{2}=\frac{n}{|G|}=\frac{\operatorname{dim}_{\mathbb{C}}(V)}{|G|}$.
In conclusion, for finite $G$ we recover the normalized dimension of $V$ as a $\mathbb{C}$-vector space.
2) Take $G$ to be an abelian group. One can define its Pontryagin dual $\widehat{G}$, which is the set of continuous homomorphisms $\phi: G \rightarrow \mathbb{T}$, also called characters. With the compact convergence topology, it is wellknown that $\widehat{G}$ becomes a topological abelian group ${ }^{1}$. In fact, since $G$ has the discrete topology, $\widehat{G}$ is compact, so it carries a normalized Haar measure $\mu$.

[^3]Fourier transform gives an isomorphism between Hilbert spaces $\mathcal{F}: l^{2}(G) \rightarrow L^{2}(\widehat{G}, \mu), \xi_{\gamma} \mapsto \widehat{\gamma}$, where $\widehat{\gamma}(\phi)=\phi(\gamma)$. Observe that $\mathcal{F}$ is unitary. This induces an isomorphism of operator algebras $\mathcal{B}\left(l^{2}(G)\right) \rightarrow$ $\mathcal{B}\left(L^{2}(\widehat{G}, \mu)\right)$ given by conjugation by $\mathcal{F}, T \mapsto \mathcal{F} T \mathcal{F}^{*}$. Recall that $L^{\infty}(\widehat{G}, \mu) \subseteq \mathcal{B}\left(L^{2}(\widehat{G}, \mu)\right)$ as an abelian *-subalgebra, consisting of multiplication-by- $f$ operators $M_{f}: L^{2}(\widehat{G}, \mu) \rightarrow L^{2}(\widehat{G}, \mu)$ for $f \in L^{\infty}(\widehat{G}, \mu)$. Under this identification, it turns out that $\mathcal{F} \mathcal{N}(G) \mathcal{F}^{*}=L^{\infty}(\widehat{G}, \mu)$.
The trace $\operatorname{tr}_{L^{\infty}(\widehat{G}, \mu)}: L^{\infty}(\widehat{G}, \mu) \cong \mathcal{N}(G) \rightarrow \mathbb{C}$ becomes

$$
\operatorname{tr}_{L^{\infty}(\widehat{G}, \mu)}(f)=\left\langle\mathcal{F}^{*} M_{f} \mathcal{F}\left(\xi_{e}\right), \xi_{e}\right\rangle_{l^{2}(G)}=\left\langle M_{f} \mathcal{F}\left(\xi_{e}\right), \mathcal{F}\left(\xi_{e}\right)\right\rangle_{L^{2}(\widehat{G}, \mu)}=\int_{\widehat{G}} f(\phi) d \mu(\phi) \quad \text { for } f \in L^{\infty}(\widehat{G}, \mu)
$$

In the particular case $G=\mathbb{Z}$, we have $\widehat{G}=\mathbb{T}$ and the trace becomes

$$
\operatorname{tr}_{L^{\infty}(\mathbb{T}, \mu)}(f)=\int_{\mathbb{T}} f(z) d \mu(z)
$$

For any Borel subset $\mathcal{U} \subseteq \mathbb{T}$, we can form a Hilbert $\mathbb{Z}$-module $V=V_{\mathcal{U}}=L^{2}(\mathcal{U}, \mu) \leq L^{2}(\mathbb{T}, \mu)$ whose projection is simply $p_{V}=M_{\chi \mathcal{U}}$, where $\chi_{\mathcal{U}}$ denotes the characteristic function of $\mathcal{U}$. Therefore its von Neumann dimension is

$$
\operatorname{dim}_{v N}(V)=\operatorname{tr}_{L^{\infty}(\widehat{G}, \mu)}\left(p_{V}\right)=\int_{\mathbb{T}} \chi \mathcal{U} d \mu(z)=\mu(\mathcal{U})
$$

So in this particular case every real number $t \in[0,1]$ can occur as the von Neumann dimension of some Hilbert $\mathbb{Z}$-module.

### 1.1.3 Cellular $l^{2}$-Betti numbers

Let's return to our previous setting. From now on $X$ will be a CW-complex of finite type (meaning that each skeleton $X^{k}$ is finite dimensional, but $X$ itself may be infinite dimensional). Let $p: \widetilde{X} \rightarrow X$ be its universal covering, and put $\pi=\pi_{1}(X)$ the fundamental group of $X$. We know that $\pi$ acts on $\tilde{X}$ by deck transformations, so that $X$ is the quotient of $\widetilde{X}$ under this action.

The action $\pi \curvearrowright \widetilde{X}$ induces an action of $\pi$ on the $\mathbb{Z}$-module $C_{k}(\widetilde{X})$, taking $k$-cells to $k$-cells $\widetilde{e}_{i}^{k} \mapsto \widetilde{e}_{i}^{k} \cdot \gamma$. With this action, we can turn $C_{k}(\widetilde{X})$ into a right $\mathbb{Z}[\pi]$-module, where the boundary maps $\partial_{k}: C_{k}(\widetilde{X}) \rightarrow C_{k-1}(\widetilde{X})$ become $\mathbb{Z}[\pi]$-homomorphisms. Hence we obtain a cellular $\mathbb{Z}[\pi]$-chain complex

$$
\cdots \rightarrow C_{k+1}(\tilde{X}) \xrightarrow{\partial_{k+1}} C_{k}(\tilde{X}) \xrightarrow{\partial_{k}} C_{k-1}(\tilde{X}) \rightarrow \cdots
$$

Equivalently, one views $C_{k}(\tilde{X})$ as the free $\mathbb{Z}[\pi]$-module generated by the (lifts under $p$ of) $k$-cells of $X$, so $C_{k}(\widetilde{X}) \cong C_{k}(X) \otimes_{\mathbb{Z}} \mathbb{Z}[\pi]$.

Definition 1.1.9. We define the cellular $l^{2}$-chain complex of $\tilde{X}$ by

$$
C_{k}^{(2)}(\tilde{X})=C_{k}(\tilde{X}) \otimes_{\mathbb{Z}[\pi]} l^{2}(\pi)
$$

where we take the $\mathbb{Z}[\pi]$-module structure on $l^{2}(\pi)$ given by the left action $\lambda: \mathbb{Z}[\pi] \rightarrow \mathcal{B}\left(l^{2}(\pi)\right)$.
If we pick a cellular basis for $C_{k}(\widetilde{X})$ one obtain isomorphisms $C_{k}^{(2)}(\widetilde{X}) \cong l^{2}(\pi)^{k}$ as right $\mathbb{Z}[\pi]$-modules. This induces the structure of a Hilbert $\pi$-module on $C_{k}^{(2)}(\widetilde{X})$, and the previous cellular $\mathbb{Z}[\pi]$-chain complex becomes a Hilbert chain complex

$$
\cdots \rightarrow C_{k+1}^{(2)}(\widetilde{X}) \xrightarrow{\partial_{k+1}^{(2)}} C_{k}(\widetilde{X})^{(2)} \xrightarrow{\partial_{k}^{(2)}} C_{k-1}^{(2)}(\widetilde{X}) \rightarrow \cdots
$$

that is, every map $\partial_{k}^{(2)}=\partial_{k} \otimes \mathrm{id}$ is a bounded, $\pi$-equivariant operator between Hilbert $\pi$-modules. One can therefore define the $l^{2}$-homology groups $H_{k}^{(2)}(\widetilde{X})=\operatorname{ker}\left(\partial_{k}^{(2)}\right) / \overline{\operatorname{Im}\left(\partial_{k+1}^{(2)}\right)}$. Since we are modding out by the closure of the image of the operator $\partial_{k+1}^{(2)}$, this has the effect that $H_{k}^{(2)}(\widetilde{X})$ inherits the structure of a Hilbert $\pi$-module, since it is in fact isometrically isomorphic to $\operatorname{ker}\left(\partial_{k}^{(2)}\right) \cap \operatorname{Im}\left(\partial_{k+1}^{(2)}\right)^{\perp}$.

Definition 1.1.10. We define the $k^{\text {th }} l^{2}$-Betti number of $X$ to be the von Neumann dimension of the $k^{\text {th }}$ $l^{2}$-homology group,

$$
\beta_{k}^{(2)}(\tilde{X})=\operatorname{dim}_{v N}\left(H_{k}^{(2)}(\widetilde{X})\right)
$$

Theorem 1.1.11 (Properties of $l^{2}$-Betti numbers). Let $X, Y$ be two finite connected $C W$-complexes, and let $\widetilde{X}, \widetilde{Y}$ be the corresponding universal coverings.
(1) Homotopy invariance: if $X, Y$ are homotopy equivalent, then $\beta_{k}^{(2)}(\widetilde{X})=\beta_{k}^{(2)}(\widetilde{Y})$.
(2) Euler-Poincaré formula: we have $\chi(X)=\sum_{k=0}^{n}(-1)^{k} \beta_{k}^{(2)}(\widetilde{X})$.
(3) Poincaré duality: if $X=M$ a closed manifold of dimension $n$, then $\beta_{k}^{(2)}(\widetilde{M})=\beta_{n-k}^{(2)}(\widetilde{M})$.
(4) Künneth's formula: $\beta_{k}^{(2)}(\widetilde{X \times Y})=\sum_{i+j=k} \beta_{i}^{(2)}(\widetilde{X}) \beta_{j}^{(2)}(\widetilde{Y})$.
(5) $\beta_{0}^{(2)}(\tilde{X})=\frac{1}{|\pi|}$, where we use the convention that $\frac{1}{|\pi|}=0$ if $|\pi|=\infty$.
(6) Finite coverings: if $X \rightarrow Y$ is a finite covering with $d$ sheets, then $\beta_{k}^{(2)}(\widetilde{X})=d \cdot \beta_{k}^{(2)}(\widetilde{Y})$.

Proof. [73, Theorem 1.35].
Observe that when $\pi$ is a finite group, in view of Example 1.1.8.1),

$$
\beta_{k}^{(2)}(\tilde{X})=\operatorname{dim}_{v N}\left(H_{k}^{(2)}(\tilde{X})\right)=\frac{1}{|\pi|} \operatorname{dim}_{\mathbb{C}}\left(H_{k}^{(2)}(\tilde{X})\right)=\frac{1}{|\pi|} \beta_{k}(\widetilde{X})
$$

and we recover the classical Betti numbers for the space $\tilde{X}$.
Historically, the $l^{2}$-Betti numbers of the universal cover $\widetilde{M} \rightarrow M$ of a closed Riemannian manifold $M$ were first defined by Atiyah in [7] in connection with his $L^{2}$-Index Theorem, by using the heat kernel defined on $k$-forms on $\widetilde{M}$. We refer the reader to [73, Chapter 1] for the connection between Atiyah's original definition of $l^{2}$-Betti numbers and our definition using cellular Hilbert chain complexes.

### 1.1.4 $l^{2}$-Betti numbers for group rings and the Atiyah problem

Let $G$ be again a discrete, countable group. In the particular case of matrix group rings $M_{k}(K[G])$, being $K$ a subfield of the complex numbers closed under complex conjugation, every matrix operator $A \in M_{k}(K[G])$ gives rise to an $l^{2}$-Betti number, in the following way: consider $A$ as an operator $A: l^{2}(G)^{k} \rightarrow l^{2}(G)^{k}$ acting on the left and take $p_{A} \in \mathcal{N}_{k}(G)$ to be the projection onto the kernel of $A$, which is a Hilbert $G$-module (so indeed $p_{A}$ belongs to the von Neumann algebra $\left.\mathcal{N}_{k}(G)\right)$. Therefore one can consider the von Neumann dimension of $\operatorname{ker}(A)$, which is simply the trace of the projection $p_{A}$.

Definition 1.1.12. A real positive number $r$ is called an $l^{2}$-Betti number arising from $G$ with coefficients in $K$ if for some integer $k \geq 1$, there exists a matrix operator $A \in M_{k}(K[G])$ such that

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\operatorname{Tr}_{\mathcal{N}_{k}(G)}\left(p_{A}\right)=r
$$

We denote the set of all $l^{2}$-Betti numbers arising from $G$ with coefficients in $K$ by $\mathcal{C}(G, K)$. It should be noted that this set is always a subsemigroup of $\left(\mathbb{R}^{+},+\right)$, for if $A_{1} \in M_{k_{1}}(K[G])$ and $A_{2} \in M_{k_{2}}(K[G])$ are two matrix operators such that $\operatorname{dim}_{v N}\left(\operatorname{ker}\left(A_{1}\right)\right)=r_{1}$ and $\operatorname{dim}_{v N}\left(\operatorname{ker}\left(A_{2}\right)\right)=r_{2}$, then $\left(\begin{array}{cc}A_{1} & 0 \\ 0 & A_{2}\end{array}\right) \in M_{k_{1}+k_{2}}(K[G])$ has von Neumann dimension $r_{1}+r_{2}$.

One of the main problems (following this line) is to actually compute the whole set $\mathcal{C}(G, K)$ for fixed $G, K$. We are now ready to state the Atiyah Conjecture.
Conjecture 1.1.13 (The Atiyah Conjecture). Let $A \in M_{k}(\mathbb{Q}[G])$. Then $\operatorname{dim}_{v N}(\operatorname{ker}(A)) \in \mathbb{Q}$.
It is now a well-known fact that this conjecture is false, see for example 8, 41. However, while some researchers were working on the conjecture before knowing that it was false, they proposed other refined versions of it, and nowadays some of them are still open.

Conjecture 1.1.14 (The Strong Atiyah Conjecture with coefficients in K). Let $A \in M_{k}(K[G])$. Then $\operatorname{dim}_{v N}(\operatorname{ker}(A))$ belongs to the subgroup of $\mathbb{Q}$ generated by all the elements $\frac{1}{|H|}$, where $H$ ranges over all the finite subgroups of $G$.

In this generality, the Strong Atiyah Conjecture does not hold, as proven by R. I. Grigorchuk and A. Żuk in [42], followed by W. Dicks and T. Schick ([25]). Nevertheless, the conjecture is still open for the class of groups such that there exists an upper bound on the orders of their finite subgroups.

Conjecture 1.1.15 (The Strong Atiyah Conjecture with coefficients in $K$, refined). Let $A \in M_{k}(K[G])$. Assume that there exists an upper bound for the orders of finite subgroups of $G$, and let $\operatorname{lcm}(G)$ be the least common multiple of such orders. Then $\operatorname{dim}_{v N}(\operatorname{ker}(A)) \in \frac{1}{\operatorname{lm}(G)} \mathbb{Z}$.

This version of the Strong Atiyah Conjecture has been verified in many cases, see for example 71.
We are not going to study these conjectures in full generality. In fact, in Chapter 3 we will exhibit some positive real numbers (most of them irrational and even transcendental) that can appear in $\mathcal{C}(\Gamma, K)$, where $\Gamma$ is the so-called lamplighter group, and $K \subseteq \mathbb{C}$ is any subfield of the complex numbers closed under complex conjugation.

Actually, in the same chapter, we will define an analogous set (denoted by $\mathcal{C}(\mathcal{A})$ ) consisting of positive real numbers that can be achieved by taking ranks of matrices over $\mathcal{A}$; we will explain all the details more carefully in the subsequent chapters, but here $\mathcal{A}$ will denote a specific $\mathbb{Z}$-crossed product $*$-algebra, endowed with a 'natural' rank function $\mathrm{rk}_{\mathcal{A}}$, which we will construct in Chapter 2, In fact, due to Proposition 3.1.4 we will deduce that $\mathcal{C}(\mathcal{A})$ and $\mathcal{C}(G, K)$ actually coincide in some cases of interest, hence giving an alternative way of computing $\mathcal{C}(\Gamma, K)$.

### 1.2 Von Neumann regular rings, *-regular rings and rank functions

J. Von Neumann introduced the concept of regular rings in his study of rings of operators on Hilbert spaces (77, [78, 79, 80]), which lead him and F. J. Murray to the discovery of a new mathematical structure which possessed a dimension function. This work led him to the discovery of a new structure with properties resembling those of the lattice $L_{n}$ that one can form by taking all the linear subspaces of an $n$-dimensional projective space. Previously, K. Menger and G. Birkhoff ([75], [14]) already did this step: they characterized these lattices, forming a class which we will denote by $\mathcal{L}_{f}$, to be exactly the class of all complemented, modular, irreducible lattices satisfying some chain condition, so any such a lattice is isomorphic to $L_{n}$ for some finite $n \geq 1$. These lattices were called projective geometries.

In his book 83, Von Neumann dropped this last assumption and added two weaker axioms (that the chain condition already implies), namely the completeness property and a certain continuity condition. The corresponding lattices satisfying such axioms but not satisfying the chain condition were called continuous geometries, which forms a class denoted by $\mathcal{L}_{\infty}$. These new structures resemble the well-known finite dimensional projective geometries $L_{n}$.

It turns out that one can construct a dimension function (uniquely determined by some normalization conditions) on either projective or continuous geometries, and the surprise was that in this new setting, the set of real numbers achieved from the dimension function constructed for a lattice $L \in \mathcal{L}_{\infty}$ was seen to fill the whole interval $[0,1]$, rather than taking only a finite set of values $\left\{0, \frac{1}{n}, \ldots, \frac{n-1}{n}, 1\right\}$, which was already the case for the lattices $L_{n} \in \mathcal{L}_{f}$. Such a dimension function can be constructed after defining the notion of equidimensionality between elements $x, y \in L \in \mathcal{L}_{f} \cup \mathcal{L}_{\infty}$ :
$x, y \in L$ are said to be equidimensional if they have a common complement $z \in L L^{2}$
As its own definition suggests, $x, y$ are equidimensional if and only if their dimensions are the same. We will give the notion of a dimension function later on.

From now on we will follow von Neumann's book [83] on continuous geometries. Just for completeness, we state the definition given by von Neumann of his new axiomatization of lattices. For us, a continuous geometry will be a lattice satisfying this definition, so the projective geometries are also included.

[^4]Definition 1.2.1. A lattice $(L, \leq)$ is called complete, complemented, continuous, modular and irreducible (or simply a continuous geometry) if the following axioms are satisfied:
a) Modularity: $x \leq z$ implies $(x \vee y) \wedge z=x \vee(y \wedge z)$ for every $y \in L$.
b) Completeness: for every subset $S \subseteq L$, there exists an element $\bigvee S \in L$ which is a least upper bound for $S$. Dually, there exists an element $\bigwedge S \in L$ which is a greatest lower bound for $S$. We set $0=\bigwedge L$ and $1=\bigvee L$.
We will also denote by $S_{1} \vee S_{2}$ the element $\bigvee\left(S_{1} \cup S_{2}\right)$, and dually for $\wedge$.
c) Continuity: for every net $\left\{x_{\alpha}\right\}_{\alpha}$ of elements of $L$ satisfying either (i) $\alpha<\beta$ implies $x_{\alpha} \leq x_{\beta}$ or (ii) $\alpha<\beta$ implies $x_{\alpha} \geq x_{\beta}$, then for every $y \in L$

$$
\left(\bigvee\left\{x_{\alpha}\right\}_{\alpha}\right) \wedge y=\bigvee\left(\left\{x_{\alpha}\right\}_{\alpha} \wedge y\right) \quad \text { and } \quad\left(\bigwedge\left\{x_{\alpha}\right\}_{\alpha}\right) \vee y=\bigwedge\left(\left\{x_{\alpha}\right\}_{\alpha} \vee y\right)
$$

d) Complementation: for every $x \in L$ there exists an element $y \in L$ satisfying $x \vee y=1$ and $x \wedge y=0$. We refer to such an element $y$ as a complement of $x$.
e) Irreducibility: if $x \in L$ has a unique complement, then either $x=0$ or 1 .

As we have already mentioned, it is possible to define a normalized dimension function over $L$, namely a map $\operatorname{dim}: L \rightarrow[0,1]$ satisfying the following properties:
a) $\operatorname{dim}(0)=0, \operatorname{dim}(1)=1$.
b) Two elements $x, y \in L$ are equidimensional if and only if $\operatorname{dim}(x)=\operatorname{dim}(y)$.
c) If $x \leq y$, then $\operatorname{dim}(x) \leq \operatorname{dim}(y)$.
d) $\operatorname{dim}(x \wedge y)+\operatorname{dim}(x \vee y)=\operatorname{dim}(x)+\operatorname{dim}(y)$ for every $x, y \in L$.

Theorems 6.9 and 7.4 of [83] guarantees the existence and uniqueness of a dimension function defined over $L$.
It was well-known, before the work of von Neumann, that the lattice $L_{n}$ of an $n$-dimensional projective space gives rise to a division algebra $D$ sharing a close connection with $L_{n}$, and in fact he proved that, for $n \geq 4, L_{n}$ can be isomorphically identified with the lattice of all principal right ideals of $M_{n}(D)$ ( 83 , Part II, Chapter I]). This observation gave rise to the natural question of whether the same is true for the lattices $L \in \mathcal{L}_{\infty}$, so one faces the problem of finding a ring $R$ whose lattice of principal right ideals is isomorphic to $L$. It turns out that this can be indeed achieved, provided that the ring $R$ is regular. This was the beginning of a whole new theory.

We will review the general theory of regular rings, *-regular rings and rank functions defined on them. The major reference of this theory is Goodearl's book [39], apart from von Neumann's book [83].

A unital ring $R$ is called a regular ring if for every element $x \in R$ there exists $y \in R$ such that $x=x y x$. Note that, in this case, the element $e=x y$ is an idempotent and generates the same (right) ideal as $x$. In fact, a characterization for regular rings is that every finitely generated (right) ideal of $R$ is generated by a single idempotent (see [39, Theorem 1.1]). Regularity is closed under taking extensions, ideals ${ }^{3}$, direct products, matrices, direct limits, among others.

Two idempotents $e, f \in R$ are said to be equivalent, denoted by $e \sim f$, if there exists an isomorphism $e R \cong f R$ as right $R$-modules. Equivalently, $e \sim f$ if there exist elements $x \in e R f, y \in f R e$ such that $e=x y$ and $f=y x$. To see this equivalence, note first that if $e=x y, f=y x$ for some elements $x \in e R f, y \in f R e$, then one can define a right $R$-module homomorphism $\varphi: e R \rightarrow f R$ given by left multiplication by $y$, so $\varphi(\alpha)=y \alpha$. It is clearly an isomorphism of $R$-modules with inverse given by left multiplication by $x$.

Conversely, if we take an isomorphism of $R$-modules $\varphi: e R \rightarrow f R$, then $\varphi(e)=f \widetilde{y} e$ for some $\widetilde{y} \in R$. Analogously $\varphi^{-1}(f)=e \widetilde{x} f$ for some $\widetilde{x} \in R$. Then the elements $x=e \widetilde{x} f, y=f \widetilde{y} e$ satisfy the required properties, since

$$
e=\varphi^{-1}(\varphi(e))=\varphi^{-1}(f \widetilde{y} e)=e \widetilde{x} f \widetilde{y} e=x y, \quad f=\varphi^{-1}(\varphi(f))=\varphi^{-1}(e \widetilde{x} f)=f \widetilde{y} e \widetilde{x} f=y x
$$

[^5]Regular rings have a rich structure concerning projective modules and idempotents; as one can notice directly from the definition, every element $x \in R$ gives rise to an idempotent, so we have (in principle) a huge source of idempotents in $R$. We state some of the important results. For a finitely generated (right) projective module $P$ over $R$, we denote by $L\left(P_{R}\right)$ the set of all finitely generated submodules of $P$, partially ordered by inclusion, which becomes a complemented, modular lattice with operations

$$
A \vee B=A+B, \quad A \wedge B=A \cap B \quad \text { for } A, B \in L\left(P_{R}\right)
$$

([39, Theorem 2.3], [83, Theorem 2.4 of Part II]). In the case $P=R$, since every finitely generated submodule of $R$ is a right ideal of $R$ and $R$ is regular, $L\left(R_{R}\right)$ consists of all principal right ideals generated by a single idempotent, that is $L\left(R_{R}\right)=\{e R \mid e \in R$ is idempotent $\}$. If $R$ is simple, it is in particular indecomposable (as a ring), so by [83, Theorem 2.9 of Part II] $L\left(R_{R}\right)$ is irreducible. In this case the lattice satisfies axioms $\left.a\right), b$ ) (for finite sets), $d$ ) and $e$ ).

We now introduce the notion of pseudo rank functions on a regular ring $R$. In fact they can also be defined over any unital ring, but for now we are going to concentrate mainly in the regular case, because of their connection with dimension functions.

Definition 1.2.2. A pseudo-rank function on a (regular) ring is a real-valued function rk : $R \rightarrow[0,1]$ satisfying the following properties:
a) $\operatorname{rk}(0)=0, \operatorname{rk}(1)=1$.
b) $\operatorname{rk}(x y) \leq \operatorname{rk}(x), \operatorname{rk}(y)$ for every $x, y \in R$.
c) If $e, f$ are orthogonal idempotents, then $\operatorname{rk}(e+f)=\operatorname{rk}(e)+\operatorname{rk}(f)$.

If rk satisfies the additional property
d) $\operatorname{rk}(x)=0$ if and only if $x=0$,
then rk is called a rank function on $R$.
For general properties of pseudo-rank functions over regular rings one can consult [39, Chapter 16]. We summarize some of them into the following proposition.

Proposition 1.2.3. Let $R$ be a regular ring and rk a pseudo-rank function on $R$.
(i) For elements $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m} \in R$, if $x_{1} R \oplus \cdots \oplus x_{n} R$ is isomorphic, as a right $R$-module, to a submodule of $y_{1} R \oplus \cdots \oplus y_{m} R$, then

$$
\sum_{i=1}^{n} \operatorname{rk}\left(x_{i}\right) \leq \sum_{j=1}^{m} \operatorname{rk}\left(y_{j}\right)
$$

If moreover it is isomorphic to the full right $R$-module $y_{1} R \oplus \cdots \oplus y_{m} R$, then we have equality above.
(ii) For any elements $x, y \in R, \operatorname{rk}(x+y) \leq \operatorname{rk}(x)+\operatorname{rk}(y)$.
(iii) If $u \in R$ is a unit in $R$, then $\operatorname{rk}(x)=\operatorname{rk}(u x)$ for every $x \in R$. As a consequence $\operatorname{rk}(x)=1$ if $x$ is itself a unit. If moreover rk is a rank function, then the converse of this last statement holds, i.e. if $\operatorname{rk}(x)=1$ for $x \in R$, then $x$ is itself a unit in $R$.

Proof. For (i) and (ii) see [39, Proposition 16.1].
(iii) Take $v \in R$ such that $1=v u$. Then $\operatorname{rk}(x)=\operatorname{rk}(v u x) \leq \operatorname{rk}(u x) \leq \operatorname{rk}(x)$, so we have equality. If $x \in R$ is itself a unit, so that $1=y x$ for some unit $y \in R$, then $\operatorname{rk}(x)=\operatorname{rk}(y x)=\operatorname{rk}(1)=1$. Now assume that rk is a rank function, and consider an idempotent $e \in R$ such that $x R=e R$. Then by $(i), 1=\operatorname{rk}(x)=\operatorname{rk}(e)$, so that $\operatorname{rk}(1-e)=1-\operatorname{rk}(e)=0$. Since rk is a rank function, we must have $e=1$, so $x R=R$. Analogously we get $R x=R$, so $x$ is a unit in $R$.

Every pseudo-rank function rk on a regular ring $R$ defines a pseudo-rank metric $d$ on $R$ by the rule $d(x, y)=$ $\operatorname{rk}(x-y)$. If moreover rk is a rank function, then $d$ is a metric. Note that we can always achieve the situation where $d$ is indeed a metric by factoring through the set of elements having zero rank, i.e. $R \rightarrow R / \mathrm{ker}(\mathrm{rk})$. Since the ring operations are continuous with respect to this metric, one can consider the completion $\bar{R}$ of $R$ with respect to $d . \bar{R}$ is again a regular ring, and rk can be extended continuously to a rank function $\overline{\mathrm{rk}}$ on $\bar{R}$ such that, with the new metric induced by $\overline{\mathrm{rk}}, \bar{R}$ is also complete, and coincides with the natural metric on $\bar{R}$ inherited from the completion process. It turns out that the completion $\bar{R}$ is endowed with an additional ring-theoretic structure, as stated in the next proposition.
Proposition 1.2.4 (Theorems 19.6 and 19.7 of [39]). Let $R$ be a regular ring with a pseudo-rank function rk. Then the rk-completion $\bar{R}$ of $R$ is a regular, right and left self-injective ring. Moreover, rk extends uniquely to a continuous rank function $\overline{\mathrm{rk}}$ on $\bar{R}$, and $\bar{R}$ is complete in the $\overline{\mathrm{rk}}$-metric.

The space of pseudo-rank functions $\mathbb{P}(R)$ on a regular ring $R$ is a Choquet simplex ([39, Theorem 17.5]), and the completion $\bar{R}$ of $R$ with respect to $\mathrm{rk} \in \mathbb{P}(R)$ is a simple ring if and only if rk is an extreme point in $\mathbb{P}(R)$ ([39, Theorem 19.14]).

Regular self-injective rings have a structure theory which somehow resembles the one classifying the factors in the theory of von Neumann algebras. We would like to give a summary of this classification in the ringtheoretic setting of regularity. From now on, $R$ will be a regular, right self-injective ring. An idempotent $e \in R$ is said to be abelian/directly finite if the corner $e R e$, which has $e$ as unit, is an abelian/directly finite ring $e$ is called faithful if the only central idempotent orthogonal to $e$ is 0 .
I) $R$ is of Type $I$ if there exists a faithful abelian idempotent $e \in R$. It is of type $I_{f}$ if $R$ is directly finite, and of type $I_{\infty}$ if it is purely infinite ${ }^{5}$.
II) $R$ is of Type $I I$ if there are no nonzero abelian idempotents, but there exists a faithful directly finite idempotent $e \in R$. It is of type $I I_{f}$ if $R$ is directly finite, and of type $I I_{\infty}$ if it is purely infinite.
III) $R$ is of Type $I I I$ if there are no nonzero directly finite idempotents.

A characterization for Type $I_{f}$ is given in [39, Theorem 10.24]: every direct product of matrix rings $\prod_{k=1}^{\infty} M_{n_{k}}\left(R_{k}\right)$, where each $R_{k}$ is abelian, is of Type $I_{f}$, and conversely every Type $I_{f}$ ring $R$ is isomorphic to a ring of this form. In general, $R$ can be decomposed as a direct product of rings of each type purely.
Theorem 1.2.5 (Theorem 10.22, together with Theorems 10.13 and 10.21 of [39]). Any regular, right selfinjective ring $R$ can be decomposed as

$$
R=\left(R_{1 f} \times R_{1 \infty}\right) \times\left(R_{2 f} \times R_{2 \infty}\right) \times R_{3}
$$

where $R_{1 f}$ is of type $I_{f}$ and $R_{1 \infty}$ is of type $I_{\infty}, R_{2 f}$ is of type $I I_{f}$ and $R_{2 \infty}$ is of type $I I_{\infty}$, and $R_{3}$ is of type III.

In the special case that $R$ admits a rank function, $R$ becomes directly finite, for if $x, y$ are elements of $R$ satisfying $x y=1$, then $1=\operatorname{rk}(x y) \leq \operatorname{rk}(x) \leq 1$, so $\operatorname{rk}(x)=1$ and part (iii) of Proposition 1.2 .3 tells us that $x$ is a unit in $R$. The relation $x y=1$ then implies that $y=x^{-1}$ is the inverse of $x$, so $y x=x^{-1} x=1$. As a consequence, if $R$ is a regular, right self-injective ring admitting a rank function, then $R$ can be decomposed (following the notation above) as

$$
R=R_{1 f} \times R_{2 f}
$$

As a particular case, due to Proposition 1.2.4 any rank completion ( $\bar{R}, \overline{\mathrm{rk}}$ ) of a regular ring $R$ with pseudo-rank function rk is directly finite, so can be decomposed as

$$
\bar{R}=\bar{R}_{1 f} \times \bar{R}_{2 f}
$$

A regular ring $R$ is said to satisfy the comparability axiom if for every $x, y \in R$, either $x R$ is isomorphic to a submodule of $y R$ or the other way around. Notationally, either $x R \lesssim y R$ or $y R \lesssim x R$. More generally, $R$ satisfies general comparability if for every $x, y \in R$ there exists a central idempotent $e \in R$ such that ex $\lesssim$ ey $R$ and $(1-e) y R \lesssim(1-e) x R$. It is clear that the comparability axiom implies general comparability (take, for instance, either $e=0$ or 1 ).

In fact, if a regular ring $R$ satisfies the comparability axiom (or general comparability), we can also compare finitely generated projective $R$-modules.

[^6]Proposition 1.2.6 (Propositions 8.2 and 8.8 of [39]). Let $R$ be a regular ring satisfying (1) the comparability axiom or (2) general comparability, and let $P, Q$ be two finitely generated projective (right) $R$-modules. Then
(i) If $R$ satisfies (1), then $P$ and $Q$ are comparable, in the sense that either $P \lesssim Q$ or $Q \lesssim P$.
(ii) If $R$ satisfies (2), then there exists a central idempotent $e \in R$ such that $e P \lesssim e Q$ and $(1-e) Q \lesssim(1-e) P$.

By [39, Theorem 9.14], every regular, right self-injective ring $R$ satisfies general comparability. If moreover $R$ is simple, then $R$ satisfies the comparability axiom, since in this case the only central idempotents of $R$ are 0 and 1: if $e \in R$ is any central idempotent, then $R=e R \oplus(1-e) R$, so $R$ being simple implies that either $e=0$ or $1-e=0$. In this case, if $R$ carries a rank function rk, we can characterize equivalence of idempotents in terms of the values of their ranks only.

Proposition 1.2.7. Let $R$ be a regular ring satisfying the comparability axiom and admitting a rank function rk. Then two idempotents e, $f \in R$ are equivalent if and only if $\operatorname{rk}(e)=\operatorname{rk}(f)$. Moreover, rk is the unique rank function that $R$ can admit.

In particular, this is the case when $R$ is a simple, regular, right and left self-injective ring.
Proof. By part ( $i$ ) of Proposition 1.2.3 if two idempotents are equivalent then they have the same rank.
Conversely, assume that $\operatorname{rk}(e)=\operatorname{rk}(f)$. Since $R$ satisfies the comparability axiom then either $e R \lesssim f R$ or $f R \lesssim e R$. We can assume without loss of generality that $e R \lesssim f R$. Take an injective right $R$-module homomorphism $\varphi: e R \rightarrow f R$. Then $\varphi(e R)=\varphi(e) R$, so $e R \cong \varphi(e) R$ as right $R$-modules. Take $\widetilde{g} \in f R$ an idempotent such that $\varphi(e) R=\widetilde{g} R \leq f R$. Then $g:=\widetilde{g} f$ is an idempotent $\left(g^{2}=\widetilde{g} f \widetilde{g} f=\widetilde{g} f=g\right)$ such that $g f=\widetilde{g} f=g, \quad f g=f \widetilde{g} f=\widetilde{g} f=g$, so $g \leq f$. Moreover, $g \widetilde{g}=\widetilde{g} f \widetilde{g}=\widetilde{g}$ and $\widetilde{g} g=\widetilde{g} f=g$, so $\widetilde{g} R=g R$. Therefore we obtain the decomposition

$$
f R=g R \oplus(f-g) R=\varphi(e) R \oplus(f-g) R
$$

By taking ranks and applying part (i) of Proposition 1.2 .3 twice,

$$
\operatorname{rk}(e)=\operatorname{rk}(f)=\operatorname{rk}(\varphi(e))+\operatorname{rk}(f-g)=\operatorname{rk}(e)+\operatorname{rk}(f-g)
$$

Hence $\operatorname{rk}(f-g)=0$. Since rk is a rank function, necessarily $f=g$, and we are done: $e R \cong \varphi(e) R=f R$.
We have already observed that any regular ring $R$ admitting a rank function rk is directly finite, so by [39, Theorem 16.14] rk is the unique rank function that $R$ can admit.

In the particular case that $R$ is a simple, regular, right and left self-injective ring, by [39, Corollary 21.14], there exists a (unique) rank function rk on $R$, so the proposition follows for $R$.

Let now $R$ be a regular, right and left self-injective, simple ring. By [39, Corollary 13.5], the lattice $L\left(R_{R}\right)$ satisfies all the axioms of a complemented, continuous, modular, irreducible, complete lattice, so one can apply all the theory on continuous geometries to the lattice $L\left(R_{R}\right)$. In particular, every rank function rk on $R$ gives rise to a normalized dimension function defined over $L\left(R_{R}\right)$ by the rule

$$
\operatorname{dim}: L\left(R_{R}\right) \rightarrow[0,1], \quad \operatorname{dim}(e R)=\operatorname{rk}(e)
$$

We check the properties to be a normalized dimension function given after Definition 1.2.1.
a) $\operatorname{dim}(0)=\operatorname{rk}(0)=0$ and $\operatorname{dim}(R)=\operatorname{rk}(1)=1$.
b) $e R, f R \in L\left(R_{R}\right)$ are equidimensional if and only if $e R \cong f R$, if and only if $\operatorname{rk}(e)=\operatorname{rk}(f)$ by Proposition 1.2.7 if and only if $\operatorname{dim}(e R)=\operatorname{dim}(f R)$.
c) If $e R \subseteq f R$, then $f e=e$ and so $\operatorname{dim}(e R)=\operatorname{rk}(e)=\operatorname{rk}(f e) \leq \operatorname{rk}(f)=\operatorname{dim}(f R)$.
d) Let $e R, f R \in L\left(R_{R}\right)$. We must show that

$$
\operatorname{dim}(e R+f R)+\operatorname{dim}(e R \cap f R)=\operatorname{dim}(e R)+\operatorname{dim}(f R)
$$

Take $g, h \in R$ idempotents such that $e R+f R=g R$ and $e R \cap f R=h R$. Let's first assume that $h=0$. In this case $e R \oplus f R=g R$, and part ( $i$ ) of Proposition 1.2.3 says

$$
\operatorname{dim}(e R)+\operatorname{dim}(f R)=\operatorname{rk}(e)+\operatorname{rk}(f)=\operatorname{rk}(g)=\operatorname{dim}(g R)=\operatorname{dim}(e R+f R)
$$

For the general case, take $\bar{h} \in R$ an idempotent such that $\bar{h} R$ is a complement of $h R$ in $f R$, that is $h R \oplus \bar{h} R=f R$. Hence

$$
\operatorname{dim}(f R)=\operatorname{rk}(f)=\operatorname{rk}(h)+\operatorname{rk}(\bar{h})=\operatorname{dim}(h R)+\operatorname{rk}(\bar{h})=\operatorname{dim}(e R \cap f R)+\operatorname{rk}(\bar{h}) .
$$

But since $\bar{h} R \subseteq f R$, we compute $\{0\}=\bar{h} R \cap h R=\bar{h} R \cap e R \cap f R=\bar{h} R \cap e R$, and also $g R=e R+f R=$ $e R+h R+\bar{h} R=e R+\bar{h} R=e R \oplus \bar{h} R$. Therefore

$$
\operatorname{dim}(e R+f R)=\operatorname{dim}(g R)=\operatorname{rk}(g)=\operatorname{rk}(e)+\operatorname{rk}(\bar{h})=\operatorname{dim}(e R)+\operatorname{rk}(\bar{h})
$$

Putting everything together,

$$
\operatorname{dim}(e R+f R)+\operatorname{dim}(e R \cap f R)=\operatorname{dim}(e R)+\operatorname{dim}(f R)
$$

Therefore by [83, Theorems 7.3 and 7.4 of Part I] the range of rk can be
a) either a finite set of values of the form $\left\{0, \frac{1}{n}, \ldots, \frac{n-1}{n}, 1\right\}$ for some natural number $n \geq 1$, or
b) the whole interval $[0,1]$.

The pseudo-rank function will be called discrete or continuous depending on whether its range takes a discrete or a continuous set of values, respectively.

## Examples 1.2.8.

1) The most common examples of regular rings with a discrete rank function are the finite-dimensional matrix algebras $R_{n}=M_{n}(K)$ over an arbitrary field $K$. It admits a unique rank function $\mathrm{rk}_{n}=\frac{\mathrm{Rk}}{n}$, where Rk is the usual rank defined over matrices. It is clear that the possible set of values for $\mathrm{rk}_{n}$ is the finite set $\left\{0, \frac{1}{n}, \ldots, \frac{n-1}{n}, 1\right\}$. In fact, if we denote by $e_{i j}$ to be the standard matrix units in $M_{n}(K)$, then for $1 \leq m \leq n$ one computes

$$
\operatorname{rk}_{n}\left(e_{11}+\cdots+e_{m m}\right)=\frac{\operatorname{Rk}\left(e_{11}+\cdots+e_{m m}\right)}{n}=\frac{m}{n}
$$

so every possible value for $\mathrm{rk}_{n}$ can be achieved.
2) The following example was due to von Neumann (cf. [82]), and gives an example of a continuous geometry. For a field $K$, take the direct limit $\underset{\longrightarrow}{\lim } M_{2^{n}}(K)$ of the sequence

$$
M_{2}(K) \rightarrow M_{4}(K) \rightarrow M_{8}(K) \rightarrow \cdots \rightarrow M_{2^{n}}(K) \rightarrow \cdots
$$

with respect to the block-diagonal embeddings $x \mapsto\left(\begin{array}{cc}x & \mathbf{0}_{2^{n}} \\ \mathbf{0}_{2^{n}} & x\end{array}\right)$. It is a regular ring since each matrix factor $M_{2^{n}}(K)$ is, and admits a unique rank function rk defined on an element $x=\underset{\longrightarrow}{\lim } x_{n}$ to be $\operatorname{rk}(x)=$ $\lim _{n} \mathrm{rk}_{n}\left(x_{n}\right)$, where $\mathrm{rk}_{n}=\frac{\mathrm{Rk}}{2^{n}}$ is the usual normalized rank on $M_{2^{n}}(K)$. The completion of $\underset{\longrightarrow}{\lim } M_{2^{n}}(K)$ with respect to the induced rank metric, denoted here by $\mathcal{M}_{K}$, is a complete regular ring with a unique rank function, again denoted by rk, which is a continuous factor, i.e. a (right and left) self-injective simple regular ring of type $I I_{f}$, and the set of values of the rank function fills the unit interval $[0,1]$. To see this, note first that any dyadic rational number $\frac{m}{2^{n}}$ with $0 \leq m \leq 2^{n}$ can occur as the rank of some element, for example take $x=\operatorname{Id}_{m} \oplus 0_{2^{n}-m} \in M_{2^{n}}(K)$. Since the dyadic rational numbers are dense in $[0,1]$, the range of rk cannot be a finite set of the form $\left\{0, \frac{1}{N}, \ldots, \frac{N-1}{N}, 1\right\}$; therefore in must be the whole interval $[0,1]$.

Regular rings are also of great interest since every (pseudo-)rank function rk on $R$ can be uniquely extended to a (pseudo-)rank function on matrices over $R$ (see e.g. [39, Corollary 16.10]). This is no longer true if we do not assume $R$ to be regular. The definition that seems to fit in the general setting is the notion of Sylvester matrix rank functions.

Definition 1.2.9. Let $R$ be a unital ring. A Sylvester matrix rank function rk on $R$ is a function that assigns a nonnegative real number to each matrix over $R$ and satisfies the following conditions:
a) $\operatorname{rk}(M)=0$ if $M$ is a zero matrix, and $\operatorname{rk}(1)=1$.
b) $\operatorname{rk}\left(M_{1} M_{2}\right) \leq \operatorname{rk}\left(M_{1}\right), \operatorname{rk}\left(M_{2}\right)$ for any matrices $M_{1}$ and $M_{2}$ which can be multiplied.
c) $\operatorname{rk}\left(\begin{array}{cc}M_{1} & 0 \\ 0 & M_{2}\end{array}\right)=\operatorname{rk}\left(M_{1}\right)+\operatorname{rk}\left(M_{2}\right)$ for matrices $M_{1}$ and $M_{2}$.
d) $\operatorname{rk}\left(\begin{array}{cc}M_{1} & M_{3} \\ 0 & M_{2}\end{array}\right) \geq \operatorname{rk}\left(M_{1}\right)+\operatorname{rk}\left(M_{2}\right)$ for any matrices $M_{1}, M_{2}$ and $M_{3}$ of appropriate sizes.

For more theory about Sylvester matrix rank functions we refer the reader to [53] and [92, Part I, Chapter 7]. We summarize some of their properties in the following proposition.

Proposition 1.2.10. Let $R$ be a unital ring and rk a Sylvester matrix rank function on $R$.
(i) For any matrices $A, B \in M(R)$ of the same size, $\operatorname{rk}(A+B) \leq \operatorname{rk}(A)+\operatorname{rk}(B)$.
(ii) If $A \in \mathrm{GL}_{n}(R)$, then $\operatorname{rk}(A)=n$. Moreover, $\operatorname{rk}(A B)=\operatorname{rk}(B)$ for any matrix $B$ that can be multiplied to the right with $A$.
(iii) For any elements $x, y \in R, \operatorname{rk}(x y) \geq \operatorname{rk}(x)+\operatorname{rk}(y)-1$.
(iv) If $e \in R$ is a central idempotent, then $\operatorname{rk}(x)=\operatorname{rk}(e x)+\operatorname{rk}((1-e) x)$ for every $x \in R$.

Proof. $(i) \operatorname{rk}(A+B)=\operatorname{rk}\left(\begin{array}{cc}A+B & 0 \\ 0 & 0\end{array}\right)=\operatorname{rk}\left(\left(\begin{array}{cc}1 & 1 \\ 0 & 0\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ 1 & 0\end{array}\right)\right) \leq \operatorname{rk}\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)=\operatorname{rk}(A)+\operatorname{rk}(B)$. (ii) $n=\operatorname{rk}\left(\operatorname{Id}_{n}\right)=\operatorname{rk}\left(A A^{-1}\right) \leq \operatorname{rk}(A) \leq \operatorname{rk}\left(\operatorname{Id}_{n}\right)=n$, so $\operatorname{rk}(A)=n$. Moreover,

$$
\operatorname{rk}(B)=\operatorname{rk}\left(A^{-1} A B\right) \leq \operatorname{rk}(A B) \leq \operatorname{rk}(B)
$$

(iii) $\operatorname{rk}(x y)+1=\operatorname{rk}\left(\begin{array}{cc}x y & 0 \\ 0 & 1\end{array}\right)=\operatorname{rk}\left(\left(\begin{array}{cc}x & -1 \\ 1 & 0\end{array}\right)\left(\begin{array}{cc}y & 1 \\ 0 & x\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ -y & 1\end{array}\right)\right)$. Both matrices $\left(\begin{array}{cc}x & -1 \\ 1 & 0\end{array}\right)$ and $\left(\begin{array}{cc}1 & 0 \\ -y & 1\end{array}\right)$ are invertible in $M_{2}(R)$, so by (ii) we obtain

$$
\operatorname{rk}(x y)+1=\operatorname{rk}\left(\begin{array}{ll}
y & 1 \\
0 & x
\end{array}\right) \geq \operatorname{rk}(x)+\operatorname{rk}(y)
$$

(iv) Fix $e \in R$ a central idempotent. Then the matrix $\left(\begin{array}{cc}e & 1-e \\ -(1-e) & e\end{array}\right)$ is invertible in $M_{2}(R)$ with inverse $\left(\begin{array}{cc}e & -(1-e) \\ 1-e & e\end{array}\right)$, so we have, using (ii),

$$
\begin{aligned}
\operatorname{rk}(x) & =\operatorname{rk}\left(\begin{array}{ll}
x & 0 \\
0 & 0
\end{array}\right)=\operatorname{rk}\left(\left(\begin{array}{cc}
e & -(1-e) \\
1-e & e
\end{array}\right)\left(\begin{array}{cc}
x & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
e & 1-e \\
-(1-e) & e
\end{array}\right)\right) \\
& =\operatorname{rk}\left(\begin{array}{cc}
e x e & e x(1-e) \\
(1-e) x e & (1-e) x(1-e)
\end{array}\right)=\operatorname{rk}\left(\begin{array}{cc}
e x & 0 \\
0 & (1-e) x
\end{array}\right)=\operatorname{rk}(e x)+\operatorname{rk}((1-e) x) .
\end{aligned}
$$

We denote by $\mathbb{P}(R)$ the compact convex set of Sylvester matrix rank functions on $R$. It is well-known (see for example [39, Proposition 16.20]) that, in case $R$ is a regular ring, this space coincides with the space of pseudo-rank functions on $R$.

As in the case of pseudo-rank functions on a regular ring, a Sylvester matrix rank function rk on a unital ring $R$ gives rise to a pseudo-metric by the rule $d(x, y)=\operatorname{rk}(x-y)$ for $x, y \in R$. We call it faithful if its kernel $\operatorname{ker}(\mathrm{rk})$, defined as the set of all element $x \in R$ with zero rank, is exactly $\{0\}$. In this case, $d$ becomes a metric on $R$.

We can always obtain a faithful Sylvester rank function by passing to the quotient $R \rightarrow R / \mathrm{ker}(\mathrm{rk})$. The ring operations are continuous with respect to this metric, so one can consider the completion $\bar{R}$ of $R$ with respect to $d$. It is routine to check that rk defines a new Sylvester rank function $\overline{\mathrm{rk}}$ on $\bar{R}$.

### 1.2.1 *-regular rings and the *-regular closure

We now introduce the notion of a *-regular ring, and state some facts about them and their completions with respect to a pseudo-rank function (see for instance [2, 9]). A *-regular ring is a regular ring endowed with a proper involution, that is, an involution $*$ such that $x^{*} x=0$ implies $x=0$.

The involution is called positive definite in case the condition

$$
\sum_{i=1}^{n} x_{i}^{*} x_{i}=0 \quad \Longrightarrow \quad x_{i}=0 \text { for all } 1 \leq i \leq n
$$

holds for each positive integer $n$. If $R$ is a *-regular ring with positive definite involution, then $M_{n}(R)$, endowed with the $*$-transpose involution, is also a $*$-regular ring.

For $*$-regular rings, we have a strong property concerning idempotents generating principal right/left ideals of $R$. In fact, if we demand these idempotents to be projections (i.e. elements $e \in R$ such that $e=e^{2}=e^{*}$ ), then it turns out that there exist unique projections generating a given principal right/left ideal. More generally, we have the following theorem.

Theorem 1.2.11. For $a *$-regular ring $R$, the following hold:
(1) For each element $x \in R$, there are unique projections $e, f \in R$ such that $x R=e R$ and $R x=R f$; moreover,
(2) there exists a unique element $y \in f$ Re such that $x y=e$ and $y x=f$.

We will denote by $\mathrm{LP}(x)$ the projection e, called the left projection of $x$, and by $\mathrm{RP}(x)$ the projection $f$, called the right projection of $x$. Moreover, the unique element $y$ of part (2) is denoted by $\bar{x}$, and called the relative inverse of $x$.

Proof. Let's prove (1). Since $R$ is regular, there exists an element $w \in R$ such that $\left(x^{*} x\right) w\left(x^{*} x\right)=x^{*} x$. In this case $x^{*} x\left(w x^{*} x-1\right)=0$, so

$$
\left(w x^{*} x-1\right)^{*} x^{*} x\left(w x^{*} x-1\right)=0
$$

Since the involution is proper, we must have $x\left(w x^{*} x-1\right)=0$, or $x=\left(x w x^{*}\right) x$. Applying $*$ we also get $x^{*}=x^{*}\left(x w^{*} x^{*}\right)$. Consider $e:=x w x^{*}$. Note that

$$
e^{2}=x w x^{*} x w x^{*}=x w x^{*}=e \quad \text { and } \quad e e^{*}=x w x^{*} x w^{*} x^{*}=x w x^{*}=e
$$

so $e^{*}=e e^{*}=e$, and $e$ is a projection. It is clear that $x R=e R$, since $x=e x$. By applying the same construction with $x$ replaced by $x^{*}$, we obtain a projection $f$ such that $x^{*} R=f R$. If we take $*$ we obtain $R x=R f$, as desired.

For the uniqueness part, suppose that there is another projection $e^{\prime} \in R$ such that $e R=x R=e^{\prime} R$. In this case we have $e=e e^{\prime}$ and $e^{\prime}=e^{\prime} e$, so $e=e^{*}=\left(e e^{\prime}\right)^{*}=e^{\prime} e=e^{\prime}$. Analogously we get uniqueness for $f$.

For (2), since $x R=e R$ and $R x=R f, e x=x=x f$, and we can write $e=x z, f=w x$ for some $z, w \in R$. Note that $e=e^{2}=x z e=x(f z e)$. Consider the element $y=f z e \in f R e$. By construction, it satisfies $x y=e$. For the other equality, we compute

$$
f-y x=f(f-y x)=w x(f-y x)=w(x f-x y x)=w(x-e x)=0
$$

Hence $y x=f$, as required. For uniqueness, suppose that $y^{\prime} \in f R e$ is another element such that $x y^{\prime}=e$, $y^{\prime} x=f$. Then $y^{\prime}=y^{\prime} e=y^{\prime} x y=f y=y$.

If $e, f$ are projections in a $*$-ring $R$, then we say that $e$ is $*$-equivalent to $f$, written $e \stackrel{*}{\sim} f$, in case there is $x \in e R f$ such that $e=x x^{*}$ and $f=x^{*} x$.

For any subset $S \subseteq R$ of a $*$-regular ring, there exists a smallest $*$-regular subring, denoted by $\mathcal{R}(S, R)$ and termed the $*$-regular closure of $S$ in $R$, of $R$ containing $S$ ([6, Proposition 6.2], see also [72, Proposition 3.1]). In fact, $\mathcal{R}(S, R)=\bigcup_{n \geq 0} \mathcal{R}_{n}(S, R)$, where $\mathcal{R}_{n+1}(S, R)$ is generated by $\mathcal{R}_{n}(S, R)$ and the relative inverses in $R$ of the elements of $\mathcal{R}_{n}(\bar{S}, R)$, and $\mathcal{R}_{0}(S, R)$ is the $*$-subring of $R$ generated by the set $S$. It was observed in 55] that $\mathcal{R}_{n+1}(S, R)$ can be described as the subring of $R$ generated by the elements of $\mathcal{R}_{n}(S, R)$ and the relative inverses of the elements of the form $x^{*} x$ for $x \in \mathcal{R}_{n}(S, R)$.

Some properties of the $*$-regular closure are given in the next lemma.

Lemma 1.2.12. Let $S$ be a unital $*$-subring of $a *$-regular ring $R$, and let $\mathcal{R}=\mathcal{R}(S, R)$ be the $*$-regular closure of $S$ in $R$. Write also $\mathcal{R}_{n}=\mathcal{R}_{n}(S, R)$. The following holds.
i) $\mathcal{R}(\mathcal{R}, R)=\mathcal{R}=\mathcal{R}(S, \mathcal{R})$.
ii) Let $J$ be an ideal of $S$, and let $I$ be the ideal of $\mathcal{R}$ generated by $J$. Then $I=\bigcup_{n \geq 0} J_{n}$, where $J_{n+1}$ is the ideal of $\mathcal{R}_{n+1}$ generated by $J_{n}$, which coincides with the ideal of $\mathcal{R}_{n+1}$ generated by $J_{n}$ and the relative inverses in $R$ of the elements of $J_{n}$, and $J_{0}=J$.

Proof. The proofs are routine, but we include them for the convenience of the reader.
For part $i$ ), note that $S \subseteq \mathcal{R} \subseteq R$. By definition $\mathcal{R}(S, \mathcal{R}) \subseteq \mathcal{R}$, and for the other inclusion note that $\mathcal{R}(S, \mathcal{R})$ is a $*$-regular subring of $R$ containing $S$, so $\mathcal{R} \subseteq \mathcal{R}(S, \mathcal{R})$. The other equality is proved analogously.

For part $i i$ ), observe that $I=\mathcal{R} J \mathcal{R}$ and each $J_{n+1}=\mathcal{R}_{n+1} J_{n} \mathcal{R}_{n+1}$. Since each $\mathcal{R}_{n} \subseteq \mathcal{R}_{n+1}$, we have $J_{n} \subseteq J_{n+1}$.

If $a \in I$, we can write it as a finite combination $a=\sum_{j=1}^{m} r_{j} b_{j} s_{j}$ with $r_{j}, s_{j} \in \mathcal{R}$ and $b_{j} \in J$. There exists then an index $n_{0} \geq 0$ such that $r_{j}, s_{j} \in \mathcal{R}_{n_{0}}$ for all $j=1, \ldots, m$. Hence $a=\sum_{j=1}^{m} r_{j} b_{j} s_{j} \in \mathcal{R}_{n_{0}} J \mathcal{R}_{n_{0}} \subseteq$ $\mathcal{R}_{n_{0}} J_{n_{0}-1} \mathcal{R}_{n_{0}}=J_{n_{0}}$, and we obtain the inclusion $I \subseteq \bigcup_{n \geq 0} J_{n}$.

Conversely, since each $\mathcal{R}_{n} \subseteq \mathcal{R}_{n+1}$,

$$
J_{n}=\mathcal{R}_{n} J_{n-1} \mathcal{R}_{n}=\mathcal{R}_{n} \mathcal{R}_{n-1} \cdots \mathcal{R}_{1} J \mathcal{R}_{1} \cdots \mathcal{R}_{n-1} \mathcal{R}_{n} \subseteq \mathcal{R}_{n} J \mathcal{R}_{n} \subseteq \mathcal{R} J \mathcal{R}=I
$$

The result follows. Note that if $r \in J_{n}$ and $\bar{r}$ is the quasi-inverse of $r$ in $S$, then $\bar{r} \in \mathcal{R}_{n+1}$ and $\bar{r}=\bar{r} r \bar{r}$ belongs to the ideal of $\mathcal{R}_{n+1}$ generated by $J_{n}$, that is, $\bar{r} \in J_{n+1}$.

There is a whole theory in development concerning the study of the *-regular closure, initiated by JaikinZapirain in 53]. A very useful result connecting the *-regular closure and the possible values of any Sylvester matrix rank function defined on it is given in the following proposition, which can be thought of as an analogue of the classical Cramer's rule (see Proposition 1.3.8).
Proposition 1.2.13 (Corollary 6.2 of [53]). Let $S$ be a unital $*$-subring of $a *$-regular ring $R$, and let $\mathcal{R}=$ $\mathcal{R}(S, R)$ be the $*$-regular closure of $S$ in $R$.

Then for any matrices $r_{1}, \ldots, r_{k} \in M_{n \times m}(\mathcal{R})$, there exists a matrix $M \in M_{a \times b}(S)$ and matrices $A_{1}, \ldots, A_{k} \in$ $M_{n \times b}(S)$ such that, for any other square-matrices $T_{1}, \ldots, T_{k} \in M_{n}(S)$ and any Sylvester matrix rank function rk defined on $\mathcal{R}$,

$$
\operatorname{rk}\left(T_{1} r_{1}+\cdots+T_{k} r_{k}\right)=\operatorname{rk}\binom{M}{T_{1} A_{1}+\cdots+T_{k} A_{k}}-\operatorname{rk}(M)
$$

In particular, any Sylvester matrix rank function on $\mathcal{R}$ is completely determined by its values on matrices over $S$.

### 1.2.2 The algebra of (unbounded) affiliated operators of a finite von Neumann algebra

This will be our main example for the rest of the section. Let $\mathcal{H}$ be a Hilbert space. For an (unbounded) operator we will understand a linear map $T: \operatorname{dom}(T) \rightarrow \mathcal{H}$, being $\operatorname{dom}(T) \subseteq \mathcal{H}$ a (not necessarily closed) subspace.

We can still define two operations on the set of (unbounded) operators, namely the usual sum and product (composition) of operators, but with domains given by

$$
\begin{gathered}
T+S: \operatorname{dom}(T+S) \rightarrow \mathcal{H}, \text { with } \operatorname{dom}(T+S)=\operatorname{dom}(T) \cap \operatorname{dom}(S) \\
T S: \operatorname{dom}(T S) \rightarrow \mathcal{H}, \text { with } \operatorname{dom}(T S)=S^{-1}(\operatorname{dom}(T))
\end{gathered}
$$

When $T: \operatorname{dom}(T) \rightarrow \operatorname{ran}(T)$, being $\operatorname{ran}(T):=\operatorname{Im}(T)$, is injective, we can still define an inverse operator for $T$, with domain $\operatorname{ran}(T)$ :

$$
T^{-1}: \operatorname{ran}(T) \rightarrow \operatorname{dom}(T) \subseteq \mathcal{H}
$$

We say that $T: \operatorname{dom}(T) \rightarrow \mathcal{H}$ is closed if the graph of $T$, defined by $\mathcal{G}(T)=\{(x, T x) \mid x \in \operatorname{dom}(T)\}$, is a closed subspace of $\mathcal{H} \oplus \mathcal{H}$. Note that, by the Closed Graph Theorem, if $\operatorname{dom}(T)=\mathcal{H}$ and $T$ is a closed operator, then $T$ is bounded. So we are interested in studying those operators for which $\operatorname{dom}(T)$ is a (possibly) proper subspace of $\mathcal{H}$. We call $T$ a densely defined operator if $\operatorname{dom}(T)$ is a dense subspace of $\mathcal{H}$.

Definition 1.2.14. Let $(\mathcal{M}, \operatorname{tr})$ be a finite von Neumann algebra on $\mathcal{H}$, that is a unital $*$-subalgebra of $\mathcal{B}(\mathcal{H})$ closed under the weak (or even strong) operator topology, together with a faithful, normal tracial state tr.

We define $\mathcal{U}$ to be the set of (unbounded) operators $T$ such that
a) $T$ is a closed operator.
b) $T$ is densely defined.
c) $T$ is affiliated to $\mathcal{M}$, meaning that for every bounded operator $S$ commuting with all the operators of $\mathcal{M}$, we have $S T \subset T S$, i.e. the operator $T S$ extends the operator $S T$ in the sense that $\operatorname{dom}(S T) \subseteq \operatorname{dom}(T S)$ and $\left.T S\right|_{\operatorname{dom}(S T)}=S T$.

By [89, Note 2.11], $\mathcal{U}$ becomes a $*$-regular ring, which is in fact characterized algebraically to be the classical ring of quotients of $\mathcal{M}$ (see [89, Proposition 2.8], also Section 1.3.2). In fact, all the projections $p \in \mathcal{U}$ belong to $\mathcal{M}$ itself so it is possible to define a rank function on $\mathcal{U}$ by means of the trace $\operatorname{tr}$ : for an element $u \in \mathcal{U}$, since $\mathcal{U}$ is $*$-regular, by Theorem 1.2 .11 there are unique projections $p:=\operatorname{LP}(u), q:=\operatorname{RP}(u) \in \mathcal{U}$ such that $u \mathcal{U}=p \mathcal{U}$ and $\mathcal{U} u=\mathcal{U} q$. Hence $p, q \in \mathcal{M}$ and they are equivalent, so they have the same $\operatorname{trace} \operatorname{tr}(p)=\operatorname{tr}(q)$. We thus define the rank of $u$ to be the value of this trace over the projections $p, q$ :

$$
\mathrm{rk}_{\mathcal{U}}(u):=\operatorname{tr}(p)=\operatorname{tr}(q)
$$

Lemma 1.2.15. rk $\mathcal{U}_{\mathcal{U}}$ defines a rank function on $\mathcal{U}$.
Proof. Clearly $\operatorname{rk}(0)=0$ and $\operatorname{rk}(1)=1$.
First, note that the rank function satisfies $\operatorname{rk}\left(u^{*}\right)=\operatorname{rk}(u)$ for every $u \in \mathcal{U}$. To see this, note that if $p$ is the unique projection in $\mathcal{M}$ satisfying $u \mathcal{U}=p \mathcal{U}$, then by applying $*$ we get $\mathcal{U} u^{*}=\mathcal{U} p$, so by uniqueness of the projection $\operatorname{rk}\left(u^{*}\right)=\operatorname{tr}(p)=\operatorname{rk}(u)$.

Now for $u, v \in \mathcal{U}$ write $u v \mathcal{U}=p^{\prime} \mathcal{U}$ and $u \mathcal{U}=p \mathcal{U}$ for some projections $p, p^{\prime} \in \mathcal{M}$. Then $p^{\prime} \mathcal{U}=u v \mathcal{U} \subseteq u \mathcal{U}=$ $p \mathcal{U}$, so $p p^{\prime}=p^{\prime}$. By taking $*$ we obtain $p^{\prime} p=p^{\prime}$. Hence $p^{\prime} \leq p$, and $\operatorname{tr}\left(p^{\prime}\right) \leq \operatorname{tr}(p)$. We compute

$$
\operatorname{rk}(u v)=\operatorname{tr}\left(p^{\prime}\right) \leq \operatorname{tr}(p)=\operatorname{rk}(u)
$$

By applying the same reasoning with the element $v^{*} u^{*}$, we obtain

$$
\operatorname{rk}(u v)=\operatorname{rk}\left(v^{*} u^{*}\right) \leq \operatorname{rk}\left(v^{*}\right)=\operatorname{rk}(v) .
$$

Now take $e, f \in \mathcal{U}$ orthogonal idempotents, and let $p, q, \bar{p}$ be projections in $\mathcal{U}$ such that $(e+f) \mathcal{U}=\bar{p} \mathcal{U}$, $e \mathcal{U}=p \mathcal{U}$ and $f \mathcal{U}=q \mathcal{U}$. Then $\bar{p} \mathcal{U}=(e+f) \mathcal{U}=e \mathcal{U} \oplus f \mathcal{U}=p \mathcal{U} \oplus q \mathcal{U}$. Define $p \vee q$ to be the least projection which is greater than $p$ and $q$; dually, define $p \wedge q$ to be the greatest projection which is smaller than $p$ and $q$. On one hand, $p \mathcal{U}, q \mathcal{U} \subseteq(p \vee q) \mathcal{U}$, so $\bar{p} \mathcal{U}=p \mathcal{U} \oplus q \mathcal{U} \subseteq(p \vee q) \mathcal{U}$ and we get $\bar{p} \leq p \vee q$. On the other hand, since $p \mathcal{U}, q \mathcal{U} \subseteq \bar{p} \mathcal{U}$, we have that $p, q \leq \bar{p}$, so by definition $p \vee q \leq \bar{p}$ and we obtain equality. Also $(p \wedge q) \mathcal{U}=p \mathcal{U} \cap q \mathcal{U}=\{0\}$, so necessarily $p \wedge q=0$. Finally,

$$
\operatorname{rk}(e+f)=\operatorname{tr}(\bar{p})=\operatorname{tr}(p \vee q)=\operatorname{tr}(p \vee q)+\operatorname{tr}(p \wedge q)=\operatorname{tr}(p)+\operatorname{tr}(q)=\operatorname{rk}(e)+\operatorname{rk}(f)
$$

as required, were we have used the well-known fact that for finite von Neumann algebras, $\operatorname{tr}(p \vee q)+\operatorname{tr}(p \wedge q)=$ $\operatorname{tr}(p)+\operatorname{tr}(q)$ for any projections $p, q \in \mathcal{M}$.

To conclude, if $u \in \mathcal{U}$ is such that $\operatorname{rk}(u)=0$, then by taking $p$ the unique projection in $\mathcal{U}$ such that $u \mathcal{U}=p \mathcal{U}$ we get $0=\operatorname{rk}(u)=\operatorname{tr}(p)=\operatorname{tr}\left(p^{*} p\right)$. Since tr is a faithful trace, $p=0$, and so $u=0$.

Theorem 1.2.16. $\mathcal{U}$ becomes $a *$-regular, right and left self-injective ring. Also, $\mathcal{U}$ is complete in the $\mathrm{rk}_{\mathcal{U}}$ metric.

If moreover $\mathcal{M}$ is a $I I_{1}$ factor, then $\mathcal{U}$ becomes a continuous factor, i.e. a self-injective, simple regular ring of type $I I_{f}$, and the set of values achieved by its rank function fills the unit interval $[0,1]$.

Proof. We have already observed that the projections of $\mathcal{U}$ coincide with the projections of $\mathcal{M}$. By [58, Theorem 6.5], the lattice of projections $\operatorname{Proj}(\mathcal{M})$ of $\mathcal{M}$ form a (not necessarily irreducible) continuous geometry; in particular it is continuous. Since the algebra of (unbounded) affiliated operators of $M_{2}(\mathcal{M})$ can be canonically

[^7]identified with $M_{2}(\mathcal{U})$, the lattice of projections $\operatorname{Proj}\left(M_{2}(\mathcal{U})\right)=\operatorname{Proj}\left(M_{2}(\mathcal{M})\right)$ is continuous (apply the same Theorem above, [58, Theorem 6.5]), hence by a theorem of Utumi ([97, Corollary 7.5]) the ring $\mathcal{U}$ is right and left self-injective. Therefore $\mathcal{U}$ becomes a $*$-regular, right and left self-injective ring.

Let now $\left\{e_{n}\right\}_{n \geq 1} \subseteq \mathcal{U}$ be central orthogonal idempotents, and note that they are in particular central orthogonal projections $\square^{7}$ Define the projections $f_{n}:=e_{1}+\cdots+e_{n}, e:=\bigvee_{n \geq 1} e_{n}$. The weak continuity of the trace gives

$$
\operatorname{rk}_{\mathcal{U}}\left(f_{n}\right)=\operatorname{tr}\left(f_{n}\right) \xrightarrow{n} \operatorname{tr}(e)=\operatorname{rk}_{\mathcal{U}}(e),
$$

so by [39, Theorem 21.7 and Proposition 21.8], $\mathcal{U}$ is complete in the $\mathrm{rk}_{\mathcal{U}}$-metric.
For the last part of the theorem, we have commented that $\mathcal{U}$ can be also constructed as the classical ring of quotients of $\mathcal{M}$, and in fact it is true that its center $Z(\mathcal{M})$ is the classical ring of quotients of the center of $\mathcal{M}$. If $\mathcal{M}$ is a $I I_{1}$ factor, then $Z(\mathcal{M})=\mathbb{C}$, and so $Z(\mathcal{U})=\mathbb{C}$. By [39, Proposition 19.13 and Theorem 19.14], this implies that $\mathcal{U}$ is a simple ring, and in fact due to the characterization of regular, right self-injective rings (Theorem 1.2.5 and the fact that $\mathcal{U}$ possesses a rank function, it can be decomposed as

$$
\mathcal{U}=\mathcal{U}_{1 f} \times \mathcal{U}_{2 f}
$$

where $\mathcal{U}_{1 f}$ is of type $I_{f}$ and $\mathcal{U}_{2 f}$ is of type $I I_{f}$. Since $\mathcal{M}$ is assumed to be a $I I_{1}$ factor, it necessarily implies that $\mathcal{U}=\mathcal{U}_{2 f}$, so it is of type $I I_{f}$. In particular, the set of values achieved by its rank function fills the unit interval $[0,1]$.

### 1.3 Noncommutative localization of rings

In this last section we would like to discuss some techniques for inverting elements in a not necessarily commutative ring $R$.

Classically, for a commutative ring $R$ with unit 1 which is an integral domain we can construct its classical ring of quotients $\mathcal{Q}(R)$, defined to be the set of equivalence classes $a b^{-1}$ of elements $a, b \in R$, with $b \neq 0$, and two classes $a_{1} b_{1}^{-1}, a_{2} b_{2}^{-1}$ being considered the same if and only if $a_{1} b_{2}=a_{2} b_{1}$. As a prototypical example, $\mathcal{Q}(\mathbb{Z})=\mathbb{Q}$. The fact that $R$ is commutative enables us to define natural operations of sum and product inside $\mathcal{Q}(R)$, which turn it a commutative ring containing $R$ via the embedding $R \hookrightarrow \mathcal{Q}(R)$ given by $a \mapsto a 1^{-1}$. Roughly speaking, we are just inverting all the elements of $R$ that are not zero-divisors.

More generally, if one would like to invert a specific set of elements $S \subseteq R$, one must impose some conditions on the set $S$ in order to the inverses be well-defined. That is, one requires that the set $S$ be multiplicative: $1 \in S, 0 \notin S$, and closed under taking products. These conditions are natural since one want to construct a new ring where the elements of $S$ will become units, and units must be closed under multiplication. One can then construct the localization of $R$ with respect to $S$, denoted by $R S^{-1}$, as defined to be the set of equivalence classes $a s^{-1}$ of elements $a \in R, s \in S$, and such that two classes $a_{1} s_{1}^{-1}, a_{2} s_{2}^{-1}$ are considered the same class if and only if there exists an element $t \in S$ satisfying $t\left(a_{1} s_{2}-a_{2} s_{1}\right)=0$ (the presence of $t$ is necessary if one wants to ensure transitivity of such equivalence). Again, the commutativity of $R$ gives rise to well-defined operations of sum and product on $R S^{-1}$, turning it into a commutative ring with a natural morphism $\iota: R \rightarrow R S^{-1}$ given by $a \mapsto a 1^{-1}$, but this time not necessarily injective (its kernel consist of the elements $a \in R$ such that $a s=0$ for some element $s \in S$, so one deduce that it is injective if and only if $S$ does not contain zero-divisors). In particular, any element of $R S^{-1}$ can be written in the form $a s^{-1}$ with $a \in R, s \in S$.

The pair $\left(R S^{-1}, \iota\right)$ is universal with respect to the property of inverting elements from $S$, that is, if one has another morphism $\varphi: R \rightarrow T$ from $R$ to another ring $T$ such that all the elements of $S$ become invertible in $T$ under $\varphi$, one can then uniquely extend the morphism to another one defined over $R S^{-1}, \bar{\varphi}: R S^{-1} \rightarrow T$, satisfying the usual commutation property $\bar{\varphi} \circ \iota=\varphi$.

When $R$ is a domain, the previous construction $\mathcal{Q}(R)$ is a particular case of this one, taking the set $S$ to be the set of all elements of $R$ that are not zero-divisors (which in such a case is clearly a multiplicative set).

That was a short overview about the topic of localizing elements in the commutative case. It is then natural to try to extend these notions in the noncommutative setting, but things turn out to be much harder to define because of the lack of commutativity. All the theory that we will discuss can be found extensively in [18, 19, 20, 64]. One can also take a look at [68] for noncommutative localization in the special case of group rings.
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### 1.3.1 Universal localization

Let $R$ be a (not necessarily commutative) ring with unit 1 . Given a multiplicative set $S \subseteq K^{8}$ we aim to construct a new ring containing the inverses of elements of $S$. This can be achieved by using a construction with generators and relations, which yields a universal property for such a ring.
Theorem 1.3.1 (Proposition 9.2 of [64]). Following the foregoing notation, there exists a ring $S^{-1} R$ and a S-inverting morphism $\iota: R \rightarrow S^{-1} R$ (all the elements of $\iota(S)$ are invertible inside $S^{-1} R$ ) with the usual universal property: given any morphism $\varphi: R \rightarrow T$ to another ring $T$ such that $\varphi(S)$ consists of invertible elements in $T$, there exists a unique morphism $\varphi_{S}: S^{-1} R \rightarrow T$ such that $\varphi_{S} \circ \iota=\varphi$.

As usual, the pair $\left(S^{-1} R, \iota\right)$ is unique up to unique isomorphism. This is called the universal localization of $R$ with respect to $S$. The construction is not so hard: one just add extra elements and relations to $R$ in order to achieve invertibility of elements of $S$.

One can easily deduce from this construction that it is very difficult to handle elements of $S^{-1} R$ in practice. For instance, due to the noncommutativity of $R$, the elements of $S^{-1} R$ cannot be written in the simplified form $\iota(a) \iota(s)^{-1}$ anymore; instead, they are sums of products of such elements, like

$$
\iota\left(a_{1}\right) \iota\left(s_{1}\right)^{-1} \iota\left(a_{2}\right) \iota\left(s_{2}\right)^{-1}+\iota\left(s_{3}\right)^{-1} \iota\left(a_{3}\right) \iota\left(s_{4}\right)^{-1}-\iota\left(s_{5}\right)^{-1}
$$

and even the kernel of $\iota$ does not have an easy description anymore. Nevertheless, the universal localization behaves nicely under taking quotients. Formally, we have the following
Proposition 1.3.2. Let $I$ be a two-sided ideal of $R$, and let $S^{-1} I$ denote the two-sided ideal of $S^{-1} R$ generated by the elements of $\iota(I)$. We have a natural isomorphism $S^{-1} R / S^{-1} I \cong \bar{S}^{-1}(R / I)$, where $\bar{S}$ denotes the image of the set $S$ under the quotient map $\pi: R \rightarrow R / I$.

Proof. Since $\iota(I) \subseteq S^{-1} I$, the map $\iota$ induces a well-defined morphism $\iota_{I}: R / I \rightarrow S^{-1} R / S^{-1} I$ given by the commutative diagram


It suffices to check that the pair $\left(S^{-1} R / S^{-1} I, \iota_{I}\right)$ is universal with respect to the set $\bar{S}$. So let $\bar{\varphi}: R / I \rightarrow T$ be a morphism such that the elements of $\bar{\varphi}(\bar{S})$ become invertible in the ring $T$. Consider the composition $\varphi=\bar{\varphi} \circ \pi: R \rightarrow T$, which satisfies that the elements of $\varphi(S)=\bar{\varphi}(\bar{S})$ become invertible in $T$. By the universal property of the pair $\left(S^{-1} R, \iota\right)$, there exists a unique morphism $\varphi_{S}: S^{-1} R \rightarrow T$ such that $\varphi=\varphi_{S} \circ \iota$. Note that the elements of $S^{-1} I$ are in the kernel of $\varphi_{S}$, since $\varphi_{S}(\iota(a))=\varphi(a)=\bar{\varphi}(\pi(a))=0$. Therefore $\varphi_{S}$ factors through the quotient morphism $\pi_{S}$, and gives a morphism $\bar{\varphi}_{S}: S^{-1} R / S^{-1} I \rightarrow T$ satisfying $\varphi_{S}=\bar{\varphi}_{S} \circ \pi_{S}$. Putting everything together, we get

$$
\bar{\varphi} \circ \pi=\bar{\varphi}_{S} \circ \pi_{S} \circ \iota=\bar{\varphi}_{S} \circ \iota_{I} \circ \pi
$$

so that $\bar{\varphi}=\bar{\varphi}_{S} \circ \iota_{I}$. It is easily checked that $\bar{\varphi}_{S}$ is unique using the fact that $\varphi_{S}$ is unique.
Hence the pair ( $S^{-1} R / S^{-1} I, \iota_{I}$ ) is universal, so isomorphic to $\left(\bar{S}^{-1}(R / I), \bar{\iota}\right)$ where $\bar{\iota}: R / I \rightarrow \bar{S}^{-1}(R / I)$ is the natural morphism given by Theorem 1.3 .1 for the $\operatorname{ring} R / I$ and the multiplicative set $\bar{S}$.

### 1.3.2 Classical rings of quotients: Ore localization

Although it is obviously important to have a universal way to formally invert elements of $R$, we have seen that this construction is not so useful when trying to handle concrete elements from $S^{-1} R$. In fact, it can happen that the previous construction leads to the zero ring, even though one starts with a nonzero ring: take for instance $R$ to be $M_{2}(K)$ for a fixed arbitrary field $K$, and $S=\left\{1, e_{11}\right\}$, where $e_{11}$ is the $2 \times 2$ matrix

$$
e_{11}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

[^9]Then in this case $S^{-1} R$ gives back the zero ring. Further, and unlike the commutative case, in general $S^{-1} R$ may not be a domain even if $R$ is.

In this section we shall see that, by imposing some conditions on the set $S$, one ends up with a nice localization ring, called the (right/left) ring of quotients, or sometimes the (right/left) Ore localization ring when $S$ consists of all the element that are not (right/left) zero-divisors. We would like to maintain the features that one has in classical commutative localization.

Definition 1.3.3. Let $R$ be a ring, $S$ a multiplicative subset of $R$. A ring $\bar{R}$ is called a (right) ring of quotients if there exists a $S$-inverting morphism $\varphi: R \rightarrow \bar{R}$ satisfying:
a) any element of $\bar{R}$ can be written of the form $\varphi(a) \varphi(s)^{-1}$ for $a \in R, s \in S$;
b) the kernel of $\varphi$ consists of all the elements $a \in R$ such that as $=0$ for some $s \in S$.

One can also define the notion of left ring of quotients analogously.
Theorem 1.3.4 (Theorem 10.6 of [64]). A (right) ring of quotients for $R$ with respect to $S$ can be constructed if and only if
(1) $S$ is a right Ore set, meaning that for any elements $a \in R$ and $s \in S$, $a S \cap s R \neq \emptyset$.
(2) $S$ is right reversible, meaning that for any $a \in R$, if sa=0 for some $s \in S$, then also as ${ }^{\prime}=0$ for some $s^{\prime} \in S$.

Moreover, if we denote by $\mathcal{Q}_{S}^{r}(R)$ the ring obtained by this construction, there exists a $S$-inverting morphism $\epsilon: R \rightarrow \mathcal{Q}_{S}^{r}(R)$ such that the pair $\left(\mathcal{Q}_{S}^{r}(R), \epsilon\right)$ is universal in the sense of Theorem 1.3.1.

An analogous result holds by replacing right by left. As a direct consequence of Theorem 1.3.4 we have that if $S$ is a right Ore set and right reversible (in this case one says that $S$ is a right denominator set), then there exists a unique isomorphism $\mathcal{Q}_{S}^{r}(R) \cong S^{-1} R$.

Proof of Theorem 1.3.4. We will not prove it in full generality, we only aim to give the definition of the operations sum and product of elements of $\mathcal{Q}_{S}^{r}(R)$.

First of all, one defines $\mathcal{Q}_{S}^{r}(R)$ to be the set of equivalence classes $a s^{-1}$ of elements $a \in R, s \in \Sigma$, where two classes $a_{1} s_{1}^{-1}, a_{2} s_{2}^{-1}$ are considered the same if and only if there exist elements $b_{1}, b_{2} \in R$ such that $s_{1} b_{1}=s_{2} b_{2} \in S$ and $a_{1} b_{1}=a_{2} b_{2} \in R$.

To define the sum, we use the fact that $S$ is a right Ore set: for two classes $a_{1} s_{1}^{-1}, a_{2} s_{2}^{-1}$, take elements $b_{1} \in R, b_{2} \in S$ such that $s=s_{1} b_{1}=s_{2} b_{2} \in S$, so that

$$
a_{1} s_{1}^{-1}+a_{2} s_{2}^{-1}=\left(a_{1} b_{1}\right)\left(s_{1} b_{1}\right)^{-1}+\left(a_{2} s_{2}\right)\left(s_{2} b_{2}\right)^{-1}=\left(a_{1} b_{1}+a_{2} b_{2}\right) s^{-1}
$$

For multiplication, the same property for $S$ is needed: given $a_{1} s_{1}^{-1}, a_{2} s_{2}^{-1}$, take elements $a_{3} \in R, s_{3} \in S$ such that $s_{1} a_{3}=a_{2} s_{3}$, so that

$$
a_{1} s_{1}^{-1} \cdot a_{2} s_{2}^{-1}=\left(a_{1} a_{3}\right)\left(s_{2} s_{3}\right)^{-1} .
$$

$\epsilon$ is then given by the natural morphism $R \rightarrow \mathcal{Q}_{S}^{r}(R), a \mapsto a 1^{-1}$.
In the special case that $S$ consists of all the elements that are neither left nor right zero-divisors, $S$ is already right and left reversible, so we only need to demand property (1) of Theorem 1.3 .4 in order to ensure existence of a (right) ring of quotients. In this case, we denote it by $\mathcal{Q}_{c l}^{r}(R)$, also called the (right) Ore localization ring, or (right) classical ring of quotients of $R$.

Moreover, if $R$ is a domain and $S=R \backslash\{0\}$ is a (right) Ore set, then the construction $\mathcal{Q}_{S}^{r}(R)$ leads us to a division ring, and the natural morphism $\epsilon: R \rightarrow \mathcal{Q}_{S}^{r}(R)$ is an embedding of rings. Therefore we have been able to embed $R$ into a division ring.

### 1.3.3 $\Sigma$-rational closure and division closure

In the previous section we have studied a way of embedding $R$ into a division ring when $R$ is a domain and $S=R \backslash\{0\}$ is a (right) Ore set. In the general setting when $R$ need not be a domain nor $R \backslash\{0\}$ a (right) Ore set, the $S$-inverting morphisms are not enough to guarantee the existence, or even good approximations, of
such an embedding into a division ring. We shall remedy this by adjoining to $R$ not only the inverses of a set of elements, but of a set of square matrices over $R$ (see [18]).

Let $R$ be a ring, and take $\Sigma \subseteq M(R)=\bigcup_{n=1}^{\infty} M_{n}(R)$ a set of square matrices over $R$. A morphism $\varphi: R \rightarrow T$ to another ring $T$ is said to be $\Sigma$-invertible if every matrix of $\varphi(\Sigma)$ becomes invertible in $T$. The analogous concept for multiplicative sets in the case of matrices is the following.

Definition 1.3.5. $\Sigma$ is called multiplicative if the following conditions are satisfied:
a) $1 \in \Sigma$, and whenever $A, B$ belongs to $\Sigma$, then $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ belongs to $\Sigma$ too, for any matrix $C$ of appropriate size.
b) If $A$ belongs to $\Sigma$ and one applies permutations of rows and columns, then the resulting matrix still belongs to $\Sigma$.

It is also possible to construct a universal localization of $R$ but for matrices instead of elements $S \subseteq R$.
Theorem 1.3.6. Following the foregoing notation, there exists a ring $\Sigma^{-1} R$ and a $\Sigma$-inverting morphism $\iota: R \rightarrow \Sigma^{-1} R$ with the usual universal property: given any $\Sigma$-inverting morphism $\varphi: R \rightarrow T$ to another ring $T$, there exists a unique morphism $\varphi_{\Sigma}: \Sigma^{-1} R \rightarrow T$ such that $\varphi=\varphi_{\Sigma} \circ \iota$.

This can be found in [18, Chapter 7], and is a generalization of Theorem 1.3.1. The pair $\left(\Sigma^{-1} R, \iota\right)$ is unique up to isomorphism, and it is called the universal $\Sigma$-inverting ring, or just the universal localization of $R$ with respect to $\Sigma$. We also have an analogue of Proposition 1.3.2, as follows.

Proposition 1.3.7. Let $I$ be a two-sided ideal of $R$, and let $\Sigma^{-1} I$ denote the two-sided ideal of $\Sigma^{-1} R$ generated by the elements of $\iota(I)$. We have a natural isomorphism $\Sigma^{-1} R / \Sigma^{-1} I \cong \bar{\Sigma}^{-1}(R / I)$, where $\bar{\Sigma}$ denotes the image of $\Sigma$ under the quotient map $\pi: R \rightarrow R / I$.

Let $\varphi: R \rightarrow T$ be a $\Sigma$-invertible morphism. We define the $\Sigma$-rational closure of $R$ in $T$, denoted by $\mathcal{R} a t_{\Sigma}(R, T)$ to be the set of all entries of inverses of matrices from $\varphi(\Sigma)$. If $\Sigma$ is multiplicative, by [18, Theorem 7.1.2] $\mathcal{R} a t_{\Sigma}(R, T)$ is a subring of $T$ containing $\varphi(R)$.

When $\Sigma$ is the set of all square matrices over $R$ that become invertible in $T$ under a morphism $\varphi$, we denote the $\Sigma$-rational closure of $R$ in $T$ by $\mathcal{R} a t(R, T)$, and simply call it the rational closure of $R$ in $T$. It is always a subring of $T$ containing $\varphi(R)$ by [18, Proposition 7.1.1 and Theorem 7.1.2].

A useful result when studying rational closures is Cramer's rule.
Proposition 1.3.8 (Proposition 7.1.3 of [18]). Let $A$ be an $n \times n$ matrix over $\mathcal{R} a t_{\Sigma}(R, T)$. There exists an integer $m \geq 1$ and invertible matrices $P, Q \in \mathrm{GL}_{n+m}\left(\mathcal{R} a t_{\Sigma}(R, T)\right)$ such that

$$
B:=P\left(A \oplus I d_{m}\right) Q \quad \text { is a }(n+m) \times(n+m) \text { matrix with coefficients in } \varphi(R) .
$$

Another way of studying invertibility of elements is via the division closure of $R$. Let $\varphi: R \rightarrow T$ be a morphism of rings. We define the division closure of $R$ in $T$, denoted by $\mathcal{D}(R, T)$, to be the smallest subring of $T$ containing $\varphi(R)$ and closed under taking inverses of elements, when they exist in $T$ (that is, if $a \in \mathcal{D}(R, T)$ is invertible in $T$ with inverse $a^{-1}$, then $a^{-1} \in \mathcal{D}(R, T)$ ).

Lemma 1.3.9. If $\varphi: R \rightarrow T$ is a morphism of rings, then:
i) $\mathcal{D}(\mathcal{D}(R, T), T)=\mathcal{D}(R, T)=\mathcal{D}(R, \mathcal{D}(R, T))$.
ii) $\mathcal{R} a t(\mathcal{R} a t(R, T), T)=\mathcal{R} a t(R, T)=\mathcal{R} a t(R, \mathcal{R} a t(R, T))$.
iii) $\mathcal{D}(R, T) \subseteq \mathcal{R} a t(R, T)$.

Moreover, if $T$ is *-regular, then the *-regular closure of $R$ in $T$, denoted by $\mathcal{R}(R, T)$, contains the rational closure $\mathcal{R}$ at $(R, T){ }^{9}$.

[^10]Proof. The proof of $i$ ) is immediate, and $i i$ ) can be found in [68, Proposition 3.3]. For iii), take $x \in \mathcal{R} a t(R, T)$ which is invertible inside $T$. By Cramer's rule (Proposition 1.3.8), there exists an integer $n \geq 1$ and invertible matrices $P, Q \in \mathrm{GL}_{n+1}(\mathcal{R} a t(R, T))$ such that the matrix $P\left(x \oplus \mathrm{Id}_{n}\right) Q$ has entries in $\varphi(R)$. Therefore the matrix $Q^{-1}\left(x^{-1} \oplus \operatorname{Id}_{n}\right) P^{-1}$ belongs, by definition, to $M_{n+1}(\mathcal{R} a t(R, T))$, so

$$
x^{-1} \oplus \operatorname{Id}_{n}=Q\left(Q^{-1}\left(x^{-1} \oplus \operatorname{Id}_{n}\right) P^{-1}\right) P \in M_{n+1}(\mathcal{R} a t(R, T))
$$

Hence $x^{-1} \in \mathcal{R} a t(R, T)$. This proves that the rational closure is closed under taking inverses of elements, when they exist in $T$. Since it already contains $\varphi(R)$, we deduce that $\mathcal{D}(R, T) \subseteq \mathcal{R} a t(R, T)$ by definition of the division closure.

To prove the final part, let $x \in \mathcal{R} a t(R, T)$. By definition, $x$ is an entry of some invertible $n \times n$ matrix $A^{-1}$, where $A$ has entries in $\varphi(R)$. Since $\varphi(R) \subseteq \mathcal{R}(R, T)$ and $M_{n}(\mathcal{R}(R, T))$ is regular, there exists a matrix $B \in M_{n}(\mathcal{R}(R, T))$ such that $A B A=A$. But inside $M_{n}(T), A$ is invertible with inverse $A^{-1}$. Therefore $A^{-1}=B \in M_{n}(\mathcal{R}(R, T))$. Since $x$ was an entry of $A^{-1}$, it follows that $x \in \mathcal{R}(R, T)$.

## Chapter 2

## Sylvester rank functions on $\mathbb{Z}$-crossed product $*$-algebras and an embedding problem

This chapter, together with the next one, can be thought of as the core of this thesis. In this chapter we concentrate on the study of certain crossed product $*$-algebras by means of a homeomorphism $T: X \rightarrow X$ on a totally disconnected, compact, metrizable space $X$. We consider the crossed product $\mathcal{A}:=C_{K}(X) \rtimes_{T} \mathbb{Z}$ induced by this homeomorphism and the possible Sylvester matrix rank functions that one can construct on $\mathcal{A}$ by means of ergodic $T$-invariant probability measures $\mu$ on $X$.

We present a general construction of approximating $\mathcal{A}$ by a sequence of $*$-subalgebras $\mathcal{A}_{n}$ which are embeddable into (possibly infinite) matrix product algebras, motivated by a construction given by Putnam [87, 88]. This will enable us to embed the whole $*$-algebra $\mathcal{A}$ into $\mathcal{M}_{K}$, the well-known von Neumann continuous factor over $K$ (Theorems 2.3 .7 and 2.3 .9 also see Example 1.2 .8 or Chapter 4 Section 4.2 for a detailed description of $\mathcal{M}_{K}$ ) and, since $\mathcal{M}_{K}$ admits a unique Sylvester matrix rank function $\mathrm{rk}_{\mathcal{M}_{K}}$, it can be restricted to a rank function $\mathrm{rk}_{\mathcal{A}}$ over $\mathcal{A}$. This process gives a way to obtain a unique Sylvester matrix rank function on $\mathcal{A}$ satisfying a certain property (Proposition 2.3.8).

To conclude, we initiate the study of the $*$-regular closure of $\mathcal{A}$ inside $\mathcal{M}_{K}$ in order to obtain information about the possible numbers that the rank function $\mathrm{rk}_{\mathcal{A}}$ can achieve. In Proposition 2.4.2 we compute the rank completion of this $*$-regular closure, which gives $\mathcal{M}_{K}$ again.

### 2.1 Motivation coming from the theory of $C^{*}$-algebras

Here we collect some preliminary information on the relation between traces, measures and states. All this is well-known, see for instance [85]. In this, and in the next chapters, when writing 'measure' we will mean 'Borel regular measure'.

Let $G$ be a countable discrete group acting on a compact metrizable space $X$. In this section, we will denote by $C(X)$ the $C^{*}$-algebra of complex-valued continuous functions on $X$. By a standard result (see e.g. 85, Theorem 2.8]), the extreme points in the compact convex set of $G$-invariant probability measures on $X$ are precisely the ergodic invariant measures on $X$. By [85, Example 11.31], every $G$-invariant probability measure $\mu$ on $X$ can be extended to a tracial stat $\varsigma^{1} \tau$ on the reduced crossed product $C(X) \rtimes_{r} G$ (using the conditional expectation $E$ onto $C(X)$, see [85, Definition 9.18]). By [85, Theorem 15.22], if the $G$-action is free, then all the tracial states on $C(X) \rtimes_{r} G$ are obtained this way.

We thus obtain the following well-known fact. Its proof is an easy adaptation of the proof of 85, Theorem 15.21].

[^11]Theorem 2.1.1. Let $\mu$ be a G-invariant probability measure on $X$. Assume that $\mu$ is ergodic and almost everywhere free (i.e. for each $g \in G \backslash\{e\}$ the set of fixed points of $g$ has $\mu$-measure 0 ). If $\tau$ is a tracial state on $C(X) \rtimes_{r} G$ such that $\tau(f)=\int_{X} f d \mu$ for all $f \in C(X)$, then necessarily $\tau$ is induced by $\mu$, that is

$$
\tau(a)=\tau(E(a))=\int_{X} E(a) d \mu
$$

for all $a \in C(X) \rtimes_{r} G$, where $E: C(X) \rtimes_{r} G \rightarrow C(X)$ is the canonical conditional expectation onto $C(X)$.
Proof. Let $a \in C(X) \rtimes_{r} G$ and $\varepsilon>0$ be given. Since the reduced $C^{*}$-algebra $C(X) \rtimes_{r} G$ is the completion of the set of finite formal sums

$$
\sum_{g \in G \text { finite }} b_{g} u_{g}, \quad b_{g} \in C(X)
$$

with respect to the reduced norm $\|\cdot\|_{r}$, we can find an element $b=\sum_{g \in F} b_{g} u_{g}$ such that $\|a-b\|_{r}<\varepsilon / 3$, where $F$ is a finite subset of $G$ containing the unit element $e \in G$, and $b_{g} \in C(X)$. Recall that the product of two element $b_{g} u_{g}$ and $b_{h} u_{h}$ is defined via the action of $G$ on $C(X)$, that is

$$
\left(b_{g} u_{g}\right)\left(b_{h} u_{h}\right)=b_{g} \alpha_{g}\left(b_{h}\right) u_{g h}
$$

where $\alpha_{g}: C(X) \rightarrow C(X)$ is given by $\alpha_{g}(f)(x)=f\left(g^{-1} x\right)$.
Now, since $F$ is a finite set and $\mu$ is almost everywhere free, we can find an open subset $U \subseteq X$ such that $\mu(U)=1$, and such that $g x \neq x$ for all $g \in F \backslash\{e\}$ and $x \in U$. By regularity of the measure, there exists a compact subset $K$ of $X$ such that $K \subseteq U$ and $\mu(U \backslash K)<\eta^{2}$, where $\eta$ is such that

$$
0<\eta<\frac{\varepsilon}{3\left(\sum_{g \in F \backslash\{e\}} \tau\left(b_{g}^{*} b_{g}\right)^{1 / 2}\right)} .
$$

Using the same argument as in 85, Lemma 15.18] and the compactness of $K$, we can find $s_{1}, \ldots, s_{n} \in C(X)$ such that $\left|s_{k}(x)\right|=1$ for all $k=1, \ldots, n$ and all $x \in X$, and such that

$$
\frac{1}{n} \sum_{k=1}^{n} s_{k}(x) \alpha_{g}\left(s_{k}^{*}\right)(x)=0 \quad \text { for all } x \in K \text { and all } g \in F \backslash\{e\}
$$

We now consider the map $P: C(X) \rtimes_{r} G \rightarrow C(X) \rtimes_{r} G$ defined by $P(x)=\frac{1}{n} \sum_{k=1}^{n} s_{k} x s_{k}^{*}$. Observe that, for $x \in C(X) \rtimes_{r} G, \tau(P(x))=\frac{1}{n} \sum_{k=1}^{n} \tau\left(s_{k} x s_{k}^{*}\right)=\frac{1}{n} \sum_{k=1}^{n} \tau(x)=\tau(x)$ since $\tau$ is a tracial state and $s_{k}^{*} s_{k}=1$ for all $k$, so

$$
\begin{aligned}
|\tau(a)-\tau(E(a))| & \leq|\tau(a-b)|+|\tau(b)-\tau(E(b))|+|\tau(E(b)-E(a))| \\
& \leq\|a-b\|_{r}+|\tau(P(b))-\tau(E(b))|+\|a-b\|_{r} \\
& <\frac{2 \varepsilon}{3}+|\tau(P(b)-E(b))| .
\end{aligned}
$$

Therefore in order to prove the theorem it only suffices to check that $|\tau(P(b)-E(b))|<\frac{\varepsilon}{3}$, because in that case $|\tau(a)-\tau(E(a))|<\varepsilon$ and so $\tau(a)=\tau(E(a))=\int_{X} E(a) d \mu$, since $E(a) \in C(X)$.

We compute $E(b)=b_{e} u_{e}=\frac{1}{n} \sum_{k=1}^{n} s_{k} b_{e} u_{e} s_{k}^{*}$, and

$$
\begin{aligned}
P(b)-E(b) & =\frac{1}{n} \sum_{k=1}^{n} s_{k}\left(\sum_{g \in F} b_{g} u_{g}\right) s_{k}^{*}-\frac{1}{n} \sum_{k=1}^{n} s_{k} b_{e} u_{e} s_{k}^{*} \\
& =\frac{1}{n} \sum_{k=1}^{n} s_{k}\left(\sum_{g \in F \backslash\{e\}} b_{g} u_{g}\right) s_{k}^{*}=\sum_{g \in F \backslash\{e\}}\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right) b_{g} u_{g}
\end{aligned}
$$

and thus, using the Cauchy-Schwartz inequality for $\tau 2$, we obtain

$$
\begin{aligned}
|\tau(P(b)-E(b))| & \leq \sum_{g \in F \backslash\{e\}}\left|\tau\left(\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right) b_{g} u_{g}\right)\right| \\
& \leq \sum_{g \in F \backslash\{e\}} \tau\left(\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right)\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right)^{*}\right)^{\frac{1}{2}} \tau\left(b_{g}^{*} b_{g}\right)^{\frac{1}{2}}
\end{aligned}
$$

[^12]But now for each $g \in F \backslash\{e\}$, we have

$$
\begin{aligned}
& \tau\left(\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right)\left(\frac{1}{n} \sum_{k=1}^{n} s_{k} \alpha_{g}\left(s_{k}^{*}\right)\right)^{*}\right)=\int_{X}\left|\frac{1}{n} \sum_{k=1}^{n} s_{k}(x) \alpha_{g}\left(s_{k}^{*}\right)(x)\right|^{2} d \mu \\
& =\int_{K} 0 d \mu+\int_{X \backslash K}\left|\frac{1}{n} \sum_{k=1}^{n} s_{k}(x) \alpha_{g}\left(s_{k}^{*}\right)(x)\right|^{2} d \mu \leq \mu(X \backslash K)=1-\mu(K)<\eta^{2}
\end{aligned}
$$

It follows that $|\tau(P(b)-E(b))| \leq\left(\sum_{g \in F \backslash\{e\}} \tau\left(b_{g}^{*} b_{g}\right)^{1 / 2}\right) \eta<\frac{\varepsilon}{3}$, as desired.
The above ergodic measures induce extremal tracial states on $C(X) \rtimes_{r} G$, as follows:
Proposition 2.1.2. For each ergodic and almost everywhere free $G$-invariant probability measure $\mu$ on $X$, we define $\varphi_{\mu}$ to be the induced tracial state on $C(X) \rtimes_{r} G$ given by Theorem 2.1.1, that is

$$
\varphi_{\mu}(a)=\int_{X} E(a) d \mu, \quad a \in C(X) \rtimes_{r} G .
$$

Then $\varphi_{\mu}$ is extremal. Moreover, $\varphi_{\mu}$ is a faithful state if and only if the support of $\mu$ is $X$ (that is, $\mu(U)>0$ for all nonempty open subset $U$ of $X$ ).

Proof. Write $\varphi:=\varphi_{\mu}$. Suppose that $\varphi=\alpha \tau_{1}+\beta \tau_{2}$ for some tracial states $\tau_{i}$ on $C(X) \rtimes_{r} G$ and for nonnegative numbers $\alpha, \beta$ such that $\alpha+\beta=1$. Then if we denote by $\tau_{i} \mid$ the restriction of $\tau_{i}$ on $C(X)$, by the Riesz Representation Theorem there are unique $G$-invariant probability measures $\mu_{i}$ on $X$ such that each $\tau_{i} \mid$ is given by

$$
\tau_{i} \mid(f)=\int_{X} f d \mu_{i}, \quad f \in C(X)
$$

and it follows that $\mu=\alpha \mu_{1}+\beta \mu_{2}$ : indeed, for any continuous function $f \in C(X)$, we have

$$
\int_{X} f d \mu=\varphi(f)=\alpha \tau_{1}(f)+\beta \tau_{2}(f)=\alpha \int_{X} f d \mu_{1}+\beta \int_{X} f d \mu_{2}=\int_{X} f d\left(\alpha \mu_{1}+\beta \mu_{2}\right)
$$

so by the uniqueness part of the Riesz Representation Theorem, $\mu=\alpha \mu_{1}+\beta \mu_{2}$. Since $\mu$ is extremal (85), Theorem 2.8]) it follows that either $\alpha=0$ or $\alpha=1$, or $\mu_{1}=\mu_{2}$. Thus either $\varphi=\tau_{1}$ or $\varphi=\tau_{2}$, or $\tau_{1}\left|=\tau_{2}\right|$ are given by integration against $\mu$. But if $\tau_{1}\left|=\tau_{2}\right|$ are given by integration against $\mu$, then it follows from Theorem 2.1.1 that $\tau_{1}=\tau_{2}$ is given by the formula $\tau_{i}(a)=\int_{X} E(a) d \mu=\varphi(a)$. We have shown that $\varphi$ is extremal in $\operatorname{Tr}\left(C(X) \rtimes_{r} G\right)$, the space of tracial states of $C(X) \rtimes_{r} G$, and so $\tau_{1}=\tau_{2}=\varphi$.

Let's now prove the second part of the statement. If the support of $\mu$ is not $X$, there exists a nonempty open subset $U$ of $X$ such that $\mu(U)=0$. Using Urysohn's Lemma, we can find a nonzero and positive continuous function $f \in C(X)$ with $\operatorname{supp}(f) \subseteq U$. But then $\varphi(f)=\int_{X} f d \mu=\int_{\operatorname{supp}(f)} f d \mu=0$, so $\varphi$ is not faithful.

Conversely, if the support of $\mu$ is $X$, then the restriction $\tau$ of $\varphi$ to $C(X)$ is a faithful state (given by integration against $\mu$ ). To see this, assume we have a continuous function $f \in C(X)$ such that $\tau\left(f^{*} f\right)=0$ and $f \neq 0$. Therefore $f(x) \neq 0$ for some point $x \in X$, and since $f$ is continuous we can find an open set $U \subseteq X$ such that $|f(x)|>0$ on $x \in U$. Now for any compact $K \subseteq U$, since $f$ is continuous we can find a positive constant $\lambda_{K}>0$ such that $|f(x)|^{2} \geq \lambda_{K}$ for every $x \in K$. Then

$$
0=\tau\left(f^{*} f\right)=\int_{X}|f|^{2} d \mu \geq \int_{K}|f|^{2} d \mu \geq \lambda_{K} \mu(K)
$$

so $\mu(K)=0$. The regularity of the measure implies that $\mu(U)=0$. This contradicts the fact that the support of $\mu$ is all of $X$, and so we have shown that $\tau$ is faithful. Finally, since the conditional expectation $E: C(X) \rtimes_{r} G \rightarrow C(X)$ is faithful ([85, Proposition 9.16]), it follows that $\varphi$ is a faithful state.

One of our main motivations on writing down this theory comes from the following well-known theorem in the theory of $C^{*}$-algebras. Recall that the celebrated Murray-von Neumann Theorem ( 80$]$ ) states that all the hyperfinite $I I_{1}$ factors on separable, infinite-dimensional Hilbert spaces are $*$-isomorphic.

We briefly present the typical model of such hyperfinite $I I_{1}$ factor, denoted by $\mathscr{R}$.

Following Example 1.2 .82 , consider the sequence $M_{2}(\mathbb{C}) \hookrightarrow M_{4}(\mathbb{C}) \hookrightarrow M_{8}(\mathbb{C}) \hookrightarrow \cdots$ with connecting maps

$$
\varphi_{n}: M_{2^{n}}(\mathbb{C}) \hookrightarrow M_{2^{n+1}}(\mathbb{C}), \quad x \mapsto\left(\begin{array}{ll}
x & 0 \\
0 & x
\end{array}\right)
$$

thought as a sequence of (finite-dimensional) $C^{*}$-algebras together with $*$-homomorphisms. The maps $\varphi_{n}$ are easily seen to be isometries, so the norm at each $M_{2^{n}}(\mathbb{C})$ defines a norm on the inductive limit $\lim _{\rightarrow n} M_{2^{n}}(\mathbb{C})$ by the rule $\|x\|_{2^{\infty}}:=\lim _{n}\left\|x_{n}\right\|_{2^{n}}$. We define the inductive limit $C^{*}$-algebra $M_{2 \infty}$ to be the enveloping $C^{*}$-algebra of $\lim _{\longrightarrow} M_{2^{n}}(\mathbb{C})$ with respect to the norm $\|\cdot\|_{2^{\infty}}$, i.e. we complete $\lim _{\rightarrow} M_{2^{n}}(\mathbb{C})$ with respect to the metric induced by the norm $\|\cdot\|_{2^{\infty}}$, so that $M_{2^{\infty}}:=\varlimsup_{\longrightarrow}^{\varlimsup_{n}} M_{2^{n}}(\mathbb{C}) ~\|\cdot\|_{2 \infty}$.

For each $n \geq 1$, let $\operatorname{tr}_{n}: M_{2^{n}}(\mathbb{C}) \rightarrow \mathbb{C}$ denote the normalized trace $\operatorname{tr}_{n}=\frac{1}{2^{n}} \mathrm{Tr}$. They are tracial states on $M_{2^{n}}(\mathbb{C})$, and since $\operatorname{tr}_{n+1}\left(\varphi_{n}(x)\right)=\operatorname{tr}_{n}(x)$ for $x \in M_{2^{n}}(\mathbb{C})$, we get a unique tracial state on $\underset{\rightarrow n}{\lim _{n}} M_{2^{n}}(\mathbb{C})$ which, by continuity, is extended to a unique tracial state $\tau$ on $M_{2^{\infty}}$. By using the GNS representation, we can represent $M_{2 \infty}$ as a set of operators acting on some Hilbert space $\mathcal{H}_{\tau}$; in other words, we can find a Hilbert space $\mathcal{H}_{\tau}$, a $*$-representation $\pi_{\tau}: M_{2 \infty} \hookrightarrow \mathcal{B}\left(\mathcal{H}_{\tau}\right)$ and a cyclic vector $\xi_{\tau} \in \mathcal{H}_{\tau}$ for $\pi_{\tau}\left(M_{2 \infty}\right)$ in such a way that $\tau$ becomes

$$
\tau(x)=\left\langle\pi_{\tau}(x)\left(\xi_{\tau}\right), \xi_{\tau}\right\rangle_{\mathcal{H}_{\tau}}
$$

We finally let $\mathscr{R}$ be the von Neumann algebra generated by $M_{2 \infty}$ inside $\mathcal{B}\left(\mathcal{H}_{\tau}\right), \mathscr{R}=\pi_{\tau}\left(M_{2 \infty}\right)^{\prime \prime} . \tau$ then extends to a normal tracial state $\tau_{\mathscr{R}}$ by the above formula, so that $\left(\mathscr{R}, \tau_{\mathscr{R}}\right)$ becomes a finite von Neumann algebra of type $I I_{1} . \mathscr{R}$ is hyperfinite by construction, and it is fairly easy to see that $\mathscr{R}$ is indeed a factor.

Theorem 2.1.3. Let $G$ be a countable discrete, amenable group acting on a compact metrizable space $X$. Let $\mu$ be an ergodic, almost everywhere free $G$-invariant probability measure on $X$ whose support is $X$, and let $\varphi_{\mu}$ be the corresponding extremal tracial state on $A=C(X) \rtimes_{r} G$ given by Theorem 2.1.1.

Then we can embed $C(X) \rtimes_{r} G \hookrightarrow \mathscr{R}$ in such a way that $\varphi_{\mu}$ extends to the unique tracial state $\tau_{\mathscr{R}}$. In particular, for any clopen subset $U$ of $X$,

$$
\tau_{\mathscr{R}}\left(\chi_{U}\right)=\mu(U) .
$$

Proof. It is well-known that any $I I_{1}$ factor comes equipped with a unique normal tracial state, so the trace $\tau_{\mathscr{R}}$ already constructed is the unique tracial state on $\mathscr{R}$.

We give a general result. Let $A$ be a separable $C^{*}$-algebra, and let $\varphi$ be any faithful tracial state on $A$. Let $\left(\mathcal{H}_{\varphi}, \xi_{\varphi}, \pi_{\varphi}\right)$ be the associated GNS-representation, so $\pi_{\varphi}: A \hookrightarrow \mathcal{B}\left(\mathcal{H}_{\varphi}\right)$ and

$$
\varphi(a)=\left\langle\pi_{\varphi}(a)\left(\xi_{\varphi}\right), \xi_{\varphi}\right\rangle_{\mathcal{H}_{\varphi}} \quad \text { for } a \in A
$$

Then $A \cong \pi_{\varphi}(A) \subseteq \pi_{\varphi}(A)^{\prime \prime}$, so $A$ can be embedded in the von Neumann algebra generated by itself inside $\mathcal{B}\left(\mathcal{H}_{\varphi}\right) . \varphi$ is an extremal tracial state if and only if $\pi_{\varphi}(A)^{\prime \prime}$ is a factor ([76, Theorems 5.1.5 and 5.1.8]). Moreover, if $A$ is nuclear, then $\pi_{\varphi}(A)^{\prime \prime}$ is injective ([12]), hence hyperfinite by the equivalence given by Connes in [22]. Since $\varphi$ can be extended to a normal tracial state on $\pi_{\varphi}(A)^{\prime \prime}$, it becomes a hyperfinite $I I_{1}$ factor, hence isomorphic to $\mathscr{R}$.

Applying this result to $A=C(X) \rtimes_{r} G$, since it is a separable nuclear $C^{*}$-algebra ([12, Theorem 4.2.6]) and $\varphi_{\mu}$ is extremal and faithful (Proposition 2.1.2), we can embed $C(X) \rtimes_{r} G$ into $\mathscr{R}$, and moreover

$$
\varphi_{\mu}(a)=\left\langle\pi_{\varphi_{\mu}}(a)\left(\xi_{\varphi_{\mu}}\right), \xi_{\varphi_{\mu}}\right\rangle_{\mathcal{H}_{\varphi_{\mu}}}=\tau_{\mathscr{R}}\left(\pi_{\varphi_{\mu}}(a)\right) \quad \text { for } a \in C(X) \rtimes_{r} G .
$$

For the final part, note first that $\chi_{U} \in C(X)$ since $U$ is clopen. If we identify $C(X) \rtimes_{r} G \hookrightarrow \mathscr{R}$, then

$$
\tau_{\mathscr{R}}\left(\chi_{U}\right)=\varphi_{\mu}\left(\chi_{U}\right)=\int_{X} \chi_{U} d \mu=\mu(U) .
$$

One can see that the factor appearing in the GNS construction above is simply the von Neumann crossed product $L^{\infty}(X, \mu) \rtimes G$, known as the group measure construction in the literature.

We want to obtain analogous results in an algebraic setting: we want to replace traces by Sylvester rank functions, and weak completions by rank completions. For this we will develop an internal construction, based on the work of Putnam et al [87, 88].

### 2.2 A first approximation for $\mathbb{Z}$-crossed product $*$-algebras of the form $\mathcal{A}:=C_{K}(X) \rtimes_{T} \mathbb{Z}$

We will concentrate on the most basic dynamical system, the one provided by a single homeomorphism $T: X \rightarrow$ $X$ on a totally disconnected, compact metrizable space $X$. Recall that a probability measure $\mu$ on $X$ is ergodic if for every $T$-invariant Borel subset $E$ of $X$ we have that either $\mu(E)=0$ or $\mu(E)=1$. $\mu$ is said to be invariant in case $\mu(T(E))=\mu(E)$ for every Borel subset $E$ of $X$.

In what follows $\mu$ will be an ergodic, $T$-invariant probability measure on $X$. We will also often assume that $\mu$ is full, that is, its support is the whole space $X{ }^{3}$

The following is a simple application of Rokhlin's Lemma. We include a proof for the convenience of the reader.

Lemma 2.2.1. Let $\mu$ be an ergodic T-invariant probability measure on $X$, and take $E$ to be a Borel subset of $X$ with positive measure. Consider the first return map $r_{E}: E \rightarrow \mathbb{N} \cup\{\infty\}$, defined by

$$
r_{E}(x)=\min \left\{l>0 \mid T^{l}(x) \in E\right\}
$$

in case there is $l>0$ such that $T^{l}(x) \in E$, and $r_{E}(x)=\infty$ otherwise. For each $k \in \mathbb{N}$, consider $Y_{k}^{0}=$ $r_{E}^{-1}(\{k\})$, that is, the set of points of $E$ that return to $E$ for the first time after $k$ iterations by T. Also let $Y_{\infty}=E \backslash \bigsqcup_{k \in \mathbb{N}} Y_{k}^{0}$ be the set of points of $E$ that do not return to $E$. For each $1 \leq l \leq k-1$, we set $Y_{k}^{l}=T^{l}\left(Y_{k}^{0}\right)$. Then we have that $T\left(Y_{k}^{l}\right)=Y_{k}^{l+1}$ for $0 \leq l<k-1$, all the sets $Y_{k}^{l}$ are mutually disjoint, and the set

$$
Y=Y(E)=\bigsqcup_{k \geq 1} \bigsqcup_{l=0}^{k-1} Y_{k}^{l}
$$

satisfies that $\mu(Y)=1$. In particular, we get

$$
\sum_{k \geq 1} \sum_{l=0}^{k-1} \mu\left(Y_{k}^{l}\right)=\sum_{k \geq 1} k \mu\left(Y_{k}^{0}\right)=1
$$



Figure 2.1: A schematic for the sets $Y_{k}^{0}$ partitioning the set $E$ (up to a set of measure 0 ) and the sets $Y_{k}^{l}$ partitioning the whole space $X$ (up to a set of measure 0 ).

Proof. Note that each $Y_{k}^{0}$ is given by the set $E \cap T^{-1}(X \backslash E) \cap \cdots \cap T^{-k+1}(X \backslash E) \cap T^{-k}(E)$, which are Borel sets. Therefore $Y_{\infty}=E \backslash \bigsqcup_{k \in \mathbb{N}} Y_{k}^{0}$ is also Borel. Moreover, if we choose $E$ to be a clopen set, then all the $Y_{k}^{l}$ are also clopen sets, and $Y_{\infty}$ is a closed set.

[^13]We first prove that if $Z$ is a Borel subset of $X$ such that $T(Z) \subseteq Z$, then either $\mu(Z)=0$ or $\mu(Z)=1$. Take $Z_{0}=\bigcap_{j \geq 0} T^{j}(Z) \subseteq Z$. Then clearly $T\left(Z_{0}\right)=Z_{0}$ since $T(Z) \subseteq Z$, so $Z_{0}$ is a $T$-invariant Borel set. Hence by ergodicity of the measure either $\mu\left(Z_{0}\right)=0$ or $\mu\left(Z_{0}\right)=1$. But by invariance and the fact that $T^{j}(Z) \subseteq Z$ for all $j \geq 0$,

$$
\mu\left(Z \backslash Z_{0}\right)=\mu\left(\bigcup_{j \geq 0} Z \backslash T^{j}(Z)\right) \leq \sum_{j \geq 0} \mu\left(Z \backslash T^{j}(Z)\right)=0
$$

so $\mu(Z)=\mu\left(Z_{0}\right)$ is either 0 or 1 , as claimed.
We now show that different sets $Y_{k}^{l}, Y_{k^{\prime}}^{l^{\prime}}$ are disjoint. Assume that we can find some element $x \in X$ in the intersection $Y_{k}^{l} \cap Y_{k^{\prime}}^{l^{\prime}}$, that is, such that $x=T^{l}(y)=T^{l^{\prime}}\left(y^{\prime}\right)$ with $y \in Y_{k}^{0}$ and $0 \leq l \leq k-1, y^{\prime} \in Y_{k^{\prime}}^{0}$ and $0 \leq l^{\prime} \leq k^{\prime}-1$. We can assume without loss of generality that $l \geq l^{\prime}$. If $l>l^{\prime}, y$ is such that $T^{l-l^{\prime}}(y)=y^{\prime} \in E$, so since $y \in Y_{k}^{0}$ we must have $k \leq l-l^{\prime} \leq k-l^{\prime}-1$. This is absurd, so necessarily $l=l^{\prime}$. But in this case $y=y^{\prime} \in Y_{k}^{0} \cap Y_{k^{\prime}}^{0}$. This is only possible for $k=k^{\prime}$. This says that different sets $Y_{k}^{l}, Y_{k^{\prime}}^{l^{\prime}}$ are disjoint.

Let's now prove that the $T$-translates of $Y_{\infty}$ are pairwise disjoint. Assume that we can find an element $x \in T^{l}\left(Y_{\infty}\right) \cap T^{l^{\prime}}\left(Y_{\infty}\right)$ for some $0 \leq l, l^{\prime}$, and assume without loss of generality that $l>l^{\prime}$. In this case, $y \in E$ is such that $T^{l-l^{\prime}}(y)=y^{\prime} \in E$, contradicting the fact that $y \in Y_{\infty}$. Hence the claim follows.

Finally, let's prove that the $T$-translates of $Y_{\infty}$ are pairwise disjoint with the sets $Y_{k}^{l}$. Take then an element $x \in Y_{k}^{l} \cap T^{l^{\prime}}\left(Y_{\infty}\right)$, so $x=T^{l}(y)=T^{l^{\prime}}(z)$ with $y \in Y_{k}^{0}$ and $0 \leq l \leq k-1, z \in Y_{\infty}$. If $l<l^{\prime}, T^{l^{\prime}-l}(z)=y \in E$, which is not possible since $z \in Y_{\infty}$. If $l=l^{\prime}, z=y \in Y_{k}^{0}$, so $T^{k}(z)=T^{k}(y) \in E$, which is again not possible since $z \in Y_{\infty}$. If $l>l^{\prime}, k-\left(l-l^{\prime}\right)>0$, and so $T^{k-\left(l-l^{\prime}\right)}(z)=T^{k}(y) \in E$, a contradiction again. This says that the sets $T^{l^{\prime}}\left(Y_{\infty}\right)$ and $Y_{k}^{l}$ are disjoint.

We now consider

$$
Z:=\left(\bigsqcup_{j \geq 0} T^{j}\left(Y_{\infty}\right)\right) \sqcup\left(\bigsqcup_{k \geq 1} \bigsqcup_{l=0}^{k-1} Y_{k}^{l}\right)=\left(\bigsqcup_{j \geq 0} T^{j}\left(Y_{\infty}\right)\right) \sqcup Y .
$$

which is Borel. We observe that $T(Z) \subseteq Z$. Indeed, it is clear that $T\left(Y_{k}^{l}\right) \subseteq Z$ for $0 \leq l<k-1$, and also, $T\left(Y_{k}^{k-1}\right) \subseteq E \subseteq Z$. Therefore by the preceding observation either $\mu(Z)=0$ or $\mu(Z)=1$. But it cannot be 0 , since it contains $E$, which has positive measure. Hence $\mu(Z)=1$. Note now that, since $\mu$ is a probability measure,

$$
1 \geq \mu\left(\bigsqcup_{j \geq 0} T^{j}\left(Y_{\infty}\right)\right)=\sum_{j \geq 0} \mu\left(T^{j}\left(Y_{\infty}\right)\right)=\sum_{j \geq 0} \mu\left(Y_{\infty}\right)
$$

which shows that $\mu\left(Y_{\infty}\right)=0$. It follows that

$$
1=\mu(Z)=\mu\left(\bigsqcup_{j \geq 0} T^{j}\left(Y_{\infty}\right)\right)+\mu(Y)=\mu(Y)=\sum_{k \geq 1} \sum_{l=0}^{k-1} \mu\left(Y_{k}^{l}\right)
$$

We briefly recall the general construction of the algebraic crossed product of an algebra $A$ by $\mathbb{Z}$. Let $A$ be an algebra and $\alpha: A \rightarrow A$ an automorphism of $A$. This automorphism induces a natural action of the infinite cyclic group $\mathbb{Z}$ on $A$ by the rule

$$
t^{n} \cdot a:=\alpha^{n}(a), \quad a \in A
$$

In this manner, we can form the algebraic crossed product algebra $A \rtimes_{\alpha} \mathbb{Z}$, consisting of formal finite sums $\sum_{n \in \mathbb{Z}} a_{n} t^{n}$ where $a_{n} \in A$ and $t$ is a symbol, with componentwise addition and product given by

$$
\left(a t^{n}\right)\left(a^{\prime} t^{m}\right):=a\left(t^{n} \cdot a^{\prime}\right) t^{n+m}=a \alpha^{n}\left(a^{\prime}\right) t^{n+m}, \quad a, a^{\prime} \in A, n, m \in \mathbb{Z}
$$

If moreover $A$ is endowed with an involution $*$ providing the structure of a $*$-algebra and $\alpha$ is a $*$-isomorphism, then $A \rtimes_{\alpha} \mathbb{Z}$ has also the structure of a $*$-algebra, with involution given by

$$
\left(a t^{n}\right)^{*}:=t^{-n} a^{*}=\alpha^{-n}\left(a^{*}\right) t^{-n}, \quad a \in A, n \in \mathbb{Z}
$$

For completeness, we also recall the definition of a partial algebraic crossed product by a $\mathbb{Z}$-action. The reader may consult [32] for more information.

A partial action of $\mathbb{Z}$ on a $*$-algebra $A$ is a pair $\phi=\left(\left\{A_{n}\right\}_{n \in \mathbb{Z}},\left\{\phi_{n}\right\}_{n \in \mathbb{Z}}\right)$ consisting of a collection of self-adjoint two-sided ideals $A_{n}$ of $A$ and a collection of $*$-isomorphisms $\phi_{n}: A_{-n} \rightarrow A_{n}$ such that
a) $A_{0}=A$ and $\phi_{0}$ is the identity map.
b) $\phi_{n} \circ \phi_{m} \subseteq \phi_{n+m}$, meaning that $\phi_{n} \circ \phi_{m}$ is defined on the largest possible domain where the composition makes sense and $\phi_{n+m}$ extends it.
The partial algebraic crossed product of $A$ by $\mathbb{Z}$ with respect to the partial action $\phi$, denoted by $A \rtimes_{\phi} \mathbb{Z}$, is defined to be the set of all finite formal sums $\sum_{n \in \mathbb{Z}} a_{n} \delta^{n}$ with $a_{n} \in A_{n}$ and $\delta$ a symbol, with the usual componentwise addition and the product defined by the rule

$$
\left(a_{n} \delta^{n}\right)\left(b_{m} \delta^{m}\right):=\phi_{n}\left(\phi_{-n}\left(a_{n}\right) b_{m}\right) \delta^{n+m}
$$

The involution is then defined through the rule

$$
\left(a_{n} \delta^{n}\right)^{*}:=\phi_{-n}\left(a_{n}^{*}\right) \delta^{-n}
$$

We now return to our previous setting on dynamical systems. From now on $K$ will denote an arbitrary field. From the space $X$ we can construct the algebra of locally constant continuous functions $C_{K}(X)$, that is, the set of all functions $f: X \rightarrow K$ such that for any point $x \in X$, there exists an open neighborhood $U$ of $x$ such that $f$ is constant on $U$. In fact, we can think of $C_{K}(X)$ as the linear span of characteristic functions $\chi_{U}$, being $U$ a clopen subset of $X$. To see this, note that we can form an open cover of our space $X=\bigcup_{x \in X} U_{x}$, where each $U_{x}$ is an open neighborhood of $x$ such that $f$ is constant on each $U_{x}$. Since our space $X$ is compact, $X=\bigcup_{i=1}^{n} U_{x_{i}}$ for some finite collection $U_{x_{1}}, \ldots, U_{x_{n}}$. Now, $f$ is constant on each $U_{x_{i}}$, so we can assume (by collecting those $U$ 's on which $f$ takes the same value) that the $U_{x_{i}}$ are disjoint, so $X=\bigsqcup_{i=1}^{n} U_{x_{i}}$. In this case each $U_{x_{i}}$ is a clopen subset of $X$, and it is straightforward to see that

$$
f=\sum_{i=1}^{n} \lambda_{i} \chi_{U_{x_{i}}}
$$

where $\lambda_{i} \in K$ is the value of $f$ on $U_{x_{i}}$.
We can let our homeomorphism $T$ act on $C_{K}(X)$ by the automorphism given by the rule

$$
T(f)(x):=f\left(T^{-1}(x)\right), \quad f \in C_{K}(X), x \in X
$$

Therefore we can apply the algebraic crossed product construction to get the algebra $C_{K}(X) \rtimes_{T} \mathbb{Z}$. If moreover $K$ is endowed with an involution ${ }^{-}$, then $C_{K}(X)$ has the structure of a $*$-algebra by the rule

$$
\left(f^{*}\right)(x):=\overline{f(x)}, \quad f \in C_{K}(X), x \in X
$$

Hence $C_{K}(X) \rtimes_{T} \mathbb{Z}$ becomes a $*$-algebra too, because $T$ is a $*$-automorphism of $C_{K}(X)$ :

$$
T\left(f^{*}\right)(x)=f^{*}\left(T^{-1}(x)\right)=\overline{f\left(T^{-1}(x)\right)}=\overline{T(f)(x)}=T(f)^{*}(x) \quad \text { for every } f \in C_{K}(X), x \in X
$$

We start our construction by first approximating our space $X$, and then using this approximation to construct a family of approximating algebras for $C_{K}(X) \rtimes_{T} \mathbb{Z}$. First, some definitions.
Definition 2.2.2. Let $Y$ be a topological space, endowed with a probability measure $\mu$.
a) By a partition of $Y$ we will understand a finite family $\mathcal{P}$ of nonempty, pairwise disjoint clopen subsets of $Y$, such that $Y=\bigsqcup_{Z \in \mathcal{P}} Z$.
Given two partitions $\mathcal{P}_{1}, \mathcal{P}_{2}$ of $Y$, we say that $\mathcal{P}_{2}$ is finer than $\mathcal{P}_{1}$ (or $\mathcal{P}_{1}$ is coarser than $\mathcal{P}_{2}$ ), written $\mathcal{P}_{1} \precsim \mathcal{P}_{2}$, if every element $Z \in \mathcal{P}_{2}$ is contained in a (unique) element $Z^{\prime} \in \mathcal{P}_{1}$, that is $Z \subseteq Z^{\prime}$.
b) By a quasi-partition of $Y$ we will understand a finite or countable family $\overline{\mathcal{P}}$ of nonempty, pairwise disjoint clopen subsets of $Y$, such that $Y=\bigsqcup_{\bar{Z} \in \overline{\mathcal{P}}} \bar{Z}$ up to a set of measure 0 , that is $\mu\left(Y \backslash \bigsqcup_{\bar{Z} \in \overline{\mathcal{P}}} \bar{Z}\right)=0$.
Given two quasi-partitions $\overline{\mathcal{P}}_{1}, \overline{\mathcal{P}}_{2}$ of $Y$, we say that $\overline{\mathcal{P}}_{2}$ is finer than $\overline{\mathcal{P}}_{1}$ (or $\overline{\mathcal{P}}_{1}$ is coarser than $\overline{\mathcal{P}}_{2}$ ), written $\overline{\mathcal{P}}_{1} \precsim \overline{\mathcal{P}}_{2}$, if every element $\bar{Z} \in \overline{\mathcal{P}}_{2}$ is contained in a (unique) element $\bar{Z}^{\prime} \in \overline{\mathcal{P}}_{1}$, that is $\bar{Z} \subseteq \bar{Z}^{\prime}$.
Note that, in the hypotheses of Lemma 2.2.1. the family $\left\{Y_{k}^{l}\right\}$ forms a quasi-partition of $X$.

Definition 2.2.3. Consider the $*$-algebra $\mathcal{A}:=C_{K}(X) \rtimes_{T} \mathbb{Z}$. Let $E$ be a nonempty clopen subset of $X$, and let $\mathcal{P}$ be a partition of $X \backslash E$. Define $\mathcal{B}:=\mathcal{A}(E, \mathcal{P})$ as the unital $*$-subalgebra of $\mathcal{A}$ generated by the partial isometries $\chi_{Z} \cdot t$ for $Z \in \mathcal{P}$.

For example, inside $\mathcal{B}$ we can find all the characteristic functions $\chi_{Z}=\left(\chi_{Z} t\right)\left(\chi_{Z} t\right)^{*} \in \mathcal{B}$, together with the element $\chi_{X \backslash E} t=\sum_{Z \in \mathcal{P}} \chi_{Z} t \in \mathcal{B}$ which can be thought of as an approximation for $t \in \mathcal{A}$.

Our first goal is to express $\mathcal{B}$ as a partial algebraic crossed product by a $\mathbb{Z}$-action. Let $\mathcal{B}_{0}=C_{K}(X) \cap \mathcal{B}$ (that is, the set of elements of $\mathcal{B}$ that have degree 0 in $t$ ), which is a commutative $*$-subalgebra of $\mathcal{B}$. We first give a complete description of $\mathcal{B}_{0}$ in terms of characteristic functions.

Lemma 2.2.4. The $*$-algebra $\mathcal{B}_{0}$ is linearly spanned by 1 and the projections of the form

$$
\begin{equation*}
\chi_{T^{-r}}\left(Z_{-r}\right) \cap T^{-r+1}\left(Z_{-r+1}\right) \cap \cdots \cap Z_{0} \cap T\left(Z_{1}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right) \tag{2.2.1}
\end{equation*}
$$

where $Z_{-r}, \ldots, Z_{0}, \ldots, Z_{s-1} \in \mathcal{P}$, and $r, s \geq 0$.
Proof. Recall that for a clopen subset $U$ of $X, t \chi_{U} t^{-1}=T\left(\chi_{U}\right)=\chi_{T(U)}$. We have

$$
\left(\chi_{Z_{0}} t\right)\left(\chi_{Z_{1}} t\right) \cdots\left(\chi_{Z_{s-1}} t\right)\left(\chi_{Z_{s-1}} t\right)^{*} \cdots\left(\chi_{Z_{0}} t\right)^{*}=\chi_{Z_{0} \cap T\left(Z_{1}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right)}
$$

and

$$
\left(\chi_{Z_{-1}} t\right)^{*} \cdots\left(\chi_{Z_{-r}} t\right)^{*}\left(\chi_{Z_{-r}} t\right) \cdots\left(\chi_{Z_{-1}} t\right)=\chi_{T^{-r}\left(Z_{-r}\right) \cap \cdots \cap T^{-1}\left(Z_{-1}\right)}
$$

which shows that all the projections of the form (2.2.1) belong to $\mathcal{B}_{0}$.
Let $\mathcal{F}$ be the set of projections of the form (2.2.1) together with 0 . Observe that the family $\mathcal{F}$ is closed under products, for if we have two projections

$$
\chi_{T^{-r}}\left(Z_{-r}\right) \cap T^{-r+1}\left(Z_{-r+1}\right) \cap \cdots \cap Z_{0} \cap T\left(Z_{1}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right), \quad \chi_{T^{-r^{\prime}}}\left(Z_{-r^{\prime}}\right) \cap T^{-r^{\prime}+1}\left(Z_{-r^{\prime}+1}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap T\left(Z_{1}^{\prime}\right) \cap \cdots \cap T^{s^{\prime}-1}\left(Z_{s^{\prime}-1}^{\prime}\right)
$$

where $Z_{-r}, \ldots, Z_{0}, \ldots, Z_{s-1}, Z_{-r^{\prime}}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{s^{\prime}-1}^{\prime} \in \mathcal{P}$, and $r, r^{\prime}, s, s^{\prime} \geq 0$ with for example $r>r^{\prime}$ and $s>s^{\prime}$, its product is given by

$$
\chi_{T^{-r}}\left(Z_{-r}\right) \cap \cdots \cap T^{-r^{\prime}}\left(Z_{-r^{\prime}} \cap Z_{-r^{\prime}}^{\prime}\right) \cap \cdots \cap\left(Z_{0} \cap Z_{0}^{\prime}\right) \cap T\left(Z_{1} \cap Z_{1}^{\prime}\right) \cap \cdots \cap T^{s^{\prime}-1}\left(Z_{s^{\prime}-1} \cap Z_{s^{\prime}-1}^{\prime}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right) .
$$

Since $\mathcal{P}$ is a partition of $X \backslash E$, it is again of the form 2.2.1 or zero. The other cases for different $r, r^{\prime}, s, s^{\prime}$ are similar.

Hence, to show the result, it is enough to prove that any product of generators $a_{1} \cdots a_{n}$ of degree 0 in $t$ is of the above form (here each $a_{i}$ is either of the form $\chi_{Z} t$ or of the form $\left(\chi_{Z} t\right)^{*}=t^{-1} \chi_{Z}$, for $Z \in \mathcal{P}$ ). An immediate observation is that if $a_{1} \cdots a_{n}$ is of degree 0 , then $n$ must be even. We will proceed to show the result by induction on $n$.

Clearly the result is true for $n=2$, so assume $n>2$ is even and that each product of at most $n-2$ generators of degree 0 in $t$ belongs to $\mathcal{F}$. Define $d(i) \in \mathbb{Z}$ by $d(i)=\operatorname{deg}_{t}\left(a_{1} \cdots a_{i}\right)$. Suppose, for instance, that $d(1)=1$.

If there is $r<n$ such that $d(r)=0$, then since

$$
0=\operatorname{deg}_{t}\left(a_{1} \cdots a_{n}\right)=d(r)+\operatorname{deg}_{t}\left(a_{r+1} \cdots a_{n}\right)=\operatorname{deg}_{t}\left(a_{r+1} \cdots a_{n}\right)
$$

we can use induction to conclude that the products $a_{1} \cdots a_{r}$ and $a_{r+1} \cdots a_{n}$ belong to $\mathcal{F}$, so since the set of projections of the stated form is closed under products, we get the result.

Otherwise we must have $d(r)>0$ for all $r<n$ and since $d(n)=0$ we must have that $\operatorname{deg}_{t}\left(a_{n}\right)=-1$. Then necessarily $a_{1}=\chi_{Z_{1}} t$ and $a_{n}=t^{-1} \chi_{Z_{2}}$ for some $Z_{1}, Z_{2} \in \mathcal{P}$, and thus

$$
\begin{equation*}
a_{1} a_{2} \cdots a_{n-1} a_{n}=\chi_{Z_{1}}\left(t a_{2} \cdots a_{n-1} t^{-1}\right) \chi_{Z_{2}} . \tag{2.2.2}
\end{equation*}
$$

By induction, the product $a_{2} \cdots a_{n-1}$ belongs to $\mathcal{F}$, and hence $t a_{2} \cdots a_{n-1} t^{-1}$ either belongs to $\mathcal{F}$ or it is of the form $\chi_{T\left(Z_{1}^{\prime}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}^{\prime}\right)}$, for $Z_{1}^{\prime}, \ldots, Z_{s}^{\prime} \in \mathcal{P}$. Therefore, the product 2.2 .2 is zero if $Z_{1} \neq Z_{2}$ and, if $Z_{1}=Z_{2}$, it belongs to $\mathcal{F}$. In either case, $a_{1} \cdots a_{n}$ belongs to $\mathcal{F}$, as desired. The case where $d(1)=-1$ is similar.

It then follows that $\mathcal{B}$ is the linear span of the given set of projections $\mathcal{F}$. This concludes the proof of the lemma.

We now consider the structure of $\mathcal{B}$ as a partial algebraic crossed product by $\mathbb{Z}$ on $\mathcal{B}_{0}$. We claim that we can write $\mathcal{B}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{i} t^{i}$, where $\mathcal{B}_{i}=\chi_{X \backslash\left(E \cup T(E) \cup \cdots \cup T^{i-1}(E)\right)} \mathcal{B}_{0}$ and $\mathcal{B}_{-i}=\chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-i}(E)\right)} \mathcal{B}_{0}$ for $i>0$. Let's show this only for $\mathcal{B}_{i}$ with $i>0$, being the other case analogous. Since an element of $\mathcal{B}$ is a linear combination of products of generators $a_{1} \cdots a_{n}$, being each $a_{j}$ either $\chi_{Z} t$ or $t^{-1} \chi_{Z}(Z \in \mathcal{P})$, it is enough to show that if such a product has degree $i$ in $t$, then it can be written as

$$
a_{1} \cdots a_{n}=b_{i} t^{i}, \quad \text { with } b_{i} \in \mathcal{B}_{0} \text { satisfying } b_{i}=\chi_{X \backslash\left(E \cup \ldots \cup T^{i-1}(E)\right)} b_{i}
$$

We will show this by induction on $i>0$. For $i=1$, take $a_{j}$ to be a generator such that $\operatorname{deg}_{t}\left(a_{1} \cdots a_{j-1}\right)=0$ and $\operatorname{deg}_{t}\left(a_{1} \cdots a_{j-1} a_{j}\right)=1$. In this case $a_{j}=\chi_{Z}$ t for some $Z \in \mathcal{P}$, and the products $a_{1} \cdots a_{j-1}, a_{j+1} \cdots a_{n}$ both belong to $\mathcal{B}_{0}$, so

$$
a_{1} \cdots a_{n}=\left(a_{1} \cdots a_{j-1}\right) \chi_{Z} t\left(a_{j+1} \cdots a_{n}\right)=\left(a_{1} \cdots a_{j-1}\right)\left(t a_{j+1} \cdots a_{n} t^{-1}\right) \chi_{Z} \cdot \chi_{X \backslash E} t .
$$

We observe that the claim is true in this case. Now assume that the result is true for $i \geq 1$, and take $a_{1} \cdots a_{n}$ of degree $i+1$ in $t$. As before, take $a_{j}$ to be a generator such that $\operatorname{deg}_{t}\left(a_{1} \cdots a_{j-1}\right)=i$ and $\operatorname{deg}_{t}\left(a_{1} \cdots a_{j-1} a_{j}\right)=i+$ 1. In this case $a_{j}=\chi_{Z} t$ for some $Z \in \mathcal{P}$, the product $a_{1} \cdots a_{j-1}$ is of the form $b_{i} t^{i}$ with $b_{i}=\chi_{X \backslash\left(E \cup \cdots \cup T^{i-1}(E)\right)} b_{i}$ by induction hypothesis, and $a_{j+1} \cdots a_{n} \in \mathcal{B}_{0}$. We compute

$$
\begin{aligned}
a_{1} \cdots a_{n} & =\left(a_{1} \cdots a_{j-1}\right) \chi_{Z} t\left(a_{j+1} \cdots a_{n}\right)=\left(b_{i} t^{i}\right) \chi_{Z} \cdot \chi_{X \backslash E} t\left(a_{j+1} \cdots a_{n}\right) \\
& =\chi_{X \backslash\left(E \cup \cdots \cup T^{i-1}(E) \cup T^{i}(E)\right)} \cdot \chi_{T^{i}(Z)} b_{i}\left(t^{i+1} a_{j+1} \cdots a_{n} t^{-i-1}\right) t^{i+1}
\end{aligned}
$$

which is an element of the desired form. This concludes the induction, and the claim is proved.
Observe that if $b_{i} t^{i} \in \mathcal{B}$ then $b_{i}=\chi_{X \backslash\left(E \cup \cdots \cup T^{i-1}(E)\right)} b_{i}$ for $i>0$ and $b_{i}=\chi_{X \backslash\left(T^{-1}(E) \cup \cdots \cup T^{-i}(E)\right)} b_{i}$ for $i<0$, and so

$$
b_{i} t^{i}=b_{i}\left(\chi_{X \backslash E} t\right)^{i}, \quad b_{-i} t^{-i}=b_{-i}\left(t^{-1} \chi_{X \backslash E}\right)^{i} \quad \text { for positive } i .
$$

In particular, it is true that $\mathcal{B}_{i} t^{i}=\mathcal{B}_{0}\left(\chi_{X \backslash E} t\right)^{i}$ and $\mathcal{B}_{-i} t^{-i}=\mathcal{B}_{0}\left(t^{-1} \chi_{X \backslash E}\right)^{i}$ for $i>0$.
Observation 2.2.5. One needs to be careful with the term $\chi_{X \backslash E} t$ because, although $t$ is invertible with inverse $t^{-1}=t^{*}$, this is not true for $\chi_{X \backslash E} t$. As a consequence, equalities like

$$
\left(\chi_{X \backslash E} t\right)^{i}=\left(\chi_{X \backslash E} t\right)^{i+j}\left(\chi_{X \backslash E} t\right)^{-j}
$$

are no longer true and even meaningful for $i>j>0$. In the next lemma we summarize the basic arithmetics that one can achieve with these powers.

From now on for $i>0$, we will write $\left(\chi_{X \backslash E} t\right)^{-i}$ for the element $\left(t^{-1} \chi_{X \backslash E}\right)^{i}$. We will also understand that $\left(\chi_{X \backslash E} t\right)^{0}$ is 1.
Lemma 2.2.6. Fix $i \geq j \geq 0$. We have the following rules:
i) $\left(\chi_{X \backslash E} t\right)^{i}=\left(\chi_{X \backslash E} t\right)^{i-j}\left(\chi_{X \backslash E} t\right)^{j}=\left(\chi_{X \backslash E} t\right)^{j}\left(\chi_{X \backslash E} t\right)^{i-j}$.
ii) $\left(\chi_{X \backslash E} t\right)^{-i}=\left(\chi_{X \backslash E} t\right)^{-i+j}\left(\chi_{X \backslash E} t\right)^{-j}=\left(\chi_{X \backslash E} t\right)^{-j}\left(\chi_{X \backslash E} t\right)^{-i+j}$.
iii) $\left(\chi_{X \backslash E} t\right)^{i} \neq\left(\chi_{X \backslash E} t\right)^{i+j}\left(\chi_{X \backslash E} t\right)^{-j} \neq\left(\chi_{X \backslash E} t\right)^{-j}\left(\chi_{X \backslash E} t\right)^{i+j} \neq\left(\chi_{X \backslash E} t\right)^{i}$, but: we have the first equality when multiplied (to the left) by the projection $\chi_{X \backslash\left(E \cup \ldots \cup T^{i+j-1}(E)\right)}$; we have the second equality when mul-
 (to the left) by the projection $\chi_{X \backslash\left(T^{-j}(E) \cup \cdots \cup T^{-1}(E)\right) .}$
iv) $\left(\chi_{X \backslash E} t\right)^{-i} \neq\left(\chi_{X \backslash E} t\right)^{-i-j}\left(\chi_{X \backslash E} t\right)^{j} \neq\left(\chi_{X \backslash E} t\right)^{j}\left(\chi_{X \backslash E} t\right)^{-i-j} \neq\left(\chi_{X \backslash E} t\right)^{-i}$, but: we have the first equality when multiplied (to the right) by the projection $\chi_{X \backslash\left(T^{-j}(E) \cup \cdots \cup T^{-1}(E)\right) \text {; we have the second equality when }}$ multiplied (to the right) by the projection $\chi_{X \backslash\left(T^{-j}(E) \cup \cdots \cup T^{i+j-1}(E)\right)}$; we have the third equality when multiplied (to the right) by the projection $\chi_{X \backslash\left(E \cup \cdots \cup T^{i+j-1}(E)\right)}$.

The proof of Lemma 2.2 .6 is purely computational, so we will not write it down. From now on, we will make use of it without any further reference.

Note that each $\mathcal{B}_{i}, \mathcal{B}_{-i}$ is an ideal of $\mathcal{B}_{0}$. Let us define the basic map of the partial action of $\mathbb{Z}$ on $\mathcal{B}_{0}$ as conjugation by the approximation of $t, \chi_{X \backslash E} t$ :

$$
\varphi_{1}: \mathcal{B}_{-1} \rightarrow \mathcal{B}_{1}, \quad \varphi_{1}\left(b_{-1}\right)=\left(\chi_{X \backslash E} t\right) b_{-1}\left(\chi_{X \backslash E} t\right)^{*}
$$

which is a ${ }^{*}$-isomorphism between $\mathcal{B}_{-1}=\chi_{X \backslash T^{-1}(E)} \mathcal{B}_{0}$ and $\mathcal{B}_{1}=\chi_{X \backslash E} \mathcal{B}_{0}$ with inverse given by conjugation by $\left(\chi_{X \backslash E} t\right)^{-1}=t^{-1} \chi_{X \backslash E}$. Note that since $b_{-1} \in \mathcal{B}_{-1}, b_{-1}=\chi_{X \backslash T^{-1}(E)} b_{-1}$. In general for $i \neq 0$ we have a *-isomorphism $\varphi_{i}$ from $\mathcal{B}_{-i}$ onto $\mathcal{B}_{i}$ which is given by conjugation by $\left(\chi_{X \backslash E} t\right)^{i}$. Using these maps we build a partial action $\varphi$ of $\mathbb{Z}$ on $\mathcal{B}_{0}$, and we get the following result.
Proposition 2.2.7. There is a canonical $*$-isomorphism $\mathcal{B}_{0} \rtimes_{\varphi} \mathbb{Z} \cong \mathcal{B}$ given by

$$
\Psi: \mathcal{B}_{0} \rtimes_{\varphi} \mathbb{Z} \rightarrow \mathcal{B}, \quad \Psi\left(\sum_{i \in \mathbb{Z}} b_{i} \delta_{i}\right)=\sum_{i \in \mathbb{Z}} b_{i}\left(\chi_{X \backslash E} t\right)^{i}=\sum_{i \in \mathbb{Z}} b_{i} t^{i},
$$

where $b_{i} \in \mathcal{B}_{i}$ for $i \in \mathbb{Z}$. Recall that we are using the notation $\left(\chi_{X \backslash E} t\right)^{i}=\left(t^{-1} \chi_{X \backslash E}\right)^{-i}$ for $i<0$, and $\left(\chi_{X \backslash E} t\right)^{0}=1$.

Proof. Routine. The only nontrivial thing may be to check that the products are preserved. The key observation here is that the product $b_{i} T^{i}\left(b_{j}\right)$ belongs to $\mathcal{B}_{i+j}$ for any integer values of $i, j$; this follows by a case-by-case analysis using Lemma 2.2.6. After that, a direct computation shows that the products are indeed preserved under $\Psi$ :

$$
\begin{gathered}
\Psi\left(\left(b_{i} \delta_{i}\right)\left(b_{j} \delta_{j}\right)\right)=\Psi\left(\varphi_{i}\left(\varphi_{-i}\left(b_{i}\right) b_{j}\right) \delta_{i+j}\right)=\varphi_{i}\left(\varphi_{-i}\left(b_{i}\right) b_{j}\right)\left(\chi_{X \backslash E} t\right)^{i+j} \\
=\left(\chi_{X \backslash E} t\right)^{i}\left(\chi_{X \backslash E} t\right)^{-i} b_{i}\left(\chi_{X \backslash E} t\right)^{i} b_{j}\left(\chi_{X \backslash E} t\right)^{-i}\left(\chi_{X \backslash E} t\right)^{i+j} \\
=b_{i} T^{i}\left(b_{j}\right)\left(\chi_{X \backslash E} t\right)^{i+j}=b_{i} T^{i}\left(b_{j}\right) t^{i+j}=\Psi\left(b_{i} \delta_{i}\right) \Psi\left(b_{j} \delta_{j}\right) .
\end{gathered}
$$

From Proposition 2.2.7 we can deduce that we are approximating our crossed product *-algebra $C_{K}(X) \rtimes_{T} \mathbb{Z}$ by a partial crossed product $*$-algebra $\mathcal{B}_{0} \rtimes_{\varphi} \mathbb{Z}$, where $\mathcal{B}_{0}$ is obtained from $C_{K}(X)$ by means of our nonempty clopen set $E$ and the partition $\mathcal{P}$ of the complement $X \backslash E$.

We summarize in the next lemma the structure of the elements belonging to the ideals $\mathcal{B}_{i}, i \in \mathbb{Z}$, of $\mathcal{B}_{0}$.
Lemma 2.2.8. A nonzero element $b_{i} \in \mathcal{B}_{i}(i \in \mathbb{Z})$ can be written as an orthogonal linear combination of characteristic functions of nonempty sets of the following four different types:
(I) $\quad T^{-N}\left(Z_{-N}\right) \cap \cdots \cap T^{M-1}\left(Z_{M-1}\right), \quad$ with $Z_{j} \in \mathcal{P}$;
(II) $\quad T^{-N}\left(Z_{-N}\right) \cap \cdots \cap T^{s-2}\left(Z_{s-2}\right) \cap T^{s-1}(E), \quad$ for $0 \leq s \leq M$ and $Z_{j} \in \mathcal{P}$;
(III) $\quad T^{-r}(E) \cap T^{-r+1}\left(Z_{-r+1}\right) \cap \cdots \cap T^{M-1}\left(Z_{M-1}\right), \quad$ for $0 \leq r \leq N$ and $Z_{j} \in \mathcal{P}$;
(IV) $\quad T^{-r}(E) \cap T^{-r+1}\left(Z_{-r+1}\right) \cap \cdots \cap T^{s-2}\left(Z_{s-2}\right) \cap T^{s-1}(E), \quad$ for $0 \leq r \leq N, 0 \leq s \leq M$ and $Z_{j} \in \mathcal{P}$;
for some $N, M \geq 0$, where if $i<0$ then $N \geq-i$ and $r \geq-i$ in (III) and (IV), and if $i>0$ then $M \geq i$ and $s \geq i$ in (II) and (IV).

Proof. Due to Lemma 2.2.4 we can write a given $b_{i} \in \mathcal{B}_{i}$ as a sum

$$
b_{i}=\lambda_{0}+\sum_{S} \lambda_{S} \chi_{S}
$$

where the sets $S$ are of the form 2.2.1, and $\lambda_{0}, \lambda_{S} \in K$. Note that if $i<0$ then we can take $\lambda_{0}=0$ and all the sets $S$ as in (2.2.1) having $r \geq-i$, and similarly if $i>0$ we can take $\lambda_{0}=0$ and all the sets $S$ as in 2.2.1) having $s \geq i$.

Take $N$ to be the maximum value of the $r$ 's while running through the sets $S$, and $M$ to be the maximum value of the $s$ 's. The idea is to expand the element 1 as an orthogonal sum of characteristic functions using the partition $\mathcal{P}$, namely by using the relation

$$
1=\chi_{E}+\sum_{Z \in \mathcal{P}} \chi_{Z}
$$

So for a fixed set $S=T^{-r}\left(Z_{-r}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right)$ with $0 \leq r<N$, we can decompose its characteristic functions as an orthogonal sum as follows:

$$
\chi_{S}=1 \cdot \chi_{S}=\chi_{T^{-r-1}(E) \cap S}+\sum_{Z \in \mathcal{P}} \chi_{T^{-r-1}\left(Z_{-r-1}\right) \cap S} .
$$

By further expanding the set $T^{-r-1}(E) \cap S$ to the right, we will end up with a sum of terms of types (III) and (IV); by expanding $T^{-r-1}\left(Z_{-r-1}\right) \cap S$ to both sides we will end up with a sum of terms of all types. Of course, we discard the empty sets that appear in this process. Also, if one of the terms appearing in the expansion of $S$ coincides with another term appearing in the expansion of some other set $S^{\prime}$, we simply collect them by summing the corresponding coefficients. Proceeding in this way, we will end up with an orthogonal sum of the desired form.

### 2.2.1 A*-representation for $\mathcal{B}$

We will assume for the rest of this section that $\mu$ is an ergodic $T$-invariant full probability measure on $X$. We first apply the previous considerations given in Lemma 2.2 .1 to the clopen set $E$, and we add into the picture the partition $\mathcal{P}$ of $X \backslash E$. That is, we consider the coarsest quasi-partition $\overline{\mathcal{P}}$ of $X$ such that
a) $\mathcal{P} \cup\{E\} \precsim \overline{\mathcal{P}}$ and $\left\{Y_{k}^{l}\right\} \precsim \overline{\mathcal{P}}$, where $\left\{Y_{k}^{l}\right\}$ is the quasi-partition introduced above in Lemma 2.2.1, and
b) if $\bar{Z} \in \overline{\mathcal{P}}$ and $\bar{Z} \subseteq Y_{k}^{0}$ for some $k$, then all its translates belong to the quasi-partition too, that is $T^{i}(\bar{Z}) \in \overline{\mathcal{P}}$ for every $1 \leq i \leq k-1$.
$\overline{\mathcal{P}}$ can be obtained by refining, using $\mathcal{P} \cup\{E\}$, the quasi-partition $\left\{Y_{k}^{l}\right\}$. It turns out that all the characteristic functions $\chi_{\bar{Z}}$, with $\bar{Z} \in \overline{\mathcal{P}}$, belong to $\mathcal{B}$.

Lemma 2.2.9. The quasi-partition $\overline{\mathcal{P}}$ above consists exactly of all the nonempty subsets of $X$ of the form

$$
\begin{equation*}
W=E \cap T^{-1}\left(Z_{1}\right) \cap T^{-2}\left(Z_{2}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E) \tag{2.2.3}
\end{equation*}
$$

for some $k$ and some $Z_{1}, Z_{2}, \ldots, Z_{k-1} \in \mathcal{P}$ and all its translates by $T^{l}, 0 \leq l \leq k-1$; that is, $W$ consists on the set of points $x \in E$ such that $T(x) \in Z_{1}, T^{2}(x) \in Z_{2}, \ldots, T^{k-1}(x) \in Z_{k-1}$ and $T^{k}(x) \in E$ again, so they return to $E$ for the first time after $k$ iterations by $T$.


Figure 2.2: A schematic for the quasi-partition $\overline{\mathcal{P}}$, consisting of the sets $W$ and their translates.

Moreover, each characteristic function $\chi_{\bar{Z}}$ belongs to $\mathcal{B}$ for any $\bar{Z} \in \overline{\mathcal{P}}$.
Proof. Let $\mathbb{V}$ denote the set of all the nonempty sets $W$ of the form 2.2 .3 , and let $\mathcal{P}^{\prime}$ be the family of all the translates of all $W \in \mathbb{V}$. For $W=E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E) \in \mathbb{V}$ we define $|W|=k$, the length of $W$. We will prove that $\mathcal{P}^{\prime}=\overline{\mathcal{P}}$. We first show:
(1) $\mathcal{P}^{\prime}$ is a quasi-partition of $X$. Clearly, the sets in $\mathcal{P}^{\prime}$ are mutually disjoint since $\mathcal{P}$ forms a partition of $X \backslash E$, and the nonempty sets of $\mathbb{V}$ form, for a fixed length $k$, a partition of $Y_{k}^{0}=r_{E}^{-1}(\{k\})$. Indeed,

$$
\begin{aligned}
\bigsqcup_{\substack{W \in \mathbb{V} \\
|W|=k}} W & \bigsqcup_{Z_{1}, \ldots, Z_{k-1} \in \mathcal{P}} E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E) \\
& =E \cap\left(X \backslash T^{-1}(E)\right) \cap \cdots \cap\left(X \backslash T^{-k+1}(E)\right) \cap T^{-k}(E)=Y_{k}^{0}
\end{aligned}
$$

As a consequence, for a fixed $0 \leq l \leq k-1$, the $T^{l}$-translates of the $W \in \mathbb{V}$ having length $k$ form a partition of $Y_{k}^{l}=T^{l}\left(Y_{k}^{0}\right)$. Since the family $\left\{Y_{k}^{l}\right\}$ forms a quasi-partition of $X$, this shows that $\mathcal{P}^{\prime}$ is a quasi-partition of $X$, because by Lemma 2.2.1.

$$
\bigsqcup_{k \geq 1}^{k-1} \bigsqcup_{l=0}^{k-1} \bigsqcup_{\substack{W \in \mathbb{V} \\|W|=k}} T^{l}(W)=\bigsqcup_{k \geq 1} \bigsqcup_{l=0}^{k-1} Y_{k}^{l}=Y(E)
$$

(2) $\mathcal{P}^{\prime}$ refines $\mathcal{P} \cup\{E\}$ and the family $\left\{Y_{k}^{l}\right\}$. This is a direct consequence of part (1).
(3) For $\bar{Z} \in \mathcal{P}^{\prime}$ with $\bar{Z} \subseteq Y_{k}^{0}$ for some $k$, then $T^{i}(\bar{Z}) \in \mathcal{P}^{\prime}$ for each $1 \leq i \leq k-1$. By construction, all the sets $\bar{Z} \in \mathcal{P}^{\prime}$ with $\bar{Z} \subseteq Y_{k}^{0}$ for some $k$ are the $W \in \mathbb{V}$ having length $k$. It is then clear that all its translates $T^{i}(W) \in \mathcal{P}^{\prime}$ for $1 \leq i \leq k-1$.

This shows that $\overline{\mathcal{P}} \precsim \mathcal{P}^{\prime}$. To show that $\mathcal{P}^{\prime} \precsim \overline{\mathcal{P}}$, we only have to check that if $Y^{\prime} \subseteq Y_{k}^{0}$ is a nonempty clopen set such that for each $1 \leq i \leq k-1$ the translate $T^{i}\left(Y^{\prime}\right)$ is contained in one of the sets of the partition $\mathcal{P}$, then $Y^{\prime} \subseteq W$ for some $W \in \mathbb{V}$. But this is clear, since if $T^{i}\left(Y^{\prime}\right) \subseteq Z_{i}$ for $i=1, \ldots, k-1$ where $Z_{i} \in \mathcal{P}$, and $T^{k}\left(Y^{\prime}\right) \subseteq E$, then $Y^{\prime} \subseteq E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E)$. Hence $\mathcal{P}^{\prime}=\overline{\mathcal{P}}$.

We now check that $\chi_{W}$ belongs to $\mathcal{B}$. First observe that $\chi_{E}=1-\left(\chi_{X \backslash E} t\right)\left(\chi_{X \backslash E} t\right)^{*}$ and $\chi_{T^{-1}(E)}=$ $1-\left(\chi_{X \backslash E} t\right)^{*}\left(\chi_{X \backslash E} t\right)$ both belong to $\mathcal{B}$. Now by Lemma 2.2.4, we have that $\chi_{T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right)} \in \mathcal{B}$ for $Z_{1}, Z_{2}, \ldots, Z_{k-1} \in \mathcal{P}$. Therefore

$$
\chi_{W}=\chi_{E} \cdot \chi_{T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right)} \cdot\left(t^{-1} \chi_{X \backslash E}\right)^{k-1} \chi_{T^{-1}(E)}\left(\chi_{X \backslash E} t\right)^{k-1} \in \mathcal{B} .
$$

Also, for $1 \leq l \leq k-1$, observe that

$$
\left(\chi_{X \backslash E} t\right)^{l} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l}=\chi_{X \backslash\left(E \cup T(E) \cup \cdots \cup T^{l-1}(E)\right)} \cdot \chi_{T^{l}(W)}=\chi_{T^{l}(W)}
$$

and so $\chi_{T^{l}(W)} \in \mathcal{B}$ too.
Proposition 2.2.10. For each $W \in \mathbb{V}$, we have $*$-isomorphisms

$$
\chi_{W} \mathcal{B} \chi_{W} \cong K, \quad \mathcal{B} \chi_{W} \mathcal{B} \cong M_{|W|}(K)
$$

Moreover, the element $h_{W}:=\sum_{l=0}^{|W|-1} \chi_{T^{l}(W)}$ is a unit in the two-sided ideal $\mathcal{B} \chi_{W} \mathcal{B}$, a central projection in $\mathcal{B}$, and

$$
h_{W} \mathcal{B} \cong M_{|W|}(K)
$$

In particular, $\chi_{W}$ is a minimal projection in $\mathcal{B} 4$
Proof. Fix $W \in \mathbb{V}$. We will prove a more general statement, that is $\chi_{T^{l}(W)} \mathcal{B} \chi_{T^{l}(W)} \cong K$ for all $0 \leq l \leq|W|-1$. Write again $\mathcal{B}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{i} t^{i}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{0}\left(\chi_{X \backslash E} t\right)^{i}$, so that $\chi_{T^{l}(W)} \mathcal{B} \chi_{T^{l}(W)}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{0} \chi_{T^{l}(W)}\left(\chi_{X \backslash E} t\right)^{i} \chi_{T^{l}(W)}$. For $i>0$, note that

$$
\begin{aligned}
\chi_{T^{l}(W)}\left(\chi_{X \backslash E} t\right)^{i} \chi_{T^{l}(W)} & =\chi_{T^{l}(W)} \cdot \chi_{X \backslash\left(E \cup \ldots \cup T^{i-1}(E)\right)} t^{i} \chi_{T^{l}(W)} \\
& =\chi_{T^{l}(W)} \cdot \chi_{T^{l+i}(W)} \cdot \chi_{X \backslash\left(E \cup \ldots \cup T^{i-1}(E)\right)} t^{i} \\
& =\chi_{T^{l}(W)} \cdot \chi_{T^{l+i}(W)} \cdot \chi_{X \backslash\left(E \cup \ldots \cup T^{l+(i-1)}(E)\right)} t^{i}=0, \\
\chi_{T^{l}(W)}\left(t^{-1} \chi_{X \backslash E}\right)^{i} \chi_{T^{l}(W)} & =\left(\chi_{T^{l}(W)}\left(\chi_{X \backslash E} t\right)^{i} \chi_{T^{l}(W)}\right)^{*}=0 .
\end{aligned}
$$

Therefore $\chi_{T^{l}(W)} \mathcal{B} \chi_{T^{l}(W)}=\chi_{T^{l}(W)} \mathcal{B}_{0}$. Write now $W=E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E)$ with $k=|W|$ and $Z_{1}, \ldots, Z_{k-1} \in \mathcal{P}$. By Lemma 2.2.4, $\mathcal{B}_{0}$ is linearly spanned by 1 and the projections of the form

$$
p=\chi_{T^{-r}}\left(Z_{-r}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap T\left(Z_{1}^{\prime}\right) \cap \cdots \cap T^{s-1}\left(Z_{s-1}^{\prime}\right) \quad \text { with } Z_{-r}^{\prime}, \ldots, Z_{s-1}^{\prime} \in \mathcal{P} \text { and } r, s \geq 0
$$

If $s \geq l$, we directly compute $p \cdot \chi_{T^{l}(W)}=0$ since $\chi_{T^{l}\left(Z_{l}^{\prime}\right) \cap T^{l}(W)}=0$. If $0 \leq s<l$,

$$
p \cdot \chi_{T^{l}(W)}=\chi_{T^{-r}}\left(Z_{-r}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap \cdots \cap T^{s}\left(Z_{s}^{\prime}\right) \cdot \chi_{T^{l}(E) \cap T^{l-1}\left(Z_{1}\right) \cap \cdots \cap T^{l-k+1}\left(Z_{k-1}\right) \cap T^{l-k}(E)} .
$$

[^14]This is 0 for $r \geq k-l$, and for $r<k-l$, it can be either 0 or $\chi_{T^{l}(W)}$ again, since $\mathcal{P}$ forms a partition of $X \backslash E$. All these observations together imply that $\chi_{T^{l}(W)} \mathcal{B}_{0}=K \chi_{T^{l}(W)}$, so $\chi_{T^{l}(W)} \mathcal{B} \chi_{T^{l}(W)}=K \chi_{T^{l}(W)} \cong K$.

Now, by means of previous computations, it is straightforward to see that for general $i, j \in \mathbb{Z}$, we have

$$
\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{j}= \begin{cases}\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{j} & \text { for } 0 \leq i, j \leq|W|-1  \tag{2.2.4}\\ 0 & \text { otherwise }\end{cases}
$$

We then consider

$$
e_{i j}(W):=\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{j}, \quad 0 \leq i, j \leq|W|-1 .
$$

Observe that $e_{l l}(W)=\left(\chi_{X \backslash E} t\right)^{l} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l}=\chi_{T^{l}(W)}$ for $0 \leq l \leq|W|-1$. We claim that the set $\left\{e_{i j}(W)\right\}_{0 \leq i, j \leq|W|-1}$ is a complete system of matrix units for $\mathcal{B} \chi_{W} \mathcal{B}$. Indeed, the defining relations for matrix units are satisfied:

$$
\begin{aligned}
& e_{i j}(W) e_{k l}(W)=\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{j}\left(\chi_{X \backslash E} t\right)^{k} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l} \\
& \quad=\left(\chi_{X \backslash E} t\right)^{i} t^{-j} \chi_{T^{j}(W) \cap T^{k}(W)} \cdot \chi_{X \backslash\left(E \cup \ldots \cup T^{\max \{j, k\}-1}(E)\right)^{k}}\left(t^{-1} \chi_{X \backslash E}\right)^{l} \\
& \quad=\delta_{j, k}\left(\chi_{X \backslash E} t\right)^{i} t^{-j} \chi_{T^{j}(W)} t^{j}\left(t^{-1} \chi_{X \backslash E}\right)^{l}=\delta_{j, k}\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l}=\delta_{j, k} e_{i l}(W),
\end{aligned}
$$

and to prove that $h_{W}=\sum_{l=0}^{|W|-1} \chi_{T^{l}(W)}=\sum_{l=0}^{|W|-1} e_{l l}(W)$ is indeed a unit for $\mathcal{B} \chi_{W} \mathcal{B}$, we first use (2.2.4) to write

$$
\begin{aligned}
\mathcal{B} \chi_{W} \mathcal{B} & =\bigoplus_{i, j \in \mathbb{Z}} \mathcal{B}_{0}\left(\chi_{X \backslash E} t\right)^{i} \chi_{W} \mathcal{B}_{0}\left(t^{-1} \chi_{X \backslash E}\right)^{j}=\bigoplus_{i, j \in \mathbb{Z}} \mathcal{B}_{0}\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{j} \\
& =\bigoplus_{i, j \geq 0}^{|W|-1} \mathcal{B}_{0} e_{i j}(W)=\bigoplus_{i, j \geq 0}^{|W|-1}\left(\mathcal{B}_{0} e_{i i}(W)\right) e_{i j}(W)=\bigoplus_{i, j \geq 0}^{|W|-1} K e_{i j}(W)
\end{aligned}
$$

where we have used that $\mathcal{B}_{0} e_{i i}(W)=K e_{i i}(W)$. It is now clear that $h_{W}$ is a unit for $\mathcal{B} \chi_{W} \mathcal{B}$. We thus get the desired $*$-isomorphism by sending

$$
\begin{equation*}
\mathcal{B} \chi_{W} \mathcal{B} \rightarrow M_{|W|}(K), \quad e_{i j}(W) \mapsto e_{i j} \tag{2.2.5}
\end{equation*}
$$

where $\left\{e_{i j}\right\}_{0 \leq i, j \leq|W|-1}$ is a complete system of matrix units for $M_{|W|}(K)$.
For the second statement, since $\mathcal{B}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{0}\left(\chi_{X \backslash E} t\right)^{i}$, it is enough to show that $h_{W}$ commutes with all the elements $\left(\chi_{X \backslash E} t\right)^{i}$ for $i \in \mathbb{Z}$. By applying the involution, we may assume without loss of generality that $i \geq 1$. By induction, we may further assume that $i=1$. But for $0 \leq l \leq|W|-1$,

$$
\begin{aligned}
& e_{l l}(W) \cdot \chi_{X \backslash E} t=\chi_{T^{l}(W)} \cdot \chi_{X \backslash E} t \\
& \quad=\left\{\begin{array}{ll}
\chi_{X \backslash E} t \cdot e_{l-1, l-1}(W) & \text { if } 1 \leq l \leq|W|-1 \\
0 & \text { otherwise }
\end{array}= \begin{cases}e_{l, l-1}(W) & \text { if } 1 \leq l \leq|W|-1 \\
0 & \text { otherwise }\end{cases} \right. \\
& \chi_{X \backslash E} t \cdot e_{l l}(W)=\left(\chi_{X \backslash E} t\right)^{l+1} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l}= \begin{cases}e_{l+1, l}(W) & \text { if } 0 \leq l \leq|W|-2 \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

so by summing up over $l$ and doing the change $l+1=l^{\prime}$, it is clear that $h_{W} \cdot \chi_{X \backslash E} t=\chi_{X \backslash E} t \cdot h_{W}$. The result follows.

For the last part, simply observe that the family $\left\{e_{i j}(W)\right\}_{0 \leq i, j \leq|W|-1}$ is also a complete system of matrix units for the central factor $h_{W} \mathcal{B}$ of $\mathcal{B}$, so by [64, Theorem 17.5, see also Remark 17.6], there is an isomorphism $h_{W} \mathcal{B} \cong M_{|W|}(K)$ given by

$$
h_{W} b \mapsto \sum_{i, j=0}^{|W|-1} b_{i j} e_{i j}, \quad \text { with } b_{i j}=e_{1 i}(W) \cdot b \cdot e_{j 1}(W) \in e_{11}(W) \mathcal{B} e_{11}(W) \cong K
$$

which is also a $*$-isomorphism. In fact, one should note that this $*$-isomorphism coincides with the $*$ isomorphism given in 2.2.5), i.e. $h_{W} \mathcal{B}=\mathcal{B} \chi_{W} \mathcal{B}$.

It is now straightforward to see that each $\chi_{T^{l}(W)}$ is a minimal projection in $\mathcal{B}$.

As a consequence of Proposition 2.2 .10 we obtain a $*$-homomorphism from the algebra $\mathcal{B}$ into an infinite matrix product $\mathfrak{R}:=\mathfrak{R}(E, \mathcal{P})=\prod_{W \in \mathbb{V}} M_{|W|}(K)$ given by

$$
\pi: \mathcal{B} \rightarrow \mathfrak{R}, \quad \pi(b)=\left(h_{W} \cdot b\right)_{W}
$$

We will show below that this homomorphism is injective, but for that we need a preliminary lemma.
Lemma 2.2.11. Suppose that $b \in \mathcal{B}_{0}, b \neq 0$ can be written as a finite linear combination of the form

$$
b=\sum_{U \in \mathcal{U}} \lambda_{U} \chi_{U}
$$

where the $U \in \mathcal{U}$ are nonempty disjoint clopen subsets of $X$, and $\lambda_{U} \in K^{*}$. Then there exists a $W \in \mathbb{V}$ such that $h_{W} \cdot b \neq 0$.

Proof. Fix one $U \in \mathcal{U}$. Since $\mu$ is a full measure, $\mu(U)>0$. Also by Lemma 2.2 .9 , the $T$-translates of elements in $\mathbb{V}$ form a quasi-partition of $X$, so there exists a $W \in \mathbb{V}$ of length $k \geq 1$ such that $U \cap T^{l}(W) \neq \emptyset$ for some $0 \leq l \leq k-1$. But then

$$
h_{W} \cdot \chi_{U \cap T^{l}(W)} b=\lambda_{U} \chi_{U \cap T^{l}(W)} \neq 0
$$

It follows that $h_{W} \cdot b \neq 0$.
Before proving injectivity of $\pi$, we are first interested in computing some images of monomials $b_{i} t^{i}$ of $\mathcal{B}$ under $\pi$. So take $b_{i} t^{i}$ (resp. $b_{-j} t^{-j}$ ) with $b_{i} \in \mathcal{B}_{i}$ (resp. $b_{-j} \in \mathcal{B}_{-j}$ ). By Lemma 2.2.4 we can write $b_{i}$ (resp. $b_{j}$ ) as a linear combination of characteristic functions of nonempty sets of the form

$$
\begin{equation*}
T^{s-1}\left(Z_{s-1}^{\prime}\right) \cap T^{s-2}\left(Z_{s-2}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap T^{-1}\left(Z_{-1}^{\prime}\right) \cap \cdots \cap T^{-r}\left(Z_{-r}^{\prime}\right) \tag{2.2.6}
\end{equation*}
$$

where $r, s \geq 0$. So from now on we will assume that each $b_{i}$ (resp. $b_{j}$ ) is the characteristic function of a set of the form 2.2.6. Note that since $b_{i}=\chi_{X \backslash\left(E \cup T(E) \cup \cdots \cup T^{i-1}(E)\right)} b_{i}$ (resp. $b_{-j}=\chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-j}(E)\right)} b_{-j}$ ), we can (and will) assume, by expanding these sets if necessary, that $s \geq i$ (resp. $r \geq j$ ).

Definition 2.2.12. Assume that $W$ is in standard form 2.2.3), i.e.

$$
W=E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E)
$$

for some $k \geq 1$ and some $Z_{1}, \ldots, Z_{k-1} \in \mathcal{P}$. We say that a sequence ( $Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}$ ) of elements of $\mathcal{P}$ occurs in $W$ if there exists $l \geq 0$ such that

$$
Z_{l+1}=Z_{s-1}^{\prime}, \quad Z_{l+2}=Z_{s-2}^{\prime}, \quad \ldots, \quad Z_{l+s}=Z_{0}^{\prime}, \quad Z_{l+s+1}=Z_{-1}^{\prime}, \quad \ldots, \quad Z_{l+s+r}=Z_{-r}^{\prime}
$$

That is, if the sequence $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ occurs as a subsequence of $\left(Z_{1}, Z_{2}, \ldots, Z_{k-1}\right)$ displaced $l$ positions to the right. In this case we say that $l$ is an occurrence of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$. Note that a necessary condition for the sequence $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ to be an occurrence is that $s+r \leq k-1$.

Observe that, by definition, if we let $S=T^{s-1}\left(Z_{s-1}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap \cdots \cap T^{-r}\left(Z_{-r}^{\prime}\right)$ be given by (2.2.6), then $l$ is an occurrence of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$ if and only if $s+r \leq k-1$ and $T^{l+s}(W) \cap S$ is nonempty, and in this case necessarily $T^{l+s}(W) \cap S=T^{l+s}(W)$.
Lemma 2.2.13. Assume the above notation and that $i, j \geq 0$. We have:
i) If $b_{i}=\chi_{S}$ with $S$ of the form (2.2.6), then $h_{W} \cdot b_{i} t^{i}$ is nonzero if and only if $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ occurs in $W$, and in this case we have

$$
h_{W} \cdot b_{i} t^{i}=\sum_{l} e_{l+s, l+s-i}(W)
$$

where $l$ ranges over the set of occurrences of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$.
ii) Suppose that $b_{-j}=\chi_{S}$ with $S$ also given by 2.2.6. Then $h_{W} \cdot b_{-j} t^{-j}$ is nonzero if and only if $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ occurs in $W$, and in this case we have

$$
h_{W} \cdot b_{-j} t^{-j}=\sum_{l} e_{l+s, l+s+j}(W),
$$

where $l$ ranges over the set of occurrences of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$.

Observe that in any case the formula is valid, that is

$$
h_{W} \cdot b_{i} t^{i}=\sum_{l} e_{l+s, l+s-i}(W) \quad \text { whenever } i \in \mathbb{Z}
$$

where $l$ ranges over the set of occurrences of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$.
Proof. i) This is a simple computation. Write $b_{i}=\chi_{S}$ with $S=T^{s-1}\left(Z_{s-1}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime} \cap \cdots \cap T^{-r}\left(Z_{-r}^{\prime}\right)$. We compute $h_{W} \cdot b_{i} t^{i}=\sum_{l=0}^{k-1} \chi_{T^{l}(W) \cap S} t^{i}$. By the observation preceding the lemma this sum equals $\sum_{l} \chi_{T^{l+s}(W)} t^{i}$ where $l$ ranges over the set of occurrences of $\left(Z_{s-1}^{\prime}, \ldots, Z_{0}^{\prime}, \ldots, Z_{-r}^{\prime}\right)$ in $W$. Since $s \geq i$,

$$
\begin{aligned}
\chi_{T^{l+s}(W)} t^{i} & =\left(\chi_{X \backslash E} t\right)^{l+s} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l+s} t^{i}=t^{l+s} \chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-l-s}(E)\right)} \cdot \chi_{W} t^{-l-s} t^{i} \\
& =t^{l+s} \chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-l-s}(E)\right)} \cdot \chi_{W} \cdot \chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-l-s+i}(E)\right)} t^{-l-s+i} \\
& =\left(\chi_{X \backslash E} t\right)^{l+s} \chi_{W}\left(t^{-1} \chi_{X \backslash E}\right)^{l+s-i}=e_{l+s, l+s-i}(W) .
\end{aligned}
$$

The result follows from this computation. The proof of $i i)$ is similar.
There are two relatively special elements inside $\mathcal{B}$ that we are interested in computing their images under $\pi$ for later use. These are the elements $\chi_{E}=1-\left(\chi_{X \backslash E} t\right)\left(\chi_{X \backslash E} t\right)^{*}$ and $\chi_{T^{-1}(E)}=1-\left(\chi_{X \backslash E} t\right)^{*}\left(\chi_{X \backslash E} t\right)$. Their images under $\pi$ are easy to compute: for $W \in \mathbb{V}$, we have $\chi_{W} \cdot \chi_{E}=\chi_{W}$ and $\chi_{T^{l}(W)} \cdot \chi_{E}=0$ for $1 \leq l \leq|W|-1$, so $h_{W} \cdot \chi_{E}=\sum_{l=0}^{|W|-1} \chi_{T^{l}(W)} \cdot \chi_{E}=\chi_{W}=e_{00}(W)$ and

$$
\pi\left(\chi_{E}\right)=\left(e_{00}(W)\right)_{W}
$$

Also $\chi_{T^{l}(W)} \cdot \chi_{T^{-1}(E)}=0$ for $0 \leq l \leq|W|-2$ and $\chi_{T^{|W|-1}(W)} \cdot \chi_{T^{-1}(E)}=\chi_{T^{|W|-1}(W)}$, so $h_{W} \cdot \chi_{T^{-1}(E)}=$ $\sum_{l=0}^{|W|-1} \chi_{T^{l}(W)} \cdot \chi_{T^{-1}(E)}=\chi_{T^{|W|-1}(W)}=e_{|W|-1,|W|-1}(W)$ and

$$
\pi\left(\chi_{T^{-1}(E)}\right)=\left(e_{|W|-1,|W|-1}(W)\right)_{W} .
$$

Proposition 2.2.14. With the above hypothesis and notation, we have that the map $\pi: \mathcal{B} \rightarrow \mathfrak{\Re}$ is injective. Moreover, the socle of $\mathcal{B}$ is essential and coincides with the ideal generated by $\chi_{W}$, for $W \in \mathbb{V}$, that is

$$
\operatorname{soc}(\mathcal{B})=\bigoplus_{W \in \mathbb{V}} \mathcal{B} \chi_{W} \mathcal{B}=\bigoplus_{W \in \mathbb{V}} h_{W} \mathcal{B} \cong \bigoplus_{W \in \mathbb{V}} M_{|W|}(K)
$$

Proof. For injectivity, it is enough to show that the ideal $\bigoplus_{W \in \mathbb{V}} h_{W} \mathcal{B}$ is essential in $\mathcal{B}$ or, equivalently, that for any nonzero element $b \in \mathcal{B}$, we can always find a $W \in \mathbb{V}$ such that $h_{W} \cdot b \neq 0$. By writing $b$ as a finite sum

$$
b=\sum_{i=-n}^{m} b_{i}\left(\chi_{X \backslash E} t\right)^{i}=\sum_{i=-n}^{m} b_{i} t^{i}
$$

with each $b_{i} \in \mathcal{B}_{i}$ and $b_{-n} \neq 0$ (where $n \in \mathbb{Z}$ ), it is enough to show that there exists a $W \in \mathbb{V}$ such that $h_{W} \cdot b_{-n} \neq 0$. But this follows immediately from Lemmas 2.2 .8 and 2.2.11. We obtain that $\pi$ is injective, and also that the ideal $\bigoplus_{W \in \mathbb{V}} h_{W} \mathcal{B}$ is essential in $\mathcal{B}$.

Now since each $\chi_{W}$ is a minimal projection by Proposition 2.2.10 it follows that the ideal of $\mathcal{B}$ generated by $\chi_{W}$ is contained in the socle of $\mathcal{B}$. This says that $\bigoplus_{W \in \mathbb{V}} \mathcal{B} \chi_{W} \mathcal{B} \subseteq \operatorname{soc}(\mathcal{B})$. In particular, since $h_{W} \mathcal{B}=\mathcal{B} \chi_{W} \mathcal{B}$ for any $W \in \mathbb{V}$, this shows that $\operatorname{soc}(\mathcal{B})$ is essential in $\mathcal{B}$, and from the general fact that the socle is contained in any essential ideal ([64, Chapter 3 , Exercise 6.12]), we conclude that $\bigoplus_{W \in \mathbb{V}} \mathcal{B} \chi_{W} \mathcal{B}=\operatorname{soc}(\mathcal{B})$, as required.

There are some terms $b_{i} t^{i}$ which are special, in the sense that $b_{i}$ is exactly of the form $\chi_{S}$, with

$$
\begin{equation*}
S=T^{i-1}\left(Z_{i-1}^{\prime}\right) \cap T^{i-2}\left(Z_{i-2}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime}, \tag{2.2.7}
\end{equation*}
$$

that is $s=i$ and $r=0$ in 2.2.6, and moreover we ask that

$$
E \cap T^{-i}(S) \cap T^{-i-1}(E)=E \cap T^{-1}\left(Z_{i-1}^{\prime}\right) \cap \cdots \cap T^{-i}\left(Z_{0}^{\prime}\right) \cap T^{-i-1}(E) \neq \emptyset
$$

The set of clopen subsets $S$ of $X$ of this form will be denoted by $\mathcal{W}_{i}$.

Similarly, a term $b_{-j} t^{-j}$ is special in case it is of the form $\chi_{S^{\prime}}$, with

$$
\begin{equation*}
S^{\prime}=T^{-1}\left(Z_{-1}^{\prime}\right) \cap T^{-2}\left(Z_{-2}^{\prime}\right) \cap \cdots \cap T^{-j}\left(Z_{-j}^{\prime}\right) \tag{2.2.8}
\end{equation*}
$$

that is $r=j$ and $s=0$ in 2.2.6, and moreover we ask that

$$
E \cap S^{\prime} \cap T^{-j-1}(E)=E \cap T^{-1}\left(Z_{-1}^{\prime}\right) \cap \cdots \cap T^{-j}\left(Z_{-j}^{\prime}\right) \cap T^{-j-1}(E) \neq \emptyset
$$

The set of clopen subsets $S^{\prime}$ of $X$ of this form will be denoted by $\mathcal{W}_{-j}$.
As a term of degree 0 in $t$ we will consider $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$, where

$$
S_{0}=E \cup\left(\bigcup_{\substack{Z \in \mathcal{P} \\ Z \cap T^{-1}(E) \neq \emptyset}} Z\right) \quad \text { and } \quad S_{1}=E \cup\left(\bigcup_{\substack{Z \in \mathcal{P} \\ T^{-1}(Z) \cap E \neq \emptyset}} Z\right)
$$

The corresponding clopen set $S_{0} \cup T^{-1}\left(S_{1}\right)$ forms a set denoted by $\mathcal{W}_{0}$.
Observation 2.2.15. It is clear that, for $i \geq 1$, the set $\mathcal{W}_{i}$ is in bijection with the set of all $W \in \mathbb{V}$ having length $i+1$, through the map

$$
S \mapsto W(S):=E \cap T^{-i}(S) \cap T^{-i-1}(E)
$$

The inverse map will be written as $W \mapsto S(W)$, so that $S(W(S))=S$ and $W(S(W))=W$.
Analogously, for $j \geq$, the same set of all $W \in \mathbb{V}$ having length $j+1$ is in bijection with $\mathcal{W}_{-j}$ through the map

$$
S^{\prime} \mapsto W\left(S^{\prime}\right):=E \cap S^{\prime} \cap T^{-j-1}(E)
$$

Again, the inverse map will be also denoted by $W \mapsto S^{\prime}(W)$.
$\mathcal{W}_{0}$ contains only the clopen $S_{0} \cup T^{-1}\left(S_{1}\right)$ which, as a set, it is trivially in bijective correspondence with the set consisting of the only clopen $W \in \mathbb{V}$ with length 1 , namely $W=E \cap T^{-1}(E)$, if nonempty. We will continue using the previous notation, namely $W \mapsto S(W):=S_{0} \cup T^{-1}\left(S_{1}\right)$. Note that, by construction, the element $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ serves as a unit between the special terms, in the sense that

$$
\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \cdot \chi_{S} t^{i}=\chi_{S} t^{i}=\chi_{S} t^{i} \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \quad \text { and } \quad \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \cdot \chi_{S^{\prime}} t^{-j}=\chi_{S^{\prime}} t^{-j}=\chi_{S^{\prime}} t^{-j} \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)},
$$ for $\chi_{S}, \chi_{S^{\prime}}$ special terms of degrees $i, j \geq 1$, respectively.

The special terms are exactly detected by the representation $\pi$, as follows:

## Lemma 2.2.16. With the previous notation,

i) Let $b_{i} t^{i}=\chi_{S} t^{i}$ be a special term, as in 2.2.7. Then $h_{W} \cdot b_{i} t^{i}=e_{i, 0}(W)$, where $W=W(S)$. Moreover, if $W^{\prime} \neq W$ is of length $k$ for some $k \geq 0$, then the component of $e_{k-1,0}\left(W^{\prime}\right)$ in $h_{W^{\prime}} \cdot b_{i} t^{i}$ is 0 .
ii) Let $b_{-j} t^{-j}=\chi_{S^{\prime}} t^{-j}$ be a special term, as in 2.2.8). Then $h_{W} \cdot b_{-j} t^{-j}=e_{0, j}(W)$, where $W=W\left(S^{\prime}\right)$. Moreover, if $W^{\prime} \neq W$ is of length $k$ for some $k \geq 0$, then the component of $e_{0, k-1}\left(W^{\prime}\right)$ in $h_{W^{\prime}} \cdot b_{-j} t^{-j}$ is 0 .
iii) Let $b_{0}=\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ be the special term of degree 0 . Then $h_{W} \cdot b_{0}=e_{0,0}(W)$, where $W=E \cap$ $T^{-1}(E)$ in case being nonempty. Moreover, if $W \neq E \cap T^{-1}(E)$, then the components of $e_{0,0}(W)$ and $e_{|W|-1,|W|-1}(W)$ in $h_{W} \cdot b_{0}$ are exactly 1.
Proof. We will only prove $i$ ), being the other ones analogous. Take $W=W(S)=E \cap T^{-i}(S) \cap T^{-i-1}(E)$, and note that $T^{l}(W) \cap S=\emptyset$ for $0 \leq l \leq i-1$. For $l=i$, it gives $T^{i}(W) \cap S=T^{i}(W)$. Hence

$$
h_{W} \cdot b_{i} t^{i}=\sum_{l=0}^{i} \chi_{T^{l}(W) \cap S} t^{i}=\chi_{T^{i}(W)} t^{i}=\left(\chi_{X \backslash E} t\right)^{i} \chi_{W}=e_{i, 0}(W)
$$

For the second part, it is enough to show that the product $e_{k-1, k-1}\left(W^{\prime}\right)\left(h_{W^{\prime}} \cdot b_{i} t^{i}\right) e_{00}\left(W^{\prime}\right)$ is zero. This is a straightforward computation:

$$
e_{k-1, k-1}\left(W^{\prime}\right)\left(h_{W^{\prime}} \cdot b_{i} t^{i}\right) e_{00}\left(W^{\prime}\right)=\chi_{T^{k-1}\left(W^{\prime}\right)}\left(\sum_{l=0}^{k-1} \chi_{T^{l}\left(W^{\prime}\right) \cap S} t^{i}\right) \chi_{W^{\prime}}=\chi_{T^{k-1}\left(W^{\prime}\right) \cap T^{i}\left(W^{\prime}\right) \cap S^{i}}
$$

But $W=E \cap T^{-i}(S) \cap T^{-i-1}(E)$, so $T^{k-1}\left(W^{\prime}\right) \cap T^{i}\left(W^{\prime}\right) \cap S=\left(T^{k-1}\left(W^{\prime}\right) \cap T^{-1}(E)\right) \cap\left(T^{i}\left(W^{\prime}\right) \cap T^{i}(E)\right) \cap S=$ $T^{k-1}\left(W^{\prime}\right) \cap T^{i}\left(W^{\prime} \cap W\right)$ which is empty for $W^{\prime} \neq W$. The result follows.

### 2.3 Sylvester matrix rank functions on $\mathcal{A}$ and their relation with measures on $X$

In this section we will make use of our previous construction given in Definition 2.2 .3 to give a more refined approximation of our algebra $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$. This will enable us to construct, from our measure $\mu$, a Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}$, unique with respect to a specific condition implemented by $\mu$ (Theorem 2.3.7 and Proposition 2.3.8. As these results show, the resulting Sylvester matrix rank function is always faithful and extremal in the convex set $\mathbb{P}(\mathcal{A})^{5}$. In order for this to work, it is necessary to demand an extra hypothesis to the space $X$ : we need the condition that $X$ be infinite.

We will also analyze the converse relation, namely how a faithful, extremal Sylvester matrix rank function rk on $\mathcal{A}$ can be used to construct an ergodic, full $T$-invariant probability measure on $X$.

### 2.3.1 Approximation algebras

Throughout this section, $T$ will denote a homeomorphism of an infinite, totally disconnected, compact metrizable space $X$, and $\mu$ will denote a full ergodic $T$-invariant Borel probability measure on $X$. Note that this implies that $\mu$ is atomless, that is, $\mu(\{x\})=0$ for all $x \in X$. To see this, assume first that $x \in X$ is not a periodic point for $T$, and consider the Borel set $B=\left\{T^{n}(x)\right\}_{n \geq 0}$. Then

$$
1 \geq \mu(B)=\mu\left(\bigsqcup_{n \geq 0}\left\{T^{n}(x)\right\}\right)=\sum_{n \geq 0} \mu\left(\left\{T^{n}(x)\right\}\right)=\sum_{n \geq 0} \mu(\{x\})
$$

which implies $\mu(\{x\})=0$. Now if $x$ is a periodic point for $T$ of period $n>0$, then $B=\left\{x, T(x), \ldots, T^{n-1}(x)\right\}$ is a $T$-invariant closed set, and so $X \backslash B$ is a $T$-invariant nonempty open set (since $X$ is infinite). By ergodicity, and since $\mu$ is full, necessarily $\mu(X \backslash B)=1$, and so

$$
0=\mu(B)=\mu(\{x\})+\cdots+\mu\left(\left\{T^{n-1}(x)\right\}\right)=n \mu(\{x\}),
$$

implying $\mu(\{x\})=0$, as claimed.
We now make our construction from Section 2.2 .1 to depend on a point $y \in X$. We assume that $\left\{E_{n}\right\}_{n \geq 1}$ is a decreasing sequence of clopen sets of $X$ such that $\bigcap_{n \geq 1} E_{n}=\{y\}$.

For each $n \geq 1$, let $\mathcal{P}_{n}$ be a partition of $X \backslash E_{n}$ such that $\mathcal{P}_{n+1} \cup\left\{E_{n+1}\right\}$ is finer than $\mathcal{P}_{n} \cup\left\{E_{n}\right\}$; so $E_{n}$ is the disjoint union of $E_{n+1}$ and some of the sets in $\mathcal{P}_{n+1}$.


Figure 2.3: A schematic for the decreasing sequence $\left\{E_{n}\right\}_{n}$ and the partitions $\mathcal{P}_{n}$ of each complement $X \backslash E_{n}$.

Hypothesis 2.3.1. We require that $\bigcup_{n \geq 1}\left(\mathcal{P}_{n} \cup\left\{E_{n}\right\}\right)$ generates the topology of $X$.
Recalling Lemma 2.2.9 each quasi-partition $\overline{\mathcal{P}}_{n}$ consists of all the $T$-translates of the nonempty subsets of $X$ of the form

$$
W=E_{n} \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}\left(E_{n}\right)
$$

for some $k \geq 1$ and some $Z_{1}, \ldots, Z_{k-1} \in \mathcal{P}_{n}$. We write $\mathbb{V}_{n}$ for the set of all the $W \in \overline{\mathcal{P}}_{n}$ of the above form. We thus have $\overline{\mathcal{P}}_{n}=\left\{T^{l}(W)\left|W \in \mathbb{V}_{n}, 0 \leq l \leq|W|-1\right\}\right.$ for all $n$, by Lemma 2.2.9.

[^15]In these conditions, it follows that the quasi-partition $\overline{\mathcal{P}}_{n+1}$ constructed from the partition $\mathcal{P}_{n+1} \cup\left\{E_{n+1}\right\}$ is finer than the quasi-partition $\overline{\mathcal{P}}_{n}$ constructed from the partition $\mathcal{P}_{n} \cup\left\{E_{n}\right\}$. Indeed, let $W^{\prime} \in \mathbb{V}_{n+1}$ and write it as

$$
W^{\prime}=E_{n+1} \cap T^{-1}\left(Z_{1}^{\prime}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}^{\prime}\right) \cap T^{-k}\left(E_{n+1}\right) \quad \text { for } Z_{1}^{\prime}, \ldots, Z_{k-1}^{\prime} \in \mathcal{P}_{n+1}
$$

Since $\mathcal{P}_{n+1} \cup\left\{E_{n+1}\right\}$ is finer than $\mathcal{P}_{n} \cup\left\{E_{n}\right\}$, there exist unique integers $1 \leq k_{1}<\cdots<k_{r}<k$ and unique elements $Z_{j} \in \mathcal{P}_{n}$ for $1 \leq j \leq k-1$ such that

| $Z_{1}^{\prime} \subseteq Z_{1}$, | $Z_{k_{1}+1}^{\prime} \subseteq Z_{k_{1}+1}$, |  | $Z_{k_{r}+1}^{\prime} \subseteq Z_{k_{r}+1}$, |
| :---: | :---: | :---: | :---: |
| $Z_{2}^{\prime} \subseteq Z_{2}$, | $Z_{k_{1}+2}^{\prime} \subseteq Z_{k_{1}+2}$, |  | $Z_{k_{r}+2}^{\prime} \subseteq Z_{k_{r}+2}$, |
| $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ |
| $Z_{k_{1}-1}^{\prime} \subseteq Z_{k_{1}-1}$, | $Z_{k_{2}-1}^{\prime} \subseteq Z_{k_{2}-1}$, |  | $Z_{k-1}^{\prime} \subseteq Z_{k-1}$. |
| and $Z_{k_{1}}^{\prime} \subseteq E_{n} ;$ | and $Z_{k_{2}}^{\prime} \subseteq E_{n} ;$ |  |  |

Therefore

$$
\begin{align*}
W^{\prime} \subseteq & \left(E_{n} \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k_{1}+1}\left(Z_{k_{1}-1}\right) \cap T^{-k_{1}}\left(E_{n}\right)\right) \\
& \cap T^{-k_{1}}\left(E_{n} \cap T^{-1}\left(Z_{k_{1}+1}\right) \cap \cdots \cap T^{-k_{2}+k_{1}+1}\left(Z_{k_{2}-1}\right) \cap T^{-k_{2}+k_{1}}\left(E_{n}\right)\right) \\
& \cap \cdots  \tag{2.3.1}\\
& \cap T^{-k_{r}}\left(E_{n} \cap T^{-1}\left(Z_{k_{r}+1}\right) \cap \cdots \cap T^{-k+k_{r}+1}\left(Z_{k-1}\right) \cap T^{-k+k_{r}}\left(E_{n}\right)\right) \\
= & W_{0} \cap T^{-k_{1}}\left(W_{1}\right) \cap \cdots \cap T^{-k_{r}}\left(W_{r}\right),
\end{align*}
$$

where each $W_{i}=E_{n} \cap T^{-1}\left(Z_{k_{i}+1}\right) \cap \cdots \cap T^{-k_{i+1}+k_{i}+1}\left(Z_{k_{i+1}-1}\right) \cap T^{-k_{i+1}+k_{i}}\left(E_{n}\right)$ belongs to $\mathbb{V}_{n}$, and that they are not necessarily distinct. From here, it is clear that for $0 \leq l \leq k-1, T^{l}\left(W^{\prime}\right)$ is contained in some translate of some $W_{i}$, and so $\overline{\mathcal{P}}_{n+1}$ is finer than $\overline{\mathcal{P}}_{n}$.

In this way, we construct a sequence of approximating algebras $\mathcal{A}_{n}:=\mathcal{A}\left(E_{n}, \mathcal{P}_{n}\right)$ such that $\mathcal{A}_{n} \subseteq \mathcal{A}_{n+1}$ given by the embeddings $\iota_{n}\left(\chi_{Z} \cdot t\right)=\sum_{Z^{\prime}} \chi_{Z^{\prime}} \cdot t$ where the sum is over all the $Z^{\prime} \in \mathcal{P}_{n+1}$ contained in $Z$ (since $\mathcal{P}_{n+1}$ is finer than $\mathcal{P}_{n}$, for a given $Z \in \mathcal{P}_{n}$ we can always find elements $Z^{\prime} \in \mathcal{P}_{n+1}$ whose union is $Z$ up to a $\mu$-null set). By Proposition 2.2 .14 , we have embeddings $\pi_{n}: \mathcal{A}_{n} \rightarrow \mathfrak{R}_{n}$ where $\mathfrak{R}_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K)$, given by $\pi_{n}(a)=\left(h_{W} \cdot a\right)_{W}$.

We build a generalized Bratteli diagram associated to such construction, such that each vertex receives a finite number of edges, and we can order this set of edges in the same way as for the case of an essentially minimal homeomorphism, see for instance [48] for the latter. The only difference is that there are a possibly infinite number of vertices at each level, and that these vertices might emit in principle an infinite number of edges. This can be done as follows.

The vertices at the level $n$ of this generalized Bratteli diagram are the sets $W \in \mathbb{V}_{n}$, that is, the sets

$$
\begin{equation*}
W=E_{n} \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}\left(E_{n}\right) \tag{2.3.2}
\end{equation*}
$$

where $Z_{1}, \ldots, Z_{k-1} \in \mathcal{P}_{n}$. There is an arrow from a vertex $W \in \mathbb{V}_{n}$ to a vertex $W^{\prime} \in \mathbb{V}_{n+1}$ if $W$ appears as a segment of the sequence corresponding to $W^{\prime}$; more precisely, if $W$ equals to some $W_{i}$, being

$$
W^{\prime} \subseteq W_{0} \cap T^{-k_{1}}\left(W_{1}\right) \cap \cdots \cap T^{-k_{r}}\left(W_{r}\right)
$$

as in 2.3.1. Equivalently, if $W^{\prime} \subseteq T^{-j^{\prime}}(W)$ or even $W^{\prime} \cap T^{-j^{\prime}}(W) \neq \emptyset$ for some $0 \leq j^{\prime}<\left|W^{\prime}\right|-1$. If no such $j^{\prime}$ exists, then there are no arrows from $W$ to $W^{\prime}$.

The edges ending at $W^{\prime}$ are linearly ordered according to the integers $j^{\prime}$. Thus, the set of arrows $W \rightarrow W^{\prime}$ is in bijective correspondence with the set $J\left(W, W^{\prime}\right)=\left\{0 \leq j^{\prime}<\left|W^{\prime}\right|-1 \mid W^{\prime} \subseteq T^{-j^{\prime}}(W)\right\}$. Clearly $J\left(W, W^{\prime}\right)$ is always a finite set since $W^{\prime}$ has finite length and the $W$ are disjoint, and each $W^{\prime}$ receives at least one arrow.

An example of a diagram of this kind is as follows.


Here, the relations between the sets $W, W^{\prime}$ and $W^{\prime \prime}$ appearing are

$$
\begin{array}{ll}
W_{1}^{\prime} \subseteq W_{1}, & \\
W_{2}^{\prime} \subseteq W_{2} \cap T^{-2}\left(W_{3}\right) \cap T^{-5}\left(W_{1}\right) \cap T^{-6}\left(W_{3}\right), & \\
W_{3}^{\prime} \subseteq W_{2}, & W_{1}^{\prime \prime} \subseteq W_{3}^{\prime} \cap T^{-2}\left(W_{2}^{\prime}\right) \cap T^{-11}\left(W_{5}^{\prime}\right), \\
W_{4}^{\prime} \subseteq W_{3} \cap T^{-3}\left(W_{2}\right) \cap T^{-5}\left(W_{3}\right), & W_{2}^{\prime \prime} \subseteq W_{1}^{\prime} \cap T^{-1}\left(W_{6}^{\prime}\right) \cap T^{-10}\left(W_{4}^{\prime}\right), \\
W_{5}^{\prime} \subseteq W_{3} \cap T^{-3}\left(W_{4}\right), & W_{3}^{\prime \prime} \subseteq W_{7}^{\prime} \cap T^{-3}\left(W_{6}^{\prime}\right) \cap T^{-12}\left(W_{7}^{\prime}\right) \cap T^{-15}\left(W_{7}^{\prime}\right) . \\
W_{6}^{\prime} \subseteq W_{5} \cap T^{-3}\left(W_{3}\right) \cap T^{-6}\left(W_{5}\right), & \\
W_{7}^{\prime} \subseteq W_{5} &
\end{array}
$$

The corresponding lengths of the cited $W, W^{\prime}$ and $W^{\prime \prime}$ are as follows:

$$
\begin{gathered}
\left|W_{1}\right|=1, \quad\left|W_{2}\right|=2, \quad\left|W_{3}\right|=3, \quad\left|W_{4}\right|=4, \quad\left|W_{5}\right|=3 \\
\left|W_{1}^{\prime}\right|=1, \quad\left|W_{2}^{\prime}\right|=9, \quad\left|W_{3}^{\prime}\right|=2, \quad\left|W_{4}^{\prime}\right|=8, \quad\left|W_{5}^{\prime}\right|=7, \quad\left|W_{6}^{\prime}\right|=9, \quad\left|W_{7}^{\prime}\right|=3 ; \\
\left|W_{1}^{\prime \prime}\right|=\left|W_{2}^{\prime \prime}\right|=\left|W_{3}^{\prime \prime}\right|=18
\end{gathered}
$$

Proposition 2.3.2. Following the above notation, we can embed each $\Re_{n}$ into $\Re_{n+1}$ via the construction of the generalized Bratteli diagram just mentioned.

Proof. Recall that $\Re_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K), \Re_{n+1}=\prod_{W^{\prime} \in \mathbb{V}_{n+1}} M_{\left|W^{\prime}\right|}(K)$. Since each $W^{\prime}$ receives a finite number of arrows in the diagram, it will be sufficient to define the connecting maps $j_{n}: \mathfrak{R}_{n} \rightarrow \mathfrak{R}_{n+1}$ on each simple factor $\varphi_{W}: M_{|W|}(K) \rightarrow \Re_{n+1}$, because in this case each $j_{n}$ will be defined as

$$
j_{n}: \Re_{n} \rightarrow \Re_{n+1}, \quad\left(a_{W}\right)_{W} \mapsto \sum_{W} \varphi_{W}\left(a_{W}\right) \quad \text { (finite sum on each } W^{\prime} \text {-component). }
$$

To get an insight of how we can define each $\varphi_{W}$, we make an observation: since $\overline{\mathcal{P}}_{n+1}$ is a quasi-partition of $X$, we can decompose our space $X$ via $X=\bigsqcup_{W^{\prime} \in \mathbb{V}_{n+1}} \bigsqcup_{l=0}^{\left|W^{\prime}\right|-1} T^{l}\left(W^{\prime}\right)^{6}$ so by intersecting with $W$ one gets

$$
\begin{equation*}
W=W \cap X=\bigsqcup_{W^{\prime} \in \mathbb{V}_{n+1}} \bigsqcup_{l=0}^{\left|W^{\prime}\right|-1} W \cap T^{l}\left(W^{\prime}\right)=\bigsqcup_{W^{\prime} \in \mathbb{V}_{n+1}} \bigsqcup_{j^{\prime} \in J\left(W, W^{\prime}\right)} T^{j^{\prime}}\left(W^{\prime}\right) \tag{2.3.3}
\end{equation*}
$$

up to a set of measure 0 , so that for a fixed $W^{\prime} \in \mathbb{V}_{n+1}, h_{W^{\prime}} \cdot \chi_{W}=\sum_{j^{\prime} \in J\left(W, W^{\prime}\right)} \chi_{T^{j^{\prime}}\left(W^{\prime}\right)}$.
We then define $\varphi_{W}$ to send $e_{00}(W)$ to $\left(\sum_{j^{\prime} \in J\left(W, W^{\prime}\right)} e_{j^{\prime} j^{\prime}}\left(W^{\prime}\right)\right)_{W^{\prime}}$, and more generally, $\varphi_{W}$ is given by the block diagonal $*$-homomorphism

$$
\varphi_{W}\left(e_{i j}(W)\right):=\left(\sum_{j^{\prime} \in J\left(W, W^{\prime}\right)} e_{i+j^{\prime}, j+j^{\prime}}\left(W^{\prime}\right)\right)_{W^{\prime}}
$$

[^16]Pictorically, for a matrix $M \in M_{|W|}(K)$,

$$
\varphi_{W}(M)_{W^{\prime}}=\left(\begin{array}{ccccc}
M & & & & \mathbf{0} \\
& 0 & & & \\
& & M & & \\
& & & \ddots & \\
\mathbf{0} & & & & 0
\end{array}\right) \in M_{\left|W^{\prime}\right|}(K)
$$

where we put $M$ at each position $j^{\prime} \in J\left(W, W^{\prime}\right)$. Since every $W \in \mathbb{V}_{n}$ always emits at least one arrow to some $W^{\prime} \in \mathbb{V}_{n+1}$ (this is clear since the translates of the $W^{\prime}$ form a quasi-partition of $X$ ), the maps $\varphi_{W}$ are injective, and so $j_{n}$ is an embedding of $*$-algebras.

By construction, we obtain commutative diagrams

Set now $\Re_{\infty}={\underset{\longrightarrow}{\longrightarrow}}_{\lim }\left(\Re_{n}, j_{n}\right)$ and $\mathcal{A}_{\infty}={\underset{\longrightarrow}{\lim }}_{n}\left(\mathcal{A}_{n}, \iota_{n}\right)=\bigcup_{n \geq 1} \mathcal{A}_{n}$. Note that each $\Re_{n}$, being an infinite matrix product, is a regular ring (see Chapter 1. Section 1.2 for more information about regular rings), hence so is its inductive limit $\Re_{\infty}$. Moreover, by the commutativity of the diagrams (2.3.4) and the fact that each $\pi_{n}$ is injective, the algebra $\mathcal{A}_{\infty}$ is obviously a $*$-subalgebra of $\mathfrak{R}_{\infty}$, through the limit map $\pi_{\infty}: \mathcal{A}_{\infty} \rightarrow \mathfrak{R}_{\infty}$.

A description of the algebra $\mathcal{A}_{\infty}$ in terms of the crossed product is given as follows. For an open set $U$ of $X$, we denote by $C_{c, K}(U)$ the ideal of $C_{K}(X)$ generated by the characteristic functions $\chi_{V}$, where $V$ is a clopen subset of $X$ such that $V \subseteq U$.

Lemma 2.3.3. Let $\mathcal{A}_{y}$ be the $*$-subalgebra of $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ generated by $C_{K}(X)$ and $C_{c, K}(X \backslash\{y\}) t$.
Then we have $\mathcal{A}_{\infty}=\mathcal{A}_{y}$.
Proof. $\mathcal{A}_{\infty}$ is generated, as a $*$-algebra, by $1=\chi_{X} \in \mathcal{A}$ and the partial isometries $\chi_{Z} t$ for every $Z \in \bigcup_{n>1} \mathcal{P}_{n}$. It is then clear that $\mathcal{A}_{\infty} \subseteq \mathcal{A}_{y}$, because $1=\chi_{X} \in C_{K}(X)$ and $\chi_{z} t \in C_{c, K}(X \backslash\{y\}) t$ for every $Z \in \bigcup_{n \geq 1}^{\geq} \mathcal{P}_{n}$ since $y \in E_{n}$ for all $n \geq 1$.

For the other inclusion, we first check that $C_{c, K}(X \backslash\{y\}) t \subseteq \mathcal{A}_{\infty}$, so let $C$ be a clopen subset of $X$ such that $y \notin C$. Since $C$ is closed and $y \notin C$, there exists an index $n_{0} \geq 1$ such that $E_{n_{0}} \cap C=\emptyset$, and so $E_{n} \cap C=\emptyset$ for $n \geq n_{0}$ (because $E_{n} \subseteq E_{n_{0}}$ for $\left.n \geq n_{0}\right)$. Since $C$ is also open and $\bigcup_{n \geq n_{0}}\left(\mathcal{P}_{n} \cup\left\{E_{n}\right\}\right)$ generate the topology of $X$, we can write $C$ as a countable union $C=\bigcup_{i \geq 1} Z_{i}$ for $Z_{i} \in \bigcup_{n \geq n_{0}} \mathcal{P}_{n}$. But $C$ is also compact, so this countable union is in fact finite, and we can further assume without loss of generality that the $Z_{i}^{\prime} s$ all belong to the same $\mathcal{P}_{N}$, and thus are pairwise disjoint. Therefore $C=\bigsqcup_{i=1}^{s} Z_{i}$. But now we get that

$$
\chi_{C} t=\sum_{i=1}^{s} \chi_{Z_{i}} t \in \mathcal{A}_{N} \subseteq \mathcal{A}_{\infty}
$$

This shows that $C_{c, K}(X \backslash\{y\}) t \subseteq \mathcal{A}_{\infty}$. We next show that $C_{K}(X) \subseteq \mathcal{A}_{\infty}$. Indeed, if $C$ is a clopen subset of $X$ and $y \notin C$, then the above argument gives that $\chi_{C}=\left(\chi_{C} t\right)\left(\chi_{C} t\right)^{*}$ belongs to $\mathcal{A}_{\infty}$. If $y \in C$ then $X \backslash C$ is a clopen set not containing $y$, so $\chi_{X \backslash C}$ belongs to $\mathcal{A}_{\infty}$. But then $\chi_{C}=1-\chi_{X \backslash C} \in \mathcal{A}_{\infty}$. This concludes the proof.

Remark 2.3.4. An analogue of the algebra $\mathcal{A}_{y}$ appears in the theory of minimal Cantor systems, see e.g. [87, 48, [37. Let $(X, \varphi)$ be a minimal Cantor system and take $y \in X$. In these papers, the $C^{*}$-subalgebra $A_{y}$ of the $C^{*}$-crossed product $A=C(X) \rtimes_{\varphi} \mathbb{Z}$ which is generated by $C(X)$ and $C(X \backslash\{y\}) u$, where $u$ is the canonical unitary in the crossed product implementing $\varphi$, is considered. It is shown that $A_{y}$ is an AF-algebra ${ }^{7}$.

Although our algebra $\mathcal{A}_{y}$ is (in general) not ultramatricial, we have shown in Lemma 2.3 .3 that $\mathcal{A}_{y}=\mathcal{A}_{\infty}$, a direct limit of algebras $\mathcal{A}_{n}$ which are subalgebras of infinite products of matrix algebras over $K$. This result can be considered as a replacement of being just finite products of full matrix algebras over $K$.

[^17]We may determine how big is the subalgebra $\mathcal{A}_{y}=\mathcal{A}_{\infty}$ inside the algebra $\mathcal{A}$ in some cases of interest, namely in the case that our point $y \in X$ is a periodic point for $T$. This is given in the next proposition.

Proposition 2.3.5. Let us assume the above notation. Suppose that $y$ is a periodic point for $T$ with period $l$. Let $I$ be the ideal of $\mathcal{A}$ generated by $C_{c, K}\left(X \backslash\left\{y, T(y), \ldots T^{l-1}(y)\right\}\right)$. Then:
(i) I is also an ideal of $\mathcal{A}_{\infty}$, and we have $*$-algebra isomorphisms

$$
\mathcal{A} / I \stackrel{\cong}{\Longrightarrow} M_{l}\left(K\left[s, s^{-1}\right]\right), \quad \mathcal{A}_{\infty} / I \stackrel{ }{\Longrightarrow} M_{l}(K) .
$$

(ii) There exists some $M \geq 0$ such that for each $n \geq M$ there is exactly one $W_{n} \in \mathbb{V}_{n}$ of length $l$ and containing $y$, and such that the isomorphism $h_{W_{n}} \mathcal{A}_{n} \cong M_{l}(K)$ given during the proof of Proposition 2.2 .10 coincides with the restriction of the projection map $q: \mathcal{A}_{\infty} \rightarrow \mathcal{A}_{\infty} / I$ on $h_{W_{n}} \mathcal{A}_{n}$, that is the following diagram commutes.


Moreover, $h_{W} \in I$ for all $W \in \mathbb{V}_{n}, W \neq W_{n}$, which means that $h_{W}$ is the zero matrix under the composition $\mathcal{A}_{\infty} \rightarrow \mathcal{A}_{\infty} / I \cong M_{l}(K)$.
(iii) $\mathcal{A}_{n} /\left(I \cap \mathcal{A}_{n}\right) \cong \mathcal{A}_{\infty} / I \cong M_{l}(K)$ and $\left(1-h_{W_{n}}\right) \mathcal{A}_{n}=I \cap \mathcal{A}_{n}$ for every $n \geq M$.

Proof. (i) It is clear that $I \subseteq \mathcal{A}_{\infty}$ because the set $X \backslash\left\{y, T(y), \ldots, T^{l-1}(y)\right\}$ is an invariant open subset of $X$ and so all elements of $I$ are of the form $\sum_{i=-m}^{n} f_{i} t^{i}$ where $f_{i} \in C_{c, K}\left(X \backslash\left\{y, T(y), \ldots, T^{l-1}(y)\right\}\right) \subseteq$ $C_{K}(X) \subseteq \mathcal{A}_{y}=\mathcal{A}_{\infty}$; hence if $U_{i}$ denotes the support of $f_{i}$, which is a clopen subset of $X$, then

$$
f_{i} t^{i}=f_{i} \cdot \chi_{U_{i}} t^{i}=f_{i}\left(\chi_{U_{i}} t\right)\left(\chi_{T^{-1}\left(U_{i}\right)} t\right) \cdots\left(\chi_{T^{-i+1}\left(U_{i}\right)} t\right) \in \mathcal{A}_{y}=\mathcal{A}_{\infty}
$$

Define a map $\Psi: \mathcal{A} \rightarrow M_{l}\left(K\left[t, t^{-1}\right]\right)$ by sending

$$
f \in C_{K}(X), f \mapsto\left(\begin{array}{cccc}
f(y) & & & \mathbf{0} \\
& f(T(y)) & & \\
& & \ddots & \\
\mathbf{0} & & & f\left(T^{l-1}(y)\right)
\end{array}\right), \quad t \mapsto\left(\begin{array}{ccccc}
0 & & & 0 & t \\
t & 0 & & & 0 \\
& \ddots & \ddots & & \\
& & \ddots & 0 & \\
\mathbf{0} & & & t & 0
\end{array}\right)=u
$$

It can be verified that $u \Psi(f) u^{-1}=\Psi(T(f))$ by direct computation. It follows from the universal property of the crossed product that there is a unique $*$-homomorphism $\Psi: \mathcal{A} \rightarrow M_{l}\left(K\left[t, t^{-1}\right]\right)$ extending the above assignments. For an element $f_{n} t^{n} \in \mathcal{A}$ with $n \geq 0$ we have

$$
\Psi\left(f_{n} t^{n}\right)=\left(\begin{array}{cccc}
\mathbf{0}_{\bar{n} \times(l-\bar{n})} & & f_{n}(y) t^{n} & \\
& & \mathbf{0} \\
\mathbf{0} & & f_{n}\left(T^{\bar{n}-1}(y)\right) t^{n} \\
f_{n}\left(T^{\bar{n}}(y)\right) t^{n} & & \mathbf{0} & \\
0 & \ddots & f_{n}\left(T^{l-1}(y)\right) t^{n} & \\
\mathbf{0} & & \mathbf{O}_{(l-\bar{n}) \times \bar{n}}
\end{array}\right)
$$

where $\bar{n}$ denotes the unique integer $0 \leq \bar{n} \leq l-1$ such that $n \equiv \bar{n}$ modulo $l$. We can analogously compute it for $n<0$. In fact, for an arbitrary element $x=\sum_{n \in \mathbb{Z}} f_{n} t^{n} \in \mathcal{A}$ one can check that, for $0 \leq i, j \leq l-1$, the $(i, j)$-component of $\Psi(x)$ is given by

$$
\begin{equation*}
(\Psi(x))_{i, j}=\sum_{n \in \mathbb{Z}} f_{n l+(i-j)}\left(T^{i}(y)\right) t^{n l+(i-j)}=\left(\sum_{n \in \mathbb{Z}} f_{n l+(i-j)}\left(T^{i}(y)\right) t^{n l}\right) t^{i-j} \tag{2.3.6}
\end{equation*}
$$

Observe that $I \subseteq \operatorname{ker}(\Psi)$ since every characteristic function $\chi_{V}$, where $V \subseteq X$ is a clopen subset of $X$ and $y, T(y), \ldots, T^{l-1}(y) \notin V$, vanishes over this set, and so $\Psi\left(\chi_{V} a\right)=0$ for any $a \in \mathcal{A}$. Conversely, if $x=\sum_{n \in \mathbb{Z}} f_{n} t^{n} \in \operatorname{ker}(\Psi)$, then for any $0 \leq i, j \leq l-1$

$$
0=(\Psi(x))_{i, j}=\sum_{n \in \mathbb{Z}} f_{n l+(i-j)}\left(T^{i}(y)\right) t^{n l+(i-j)},
$$

which means that each function $f_{n}$ vanishes on the set $\left\{y, T(y), \ldots, T^{l-1}(y)\right\}$, so $f_{n} \in I$. Therefore $x \in I$. It is clear that the image of $\Psi$ is given by the subalgebra

$$
\mathcal{S}_{l}:=\left\{X \in M_{l}\left(K\left[t, t^{-1}\right]\right) \mid X_{i j} \in K\left[t^{l}, t^{-l}\right] t^{i-j} \text { for all } 0 \leq i, j \leq l-1\right\}
$$

That is, each entry is a polynomial in $t, t^{-1}$ of the form $X_{i j}=p_{i j}\left(t^{l}, t^{-l}\right) t^{i-j}$, where $p_{i j}\left(s, s^{-1}\right) \in K\left[s, s^{-1}\right]$. We can construct a $*$-isomorphism between $\mathcal{S}_{l}$ and the $*$-algebra $M_{l}\left(K\left[s, s^{-1}\right]\right)$ by defining

$$
\bar{\Psi}: \mathcal{S}_{l} \rightarrow M_{l}\left(K\left[s, s^{-1}\right]\right), \quad X=\left(X_{i j}\right) \mapsto Y=\left(Y_{i j}\right) \text { with } Y_{i j}=p_{i j}\left(s, s^{-1}\right)
$$

Putting everything together, we obtain a $*$-isomorphism $\mathcal{A} / I \cong \mathcal{S}_{l} \cong M_{l}\left(K\left[s, s^{-1}\right]\right)$, as desired.
Now, we restrict the map $\Psi$ to $\mathcal{A}_{\infty}$. Since $I \subseteq \mathcal{A}_{\infty}$, the kernel of this restriction is again $I$, so we only need to study its image. Take $x=\sum_{n \in \mathbb{Z}} f_{n} t^{n} \in \mathcal{A}_{\infty}$, so $x \in \mathcal{A}_{N}$ for some $N \geq 1$. We see from the restrictions of the coefficients (see the paragraph just before Observation 2.2.5. also Lemma 2.3.3) that $f_{n}=\chi_{X \backslash\left(E_{N} \cup \cdots \cup T^{n-1}\left(E_{N}\right)\right)} f_{n}$ and $f_{-n}=\chi_{X \backslash\left(T^{-1}\left(E_{N}\right) \cup \cdots \cup T^{-n}\left(E_{N}\right)\right)} f_{-n}$ for $n \geq 1$, so by 2.3.6),

$$
(\Psi(x))_{i, j}=f_{i-j}\left(T^{i}(y)\right) t^{i-j}
$$

It follows from this that the image of $\mathcal{A}_{\infty}$ under the composition $\bar{\Psi} \circ \Psi$ is precisely $M_{l}(K)$.
(ii) Take $M \geq 0$ such that $T(y), \ldots, T^{l-1}(y) \notin E_{M}$, so that $T(y), \ldots, T^{l-1}(y) \notin E_{n}$ for $n \geq M$, since $E_{n} \subseteq E_{M}$ in this case. From now on, fix $n \geq M$. In this case, there are unique sets $Z_{1}, \ldots, Z_{l-1} \in \mathcal{P}_{n}$ such that $T(y) \in Z_{1}, \ldots, T^{l-1}(y) \in Z_{l-1}$. Take then

$$
W_{n}:=E_{n} \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-l+1}\left(Z_{l-1}\right) \cap T^{-l}\left(E_{n}\right),
$$

which is nonempty since $y \in W_{n}$, and $\left|W_{n}\right|=l$. Note that $W_{n}$ is the unique satisfying these properties, because if there is another $W \in \mathbb{V}_{n}$ of length $l$ of the form

$$
W=E_{n} \cap T^{-1}\left(Z_{1}^{\prime}\right) \cap \cdots \cap T^{-l+1}\left(Z_{l-1}^{\prime}\right) \cap T^{-l}\left(E_{n}\right)
$$

and containing $y$, then $T(y) \in Z_{1}^{\prime}, \ldots, T^{l-1}(y) \in Z_{l-1}^{\prime}$, so by uniqueness $Z_{i}^{\prime}=Z_{i}$ for $0 \leq i \leq l-1$, and $W=W_{n}$.
In order to prove the commutativity of the diagram it is enough to prove that, for $0 \leq i, j \leq l-1$, the elements $e_{i j}\left(W_{n}\right) \in h_{W_{n}} \mathcal{A}_{n} \subseteq \mathcal{A}_{\infty}$ correspond to the matrix units $e_{i j}$ under the composition $\mathcal{A}_{\infty} \rightarrow$ $\mathcal{A}_{\infty} / I \cong M_{l}(K)$. By (i), we have the following correspondences under $\Psi$ :

$$
\begin{gathered}
\left(\chi_{X \backslash E_{n}} t\right)^{i} \mapsto t^{i}\left(e_{i, 0}+e_{i+1,1}+\cdots+e_{l-1, l-1-i}\right), \\
\left(t^{-1} \chi_{X \backslash E_{n}}\right)^{j} \mapsto t^{-j}\left(e_{0, j}+e_{1, j+1}+\cdots+e_{l-1-j, l-1}\right), \\
\chi_{W_{n}} \mapsto e_{00},
\end{gathered}
$$

so that

$$
e_{i j}\left(W_{n}\right)=\left(\chi_{X \backslash E_{n}} t\right)^{i} \chi_{W_{n}}\left(t^{-1} \chi_{X \backslash E_{n}}\right)^{j} \stackrel{\Psi}{\longmapsto} t^{i-j} e_{i j} \stackrel{\bar{\Psi}}{\longmapsto} e_{i j}
$$

as we wanted to show. This proves the commutativity of the diagram 2.3.5. Therefore we obtain a *-isomorphism $\mathcal{A}_{\infty} / I \cong h_{W_{n}} \mathcal{A}_{n}$ given by $e_{i j}\left(W_{n}\right)+I \mapsto e_{i j}(W)$. For $W \in \mathbb{V}_{n}$ with $W \neq W_{n}$, the idempotents $h_{W}$ and $h_{W_{n}}$ are orthogonal, and so $h_{W}$ is the zero matrix in $h_{W_{n}} \mathcal{A}_{n}$ under the previous *-isomorphism. That means $h_{W} \in I$, as required.
(iii) Clearly $1-h_{W_{n}} \in \mathcal{A}_{n}$. Under $\mathcal{A}_{\infty} / I \cong h_{W_{n}} \mathcal{A}_{n} \cong M_{l}(K)$, the element ( $1-h_{W_{n}}$ ) $+I$ corresponds to the zero matrix, so $1-h_{W_{n}} \in I$ too.
Define $I_{n}=\left(1-h_{W_{n}}\right) \mathcal{A}_{n}$. From the previous observation, $I_{n} \subseteq I \cap \mathcal{A}_{n}$, and we aim to show the reverse inclusion. Since $h_{W_{n}}$ is a central idempotent in $\mathcal{A}_{n}$, we have a decomposition

$$
\mathcal{A}_{n}=\left(1-h_{W_{n}}\right) \mathcal{A}_{n} \oplus h_{W_{n}} \mathcal{A}_{n}=I_{n} \oplus h_{W_{n}} \mathcal{A}_{n}
$$

so $h_{W_{n}} \mathcal{A}_{n} \cong \mathcal{A}_{n} / I_{n}$ through $e_{i j}\left(W_{n}\right) \mapsto e_{i j}\left(W_{n}\right)+I_{n}$. Since $I_{n} \subseteq I \cap \mathcal{A}_{n}$, by the modular law be have

$$
I \cap \mathcal{A}_{n}=I \cap\left(I_{n} \oplus h_{W_{n}} \mathcal{A}_{n}\right)=I_{n} \oplus\left(h_{W_{n}} \mathcal{A}_{n} \cap I\right)
$$

Now, we also have a commutative diagram


But from (i), the composition $h_{W_{n}} \mathcal{A}_{n} \cong \mathcal{A}_{n} / I_{n} \rightarrow \mathcal{A}_{\infty} / I, e_{i j}\left(W_{n}\right) \mapsto e_{i j}\left(W_{n}\right)+I$ is already a $*-$ isomorphism. This has two consequences: first, $\mathcal{A}_{n} / I_{n} \cong \mathcal{A}_{\infty} / I$ canonically, and second, $h_{W_{n}} \mathcal{A}_{n} \cap I=$ $\{0\}$, so $I_{n}=I \cap \mathcal{A}_{n}$.

### 2.3.2 A rank function on $\mathcal{A}$

We now study the possible rank functions that the $*$-algebras $\mathcal{A}_{\infty}, \mathcal{A}$ can admit. To start this study, we first concentrate our attention on the approximating algebras $\mathcal{A}_{n}$ and the embeddings of them into the infinite products of matrices $\pi_{n}: \mathcal{A}_{n} \hookrightarrow \mathfrak{R}_{n}$ already constructed.

We define a rank function $\mathrm{rk}_{\Re_{n}}$ on $\Re_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K)$ by taking a concrete convex combination of the normalized rank functions $\mathrm{rk}_{|W|}=\frac{\mathrm{Rk}}{|W|}$ on the matrix algebras $M_{|W|}(K)^{8}$. Namely, we take $\alpha_{W}=|W| \mu(W)$, where $W \in \mathbb{V}_{n}$, and then we define

$$
\mathrm{rk}_{\Re_{n}}(x)=\sum_{W \in \mathbb{V}_{n}} \alpha_{W} \mathrm{rk}_{|W|}\left(x_{W}\right) \quad \text { for } x=\left(x_{W}\right)_{W} \in \Re_{n}
$$

Properties $b$ ),$c$ ) and $d$ ) of Definition 1.2 .2 are straightforward to check, $\mathrm{rk}_{\mathfrak{R}_{n}}(0)=0$ clearly, and for the property $\mathrm{rk}_{\Re_{n}}(1)=1$ it is enough to observe that, due to Lemma 2.2.9, we have

$$
\sum_{W \in \mathbb{V}_{n}} \alpha_{W}=\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V}_{n} \\|W|=k}} k \mu(W)=\mu(X)=1
$$

So $\mathrm{rk}_{\mathfrak{R}_{n}}$ is indeed a rank function on $\mathfrak{R}_{n}$, and a faithful one since $\alpha_{W} \neq 0$ for all $W \in \mathbb{V}_{n}$. Moreover, the embeddings $j_{n}: \mathfrak{R}_{n} \rightarrow \mathfrak{R}_{n+1}$ are rank-preserving. To show this, we only have to prove that $\mu(W)=$ $\sum_{W^{\prime} \in \mathbb{V}_{n+1}}\left|J\left(W, W^{\prime}\right)\right| \mu\left(W^{\prime}\right)$, since then for $x \in \mathfrak{R}_{n}$,

$$
\begin{aligned}
\mathrm{rk}_{\mathfrak{R}_{n+1}}\left(j_{n}(x)\right) & =\sum_{W^{\prime} \in \mathbb{V}_{n+1}} \alpha_{W^{\prime}} \mathrm{rk}_{\left|W^{\prime}\right|}\left(j_{n}(x)_{W^{\prime}}\right)=\sum_{W^{\prime} \in \mathbb{V}_{n+1}} \alpha_{W^{\prime}}\left(\sum_{W \in \mathbb{V}_{n}} \mathrm{rk}_{\left|W^{\prime}\right|}\left(\varphi_{W}\left(x_{W}\right)_{W^{\prime}}\right)\right) \\
& =\sum_{W^{\prime} \in \mathbb{V}_{n+1}} \sum_{W \in \mathbb{V}_{n}} \mu\left(W^{\prime}\right)\left|W^{\prime}\right| \mathrm{rk}_{\left|W^{\prime}\right|}\left(\varphi_{W}\left(x_{W}\right)_{W^{\prime}}\right)=\sum_{W \in \mathbb{V}_{n}} \sum_{W^{\prime} \in \mathbb{V}_{n+1}} \mu\left(W^{\prime}\right) \operatorname{Rk}\left(\varphi_{W}\left(x_{W}\right)_{W^{\prime}}\right) \\
& =\sum_{W \in \mathbb{V}_{n}}\left(\sum_{W^{\prime} \in \mathbb{V}_{n+1}} \mu\left(W^{\prime}\right)\left|J\left(W, W^{\prime}\right)\right|\right) \operatorname{Rk}\left(x_{W}\right)=\sum_{W \in \mathbb{V}_{n}} \mu(W)|W| \mathrm{rk}_{|W|}\left(x_{W}\right)=\mathrm{rk}_{\Re_{n}}(x) .
\end{aligned}
$$

But now suppose that $W$ is as in 2.3.2. By virtue of 2.3.3), we can write

$$
W=\bigsqcup_{W^{\prime} \in \mathbb{V}_{n+1}} \bigsqcup_{j^{\prime} \in J\left(W, W^{\prime}\right)} T^{j^{\prime}}\left(W^{\prime}\right) \quad \text { up to a set of measure } 0 .
$$

[^18]From this the above equality follows by invariance of $\mu$ :

$$
\mu(W)=\sum_{W^{\prime} \in \mathbb{V}_{n+1}} \sum_{j^{\prime} \in J\left(W, W^{\prime}\right)} \mu\left(T^{j^{\prime}}\left(W^{\prime}\right)\right)=\sum_{W^{\prime} \in \mathbb{V}_{n+1}}\left|J\left(W, W^{\prime}\right)\right| \mu\left(W^{\prime}\right) .
$$

With this, we can define a faithful rank function over the inductive limit $\mathfrak{R}_{\infty}=\underset{\longrightarrow}{\lim }\left(\Re_{n}, j_{n}\right)$ by setting

$$
\operatorname{rk}_{\Re_{\infty}}(x)=\lim _{n \rightarrow \infty} \operatorname{rk}_{\Re_{n}}\left(x_{n}\right) \quad \text { if } x=\underset{n}{\lim } x_{n}, x_{n} \in \Re_{n} \square^{9}
$$

In the next lemma we show that we also have compatibility of our measure $\mu$ and this new rank function defined over $\mathfrak{R}_{\infty}$.

Lemma 2.3.6. Let $\pi_{n}: \mathcal{A}_{n} \rightarrow \mathfrak{R}_{n}$ and $\pi_{\infty}: \mathcal{A}_{\infty} \rightarrow \mathfrak{R}_{\infty}$ be the canonical inclusions. Then:
i) The equality $\mu(Z)=\operatorname{rk}_{\Re_{n}}\left(\pi_{n}\left(\chi_{Z}\right)\right)$ holds for all $Z \in \mathcal{P}_{n} \cup\left\{E_{n}\right\}$. Moreover,
ii) $\mu(U)=\operatorname{rk}_{\mathfrak{R}_{\infty}}\left(\pi_{\infty}\left(\chi_{U}\right)\right)$ for all clopen subset $U$ of $X$.

Proof. Let's prove the first formula. For $Z=E_{n}$, by the computation done after Lemma 2.2.13 $\pi_{n}\left(\chi_{E_{n}}\right)=$ $\left(e_{00}(W)\right)_{W}$, so

$$
\operatorname{rk}_{\Re_{n}}\left(\pi_{n}\left(\chi_{E_{n}}\right)\right)=\sum_{W \in \mathbb{V}_{n}} \alpha_{W} \mathrm{rk}_{|W|}\left(e_{00}(W)\right)=\sum_{W \in \mathbb{V}_{n}} \mu(W)=\mu\left(\bigsqcup_{W \in \mathbb{V}_{n}} W\right)=\mu\left(E_{n}\right)
$$

where we have used that the sets $\{W\}_{W \in \mathbb{V}_{n}}$ forms a quasi-partition of $E_{n}$, see Lemma 2.2.9. For $Z \in \mathcal{P}_{n}$, also by Lemma 2.2 .9 the set $\{Z \cap \bar{W}\}_{\bar{W} \in \overline{\mathcal{P}}_{n}}=\left\{Z \cap T^{l}(W)\right\} \underset{0 \leq l \leq|W|-1}{W \in \mathbb{V}_{n}}$ is a quasi-partition of $Z$. Therefore if $W$ is as in 2.3.2, then $h_{W} \cdot \chi_{Z}=\sum_{j: Z_{j}=Z} e_{j j}(W)$, so

$$
\begin{aligned}
\operatorname{rk}_{\Re_{n}}\left(\pi_{n}\left(\chi_{Z}\right)\right) & =\sum_{W \in \mathbb{V}_{n}} \alpha_{W} \mathrm{rk}_{|W|}\left(\sum_{j: Z_{j}=Z} e_{j j}(W)\right)=\sum_{W \in \mathbb{V}_{n}} \mu(W)\left|\left\{j \mid Z_{j}=Z\right\}\right| \\
& =\sum_{W \in \mathbb{V}_{n}} \sum_{j: Z_{j}=Z} \mu\left(T^{j}(W) \cap Z\right)=\sum_{W \in \mathbb{V}_{n}} \sum_{l=0}^{|W|-1} \mu\left(T^{l}(W) \cap Z\right) \\
& =\mu\left(\bigsqcup_{W \in \mathbb{V}_{n}} \bigsqcup_{l=0}^{|W|-1} T^{l}(W) \cap Z\right)=\mu(Z) .
\end{aligned}
$$

As a consequence, $\mu(Z)=\operatorname{rk}_{\Re_{\infty}}\left(\pi_{\infty}\left(\chi_{z}\right)\right)$ for all $Z \in \bigcup_{n \geq 1}\left(\mathcal{P}_{n} \cup\left\{E_{n}\right\}\right)$. Since $\bigcup_{n \geq 1}\left(\mathcal{P}_{n} \cup\left\{E_{n}\right\}\right)$ generates the topology of $X$, every clopen subset $U$ of $X$ can be written as a finite (disjoint) union of elements of the partitions $\mathcal{P}_{n} \cup\left\{E_{n}\right\}$, so we get that $\mu(U)=\mathrm{rk}_{\Re_{\infty}}\left(\pi_{\infty}\left(\chi_{U}\right)\right)$.

Using this rank function we will define rank functions over $\mathcal{A}_{\infty}, \mathcal{A}$. To this aim, we would like to embed our whole algebra $\mathcal{A}$ inside $\mathfrak{R}_{\infty}$, but this is (in general) not possible. What we will do is to embed $\mathcal{A}$ inside the rank completion $\Re_{\text {rk }}$ of $\Re_{\infty}$ with respect to its rank function $\mathrm{rk}_{\mathfrak{R}_{\infty}}$.

From now on we will not write down explicitly the maps $\pi_{n}, \pi_{\infty}$ and $j_{n}$, so we will identify

whenever convenient.

[^19]Theorem 2.3.7. Let $\Re_{\mathrm{rk}}$ be the rank completion of the regular rank ring $\Re_{\infty}$ with respect to the rank function $\mathrm{rk}_{\Re_{\infty}}$. We denote by $\mathrm{rk}_{\Re_{\mathrm{rk}}}:=\overline{\mathrm{rk}_{\Re_{\infty}}}$ the rank function on $\mathfrak{R}_{\mathrm{rk}}$ extended from $\mathrm{rk}_{\Re_{\infty}} 10$. We then have an embedding

$$
\mathcal{A} \hookrightarrow \Re_{\mathrm{rk}}
$$

that induces a faithful Sylvester matrix rank function, denoted by $\mathrm{rk}_{\mathcal{A}}$, on $\mathcal{A}$. In turn, the natural inclusion $\mathcal{A}_{\infty} \subseteq \mathcal{A}$ induces a faithful Sylvester matrix rank function, denoted by $\mathrm{rk}_{\mathcal{A}_{\infty}}$, on $\mathcal{A}_{\infty}$.

Moreover, we have $\overline{\mathcal{A}}^{\mathrm{rk}}{ }^{\mathcal{A}_{\infty}}=\overline{\mathcal{A}}^{\mathrm{rk}}=\mathfrak{R}_{\mathrm{rk}}$.
Proof. The function $\mathrm{rk}_{\mathfrak{R}_{\infty}}$ is a faithful rank function on $\mathfrak{R}_{\infty}$, and in fact a faithful Sylvester matrix rank function since $\mathfrak{R}_{\infty}$ is regular (and so it extends uniquely to matrices over $\mathfrak{R}_{\infty}$ of arbitrary size), so there is an embedding of $\Re_{\infty}$ into its completion $\mathfrak{R}_{\mathrm{rk}}$, which is a regular self-injective $\mathrm{rk}_{\Re_{\infty}}$-complete ring (Proposition 1.2.4). This shows that $\mathcal{A}_{\infty} \hookrightarrow \mathfrak{R}_{\infty} \subseteq \mathfrak{R}_{\mathrm{rk}}$, and we will simply identify $\mathcal{A}_{\infty} \subseteq \mathfrak{R}_{\infty}$ (so we will omit the map $\pi_{\infty}$ for notational convenience). Now we show that there is a natural embedding of $\mathcal{A}$ into $\Re_{\mathrm{rk}}$.

Observe that $\left\{\chi_{X \backslash E_{n}} t\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathfrak{R}_{\mathrm{rk}}$, because for $n \geq m$ and using Lemma 2.3.6.

$$
\operatorname{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{X \backslash E_{n}} t-\chi_{X \backslash E_{m}} t\right) \leq \mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{E_{m} \backslash E_{n}}\right)=\mu\left(E_{m} \backslash E_{n}\right) \leq \mu\left(E_{m}\right) \xrightarrow[m \rightarrow \infty]{ } \mu(\{y\})=0
$$

Therefore, since $\mathfrak{R}_{\mathrm{rk}}$ is $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}$-complete, we may consider the element $u:=\lim _{n} \chi_{X \backslash E_{n}} t \in \mathfrak{R}_{\mathrm{rk}}$. It is an invertible element inside $\Re_{\mathrm{rk}}$ with inverse $\lim _{n} t^{-1} \chi_{X \backslash E_{n}}$, since

$$
\begin{gathered}
\mathrm{rk}_{\Re_{\mathrm{rk}}}\left(1-\left(\chi_{X \backslash E_{n}} t\right)\left(t^{-1} \chi_{X \backslash E_{n}}\right)\right)=\mathrm{rk}_{\Re_{\mathrm{rk}}}\left(\chi_{E_{n}}\right)=\mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{ } 0 \\
\mathrm{rk}_{\Re_{\mathrm{rk}}}\left(1-\left(t^{-1} \chi_{X \backslash E_{n}}\right)\left(\chi_{X \backslash E_{n}} t\right)\right)=\mathrm{rk}_{\Re_{\mathrm{rk}}}\left(\chi_{T^{-1}\left(E_{n}\right)}\right)=\mu\left(T^{-1}\left(E_{n}\right)\right)=\mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0
\end{gathered}
$$

Moreover, the condition $u \chi_{C} u^{-1}=\chi_{T(C)}=T\left(\chi_{C}\right)$ is also satisfied for every clopen subset $C$ of $X$, and so we get that $u f u^{-1}=T(f)$ for every $f \in C_{K}(X)$. Indeed, in rank we have

$$
\operatorname{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{T(C)}-\left(\chi_{X \backslash E_{n}} t\right) \chi_{C}\left(t^{-1} \chi_{X \backslash E_{n}}\right)\right)=\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{T(C)}-\chi_{T(C)} \chi_{X \backslash E_{n}}\right) \leq \mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{E_{n}}\right)=\mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0
$$

and so $u \chi_{C} u^{-1}=\chi_{T(C)}$, as required. It follows from the universal property of the crossed product that there is a unique homomorphism

$$
\Phi: \mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z} \rightarrow \mathfrak{R}_{\mathrm{rk}}, \quad \sum_{i \in \mathbb{Z}} f_{i} t^{i} \mapsto \sum_{i \in \mathbb{Z}} f_{i} u^{i} \text { for } f_{i} \in C_{K}(X)
$$

This map clearly extends the injective homomorphism $\mathcal{A}_{\infty} \subseteq \mathfrak{R}_{\infty} \subseteq \mathfrak{R}_{\mathrm{rk}}$. To show that it is injective, it suffices to check that $a=\sum_{i=0}^{n} f_{i} u^{i}$ is never 0 in $\Re_{\text {rk }}$ whenever $f_{0} \neq 0{ }^{11}$ and all $f_{i} \in C_{K}(X)$. But if $f_{0} \neq 0$, and $C$ denotes the support of $f_{0}$, taking $s$ big enough so that $n \mu\left(E_{s}\right)<\mu(C)$, we have

$$
\begin{aligned}
\operatorname{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(\chi_{X \backslash\left(E_{s} \cup \cdots \cup T^{n-1}\left(E_{s}\right)\right)} \cdot \chi_{C}\right) & =\mu\left(X \backslash\left(E_{s} \cup \cdots \cup T^{n-1}\left(E_{s}\right) \cup C^{c}\right)\right) \\
& =1-\mu\left(E_{s} \cup \cdots \cup T^{n-1}\left(E_{s}\right) \cup C^{c}\right) \\
& \geq 1-\left(\mu\left(E_{s}\right)+\cdots+\mu\left(T^{n-1}\left(E_{s}\right)\right)+\mu\left(C^{c}\right)\right)=\mu(C)-n \mu\left(E_{s}\right)>0
\end{aligned}
$$

hence $\chi_{X \backslash\left(E_{s} \cup \cdots \cup T^{n-1}\left(E_{s}\right)\right)} f_{0}=\chi_{X \backslash\left(E_{s} \cup \cdots \cup T^{n-1}\left(E_{s}\right)\right)} \cdot \chi_{C} f_{0} \neq 0$, and moreover

$$
\chi_{X \backslash\left(E_{s} \cup \ldots \cup T^{n-1}\left(E_{s}\right)\right)}\left(\sum_{i=0}^{n} f_{i} u^{i}\right)=\sum_{i=0}^{n}\left(\chi_{X \backslash\left(E_{s} \cup \ldots \cup T^{n-1}\left(E_{s}\right)\right)} f_{i}\right)\left(\chi_{X \backslash E_{s}} t\right)^{i} \in \mathcal{A}_{s} \subseteq \mathcal{A}_{\infty}
$$

and this is nonzero because the map $\mathcal{A}_{\infty} \subseteq \mathfrak{R}_{\infty} \subseteq \mathfrak{R}_{\mathrm{rk}}$ is injective.
We thus get the inclusions $\mathcal{A}_{\infty} \subseteq \mathcal{A} \subseteq \mathfrak{R}_{\mathrm{rk}}$, where we identify $u$ with $t$. Clearly $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}$ induce faithful Sylvester matrix rank functions, given by restriction, on either $\mathcal{A}_{\infty}$ and $\mathcal{A}$.

Note that for each $n \geq 1, \mathcal{A}_{n}$ is dense in $\Re_{n}$ with respect to the $\mathrm{rk}_{\Re_{n}}$-metric, because by Proposition 2.2.14, $\operatorname{soc}\left(\mathcal{A}_{n}\right)=\bigoplus_{W \in \mathbb{V}_{n}} M_{|W|}(K)$, which is dense in $\mathfrak{R}_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K)$. To see this, note that for an element

[^20]$x \in \mathfrak{R}_{n}$, we can consider the sequence of elements $\left\{x_{k}\right\}_{k \geq 1}$ defined by $x_{k}=\left(\sum_{\substack{W \in \mathbb{V}_{n} \\|W| \leq k}} h_{W}\right) x \in \operatorname{soc}\left(\mathcal{A}_{n}\right)$. A simple computation, using Lemmas 2.3.6 and 2.2.1 gives
\[

$$
\begin{aligned}
& \mathrm{rk}_{\Re_{n}}\left(x-x_{k}\right) \leq \mathrm{rk}_{\Re_{n}}\left(1-\sum_{\substack{W \in \mathbb{V}_{n} \\
|W| \leq k}} h_{W}\right)=\mathrm{rk}_{\Re_{n}}\left(\chi_{X}-\sum_{\substack{W \in \mathbb{V}_{n} \\
|W| \leq k}} \sum_{l=0}^{|W|-1} \chi_{T^{l}(W)}\right)= \\
&=\mu\left(\bigsqcup_{\substack{W \in \mathbb{V}_{n} \\
|W|>k}} \bigsqcup_{l=0}^{|W|-1} \mid\right. \\
&\left.T^{l}(W)\right)=\sum_{\substack{W \in \mathbb{V}_{n} \\
|W|>k}}|W| \mu(W) \xrightarrow[k \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$
\]

so $x_{k} \xrightarrow{k} x$ in rank. It follows that $\mathcal{A}_{\infty}$ is dense in $\Re_{\infty}$, and hence in $\Re_{\mathrm{rk}}$ with respect to the $\mathrm{rk}_{\mathfrak{\Re}_{\mathrm{rk}}}$-metric, so we also get that $\overline{\mathcal{A}}_{\infty}{ }^{\mathrm{rk}} \mathcal{A}_{\infty}=\overline{\mathcal{A}}^{\mathrm{rk}}=\Re_{\mathrm{rk}}$.

It follows that the rank function $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}$ on $\mathfrak{R}_{\mathrm{rk}}$ restricts to a faithful Sylvester matrix rank function on $\mathcal{A}$ such that $\operatorname{rk}_{\mathcal{A}}\left(\chi_{U}\right)=\mu(U)$ for each clopen subset $U$ of $X$ 2.3.6). We now investigate the uniqueness of this rank function, first over $\mathfrak{R}_{\infty}$ and then over $\mathcal{A}$ itself, in the next proposition.
Proposition 2.3.8. Following the above notation,
(i) the rank function $\mathrm{rk}_{\Re_{\infty}}$ is a faithful Sylvester matrix rank function on $\mathfrak{R}_{\infty}$, and it is uniquely determined by the following property: for every clopen subset $U$ of $X, \mathrm{rk}_{\Re_{\infty}}\left(\pi_{\infty}\left(\chi_{U}\right)\right)=\mu(U)$.
(ii) the rank function $\mathrm{rk}_{\mathcal{A}}$ from Theorem 2.3 .7 is a faithful Sylvester matrix rank function on $\mathcal{A}$, and it is uniquely determined by the same property as in (i), that is, for every clopen subset $U$ of $X, \operatorname{rk}_{\mathcal{A}}\left(\chi_{U}\right)=$ $\mu(U)$.

Moreover, $\mathrm{rk}_{\Re_{\infty}} \in \partial_{e} \mathbb{P}\left(\Re_{\infty}\right)$ and $\mathrm{rk}_{\mathcal{A}} \in \partial_{e} \mathbb{P}(\mathcal{A}){ }^{12}$.
Proof. We first prove ( $i$ ). As we have already mentioned in the proof of Theorem 2.3.7, $\mathrm{rk}_{\mathfrak{R}_{\infty}}$ is a faithful Sylvester matrix rank function on $\mathfrak{R}_{\infty}$ because of regularity of the ring. Hence to prove uniqueness of the Sylvester matrix rank function it suffices to check that if $N$ is another Sylvester matrix rank function on $\Re_{\infty}$ satisfying the required compatibility of the measure, then the restriction of $N$ to $\Re_{\infty}$ is $\mathrm{rk}_{\mathfrak{R}_{\infty}}$.

Since $\Re_{\infty}=\underline{l i m}_{n} \Re_{n}$, given $n \geq 1$ we consider the restriction $N_{n}$ of $N$ to $\Re_{n}$, which is a pseudo-rank function on $\Re_{n}$, so that $N=\lim _{n} N_{n}$. Since $\Re_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K)$, the restriction of $N_{n}$ on each simple factor $M_{|W|}(K)$, denoted by $\left.N_{n}\right|_{W}$ is an unnormalized pseudo-rank function on $M_{|W|}(K)$ for each $W \in \mathbb{V}_{n}$. Since there exists a unique normalized (pseudo-)rank function on $M_{|W|}(K)$ (which we denoted by rk ${ }_{|W|}$ ), there must exists a positive constant $\beta_{W}$ such that $\left.N_{n}\right|_{W}=\beta_{W} \mathrm{rk}_{|W|}$. More generally, consider any finite subset $S \subseteq\left\{W \in \mathbb{V}_{n}\right\}$. Then $\left(\sum_{W \in S} h_{W}\right) \Re_{n}=\bigoplus_{W \in S} M_{|W|}(K)$. Take the restriction of $N_{n}$ to $\bigoplus_{W \in S} M_{|W|}(K)$, $\left.N_{n}\right|_{S}$, which turns out to be again an unnormalized pseudo-rank function on $\bigoplus_{W \in S} M_{|W|}(K)$. Hence it can be written as a combination of the unique normalized rank functions on each simple factor $M_{|W|}(K)$, i.e.

$$
\left.N_{n}\right|_{S}=\sum_{W \in S} \beta_{W} \mathrm{rk}_{|W|} \quad \text { for some } \beta_{W} \geq 0 \text { satisfying } \sum_{W \in S} \beta_{S}=\sum_{W \in S} N_{n}\left(h_{W}\right)
$$

For a fixed $W^{\prime} \in S$, we would like to compute the factor $\beta_{W^{\prime}}$. To this aim, consider the element $x=\left(x_{W}\right)_{W} \in$ $\bigoplus_{W \in S} M_{|W|}(K)$ given by $x_{W}=\delta_{W, W^{\prime}} h_{W^{\prime}}$. Then

$$
\beta_{W^{\prime}}=\left.N_{n}\right|_{S}(x)=N_{n}\left(\left(\sum_{W \in S} h_{W}\right) x\right)=N_{n}\left(h_{W^{\prime}}\right)=\alpha_{W^{\prime}}
$$

We have used the required compatibility property of the measures to compute each $N_{n}\left(h_{W^{\prime}}\right)$, as follows:

$$
N_{n}\left(h_{W^{\prime}}\right)=N_{n}\left(\sum_{j=0}^{\left|W^{\prime}\right|-1} e_{j j}\left(W^{\prime}\right)\right)=\left|W^{\prime}\right| N_{n}\left(e_{00}\left(W^{\prime}\right)\right)=\left|W^{\prime}\right| N_{n}\left(\chi_{W^{\prime}}\right)=\left|W^{\prime}\right| \mu\left(W^{\prime}\right)=\alpha_{W^{\prime}}
$$

[^21]Finally, for an arbitrary element $x \in \mathfrak{R}_{n}$, we compute

$$
N_{n}\left(\left(\sum_{W \in S} h_{W}\right) x\right)=\left.N_{n}\right|_{S}\left(\left(\sum_{W \in S} h_{W}\right) x\right)=\sum_{W \in S} \alpha_{W} \mathrm{rk}_{|W|}\left(x_{W}\right)=\mathrm{rk}_{\mathfrak{\Re}_{n}}\left(\left(\sum_{W \in S} h_{W}\right) x\right)
$$

This says that $N_{n}$ and $\mathrm{rk}_{\Re_{n}}$ coincide on $\bigoplus_{W \in S} M_{|W|}(K)$.
Now fix $k \geq 1$, and consider the finite set $S_{k}=\left\{W \in \mathbb{V}_{n}| | W \mid \leq k\right\}$. For $x \in \mathfrak{R}_{n}$, we have the estimate

$$
\begin{aligned}
& \left|N_{n}(x)-\operatorname{rk}_{\Re_{n}}(x)\right| \leq\left|N_{n}(x)-N_{n}\left(\left(\sum_{W \in S_{k}} h_{W}\right) x\right)\right|+\left|\operatorname{rk}_{\Re_{n}}\left(\left(\sum_{W \in S_{k}} h_{W}\right) x\right)-\operatorname{rk}_{\Re_{n}}(x)\right| \\
& \leq N_{n}\left(1-\sum_{W \in S_{k}} h_{W}\right)+\mathrm{rk}_{\Re_{n}}\left(1-\sum_{W \in S_{k}} h_{W}\right) \\
& =N_{n}\left(\chi_{X}-\sum_{W \in S_{k}} \sum_{l=0}^{|W|-1} \chi_{T^{l}(W)}\right)+\mathrm{rk}_{\Re_{n}}\left(\chi_{X}-\sum_{W \in S_{k}} \sum_{l=0}^{|W|-1} \chi_{T^{l}(W)}\right) \\
& =2 \mu\left(\bigsqcup_{\substack{W \in \mathbb{V}_{n} \\
|W|>k}} \bigsqcup_{l=0}^{|W|-1} T^{l}(W)\right)=2 \sum_{\substack{W \in \mathbb{V}_{n} \\
|W|>k}}|W| \mu(W) \xrightarrow[k \rightarrow \infty]{\longrightarrow} 0,
\end{aligned}
$$

where we have used part $(i)$ of Proposition 1.2 .10 for the second inequality, and the limit tends to zero by Lemma 2.2.1. Therefore $N_{n}=\mathrm{rk}_{\Re_{n}}$ for all $n \geq 1$, and so $N=\lim _{n} N_{n}=\lim _{n} \mathrm{rk}_{\Re_{n}}=\mathrm{rk}_{\Re_{\infty}}$.
(ii) Let $N$ be a Sylvester matrix rank function on $\mathcal{A}$ such that $N\left(\chi_{U}\right)=\mu(U)$ for every clopen subset $U$ of $X$. We first check that the restriction $N_{n}$ of $N$ on $\mathcal{A}_{n}$ equals the restriction $\operatorname{rk}_{\mathcal{A}_{n}}$ of $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}_{n}$. Since for any finite subset $S \subseteq\left\{W \in \mathbb{V}_{n}\right\}$ we have the identification $\left(\sum_{W \in S} h_{W}\right) \mathcal{A}_{n}=\bigoplus_{W \in S} h_{W} \mathcal{A}_{n} \cong \bigoplus_{W \in S} M_{|W|}(K)$, it follows from the same arguments as in $(i)$ that $N_{n}(a)=\operatorname{rk}_{\mathcal{A}_{n}}(a)$ for every $a \in \mathcal{A}_{n}$, and so the restriction $N_{\infty}$ of $N$ on $\mathcal{A}_{\infty}$ coincides with $\mathrm{rk}_{\mathcal{A}_{\infty}}$.

Now, to show that $N=\operatorname{rk}_{\mathcal{A}}$ on $\mathcal{A}$, it suffices to check that for each algebra generator $a$ of $\mathcal{A}$ and for each $\varepsilon>0$ there is $b \in \mathcal{A}_{\infty}$ such that $N(a-b)<\frac{\varepsilon}{2}$ and $\operatorname{rk}_{\mathcal{A}}(a-b)<\frac{\varepsilon}{2}$, since in this case we would have the estimate

$$
\left|N(a)-\operatorname{rk}_{\mathcal{A}}(a)\right| \leq|N(a)-N(b)|+\left|\operatorname{rk}_{\mathcal{A}}(a)-\operatorname{rk}_{\mathcal{A}}(b)\right| \leq N(a-b)+\operatorname{rk}_{\mathcal{A}}(a-b)<\varepsilon
$$

for all $\varepsilon>0$, by using again part ( $i$ ) of Proposition 1.2 .10 for the second inequality, and consequently $N=\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}$. This is clear for $a \in C_{K}(X)$ since $C_{K}(X) \subseteq \mathcal{A}_{\infty}$, and it is also clear for $t$, because $\chi_{X \backslash E_{n}} t \in \mathcal{A}_{n}$ and

$$
N\left(t-\chi_{X \backslash E_{n}} t\right) \leq N\left(\chi_{E_{n}}\right)=\mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{ } 0, \quad \operatorname{rk}_{\mathcal{A}}\left(t-\chi_{X \backslash E_{n}} t\right) \leq \operatorname{rk}_{\mathcal{A}}\left(\chi_{E_{n}}\right)=\mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{ } 0
$$

To show that $N$ and $\mathrm{rk}_{\mathcal{A}}$ coincide on matrices over $\mathcal{A}$, consider a concrete matrix algebra $M_{l}(\mathcal{A})$. The same argument as above works exactly the same in this case, we sketch it for convenience. For a finite subset $S \subseteq\left\{W \in \mathbb{V}_{n}\right\}$, consider the element

$$
H_{S}=\left(\begin{array}{ccc}
\sum_{W \in S} h_{W} & & \\
& \cdot l & \\
& & \sum_{W \in S} h_{W}
\end{array}\right) \in M_{l}(\mathcal{A})
$$

We have the identification $H_{S} \cdot M_{l}\left(\mathcal{A}_{n}\right)=M_{l}\left(\left(\sum_{W \in S} h_{W}\right) \mathcal{A}_{n}\right) \cong \bigoplus_{W \in S} M_{l}\left(h_{W} \mathcal{A}_{n}\right) \cong \bigoplus_{W \in S} M_{l}(K) \otimes$ $M_{|W|}(K)$, so the restriction of $N$ on $M_{l}\left(\mathcal{A}_{n}\right)$ coincides with the restriction of $\operatorname{rk}_{\mathcal{A}}$ on $M_{l}\left(\mathcal{A}_{n}\right)$, and hence they coincide on $M_{l}\left(\mathcal{A}_{\infty}\right)=\lim _{n} M_{l}\left(\mathcal{A}_{n}\right)$. As before, to show that $N=\operatorname{rk}_{\mathcal{A}}$ on $M_{l}(\mathcal{A})$, we only need to check that for each algebra generator $A$ of $M_{l}(\mathcal{A})$ and for each $\varepsilon>0$ there is $B \in M_{l}\left(\mathcal{A}_{\infty}\right)$ such that $N(A-B)<\frac{\varepsilon}{2}$ and $\operatorname{rk}_{\mathcal{A}}(A-B)<\frac{\varepsilon}{2}$. This is clear for $a \in M_{l}\left(C_{K}(X)\right)$ since $C_{K}(X) \subseteq \mathcal{A}_{\infty}$, and it is also clear for $t \cdot \operatorname{Id}_{l}$, because $\chi_{X \backslash E_{n}} t \cdot \operatorname{Id}_{l} \in M_{l}\left(\mathcal{A}_{n}\right)$ and

$$
\begin{aligned}
N\left(t \cdot \mathrm{Id}_{l}-\chi_{X \backslash E_{n}} t \cdot \mathrm{Id}_{l}\right) & \leq l \cdot N\left(\chi_{E_{n}}\right)=l \cdot \mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{ } 0 \\
\mathrm{rk}_{\mathcal{A}}\left(t \cdot \operatorname{Id}_{l}-\chi_{X \backslash E_{n}} t \cdot \mathrm{Id}_{l}\right) & \leq l \cdot \mathrm{rk}_{\mathcal{A}}\left(\chi_{E_{n}}\right)=l \cdot \mu\left(E_{n}\right) \xrightarrow[n \rightarrow \infty]{ } 0
\end{aligned}
$$

Let's show that $\mathrm{rk}_{\mathcal{A}}$ is extremal. Suppose we have a convex combination $\mathrm{rk}_{\mathcal{A}}=\alpha N_{1}+\beta N_{2}$, where $N_{1}$ and $N_{2}$ are Sylvester matrix rank functions on $\mathcal{A}$. Assume that $\alpha \neq 0,1$. We first show that each Sylvester matrix rank function $N_{i}$ induces a $T$-invariant probability measure $\mu_{i}$ on $X$. For this, we will use an argument similar to the one given in [90, Lemma 5.1]. We define premeasures $\bar{\mu}_{i}$ over the algebra of clopen sets $\mathbb{K}$ of $X$, by the rule

$$
\bar{\mu}_{i}: \mathbb{K} \rightarrow[0,1], \quad \bar{\mu}_{i}(U)=\bar{N}_{i}\left(\chi_{U}\right)
$$

Indeed, $\bar{\mu}_{i}(\emptyset)=N_{i}(0)=0$, and if $\left\{U_{n}\right\}_{n \geq 1}$ is a sequence of disjoint clopen sets of $X$ such that its union $U$ is also clopen, then $U$ is compact, and therefore it can be written as $U=U_{n_{1}} \sqcup \cdots \sqcup U_{n_{m}}$ for some clopen $U_{n_{i}}$, and

$$
\bar{\mu}_{i}(U)=N_{i}\left(\chi_{U}\right)=\sum_{i=1}^{m} N_{i}\left(\chi_{U_{n_{i}}}\right)=\sum_{n \geq 1} \bar{\mu}_{i}\left(U_{n}\right) .
$$

So each $\bar{\mu}_{i}$ is a premeasure, and by [34, Theorem 1.14] they can be uniquely extended to measures $\mu_{i}$ on the Borel $\sigma$-algebra of $X$, and it is straightforward to show that each $\mu_{i}$ is a $T$-invariant probability measure on $X$.

Now, we necessarily have the equality $\mu=\alpha \mu_{1}+\beta \mu_{2}$ since

$$
\mu(U)=\operatorname{rk}_{\Re_{\mathrm{rk}}}\left(\chi_{U}\right)=\alpha N_{1}\left(\chi_{U}\right)+\beta N_{2}\left(\chi_{U}\right)=\alpha \mu_{1}(U)+\beta \mu_{2}(U) \quad \text { for every } U \in \mathbb{K}
$$

Since $\mu$ is extremal ([85, Theorem 2.8]) and $\alpha \neq 0,1$, we obtain that $\mu_{1}=\mu_{2}=\mu$. This says that $N_{i}$ are Sylvester matrix rank functions on $\mathcal{A}$ satisfying $N_{i}\left(\chi_{U}\right)=\mu_{i}(U)=\mu(U)$ for each $U \in \mathbb{K}$. By the uniqueness property of part (ii), we get that $N_{i}=\mathrm{rk}_{\mathcal{A}}$. It follows that $\mathrm{rk}_{\mathcal{A}}$ is extremal.

To show that $\mathrm{rk}_{\mathfrak{R}_{\infty}}$ is extremal, suppose again that we have a convex combination $\mathrm{rk}_{\mathfrak{R}_{\infty}}=\alpha N_{1}+\beta N_{2}$, where $N_{1}$ and $N_{2}$ are pseudo-rank functions on $\mathfrak{R}_{\infty}$. Assume that $\alpha \neq 0,1$. Then it is clear that each $N_{i}$ is continuous with respect to $\mathrm{rk}_{\Re_{\infty}}$, denoted by $N_{i} \ll \mathrm{rk}_{\mathfrak{R}_{\infty}}$, in the sense of [39, Definition on page 287], and therefore by [39, Proposition 19.12], $N_{i}$ extend to continuous pseudo-rank functions $\bar{N}_{i}$ on $\mathfrak{R}_{\mathrm{rk}}$ such that $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}=\alpha \bar{N}_{1}+\beta \bar{N}_{2}$. Since we have an identification $\mathcal{A} \subseteq \mathfrak{\Re}_{\mathrm{rk}}$ given by Theorem 2.3.7 the argument above can be used to show that $\mathrm{rk}_{\Re_{\infty}} \in \partial_{e} \mathbb{P}\left(\Re_{\infty}\right)$.

We can exactly compute the rank completion $\Re_{\mathrm{rk}}$ of $\Re_{\infty}($ and of $\mathcal{A})$ : it is the well-known von Neumann continuous factor $\mathcal{M}_{K}$, which is defined as the completion of $\lim _{\rightarrow n} M_{2^{n}}(K)$ with respect to its unique rank function (see Example 1.2.8 2) or Chapter 4 for details). Moreover, when the involution $*$ on $K$ is positive definite, we can deduce from Theorem 4.4.6 that there is a $*$-isomorphism between $\mathfrak{R}_{\mathrm{rk}}$ and $\mathcal{M}_{K}$, where the latter has the involution induced from the $*$-transpose involution on each matrix algebra $M_{2^{n}}(K)$. The above of course applies when $K$ is a subfield of $\mathbb{C}$ which is invariant under complex conjugation. This generalizes a result of Elek [29].

Theorem 2.3.9. There is an isomorphism of algebras $\mathfrak{R}_{\mathrm{rk}} \cong \mathcal{M}_{K}$, the von Neumann continuous factor over $K$. Moreover, if $(K, *)$ is a field with positive definite involution, then $\mathfrak{\Re}_{\mathrm{rk}}$ is a *-regular ring in a natural way, and $\mathfrak{R}_{\mathrm{rk}} \cong \mathcal{M}_{K}$ as $*$-algebras over $K$.

Proof. Since $\mathrm{rk}_{\mathfrak{R}_{\infty}}$ is extremal (Proposition 2.3.8, it follows from [39, Theorem 19.14] that $\mathfrak{R}_{\mathrm{rk}}={\overline{\Re_{\infty}}}^{\mathrm{rk}}{ }_{\mathfrak{\Re}_{\infty}}$ is a simple ring. So $\Re_{\mathrm{rk}}$ is a continuous factor in the sense of Definition 4.2.1 that is, a simple, (right and left) self-injective regular ring of type $I I_{f}$. Moreover, there is a countably dimensional dense subalgebra of $\mathfrak{R}_{\mathrm{rk}}$, namely $\mathcal{A}$, and clearly condition (3) in Theorem 4.2.2 is satisfied (because it is satisfied for the dense subalgebra $\Re_{\infty}$ of $\Re_{\mathrm{rk}}$ ). It follows that $\mathfrak{R}_{\mathrm{rk}} \cong \mathcal{M}_{K}$, the von Neumann continuous factor.

Now assume that $(K, *)$ is a field with positive definite involution. Then each $\mathfrak{R}_{n}=\prod_{W \in \mathbb{V}_{n}} M_{|W|}(K)$ is a $*$-regular ring, where each factor $M_{|W|}(K)$ of $\Re_{n}$ has the $*$-transpose involution, and the connecting maps $j_{n}: \Re_{n} \rightarrow \Re_{n+1}$ are given by block-diagonal maps (see Proposition 2.3 .2 ), so in particular are $*-$ homomorphisms. Therefore $\mathfrak{R}_{\infty}$ is a *-regular ring, and by [45, Proposition 1], the completion $\mathfrak{R}_{\mathrm{rk}}$ of $\mathfrak{R}_{\infty}$ is also a $*$-regular ring. One can easily show that $\mathcal{A}$ sits inside $\mathfrak{R}_{\mathrm{rk}}$ as a $*$-subalgebra, i.e. that the homomorphism defined in the proof of Proposition 2.3.7

$$
\Phi: \mathcal{A} \hookrightarrow \Re_{\mathrm{rk}}, \quad \sum_{i \in \mathbb{Z}} f_{i} t^{i} \mapsto \sum_{i \in \mathbb{Z}} f_{i} u^{i}
$$

preserves the involution.

Now the local condition (3) in Theorem 4.4.6 is actually somewhat more difficult to check in this case. Given positive integers $n, k$, if we define $S_{k}=\left\{W \in \mathbb{V}_{n}| | W \mid \leq k\right\}$, we have the estimate

$$
\mathrm{rk}_{\Re_{\mathrm{rk}}}\left(1-\sum_{W \in S_{k}} h_{W}\right)=\sum_{\substack{W \in \mathbb{V}_{n} \\|W|>k}}|W| \mu(W) \underset{k \rightarrow \infty}{\longrightarrow} 0
$$

as we have showed in the proof of Proposition 2.3.8. Therefore there exists $k_{n}$ such that $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}\left(1-H_{n}\right)<\frac{1}{2^{n}}$, being $H_{n}$ the projection $\sum_{W \in S_{k_{n}}} h_{W} \in \mathfrak{R}_{n}$. We approximate $\Re_{\infty}$ by the unital $*$-subalgebras

$$
\Re_{n}^{\prime}:=H_{n} \Re_{n} \oplus\left(1-H_{n}\right) K
$$

Since $H_{n} \Re_{n}=\left(\sum_{W \in S_{k_{n}}} h_{W}\right) \Re_{n} \cong \bigoplus_{W \in S_{k_{n}}} M_{|W|}(K)$, these algebras are $*$-isomorphic to standard matricial $*$-algebras. Although the sequence of projections $\left(j_{n, \infty}\left(H_{n}\right)\right)$ is not increasing, there are unital $*-$ homomorphisms $j_{n, m}^{\prime}: \mathfrak{R}_{n}^{\prime} \rightarrow \mathfrak{R}_{m}^{\prime}$ for $n \leq m$, defined by

$$
j_{n, m}^{\prime}\left(H_{n} x+\left(1-H_{n}\right) \lambda\right)=H_{m} \cdot j_{n, m}\left(H_{n} x+\left(1-H_{n}\right) \lambda\right)+\left(1-H_{m}\right) \lambda
$$

for $x \in \mathfrak{R}_{n}$ and $\lambda \in K$. Here $j_{n, m}: \Re_{n} \rightarrow \Re_{m}$ is the natural $*$-homomorphism. Moreover, since each $j_{n, m}$ is given by block-diagonal maps, so are the $j_{n, m}^{\prime}$. Observe that ( $\Re_{n}^{\prime}, j_{n, n+1}^{\prime}$ ) is not a directed system, but for $z=H_{n} x+\left(1-H_{n}\right) \lambda \in \mathfrak{R}_{n}^{\prime}$ and all $m \geq n$, we have the estimate

$$
\operatorname{rk}_{\mathfrak{\Re}_{m}}\left(j_{n, m}(z)-j_{n, m}^{\prime}(z)\right)=\operatorname{rk}_{\Re_{m}}\left(\left(1-H_{m}\right) j_{n, m}(z)-\left(1-H_{m}\right) \lambda\right) \leq \operatorname{rk}_{\Re_{m}}\left(1-H_{m}\right)<\frac{1}{2^{m}}
$$

Consequently, the proof of the implication (2) $\Longrightarrow(3)$ in Theorem 4.4.6 can be adapted to the present setting, and we obtain that condition (3) in Theorem 4.4.6 holds. This theorem then gives that $\mathfrak{R}_{\mathrm{rk}}={\overline{\Re_{\infty}}}^{\mathrm{rk} \Re_{\infty}}$ is *-isomorphic to $\mathcal{M}_{K}$, as desired.

Theorem 2.3.7 and Proposition 2.3 .8 state that, given an ergodic, full and $T$-invariant probability measure $\mu$ on $X$, one can construct an extremal faithful Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}$, unique with respect to the property that

$$
\operatorname{rk}_{\mathcal{A}}\left(\chi_{U}\right)=\mu(U) \quad \text { for every clopen subset } U \text { of } X .
$$

In the next proposition we prove that the converse of this construction can also be made.
Proposition 2.3.10. Let rk be an extremal faithful Sylvester matrix rank function on $\mathcal{A}$. Then there exists an ergodic, full and T-invariant probability measure $\mu_{\mathrm{rk}}$ on $X$, uniquely determined by the property that

$$
\mu_{\mathrm{rk}}(U)=\operatorname{rk}\left(\chi_{U}\right) \quad \text { for every clopen subset } U \text { of } X .
$$

Proof. It is clear that rk induces a finitely additive probability measure on the algebra of clopen subsets of $X$ by the rule

$$
\bar{\mu}_{\mathrm{rk}}(U)=\operatorname{rk}\left(\chi_{U}\right) \quad \text { for every clopen subset } U \text { of } X
$$

which, by the same argument as in the proof of Proposition 2.3.8 can be uniquely extended to a Borel probability measure $\mu_{\mathrm{rk}}$ on $X$. It is clearly $T$-invariant since, for $U \subseteq X$ a clopen set,

$$
\mu_{\mathrm{rk}}(T(U))=\operatorname{rk}\left(\chi_{T(U)}\right)=\operatorname{rk}\left(\chi_{\chi_{U}} t^{-1}\right)=\operatorname{rk}\left(\chi_{U}\right)=\mu_{\mathrm{rk}}(U)
$$

By [91, Theorem 2.18], $\mu_{\mathrm{rk}}$ is regular. We now show that $\mu_{\mathrm{rk}}$ is an ergodic measure. Suppose that it is not ergodic. Then there is a Borel subset $B$ of $X$ such that $\alpha:=\mu_{\mathrm{rk}}(B) \in(0,1)$. By regularity of the measure, and since the clopen subsets of $X$ form a basis for the topology, there are nonempty clopen subsets $\left\{U_{i}\right\}_{i \geq 1}$ in $X$ such that $\mu_{\mathrm{rk}}\left(B \triangle U_{i}\right)<\frac{1}{2^{i}}$ for all $i \geq 1$. In particular each $\mu_{\mathrm{rk}}\left(B \backslash U_{i}\right), \mu_{\mathrm{rk}}\left(U_{i} \backslash B\right)<\frac{1}{2^{i}}$, and
$\lim _{i \rightarrow \infty} \mu_{\mathrm{rk}}\left(U_{i}\right)=\lim _{i \rightarrow \infty}\left(\mu_{\mathrm{rk}}\left(U_{i} \backslash B\right)+\mu_{\mathrm{rk}}\left(U_{i} \cap B\right)\right)=\lim _{i \rightarrow \infty} \mu_{\mathrm{rk}}\left(U_{i} \cap B\right)=\lim _{i \rightarrow \infty}\left(\mu_{\mathrm{rk}}\left(U_{i} \cap B\right)+\mu_{\mathrm{rk}}\left(B \backslash U_{i}\right)\right)=\mu_{\mathrm{rk}}(B)$.
We then define

$$
N_{1}(M)=\alpha^{-1} \lim _{i \rightarrow \infty} \operatorname{rk}\left(\chi_{U_{i}} M\right) \quad \text { and } \quad N_{2}(M)=(1-\alpha)^{-1} \lim _{i \rightarrow \infty} \operatorname{rk}\left(\chi_{X \backslash U_{i}} M\right)
$$

for every matrix $M$ over $\mathcal{A}$. Note that

$$
\begin{gathered}
N_{1}(1)=\alpha^{-1} \lim _{i \rightarrow \infty} \operatorname{rk}\left(\chi_{U_{i}}\right)=\alpha^{-1} \lim _{i \rightarrow \infty} \mu_{\mathrm{rk}}\left(U_{i}\right)=1, \\
N_{2}(1)=(1-\alpha)^{-1} \lim _{i \rightarrow \infty} \operatorname{rk}\left(\chi_{X \backslash U_{i}}\right)=(1-\alpha)^{-1} \lim _{i \rightarrow \infty} \mu_{\mathrm{rk}}\left(X \backslash U_{i}\right)=1,
\end{gathered}
$$

and since rk is a Sylvester matrix rank function, it is straightforward to check that each $N_{i}$ satisfies properties $b), c$ ) and $d$ ) of Definition 1.2 .9 for being Sylvester matrix rank functions. To see that they are distinct Sylvester matrix rank functions, take $j \geq 1$ such that $\mu\left(B \triangle U_{j}\right)<\frac{1}{2} \min \{\alpha, 1-\alpha\}$; then

$$
\begin{gathered}
N_{1}\left(\chi_{U_{j}}\right)=\alpha^{-1} \lim _{i \rightarrow \infty} \mu\left(U_{i} \cap U_{j}\right)=\alpha^{-1} \lim _{i \rightarrow \infty} \mu\left(U_{i} \cap U_{j} \cap B\right)=\alpha^{-1} \mu\left(U_{j} \cap B\right)=\alpha^{-1}\left(\mu(B)-\mu\left(B \backslash U_{j}\right)\right)>\frac{1}{2}, \\
N_{2}\left(\chi_{U_{j}}\right)=(1-\alpha)^{-1} \lim _{i \rightarrow \infty} \mu\left(\left(X \backslash U_{i}\right) \cap U_{j}\right)=(1-\alpha)^{-1} \lim _{i \rightarrow \infty} \mu\left((X \backslash B) \cap\left(X \backslash U_{i}\right) \cap U_{j}\right) \leq(1-\alpha)^{-1} \mu\left(B \backslash U_{j}\right)<\frac{1}{2} .
\end{gathered}
$$

Since $\mathrm{rk}=\alpha N_{1}+(1-\alpha) N_{2}$, this contradicts the fact that rk is extremal in $\mathbb{P}(\mathcal{A})$.
For the fullness of the measure, suppose that $V$ is a nonempty open subset of $X$ such that $\mu_{\mathrm{rk}}(V)=0$. We can find a nonempty clopen subset $U \subseteq V$, so in particular $\operatorname{rk}\left(\chi_{U}\right)=\mu_{\mathrm{rk}}(U) \leq \mu_{\mathrm{rk}}(V)=0$; this contradicts the fact that rk is faithful.

### 2.3.3 The space $\mathbb{P}(\mathcal{A})$

In this section we obtain some results on the structure of the compact convex set $\mathbb{P}(\mathcal{A})$ of Sylvester matrix rank functions on $\mathcal{A}$. Recall that $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ with $T$ a homeomorphism of a totally disconnected, metric, compact space $X$, not necessarily infinite throughout this section.

Let $R$ be a unital ring. Following [52], we denote by $\mathbb{P}_{\text {reg }}(R)$ the set of all Sylvester matrix rank functions rk on $R$ that are induced by some regular ring, that is, $\mathrm{rk} \in \mathbb{P}_{\mathrm{reg}}(R)$ if and only if there is a regular rank ring $\left(S, \mathrm{rk}_{S}\right)$ and a ring homomorphism $\varphi: R \rightarrow S$ such that $\operatorname{rk}(A)=\operatorname{rk}_{S}(\varphi(A))$ for every matrix $A$ over $R$.

We first investigate the relation between Sylvester matrix rank functions on $C_{K}(X)$ and Borel probability measures on $X$.

Lemma 2.3.11. There is a natural identification $\mathbb{P}\left(C_{K}(X)\right)=M(X)$, where $M(X)$ denotes the compact convex set of probability measures on $X$. Under this identification, the set $M^{\mathbb{Z}}(X)$ of $T$-invariant probability measures corresponds to the set $\mathbb{P}^{\mathbb{Z}}\left(C_{K}(X)\right)$ of $T$-invariant Sylvester matrix rank functions on $C_{K}(X)$.

Proof. Note that $R=C_{K}(X)$ is a commutative von Neumann regular ring for each field $K$. Hence the set $\mathbb{P}(R)$ coincides with the set of pseudo-rank functions on $R$ (see Section 1.2 for the definition and properties of pseudo-rank functions on regular rings). Now it is clear that a pseudo-rank function rk on $R$ induces a finitely additive probability measure on the algebra of clopen subsets of $X$ by the rule

$$
\bar{\mu}_{\mathrm{rk}}(U)=\operatorname{rk}\left(\chi_{U}\right) \quad \text { for every clopen subset } U \text { of } X,
$$

which by the same argument as in the proof of Proposition 2.3.8 can be uniquely extended to a Borel probability measure $\mu_{\mathrm{rk}}$ on $X$.

Conversely, any Borel probability measure $\mu$ induces a pseudo-rank function $\mathrm{rk}_{\mu}$ on $R$, as follows. As we have already observed at the beginning of Section 2.2 after Lemma 2.2.1, each element $a \in R$ can be written in the form $a=\sum_{i=1}^{n} \lambda_{i} \chi_{U_{i}}$, where $\lambda_{i} \in K$ and $\left\{U_{i}\right\}$ forms a partition of $X$, where each $U_{i}$ is a clopen subset of $X$. We define

$$
\mathrm{rk}_{\mu}(a)=\sum_{i: \lambda_{i} \neq 0} \mu\left(U_{i}\right)
$$

Let's check that it is indeed a pseudo-rank function on $R$. Clearly $\mathrm{rk}_{\mu}(0)=0$ and $\mathrm{rk}_{\mu}(1)=1$. If $a=$ $\sum_{i=1}^{n} \lambda_{i} \chi_{U_{i}}, b=\sum_{j=1}^{m} \eta_{j} \chi_{V_{j}}$ with $\left\{U_{i}\right\},\left\{V_{j}\right\}$ partitions of $X$ consisting of clopen sets, and $\lambda_{i}, \eta_{j} \in K$, then $a b=\sum_{i, j} \lambda_{i} \eta_{j} \chi_{U_{i} \cap V_{j}}$, and so

$$
\operatorname{rk}_{\mu}(a b)=\sum_{i: \lambda_{i} \neq 0} \sum_{j: \eta_{j} \neq 0} \mu\left(U_{i} \cap V_{j}\right) \leq \sum_{i: \lambda_{i} \neq 0} \sum_{j} \mu\left(U_{i} \cap V_{j}\right)=\sum_{i: \lambda_{i} \neq 0} \mu\left(U_{i}\right)=\operatorname{rk}_{\mu}(a)
$$

Symmetrically we get $\operatorname{rk}_{\mu}(a b) \leq \operatorname{rk}_{\mu}(b)$. To conclude, take $a=\chi_{U}$ and $b=\chi_{V}$ two orthogonal idempotents of $R$, so $U, V$ are disjoint clopen subsets of $X$. Then

$$
\operatorname{rk}_{\mu}(a+b)=\mu(U)+\mu(V)=\operatorname{rk}_{\mu}(a)+\operatorname{rk}_{\mu}(b)
$$

as required.
In this way, we obtain a canonical identification between $\mathbb{P}(R)$ and $M(X)$, since it is easily checked that $\mathrm{rk}_{\mu_{\mathrm{rk}}}=\mathrm{rk}$ and $\mu_{\mathrm{rk}_{\mu}}=\mu$. Now if $\mu$ is $T$-invariant and $a=\sum_{i=1}^{n} \lambda_{i} \chi_{U_{i}}$ is an element of $C_{K}(X)$ with $\left\{U_{i}\right\}$ a partition of $X$ consisting of clopen sets, then $T(a)=\sum_{i=1}^{n} \lambda_{i} \chi_{T\left(U_{i}\right)}$ and

$$
\operatorname{rk}_{\mu}(T(a))=\sum_{i: \lambda_{i} \neq 0} \mu\left(T\left(U_{i}\right)\right)=\sum_{i: \lambda_{i} \neq 0} \mu\left(U_{i}\right)=\operatorname{rk}_{\mu}(a) .
$$

Hence $\mathrm{rk}_{\mu}$ is $T$-invariant. Conversely, if rk is a $T$-invariant Sylvester matrix rank function, then

$$
\mu_{\mathrm{rk}}(T(U))=\operatorname{rk}\left(\chi_{T(U)}\right)=\operatorname{rk}\left(T\left(\chi_{U}\right)\right)=\operatorname{rk}\left(\chi_{U}\right)=\mu(U) \quad \text { for every clopen set } U .
$$

Since the extension to a Borel probability measure is unique, we conclude that $\mu$ is also $T$-invariant.
Proposition 2.3.12. Continue with the above notation. For each $\mu \in \partial_{e} M^{\mathbb{Z}}(X)$ there exists rk $\in \partial_{e} \mathbb{P}(\mathcal{A}) \cap$ $\mathbb{P}_{\text {reg }}(\mathcal{A})$ such that $\operatorname{rk}\left(\chi_{U}\right)=\mu(U)$ for all clopen subset $U$ of $X$.
Proof. Note that, by [85] Theorem 2.8], $\partial_{e} M^{\mathbb{Z}}(X)$ is the set of ergodic $T$-invariant Borel probability measures on $X$. Now if $\mu \in \partial_{e} M^{\mathbb{Z}}(X)$, then following the first observations given at the beginning of Section 2.3.1,
a) either there is a periodic point $x \in X$ of $T$, of period $l \geq 1$, such that $\mu(\{x\})=\frac{1}{l}$, and the support of $\mu$ is the orbit $\mathcal{O}(x)$ of $x$, or
b) $X$ is atomless and the action is essentially free, in the sense that the set of periodic points is a $\mu$-null set (see [61, Remark 2.3]).

In the former case, we follow the idea given in the proof of Proposition 2.3.5. We construct a map $\rho: \mathcal{A} \rightarrow$ $M_{l}(K)$ by the rules

$$
f \in C_{K}(X), f \mapsto\left(\begin{array}{cccc}
f(x) & & & \mathbf{0} \\
& f(T(x)) & & \\
\mathbf{0} & & \ddots & \\
& & f\left(T^{l-1}(x)\right)
\end{array}\right), \quad t \mapsto\left(\begin{array}{ccccc}
0 & & & 0 & 1 \\
1 & 0 & & & 0 \\
& \ddots & \ddots & & \\
& & \ddots & 0 & \\
\mathbf{0} & & & 1 & 0
\end{array}\right)=u
$$

It can be verified that $u \rho(f) u^{-1}=\rho(T(f))$ by direct computation. It follows from the universal property of the crossed product that there is a unique algebra homomorphism $\rho: \mathcal{A} \rightarrow M_{l}(K)$ extending the above assignments. $M_{l}(K)$ is a regular rank ring, with unique normalized rank function $\frac{\mathrm{Rk}}{l}$, so it induces a Sylvester matrix rank function on $\mathcal{A}$ by $\operatorname{rk}(a)=\frac{\operatorname{Rk}(\rho(a))}{l}$ for $a \in \mathcal{A}$. If $U$ is a clopen subset of $X$,

$$
\operatorname{rk}\left(\chi_{U}\right)=\frac{\operatorname{Rk}\left(\rho\left(\chi_{U}\right)\right)}{l}=\frac{1}{l}\left|\left\{j \mid T^{j}(x) \in U\right\}\right|=\sum_{j=0}^{l-1} \mu\left(U \cap\left\{T^{j}(x)\right\}\right)=\mu(U)
$$

and since $\mu$ is an ergodic measure, rk is extremal by the same arguments as in the proof of Proposition 2.3.8. It is not difficult to see, using the previous computation, that the restriction of rk on $C_{K}(X)$ gives the Sylvester matrix rank function $\mathrm{rk}_{\mu}$ constructed in Lemma 2.3.11. Therefore $\mathrm{rk} \in \partial_{e} \mathbb{P}(\mathcal{A}) \cap \mathbb{P}_{\text {reg }}(\mathcal{A})$.

In the latter case, we may restrict to the closed subspace $X^{\prime}:=\operatorname{supp}(\mu)$ of $X$, which is an infinite, totally disconnected, compact metric space. Since $\mu$ is $T$-invariant, $T$ restricts to a homeomorphism of $X^{\prime}$ and the restriction of $\mu$ to $X^{\prime}$ is a full ergodic $T$-invariant probability measure. It follows from Theorem 2.3.7 and Proposition 2.3.8 that there is rk $\in \partial_{e} \mathbb{P}\left(\mathcal{A}^{\prime}\right) \cap \mathbb{P}_{\text {reg }}\left(\mathcal{A}^{\prime}\right)$, where $\mathcal{A}^{\prime}:=C_{K}\left(X^{\prime}\right) \rtimes_{T} \mathbb{Z}$, such that rk induces $\mathrm{rk}_{\mu}$ on $C_{K}(X)$. Considering the canonical projection

$$
P: C_{K}(X) \rtimes_{T} \mathbb{Z} \rightarrow C_{K}\left(X^{\prime}\right) \rtimes_{T} \mathbb{Z}
$$

we see that $\operatorname{rk}_{\mathcal{A}}=\operatorname{rk} \circ P \in \partial_{e} \mathbb{P}(\mathcal{A}) \cap \mathbb{P}_{\text {reg }}(\mathcal{A})$, as desired. It is straightforward to check that $\mathrm{rk}_{\mathcal{A}}$ satisfies the desired compatibility property with the measure $\mu$.

Remark 2.3.13. In the case where $\mu \in \partial_{e} M^{\mathbb{Z}}(X)$ is a measure concentrated in the orbit of a periodic point, we cannot expect neither uniqueness of the extremal Sylvester matrix rank function on $\mathcal{A}$ extending $\mathrm{rk}_{\mu}$ nor regularity of all the extensions, essentially because of the appearance of isotropy.

Consider, for example, the case of a fixed point $X=\{x\}$, with associated measure $\mu$ satisfying $\mu(\{x\})=1$, and $K$ being any field of characteristic different from 2. We obtain an extremal Sylvester matrix rank function $r k^{\prime}$ by pulling back the unique Sylvester matrix rank function on $K$ via the homomorphism

$$
\mathcal{A} \cong K\left[t, t^{-1}\right] \rightarrow K\left[t, t^{-1}\right] /(t-\alpha) \cong K
$$

the first isomorphism given by $f \mapsto f(x), t \mapsto t$, and $\alpha \in K \backslash\{0,1\}$. This Sylvester matrix rank function induces the same measure $\mu$ as in Proposition 2.3.12, but the rank functions are clearly different, since $\mathrm{rk}^{\prime}(t-1)=1$ and $\operatorname{rk}(t-1)=0$. This shows the nonuniqueness statement above.

To continue, we need the following result from [54].
Proposition 2.3.14. Let $A=K\left[t, t^{-1}\right]$. Then $\mathbb{P}(A)=\mathbb{P}_{\text {reg }}(A)$.
Theorem 2.3.15. Let $T$ be a homeomorphism on a totally disconnected compact metric space $X$ and let $\mathbb{P}^{\mathbb{Z}}\left(C_{K}(X)\right)=M^{\mathbb{Z}}(X)$ be the space of $T$-invariant measures on $X$, which we identify with the set of $T$-invariant Sylvester matrix rank functions on $C_{K}(X)$. Set, as before, $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$. Then we have $\mathbb{P}(\mathcal{A})=\mathbb{P}_{\text {reg }}(\mathcal{A})$.

Proof. By [53, Proposition 5.9], it suffices to show that all extremal Sylvester matrix rank functions on $\mathcal{A}$ are regular. Let $\mathrm{rk} \in \partial_{e} \mathbb{P}(\mathcal{A})$, and let $\mu_{\mathrm{rk}}$ be the ergodic, full, $T$-invariant probability measure on $X$ given by Proposition 2.3.10.

Assume first that $\mu_{\mathrm{rk}}$ is a measure concentrated in the orbit of a periodic point $x$, of period $l$. In this case, rk induces an extremal Sylvester matrix rank function on $C_{K}(\mathcal{O}(x)) \rtimes_{T} \mathbb{Z}$, which is $*$-isomorphic to $M_{l}\left(K\left[t^{l}, t^{-l}\right]\right)$ via the map

$$
f \in C_{K}(X), f \mapsto\left(\begin{array}{cccc}
f(x) & & & \mathbf{0} \\
& f(T(x)) & & \\
& & \ddots & \\
\mathbf{0} & & & f\left(T^{l-1}(x)\right)
\end{array}\right), \quad t \mapsto\left(\begin{array}{ccccc}
0 & & & 0 & t \\
t & 0 & & & 0 \\
& \ddots & \ddots & & \\
& & \ddots & 0 & \\
\mathbf{0} & & & t & 0
\end{array}\right)
$$

and so, by Proposition 2.3.14 rk is a regular Sylvester matrix rank function.
If the support of $\mu_{\mathrm{rk}}$ is infinite then, since $\mu_{\mathrm{rk}}$ is an ergodic $T$-invariant measure, the arguments in Proposition 2.3.12 apply to give that rk $\in \mathbb{P}_{\text {reg }}(\mathcal{A})$.

Thus in any case we get that $\mathrm{rk} \in \mathbb{P}_{\text {reg }}(\mathcal{A})$, and the proof is complete.

### 2.4 The *-regular closure $\mathcal{R}_{\mathcal{A}}$

We continue with our setting, assuming now that $(K, *)$ is a $*$-field with positive definite involution. Since we have endowed the algebra $\mathcal{A}=C_{K}(X) \rtimes_{T} X$ with a unique Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ such that $\operatorname{rk}_{\mathcal{A}}\left(\chi_{U}\right)=\mu(U)$ for every clopen subset $U$ of $X$ (Proposition 2.3.8), it is natural to ask which is the set of positive real numbers reached by such a rank function. In other words, it would be interesting to determine exactly the set

$$
\mathcal{C}(\mathcal{A}):=\operatorname{rk}_{\mathcal{A}}\left(\bigcup_{i=1}^{\infty} M_{i}(\mathcal{A})\right) \subseteq \mathbb{R}^{+}
$$

As in Definition 1.1.12 this always has the structure of a semigroup, inherited from $\left(\mathbb{R}^{+},+\right)$.
We will see in Section 3.1 that, in the particular case of some group algebras $K[G]$, this set is exactly the set of $l^{2}$-Betti numbers arising from the canonical rank function inherited from $\mathcal{U}(G)$, the classical ring of quotients of the von Neumann algebra $\mathcal{N}(G)$ of the group $G{ }^{13}$. In fact, we will prove that the *-regular closure $\mathcal{R}_{\mathcal{A}}:=\mathcal{R}\left(\mathcal{A}, \mathfrak{R}_{\mathrm{rk}}\right)$ of $\mathcal{A}$ in the $*$-regular ring $\mathfrak{\Re}_{\mathrm{rk}}$ corresponds exactly to the $*$-regular closure of the group algebra $K[G]$ inside the $*$-regular ring $\mathcal{U}(G)$.

[^22]With the aim of computing $\mathcal{C}(\mathcal{A})$, we follow the same strategy as in [6], so we aim to study the $*$-regular closure $\mathcal{R}_{\mathcal{A}}$. The reason for this is given by the following proposition, which is motivated by Proposition 1.2.13.

Proposition 2.4.1. With the foregoing notation, the subgroup of $(\mathbb{R},+)$ generated by $\mathcal{C}(\mathcal{A})$ coincides with the subgroup of $(\mathbb{R},+)$ generated by the set

$$
\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(\mathcal{R}_{\mathcal{A}}\right)=\left\{\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(r) \mid r \in \mathcal{R}_{\mathcal{A}}\right\}
$$

where $\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}$ is the restriction of $\mathrm{rk}_{\Re_{\mathrm{rk}}}$ to $\mathcal{R}_{\mathcal{A}}$. Equivalently, it coincides with the image of the state

$$
\phi: K_{0}\left(\mathcal{R}_{\mathcal{A}}\right) \rightarrow \mathbb{R}, \quad[p]-[q] \mapsto \mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}(p)-\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}(q)
$$

Proof. We write $\mathcal{S}_{1}$ for the subgroup of $(\mathbb{R},+)$ generated by $\mathcal{C}(\mathcal{A})$, and $\mathcal{S}_{2}$ for the subgroup of $(\mathbb{R},+)$ generated by $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(\mathcal{R}_{\mathcal{A}}\right)$. By Proposition 1.2.13 we clearly have $\mathcal{S}_{2} \subseteq \mathcal{S}_{1}$.

For the other inclusion note first that, since $\mathcal{R}_{\mathcal{A}}$ is a $*$-regular ring with positive definite involution, each matrix algebra $M_{n}\left(\mathcal{R}_{\mathcal{A}}\right)$ is $*$-regular too; hence for each $A \in M_{n}\left(\mathcal{R}_{\mathcal{A}}\right)$ there exists a projection $P \in M_{n}\left(\mathcal{R}_{\mathcal{A}}\right)$ such that $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(A)=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(P)$ (recall Theorem 1.2.11). We conclude that $\mathcal{C}(\mathcal{A})$ is contained in the set of positive real numbers of the form $\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}(P)$, where $P$ ranges over projections in matrices over $\mathcal{R}_{\mathcal{A}}$. Now each such projection $P$ is equivalent to a diagonal one ([39, Proposition 2.10]), that is, one of the form

$$
\left(\begin{array}{cccc}
p_{1} & & & \\
& p_{2} & & \\
& & \ddots & \\
& & & p_{r}
\end{array}\right) \quad \text { for some projections } p_{1}, \ldots, p_{r} \in \mathcal{R}_{\mathcal{A}}
$$

so that $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(P)=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(p_{1}\right)+\cdots+\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(p_{r}\right) \in \mathcal{S}_{2}$, and $\mathcal{S}_{1} \subseteq \mathcal{S}_{2}$.
The last part of the proposition follows easily from the first one, since $\phi\left(K_{0}\left(\mathcal{R}_{\mathcal{A}}\right)\right)=\mathcal{S}_{2}$.
The first thing we notice is that we can completely determine the rank completion of $\mathcal{R}_{\mathcal{A}}$ thanks to Theorem 2.3.7

Proposition 2.4.2. With the above notation, $\overline{\mathcal{R}}_{\mathcal{A}}{ }^{\mathrm{r} \mathcal{R}_{\mathcal{A}}} \cong \mathcal{M}_{K}$, where $\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}$ denotes the Sylvester matrix rank function of $\mathcal{R}_{\mathcal{A}}$ inherited from the regular ring $\mathfrak{R}_{\mathrm{rk}}$.
Proof. Since $\mathcal{A} \subseteq \mathcal{R}_{\mathcal{A}} \subseteq \Re_{\mathrm{rk}}$ and $\overline{\mathcal{A}}^{\mathrm{rk}_{\mathcal{A}}}=\Re_{\mathrm{rk}} \cong \mathcal{M}_{K}$ due to Theorem 2.3.7, the result follows.
We will make use of our sequence $\left\{\mathcal{A}_{n}\right\}_{n \geq 1}$ of approximating algebras to approximate $\mathcal{R}_{\mathcal{A}}$ in a suitable way.

In our present setting, the rings $\mathfrak{R}_{n}, \Re_{\infty}$ and $\mathfrak{R}_{\mathrm{rk}}$ become $*$-regular and all the connecting maps in the commutative diagram below become $*$-homomorphisms.


We can then consider the $*$-regular closure of $\mathcal{A}_{n}$ inside $\Re_{n}$, which we will denote by $\mathcal{R}_{n}=\mathcal{R}\left(\mathcal{A}_{n}, \Re_{n}\right)$. Similarly we let $\mathcal{R}_{\infty}=\mathcal{R}\left(\mathcal{A}_{\infty}, \mathfrak{R}_{\infty}\right)$.

Proposition 2.4.3. We have inclusions $\mathcal{R}_{n} \subseteq \mathcal{R}_{n+1}$, and moreover $\bigcup_{n \geq 1} \mathcal{R}_{n}=\mathcal{R}_{\infty}$. Therefore the diagram 2.4.1 extends to a commutative diagram


Proof. Since $\mathcal{A}_{n} \subseteq \mathcal{A}_{n+1} \cap \mathfrak{R}_{n} \subseteq \mathcal{R}_{n+1} \cap \mathfrak{R}_{n} \subseteq \mathfrak{R}_{n}$, and $\mathcal{R}_{n+1} \cap \mathfrak{R}_{n}$ is *-regular, we have by definition that $\mathcal{R}_{n} \subseteq \mathcal{R}_{n+1} \cap \Re_{n} \subseteq \mathcal{R}_{n+1}$, since $\mathcal{R}_{n}$ is the smallest $*$-regular subring of $\mathfrak{R}_{n}$ containing $\mathcal{A}_{n}$. In particular, this shows the commutativity of the left sides of the diagram. The proof for the right sides is similar: $\mathcal{A}_{\infty} \subseteq$ $\mathcal{A} \cap \mathfrak{R}_{\infty} \subseteq \mathcal{R}_{\mathcal{A}} \cap \mathfrak{R}_{\infty} \subseteq \mathfrak{R}_{\infty}$, and since $\mathcal{R}_{\mathcal{A}} \cap \Re_{\infty}$ is $*$-regular, again we have $\mathcal{R}_{\infty} \subseteq \mathcal{R}_{\mathcal{A}} \cap \mathfrak{R}_{\infty} \subseteq \mathcal{R}_{\mathcal{A}}$.

For the second part, note that each $\mathcal{A}_{n} \subseteq \mathcal{R}_{n} \subseteq \bigcup_{n \geq 1} \mathcal{R}_{n} \subseteq \mathfrak{R}_{\infty}$, hence $\mathcal{A}_{\infty} \subseteq \bigcup_{n \geq 1} \mathcal{R}_{n} \subseteq \mathfrak{R}_{\infty}$. It is easy to check, using that $\mathcal{R}_{n} \subseteq \mathcal{R}_{n+1}$, that $\bigcup_{n \geq 1} \mathcal{R}_{n}$ is $*$-regular, so by definition $\mathcal{R}_{\infty} \subseteq \bigcup_{n \geq 1} \mathcal{R}_{n}$. The other inclusion is trivial because each $\mathcal{R}_{n} \subseteq \mathcal{R}_{\infty}$, so the equality follows.

The following lemma gives some examples of elements that appear inside $\mathcal{R}_{\mathcal{A}}$.
Lemma 2.4.4. Take $p(x)=\lambda_{0}+\lambda_{1} x+\cdots+\lambda_{k} x^{k} \in K[x]$ a polynomial with $\lambda_{0} \neq 0$. Then $p(t) \in \mathcal{A}$ is invertible in $\mathcal{R}_{\mathcal{A}}$.

Moreover, $\mathcal{R}_{\mathcal{A}}$ contains a copy of the rational function field $K(u)$, so that $K(u) \subseteq \mathcal{R}_{\mathcal{A}}{ }^{14}$
Proof. Inside $\Re_{\text {rk }}$, we know that $u=\lim _{n} \pi_{n}\left(\chi_{X \backslash E_{n}} t\right)$, where the limit is taken with respect to the $\mathrm{rk}_{\mathfrak{R}_{\mathrm{rk}}}-$ metric (see Theorem 2.3.7). Hence $p(u)=\lim _{n} \pi_{n}\left(p\left(\chi_{X \backslash E_{n}} t\right)\right.$ ). Note that, under $\pi_{n}: \mathcal{A}_{n} \hookrightarrow \mathfrak{R}_{n} \subseteq \mathfrak{R}_{\mathrm{rk}}$, $\pi_{n}\left(\chi_{X \backslash E_{n}} t\right)=\left(h_{W} \cdot \chi_{X \backslash E_{n}} t\right)_{W \in \mathbb{V}_{n}}$. We compute

$$
h_{W} \cdot \chi_{X \backslash E_{n}} t=\left(e_{00}(W)+\cdots+e_{|W|-1,|W|-1}(W)\right) \chi_{X \backslash E_{n}} t=e_{10}(W)+\cdots+e_{|W|-1,|W|-2}(W)=: u_{W},
$$

so

$$
\pi_{n}\left(p\left(\chi_{X \backslash E_{n}} t\right)\right)=\lambda_{0} \operatorname{Id}_{W}+\lambda_{1} u_{W}+\cdots+\lambda_{k} u_{W}^{k}
$$

These are all lower triangular matrices inside each simple factor $M_{|W|}(K)$, and since $\lambda_{0} \neq 0$, they are invertible. Hence $\pi_{n}\left(p\left(\chi_{X \backslash E_{n}} t\right)\right)$ is invertible inside $\mathfrak{R}_{n} \subseteq \mathfrak{R}_{\mathrm{rk}}$, and so is its $\operatorname{limit}^{\lim } \lim _{n} \pi_{n}\left(p\left(\chi_{X \backslash E_{n}} t\right)\right)=p(u)$.

Since $u$ is clearly invertible in $\mathcal{R}_{\mathcal{A}}$, it follows that $K(u) \subseteq \mathcal{R}_{\mathcal{A}}$ : for polynomials $p(u)=\lambda_{0}+\lambda_{1} u+\cdots+\lambda_{k} u^{k}$ and $q(u)=u^{i}\left(\mu_{0}+\mu_{1} u+\cdots+\mu_{r} u^{r}\right)$ with $\lambda^{\prime} s, \mu^{\prime} s \in K$ and $\mu_{0} \neq 0$, we have

$$
p(u) q(u)^{-1}=u^{-i}\left(\lambda_{0}+\lambda_{1} u+\cdots+\lambda_{k} u^{k}\right)\left(\mu_{0}+\mu_{1} u+\cdots+\mu_{r} u^{r}\right)^{-1} \in \mathcal{R}_{\mathcal{A}}
$$

In what follows we will measure what is the difference between $\mathcal{R}_{\infty}$ and $\mathcal{R}_{\mathcal{A}}$ in the case where $y$ is a periodic point (cf. Proposition 2.3.5), and we will uncover the structure of this difference. We start with an easy proposition concerning the structure of $\mathcal{R}_{\infty}$.

Proposition 2.4.5. Let us assume the above notation and the one from Proposition 2.3.5, so I denotes the ideal of $\mathcal{A}$ generated by $C_{c, K}\left(X \backslash\left\{y, T(y), \ldots, T^{l-1}(y)\right\}\right)$. Let $\widetilde{I}=\mathcal{R}_{\infty} I \mathcal{R}_{\infty}$ be the ideal of $\mathcal{R}_{\infty}$ generated by $I$. Then:
(i) $\widetilde{I}=\bigcup_{n \geq M}\left(1-h_{W_{n}}\right) \mathcal{R}_{n}$, and there is a $*$-isomorphism

$$
\mathcal{R}_{\infty} / \widetilde{I} \cong M_{l}(K)
$$

(ii) If $\mathcal{R}$ denotes the $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\widetilde{I}, h_{W_{M}} \mathcal{A}_{M}$ and $K\left[t, t^{-1}\right]$, then $\widetilde{I}$ is also an ideal of $\mathcal{R}$, $\mathcal{A}$ is contained in $\mathcal{R}$, and there is $a *$-isomorphism

$$
\mathcal{R} / \widetilde{I} \cong M_{l}\left(K\left[t^{l}, t^{-l}\right]\right)
$$

Note that, since the ideal $\widetilde{I}$ is already $*$-regular and the quotient $\mathcal{R} / \widetilde{I}$ is not $*$-regular but 'almost', the *-subalgebra $\mathcal{R}$ is not the $*$-regular closure $\mathcal{R}_{\mathcal{A}}$, but 'almost'. We will see later how one should modify $\mathcal{R}$ in order to obtain the whole $\mathcal{R}_{\mathcal{A}}$. First, we prove Proposition 2.4 .5

Proof. (i) For $n \geq M$, let $I_{n}=I \cap \mathcal{A}_{n}=\left(1-h_{W_{n}}\right) \mathcal{A}_{n}$ and $\widetilde{I}_{n}=\mathcal{R}_{n} I_{n} \mathcal{R}_{n}$, the ideal of $\mathcal{R}_{n}$ generated by $I_{n}$.
Claim 1: $\widetilde{I}=\bigcup_{n \geq M} \widetilde{I}_{n}$.
Clearly each $\widetilde{I}_{n}=\mathcal{R}_{n} I_{n} \mathcal{R}_{n} \subseteq \mathcal{R}_{\infty} I \mathcal{R}_{\infty}=\widetilde{I}$, so $\bigcup_{n \geq M} \widetilde{I}_{n} \subseteq \widetilde{I}$. For the other inclusion, first recall that $I \subseteq \mathcal{A}_{\infty}$. If $a \in \widetilde{I}=\mathcal{R}_{\infty} I \mathcal{R}_{\infty}$, we can write it as a finite combination $a=\sum_{j=1}^{m} r_{j} b_{j} s_{j}$ with $r_{j}, s_{j} \in \mathcal{R}_{\infty}$ and $b_{j} \in I \subseteq \mathcal{A}_{\infty}$. There exists then an index $n_{0} \geq M$ such that $r_{j}, s_{j} \in \mathcal{R}_{n_{0}}$ and $b_{j} \in I \cap \mathcal{A}_{n_{0}}$ for all $j=1, \ldots, m$. Therefore $a=\sum_{j=1}^{m} r_{j} b_{j} s_{j} \in \mathcal{R}_{n_{0}} I_{n_{0}} \mathcal{R}_{n_{0}}=\widetilde{I}_{n_{0}}$, and we obtain the inclusion $\widetilde{I} \subseteq \bigcup_{n \geq M} \widetilde{I}_{n}$.

[^23]Claim 2: $\widetilde{I}_{n}=\left(1-h_{W_{n}}\right) \mathcal{R}_{n}$.
Since $I_{n}=\left(1-h_{W_{n}}\right) \mathcal{A}_{n}$ and taking into account that $\left(1-h_{W_{n}}\right)$ is central in $\mathcal{R}_{n}$, we compute

$$
\tilde{I}_{n}=\mathcal{R}_{n} I_{n} \mathcal{R}_{n}=\mathcal{R}_{n}\left(1-h_{W_{n}}\right) \mathcal{A}_{n} \mathcal{R}_{n}=\mathcal{R}_{n}\left(1-h_{W_{n}}\right) \mathcal{R}_{n}=\left(1-h_{W_{n}}\right) \mathcal{R}_{n}
$$

as required.
Using Claims 1 and 2, $\widetilde{I}=\bigcup_{n \geq M} \widetilde{I}_{n}=\bigcup_{n \geq M}\left(1-h_{W_{n}}\right) \mathcal{R}_{n}$.
Claim 3: For $m \geq n \geq M, \mathcal{R}_{n} / \widetilde{I}_{n} \cong \mathcal{R}_{m} / \widetilde{I}_{m} \cong M_{l}(K)$ canonically, through the maps

$$
e_{i j}\left(W_{n}\right)+\widetilde{I}_{n} \mapsto e_{i j}\left(W_{m}\right)+\widetilde{I}_{m} \mapsto e_{i j}
$$

To see this, note first that since $\mathcal{A}_{n} \subseteq \mathcal{R}_{n} \subseteq \Re_{n}$ and $h_{W_{n}} \mathcal{A}_{n}=h_{W_{n}} \Re_{n} \cong M_{l}(K)$, we have $h_{W_{n}} \mathcal{R}_{n} \cong M_{l}(K)$ through $e_{i j}\left(W_{n}\right) \mapsto e_{i j}$. Now each $h_{W_{n}}$ is a central idempotent in $\mathcal{R}_{n}$, so we again have decompositions

$$
\mathcal{R}_{n}=\left(1-h_{W_{n}}\right) \mathcal{R}_{n} \oplus h_{W_{n}} \mathcal{R}_{n}=\widetilde{I}_{n} \oplus h_{W_{n}} \mathcal{R}_{n}
$$

Hence $\mathcal{R}_{n} / \widetilde{I}_{n} \cong h_{W_{n}} \mathcal{R}_{n} \cong M_{l}(K) \cong h_{W_{m}} \mathcal{R}_{m} \cong \mathcal{R}_{m} / \widetilde{I}_{m}$ through the cited maps $e_{i j}\left(W_{n}\right)+\widetilde{I}_{n} \mapsto e_{i j} \mapsto$ $e_{i j}\left(W_{m}\right)+\widetilde{I}_{m}$. Note that the $*$-isomorphism $\mathcal{R}_{n} / \widetilde{I}_{n} \cong \mathcal{R}_{m} / \widetilde{I}_{m}$ is induced by the restriction map $\mathcal{R}_{n} \hookrightarrow \mathcal{R}_{m}$, which sends $e_{i j}\left(W_{n}\right)$ to $e_{i j}\left(W_{m}\right)+$ terms inside $\widetilde{I}_{m}$.
Now fix $n \geq M$, and consider the composition $\mathcal{R}_{n} \hookrightarrow \mathcal{R}_{\infty} \rightarrow \mathcal{R}_{\infty} / \widetilde{I}$. Since $\widetilde{I}_{n} \subseteq \tilde{I}$, we can factor this $*$-homomorphism through the quotient $\mathcal{R}_{n} / \widetilde{I}_{n}$, to get a $*$-homomorphism

$$
\mathcal{R}_{n} / \widetilde{I}_{n} \rightarrow \mathcal{R}_{\infty} / \widetilde{I}, \quad r+\widetilde{I}_{n} \mapsto r+\widetilde{I}
$$

From the last claim it follows easily that, for $n, m \geq M$, the diagram

is commutative. This proves surjectivity of $\mathcal{R}_{n} / \widetilde{I}_{n} \rightarrow \mathcal{R}_{\infty} / \widetilde{I}$, as follows. For $r \in \mathcal{R}_{\infty}=\bigcup_{n \geq 1} \mathcal{R}_{n}, r \in \mathcal{R}_{n_{0}}$ for some $n_{0} \geq M$, and so $r+\widetilde{I}=h_{W_{n_{0}}} r+\left(1-h_{W_{n_{0}}}\right) r+\widetilde{I}=h_{W_{n_{0}}} r+\widetilde{I}$. Then $h_{W_{n_{0}}} r+\widetilde{I}_{n_{0}} \in \mathcal{R}_{n_{0}} / \widetilde{I}_{n_{0}} \cong \mathcal{R}_{n} / \widetilde{I}_{n}$, and using the previous diagram we are done.
Injectivity is easy: since $\mathcal{R}_{n} / \widetilde{I}_{n} \cong M_{l}(K)$ is simple, it is enough to show that the element $h_{W_{n}}$ does not lie inside $\widetilde{I}$. But if $h_{W_{n}} \in\left(1-h_{W_{n_{0}}}\right) \mathcal{R}_{n_{0}}$ for some $n_{0} \geq M$, then $h_{W_{n}}=\left(1-h_{W_{n_{0}}}\right) h_{W_{n}}$, and so $h_{W_{n}} h_{W_{n_{0}}}=0$. This is a contradiction, since (in general) for $n \geq m \geq M, W_{n} \subseteq W_{m}$, and $h_{W_{n}} h_{W_{m}}=h_{W_{n}}$.
From this we obtain the desired $*$-isomorphism $\mathcal{R}_{\infty} / \widetilde{I} \cong \mathcal{R}_{n} / \widetilde{I}_{n} \cong M_{l}(K)$.
(ii) We first show that $\widetilde{I}$ is stable under multiplication by elements of $K\left[t, t^{-1}\right]$.

Claim 4: $t \widetilde{I}=\widetilde{I}$.
Take $a \in\left(1-h_{W_{n}}\right) \mathcal{R}_{n}$ for some $n \geq M$. Note that it is enough to show that $t\left(1-h_{W_{n}}\right) \in \widetilde{I}$, because in this case $t a=t\left(1-h_{W_{n}}\right) a \in \widetilde{I}$, and we would have shown the inclusion $t \widetilde{I} \subseteq \widetilde{I}$. But

$$
t\left(1-h_{W_{n}}\right)=t \chi_{X \backslash\left(W_{n} \cup T\left(W_{n}\right) \cup \ldots \cup T^{l-1}\left(W_{n}\right)\right)}=\chi_{X \backslash\left(T\left(W_{n}\right) \cup T^{2}\left(W_{n}\right) \cup \ldots \cup T^{l}\left(W_{n}\right)\right)} t
$$

and $\chi_{X \backslash\left(T\left(W_{n}\right) \cup T^{2}\left(W_{n}\right) \cup \ldots \cup T^{l}\left(W_{n}\right)\right)} \in C_{c, K}(X \backslash\{y\})$, so by Lemma 2.3 .3 we deduce that $t\left(1-h_{W_{n}}\right) \in \mathcal{A}_{\infty}$, hence $t\left(1-h_{W_{n}}\right) \in \widetilde{I}$. To prove the other inclusion $t^{-1} \widetilde{I} \subseteq \widetilde{I}$, the same trick applies: write

$$
\begin{aligned}
t^{-1}\left(1-h_{W_{n}}\right) & =t^{-1}\left(\chi_{X \backslash E_{n}}-\left(h_{W_{n}}-\chi_{W_{n}}\right)\right)+t^{-1}\left(\chi_{E_{n}}-\chi_{W_{n}}\right) \\
& =t^{-1} \chi_{X \backslash E_{n}}\left(\chi_{X \backslash E_{n}}-\left(h_{W_{n}}-\chi_{W_{n}}\right)\right)+t^{-1} \chi_{E_{n} \backslash W_{n}} .
\end{aligned}
$$

The first term already belongs to $\widetilde{I}$ because $t^{-1} \chi_{X \backslash E_{n}} \in \mathcal{A}_{\infty}$, and since $\chi_{E_{n} \backslash W_{n}} \in C_{c, K}(X \backslash\{y\})$, Lemma 2.3 .3 applies again to deduce that $t^{-1} \chi_{E_{n} \backslash W_{n}} \in \mathcal{A}_{\infty}$ too. Therefore $t^{-1}\left(1-h_{W_{n}}\right) \in \widetilde{I}$, and $t^{-1} a=$ $t^{-1}\left(1-h_{W_{n}}\right) a \in \widetilde{I}$.
In conclusion $t \widetilde{I}=\widetilde{I}$, as claimed.

As a consequence $p(t) \widetilde{I}, \widetilde{I} p(t) \subseteq \widetilde{I}$ for every Laurent polynomial in $t$, and so $\widetilde{I}$ is an ideal of $\mathcal{R}$.
Claim 5: $\tilde{I}$ is a proper ideal of $\mathcal{R}$.
This follows from the fact that $\operatorname{rk}_{\mathcal{A}}\left(1-h_{W_{n}}\right)<1$ for all $n \geq M$.

## Claim 6: $\mathcal{A} \subseteq \mathcal{R}$.

Assume that $h_{W_{n}} \mathcal{A}_{n} \subseteq \mathcal{R}$ for some $n \geq M$. Under the quotient map $\mathcal{A}_{\infty} \rightarrow \mathcal{A}_{\infty} / I \cong M_{l}(K)$ we know (see the proof of Proposition 2.3.5 (ii)) that the matrix units $e_{i j}\left(W_{n}\right)$ correspond to the matrix units $e_{i j}$, hence the differences $e_{i j}\left(W_{n+1}\right)-e_{i j}\left(W_{n}\right)$ correspond to 0 inside $\mathcal{A}_{\infty} / I$, and so they belong to the ideal $I \subseteq \widetilde{I} \subseteq \mathcal{R}$ for all $0 \leq i, j \leq l-1$. Since $e_{i j}\left(W_{n}\right) \in h_{W_{n}} \mathcal{A}_{n} \subseteq \mathcal{R}$ already, we deduce that $e_{i j}\left(W_{n+1}\right) \in \mathcal{R}$ too, and so the whole algebra $h_{W_{n+1}} \mathcal{A}_{n+1}$ lives inside $\mathcal{R}$. An induction then says that $h_{W_{n}} \mathcal{A}_{n} \subseteq \mathcal{R}$ for all $n \geq M$. Hence,

$$
\mathcal{A}_{n}=\left(1-h_{W_{n}}\right) \mathcal{A}_{n} \oplus h_{W_{n}} \mathcal{A}_{n} \subseteq \widetilde{I}+h_{W_{n}} \mathcal{A}_{n} \subseteq \mathcal{R}
$$

for $n \geq M$, so $\mathcal{A}_{\infty} \subseteq \mathcal{R}$. In particular (see Lemma 2.3.3) $C_{K}(X) \subseteq \mathcal{R}$, and since $K\left[t, t^{-1}\right] \subseteq \mathcal{R}$ already, we obtain $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z} \subseteq \mathcal{R}$, as claimed.

We consider the quotient $\mathcal{R} / \widetilde{I}$. Since $1-h_{W_{M}} \in \widetilde{I}$, we get that the family $\left\{e_{i j}\left(W_{M}\right)+\widetilde{I}\right\}_{0 \leq i, j \leq l-1}$ is a complete system of matrix units for $\mathcal{R} / \widetilde{I}$, hence by [64, Theorem 17.5, see also Remark 17.6], there is an isomorphism $\mathcal{R} / \widetilde{I} \cong M_{l}(T)$, being $T$ the centralizer of the family $\left\{e_{i j}\left(W_{M}\right)+\widetilde{I}\right\}_{0 \leq i, j \leq l-1}$ in $\mathcal{R} / \widetilde{I}$. The isomorphism is given by

$$
s \mapsto \sum_{i, j=0}^{l-1} s_{i j} e_{i j}\left(W_{M}\right), \quad \text { with } s_{i j}=\sum_{k=0}^{l-1} e_{k i}\left(W_{M}\right) \cdot s \cdot e_{j k}\left(W_{M}\right) \in T
$$

which is also a $*$-isomorphism. We thus only need to prove that $T=K\left[t^{l}, t^{-l}\right]$. The inclusion $K\left[t^{l}, t^{-l}\right] \subseteq T$ is clear, since $e_{i j}\left(W_{M}\right)=\left(\chi_{X \backslash E_{M}} t\right)^{i} \chi_{W_{M}}\left(t^{-1} \chi_{X \backslash E_{M}}\right)^{j}=\chi_{T^{i}\left(W_{M}\right)} t^{i-j}$, and so

$$
t^{l} e_{i j}\left(W_{M}\right)-e_{i j}\left(W_{M}\right) t^{l}=\left(\chi_{T^{i+l}\left(W_{M}\right)}-\chi_{T^{i}\left(W_{M}\right)}\right) t^{i-j+l} \in \widetilde{I}
$$

due to the fact that $y$ is a periodic point of period $l$. Therefore $\mathcal{R} / \tilde{I} \cong M_{l}(T) \supseteq M_{l}\left(K\left[t^{l}, t^{-l}\right]\right)$. In order to prove equality, we only need to check that the element $t \in \mathcal{R}$ belongs to $M_{l}\left(K\left[t^{l}, t^{-l}\right]\right)$ under the previous isomorphism. But this is easy:

$$
t+\widetilde{I}=t h_{W_{M}}+\widetilde{I}=\sum_{i=0}^{l-1} t e_{i i}\left(W_{M}\right)+\widetilde{I}=\sum_{i=0}^{l-2} e_{i+1, i}\left(W_{M}\right)+t^{l} e_{0, l-1}\left(W_{M}\right)+\widetilde{I} \mapsto\left(\begin{array}{ccccc}
0 & & & 0 & t^{l} \\
1 & 0 & & & 0 \\
& \ddots & \ddots & & \\
& & \ddots & 0 & \\
\mathbf{0} & & & 1 & 0
\end{array}\right)
$$

So we obtain the desired $*$-isomorphism $\mathcal{R} / \widetilde{I} \cong M_{l}\left(K\left[t^{l}, t^{-l}\right]\right)$.
To continue, we need a couple of technical lemmas, together with a definition.
Definition 2.4.6. Let $R$ be a nonunital ring. We say that a family $E \subseteq R$ of idempotents is a left local unit for $R$ if for every $r_{1}, \ldots, r_{n} \in R$ there exists an idempotent $e \in E$ such that

$$
e r_{i}=r_{i} \quad \text { for all } 1 \leq i \leq n
$$

The concept of right local unit is defined analogously.
Note that, in the case that $R$ is a ring endowed with an involution $*$ and $E$ is a left local unit for $R$, then $E^{*}=\left\{e^{*} \mid e \in E\right\}$ is a right local unit for $R$.

Recall that $\widetilde{I}$ is the ideal of $\mathcal{R}_{\infty}$ generated by $I$. We write $\mathcal{S}_{0}$ for the $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\widetilde{I}, h_{W_{M}} \mathcal{A}_{M}$ and $K(t)^{15}$. It may be the case that $\widetilde{I}$ is not an ideal of $\mathcal{S}_{0}$ anymore; nevertheless, we have the following result.

[^24]Lemma 2.4.7. Denote by $\bar{I}_{0}$ the ideal of $\mathcal{S}_{0}$ generated by $\widetilde{I}$, and consider

$$
E=\left\{p\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) p\left(t^{l}\right) \in \bar{I}_{0} \mid p(t) \in K[t] \backslash\{0\}, n \geq M\right\}
$$

Then $E$ is a left local unit for $\bar{I}_{0}$.
Proof. Note that every element of $\bar{I}_{0}$ is a sum of elements of the form

$$
\begin{equation*}
p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) q_{s}(t)^{-1} e_{i_{s}, j_{s}}\left(W_{M}\right) p_{s+1}(t) q_{s+1}(t)^{-1}\left(1-h_{W_{n}}\right) y \tag{2.4.3}
\end{equation*}
$$

where $p_{k}, q_{k} \in K[t] \backslash\{0\}, 0 \leq i_{k}, j_{k} \leq l-1, n \geq M$ and $y \in \mathcal{S}_{0}$. In fact, since $\widetilde{I}$ is stable under multiplication by $K\left[t, t^{-1}\right]$ (see the proof of Proposition 2.4.5), the product $p_{s+1}(t)\left(1-h_{W_{n}}\right)$ belongs to $\widetilde{I}$, so we can assume that $p_{s+1}(t)=1$.

Claim: each element of the form 2.4 .3 can be further written as a sum of elements of the form

$$
q\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) \widetilde{y} \quad \text { for some } q \in K\left[t^{l}\right] \backslash\{0\}, n \geq M \text { and } \widetilde{y} \in \mathcal{S}_{0}
$$

Since the field extension $K(t) / K\left(t^{l}\right)$ has degree $l$, with basis $\left\{1, t, \ldots, t^{l-1}\right\}$, we can write $q_{s+1}(t)^{-1}$ as

$$
q_{s+1}(t)^{-1}=\sum_{i=0}^{N} t^{i} g_{i}\left(t^{l}\right)^{-1}
$$

for some $N \geq 0$ and polynomials $g_{i} \in K\left[t^{l}\right] \backslash\{0\}$. Therefore we can assume, without loss of generality, that $q_{s+1}$ is a polynomial in $t^{l}$.
Now recall that, modulo the ideal $\widetilde{I}$, the matrix units $e_{i j}\left(W_{M}\right)$ commute with the element $t^{l}$, since

$$
t^{l} e_{i j}\left(W_{M}\right)-e_{i j}\left(W_{M}\right) t^{l}=\left(\chi_{T^{i+l}\left(W_{M}\right)}-\chi_{T^{i}\left(W_{M}\right)}\right) t^{i-j+l} \in I \subseteq \widetilde{I}
$$

As a consequence $b_{s}:=q_{s+1}\left(t^{l}\right) e_{i_{s}, j_{s}}\left(W_{M}\right)-e_{i_{s}, j_{s}}\left(W_{M}\right) q_{s+1}\left(t^{l}\right)$ belongs to $\widetilde{I}$, so there exists an integer $n_{s} \geq M$ such that $b_{s}=\left(1-h_{W_{n_{s}}}\right) b_{s}$; therefore

$$
e_{i_{s}, j_{s}}\left(W_{M}\right) q_{s+1}\left(t^{l}\right)^{-1}-q_{s+1}\left(t^{l}\right)^{-1} e_{i_{s}, j_{s}}\left(W_{M}\right)=q_{s+1}\left(t^{l}\right)^{-1}\left(1-h_{W_{n_{s}}}\right) b_{s} q_{s+1}\left(t^{l}\right)^{-1}
$$

so that

$$
\begin{aligned}
& p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) q_{s}(t)^{-1} e_{i_{s}, j_{s}}\left(W_{M}\right) q_{s+1}\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) y= \\
& p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) q_{s}(t)^{-1} q_{s+1}\left(t^{l}\right)^{-1} e_{i_{s}, j_{s}}\left(W_{M}\right)\left(1-h_{W_{n}}\right) y \\
& \quad+p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) q_{s}(t)^{-1} q_{s+1}\left(t^{l}\right)^{-1}\left(1-h_{W_{n_{s}}}\right) b_{s} q_{s+1}\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) y .
\end{aligned}
$$

Since $e_{i_{s}, j_{s}}\left(W_{M}\right) \in \mathcal{R}_{M} \subseteq \mathcal{R}_{n}$ and $1-h_{W_{n}}$ is central in $\mathcal{R}_{n}$, the first term becomes

$$
p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) \widetilde{q}_{s}(t)^{-1}\left(1-h_{W_{n}}\right) y^{\prime}
$$

with $\widetilde{q}_{s}=q_{s} q_{s+1} \in K[t] \backslash\{0\}$ and $y^{\prime}=e_{i_{s}, j_{s}}\left(W_{M}\right) y \in \mathcal{S}_{0}$, and the second term becomes

$$
p_{1}(t) q_{1}(t)^{-1} e_{i_{1}, j_{1}}\left(W_{M}\right) \cdots p_{s}(t) \widetilde{q}_{s}(t)^{-1}\left(1-h_{W_{n_{s}}}\right) y^{\prime \prime}
$$

with now $y^{\prime \prime}=b_{s} q_{s+1}\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) y \in \mathcal{S}_{0}$. Again, due to the fact that $K\left[t, t^{-1}\right] \widetilde{I} \subseteq \widetilde{I}$, we can assume that $p_{s}=1$ in each of these terms. Now an induction, repeating exactly the same steps, shows the claim.

Therefore each element $x \in \bar{I}_{0}$ can be written as a sum of element of the form $q\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) y$ for some $q \in K[t] \backslash\{0\}, n \geq M$ and $y \in \mathcal{S}_{0}$.

Let now $x_{1}, \ldots, x_{n} \in \bar{I}_{0}$. By the above, we can assume that each $x_{i}$ is a monomial of the form $q_{i}\left(t^{l}\right)^{-1}(1-$ $\left.h_{W_{n_{i}}}\right) y_{i}$, with $q_{i} \in K\left[t^{l}\right] \backslash\{0\}, n_{i} \geq M$ and $y_{i} \in \mathcal{S}_{0}$. Consider the polynomial $q:=q_{1} \cdots q_{n} \in K\left[t^{l}\right] \backslash\{0\}$. We see that, for each $1 \leq i \leq n$, the result of multiplying $x_{i}$ by $q$ to the left is always an element of the form $\widetilde{x}_{i} y_{i}$, where $\widetilde{x}_{i} \in \widetilde{I}$. Therefore there exists $N \geq M$ such that $\left(1-h_{W_{N}}\right) q\left(t^{l}\right) x_{i}=q\left(t^{l}\right) x_{i}$ for all $1 \leq i \leq n$. The lemma follows by taking the idempotent $e=q\left(t^{l}\right)^{-1}\left(1-h_{W_{N}}\right) q\left(t^{l}\right)$.

As a consequence of Lemma 2.4.7 the ideal $\bar{I}_{0}$ must be a proper ideal of $\mathcal{S}_{0}$. To see this, assume that $1 \in \bar{I}_{0}$, so that there exists $e=p\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) p\left(t^{l}\right)$ satisfying $e=1$. But this is absurd since then $1=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(e)=\operatorname{rk}_{\mathcal{A}}\left(1-h_{W_{n}}\right)<1$.

At this moment we could argue as in the proof of Proposition 2.4 .5 and compute the quotient $\mathcal{S}_{0} / \bar{I}_{0}$. It turns out that this quotient is *-isomorphic to $M_{l}\left(K\left(t^{l}\right)\right)$, which is a *-regular ring. The problem we encounter here is that, in general, the ideal $\bar{I}_{0}$ might not be $*$-regular. To fix this problem, we consider $\bar{I}_{1}$ to be the nonunital subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\bar{I}_{0}$ and the relative inverses $\bar{x}$ of elements $x \in \bar{I}_{0}$. Note that it is in fact a $*$-subalgebra, since we always have the equality $\overline{x^{*}}=\bar{x}^{*}$, and $\bar{I}_{0}$ is $*$-closed.

From now on, we let $\mathscr{P}$ to be the set of all the left projections $L P\left(q\left(t^{l}\right)^{-1}\left(1-h_{W_{n}}\right) q\left(t^{l}\right)\right)$, for $n \geq M$ and $q(t) \in K[t] \backslash\{0\}$. So for each $p \in \mathscr{P}$, there is an idempotent $e \in E$ such that $p=L P(e)$; in particular $e p=p$ and $p e=e$. Note that $\mathscr{P} \subseteq \bar{I}_{1}$.

Lemma 2.4.8. The following statements hold:
i) The set $\mathscr{P}$ is a local unit for $\bar{I}_{1}$.
ii) If $\mathcal{S}_{1}$ denotes the $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\bar{I}_{1}, h_{W_{M}} \mathcal{A}_{M}$ and $K(t)$, then $\bar{I}_{1}$ is a proper ideal of $\mathcal{S}_{1}$, and there is $a *$-isomorphism

$$
\mathcal{S}_{1} / \bar{I}_{1} \cong M_{l}\left(K\left(t^{l}\right)\right)
$$

Proof. For i), let $x_{1}, \ldots, x_{n} \in \bar{I}_{1}$. We can assume that each $x_{i}$ is a monomial of one of the following forms:

$$
\begin{array}{lll}
(I) & r_{1} \overline{r_{2}} \cdots & \text { with } r_{i} \in \bar{I}_{0} \\
(I I) & \overline{r_{1}} r_{2} \cdots & \text { with } r_{i} \in \bar{I}_{0}
\end{array}
$$

Consider the sets

$$
\begin{aligned}
& J_{1}=\left\{r \in \bar{I}_{0} \mid r \text { appears as a first term in one of the } x_{i}\right\} \\
& J_{2}=\left\{r^{*} \in \bar{I}_{0} \mid \bar{r} \text { appears as a first term in one of the } x_{i}\right\},
\end{aligned}
$$

so that $J=J_{1} \cup J_{2}$ is a finite subset of $\bar{I}_{0}$. By Lemma 2.4.7 there exists an idempotent $e \in E$ such that er $=r$ for all $r \in J$. Take $p=L P(e) \in \mathscr{P}$, so $p e=e$ and $e p=p$.
$\underline{\text { For } J_{1}}$ : for an element $r \in J_{1}$, we compute $p r=p e r=e r=r$.
$\underline{\text { For } J_{2}}$ : for an element $r \in \bar{I}_{0}$ such that $r^{*} \in J_{2}$, we compute $p r^{*}=p e r^{*}=e r^{*}=r^{*}$, so by taking $*$ we
conclude that $r p=r$. Multiplying to the left by the relative inverse $\bar{r}$, we get $(\bar{r} r) p=\bar{r} r$, which is a projection.
Hence $\bar{r} r=(\bar{r} r)^{*}=(\bar{r} r p)^{*}=p \bar{r} r$, and

$$
p \bar{r}=p \bar{r} r \bar{r}=\bar{r} r \bar{r}=\bar{r} .
$$

We conclude that $p x_{i}=x_{i}$ for all $1 \leq i \leq n$. Since $p$ is a projection, part i) follows.
Now ii). By i), it is immediate to check that $\bar{I}_{1} \subseteq \mathcal{S}_{1}$ is proper. To show that it is an ideal, it is enough to show that $p(t) \bar{I}_{1}, \bar{I}_{1} p(t) \subseteq \bar{I}_{1}$ for all $p(t) \in K(t)$ and that $e_{i j}\left(W_{M}\right) \bar{I}_{1}, \bar{I}_{1} e_{i j}\left(W_{M}\right) \subseteq \bar{I}_{1}$ for all $0 \leq i, j \leq l-1$. By taking $*$, we only need to show that $p(t) \bar{I}_{1}, e_{i j}\left(W_{M}\right) \bar{I}_{1} \subseteq \bar{I}_{1}$.

Let $p(t) \in K(t)$ and $a \in \bar{I}_{1}$. We can assume that $a$ is a monomial of the previous forms (I), (II). If $a=r a^{\prime}$ for some $r \in \bar{I}_{0}$ and $a^{\prime} \in \bar{I}_{1}$, then

$$
p(t) a=\underbrace{p(t) r}_{\in \bar{I}_{0}} a^{\prime} \in \bar{I}_{1} .
$$

If $a=\bar{r} a^{\prime}$ for $r \in \bar{I}_{0}$ and $a^{\prime} \in \bar{I}_{1}$, then consider $p \in \mathscr{P}$ such that $p \bar{r}=\bar{r}$ and $e \in E$ such that $p=L P(e)$, so that $e p=p$ and $p e=e$. Then

$$
p(t) a=p(t) \bar{r} a^{\prime}=p(t) p \bar{r} a^{\prime}=p(t) e p \bar{r} a^{\prime}=\underbrace{p(t) e}_{\in \bar{I}_{0}} a \in \bar{I}_{1}
$$

as required. Similar computations can be used to show that $e_{i j}\left(W_{M}\right) \bar{I}_{1} \subseteq \bar{I}_{1}$.
Finally, by using exactly the same argument as in the proof of Proposition 2.4.5 we obtain the desired *-isomorphism $\mathcal{S}_{1} / \bar{I}_{1} \cong M_{l}\left(K\left(t^{l}\right)\right)$.

We are now ready to determine the $*$-regular closure $\mathcal{R}_{\mathcal{A}}$.
Proposition 2.4.9. Following the previous assumptions and caveats, we define $\bar{I}_{n}$ to be the nonunital subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\bar{I}_{n-1}$ and the relative inverses of elements of $\bar{I}_{n-1}$, starting from the previous $\bar{I}_{0}$. Let also $\mathcal{S}_{n}$ be the $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\bar{I}_{n}, h_{W_{M}} \mathcal{A}_{M}$ and $K(t)$. Then:
(i) $\bar{I}_{n}$ admits the set $\mathscr{P}$ as a local unit;
(ii) $\bar{I}_{n}$ is a proper ideal of $\mathcal{S}_{n}$, and $\mathcal{S}_{n} / \bar{I}_{n} \cong M_{l}\left(K\left(t^{l}\right)\right)$ for all $n \geq 0$;
(iii) $\bar{I}_{\infty}=\bigcup_{n \geq 0} \bar{I}_{n}$ is a proper $*$-regular ideal of $\mathcal{R}_{\mathcal{A}}$, and $\mathcal{R}_{\mathcal{A}} / \bar{I}_{\infty} \cong M_{l}\left(K\left(t^{l}\right)\right)$.

Proof. Note first that each $\bar{I}_{n}$ is also a $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$.
(i) and (ii) follows easily by induction, taking into account that the same arguments from the proof of Lemma 2.4.8 apply here to obtain the results.

For (iii), let $\mathcal{S}_{\infty}$ be the $*$-subalgebra of $\mathcal{R}_{\mathcal{A}}$ generated by $\bar{I}_{\infty}, h_{W_{M}} \mathcal{A}_{M}$ and $K(t)$. Clearly $\bar{I}_{\infty} \subseteq \mathcal{S}_{\infty}$ is proper, since $1 \notin \bar{I}_{n}$ for any $n \geq 0$. To prove that $\bar{I}_{\infty}$ is an ideal of $\mathcal{S}_{\infty}$, we only need to show that $K(t) \bar{I}_{\infty} \subseteq \bar{I}_{\infty}$ and that $e_{i j}\left(W_{M}\right) \bar{I}_{\infty} \subseteq \bar{I}_{\infty}$ for all $0 \leq i, j \leq l-1$. For the first inclusion, take $p(t) \in K(t)$ and $a \in \bar{I}_{\infty}$. Then $a \in \bar{I}_{n}$ for some $n \geq 0$, so by (ii) we have $p(t) a \in \bar{I}_{n} \subseteq \bar{I}_{\infty}$. The second inclusion is obtained analogously.

To show that $\bar{I}_{\infty}$ is $*$-regular, take $x \in \bar{I}_{\infty}$. Then $x \in \bar{I}_{n}$ for some $n \geq 0$, and its relative inverse $\bar{x}$ belongs to $\bar{I}_{n+1} \subseteq \bar{I}_{\infty}$. Since $\bar{I}_{\infty}$ is $*$-closed, we conclude that $\bar{I}_{\infty}$ is $*$-regular.

Therefore $\bar{I}_{\infty}$ is a $*$-regular ideal of $\mathcal{S}_{\infty}$ and, just as before, its quotient $\mathcal{S}_{\infty} / \bar{I}_{\infty}$ is $*$-isomorphic to $M_{l}\left(K\left(t^{l}\right)\right)$, which is $*$-regular. It follows from [39, Lemma 1.3] that $\mathcal{S}_{\infty}$ is $*$-regular. Since $\mathcal{A} \subseteq \mathcal{S}_{\infty} \subseteq \mathcal{R}_{\mathcal{A}}$, we obtain that $\mathcal{S}_{\infty}=\mathcal{R}_{\mathcal{A}}$.

In conclusion, in the case that there exists a periodic point $y \in X$ of finite period $l$, we have been able to determine part of the ideal structure of the $*$-regular closure $\mathcal{R}_{\mathcal{A}}$ : for each such point $y \in X$ one can apply the above process to construct a maximal ideal $\bar{I}_{\infty}$ of $\mathcal{R}_{\mathcal{A}}$, thus proving that, in particular, $\mathcal{R}_{\mathcal{A}}$ is not simple. In fact, the construction of the ideal $\bar{I}_{\infty}$ not only depends on the periodic point $y \in X$, but on the whole orbit $\mathcal{O}(y)=\left\{y, T(y), \ldots, T^{l-1}(y)\right\}$, and in addition any other periodic point $x \in X$ not belonging to the orbit $\mathcal{O}(y)$ will give rise to a different maximal ideal $\bar{I}_{\infty, x}$. It is therefore reasonable to think that, in order to uncover the whole structure of $\mathcal{R}_{\mathcal{A}}$ in the case of the existence of a periodic point, it is crucial to understand the structure of the ideal(s) $\bar{I}_{\infty}$, and in particular the structure of $\mathcal{R}_{\infty}=\bigcup_{n \geq 1} \mathcal{R}_{n}$, which in turn can be studied by studying their pieces $\mathcal{R}_{n}$. Therefore, in the next section we will concentrate on uncovering a part of the structure of the *-regular closure $\mathcal{R}_{n}$, for a fixed $n$.

### 2.4.1 Localization

We return to the general setting we had in Section 2.2 , with the extra hypothesis that $K$ is now a field with a positive definite involution $*$. We fix a clopen subset $E$ of $X$ and a partition $\mathcal{P}$ of $X \backslash E$. Recall from Section 2.2 that we denote by $\mathcal{B}$ the unital $*$-subalgebra of $\mathcal{A}$ generated by the partial isometries $\left\{\chi_{Z} t\right\}_{Z \in \mathcal{P}}$, and we write $\mathcal{B}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{i} t^{i}$, with the restrictions already indicated, that is

$$
\mathcal{B}_{i}=\chi_{X \backslash\left(E \cup T(E) \cup \cdots \cup T^{i-1}(E)\right)} \mathcal{B}_{0} \quad \text { and } \quad \mathcal{B}_{-i}=\chi_{X \backslash\left(T^{-1}(E) \cup \ldots \cup T^{-i}(E)\right)} \mathcal{B}_{0} \quad \text { for } i>0
$$

We also write $\pi$ for the canonical map $\pi: \mathcal{B} \rightarrow \mathfrak{R}$ given by $\pi(b)=\left(h_{W} \cdot b\right)_{W}$, where $\mathfrak{R}=\prod_{W \in \mathbb{V}} M_{|W|}(K)$.
We now pass to power series. We aim to follow the same steps as in [6, Section 7] to study the *-regular closure $\mathcal{R}_{\mathcal{B}}=\mathcal{R}(\mathcal{B}, \mathfrak{R})^{16}$. However, the situation here is much more involved.

The first step is to consider, from $\mathcal{B}$, a skew power series ring $\mathcal{B}_{0}[[t ; T]]$ by considering infinite sums

$$
\sum_{i \geq 0} b_{i}\left(\chi_{X \backslash E} t\right)^{i}=\sum_{i \geq 0} b_{i} t^{i}, \text { where } b_{i} \in \mathcal{B}_{i} \text { for all } i \geq 0
$$

Similarly we can consider $\mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]$. Now, given a $W \in \mathbb{V}$, only a finite number of terms in the infinite sum $\sum_{i \geq 0} b_{i} t^{i}$ can be nonzero in the factor corresponding to $W$, since by Lemma 2.2.6 and for $i \geq 0$,

$$
h_{W} \cdot\left(\chi_{X \backslash E} t\right)^{i}=e_{i 0}(W)+e_{i+1,1}(W)+\cdots+e_{|W|-1,|W|-1-i}(W)
$$

[^25]and it is exactly zero for $i \geq|W|$. We have a similar situation for $\mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]$. Therefore we obtain representations
$$
\pi_{+}: \mathcal{B}_{0}[[t ; T]] \rightarrow \mathfrak{R}, \quad b \mapsto\left(h_{W} \cdot b\right)_{W} \quad \text { and } \quad \pi_{-}: \mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right] \rightarrow \mathfrak{R}, \quad b \mapsto\left(h_{W} \cdot b\right)_{W}
$$
by lower (resp. upper) triangular matrices, extending the canonical one $\pi: \mathcal{B} \rightarrow \mathfrak{R}$. We will be mainly interested in the first one $\pi_{+}$.

We have the following key property.
Lemma 2.4.10. Let $x=\sum_{i \geq 0} b_{i} t^{i} \in \mathcal{B}_{0}[[t ; T]]$. Then $x$ is invertible in $\mathcal{B}_{0}[[t ; T]]$ if and only if $b_{0}$ is invertible in $\mathcal{B}_{0}$. Analogously for the elements of $\mathcal{B}_{0}\left[\left[t^{-1}, T^{-1}\right]\right]$.
Proof. Assume first that $x=\sum_{i \geq 0} b_{i} t^{i}$ is invertible in $\mathcal{B}_{0}[[t ; T]]$. There exists $y=\sum_{i \geq 0} \widetilde{b}_{i} t^{i}$ in $\mathcal{B}_{0}[[t ; T]]$ such that $x y=y x=1$. In particular, $b_{0} \widetilde{b}_{0}=1$, and so $b_{0}$ is invertible in $\mathcal{B}_{0}$.

Conversely, assume that $b_{0}$ is invertible in $\mathcal{B}_{0}$. We can then assume that $b_{0}=1$, so that $x=1-y$, where the order of $y$ in $t$ is greater or equal to 1 . We then have

$$
x^{-1}=(1-y)^{-1}=1+y+y^{2}+\cdots \in \mathcal{B}_{0}[[t ; T]]
$$

hence $x$ is invertible in $\mathcal{B}_{0}[[t ; T]]$.
As we already mentioned in the previous paragraph, we are going to uncover some structure of the $*$-regular closure of $\pi(\mathcal{B}) \cong \mathcal{B}$ inside $\mathfrak{R}, \mathcal{R}_{\mathcal{B}}$. For this purpose, we have the following definitions.

Definition 2.4.11. Recalling that $\mathcal{B}=\bigoplus_{i \in \mathbb{Z}} \mathcal{B}_{i} t^{i}$,
a) we denote by $\mathcal{B}_{+}$the set of elements of $\mathcal{B}$ supported in nonnegative degrees in $t$, that is $\mathcal{B}_{+}=\bigoplus_{i \geq 0} \mathcal{B}_{i} t^{i}$. Clearly $\mathcal{B}_{+} \subseteq \mathcal{B}_{0}[[t ; T]]$. The division closur ${ }^{17}$ of $\mathcal{B}_{+}$in $\mathcal{B}_{0}[[t ; T]]$ will be denoted by $\mathcal{D}_{+}$.
b) we set $\mathcal{B}_{-}=\bigoplus_{i \geq 0} \mathcal{B}_{-i} t^{-i}$. Again, it is clear that $\mathcal{B}_{-} \subseteq \mathcal{B}_{0}\left[\left[t^{-1}, T^{-1}\right]\right]$, and we denote by $\mathcal{D}_{-}$the division closure of $\mathcal{B}_{-}$in $\mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]$.

Note that $\mathcal{B}_{-} \cap \mathcal{B}_{+}=\mathcal{B}_{0}$, and we have decompositions $\mathcal{B}=\mathcal{B}_{-} \oplus\left(\mathcal{B}_{+} / \mathcal{B}_{0}\right)=\left(\mathcal{B}_{-} / \mathcal{B}_{0}\right) \oplus \mathcal{B}+$ as vector spaces.
In order to study the division closures $\mathcal{D}_{+}, \mathcal{D}_{-}$, we need the following known lemma.
Lemma 2.4.12 (cf. 60). Let $\mathcal{S}$ be a unital $*$-subalgebra of $C_{K}(X)$ generated by a family of characteristic functions of the form $\left\{\chi_{C}\right\}_{C}$, where $C$ are clopen subsets of $X$. Then $\mathcal{S}$ is a*-regular ring, and every nonzero element of $\mathcal{S}$ can be expressed in the form

$$
\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}}
$$

where $\lambda_{i} \in K^{\times}$for all $1 \leq i \leq n$, and $\left\{K_{i}\right\}_{i=1}^{n}$ are mutually disjoint clopen subsets of $X$ such that $\chi_{K_{i}} \in \mathcal{S}$ for all $1 \leq i \leq n$.

In particular, the $*$-subalgebra $\mathcal{B}_{0}$ of $\mathcal{B}$ is $*$-regular.
Proof. If $a=\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}}$ is as in the statement, then

$$
\left(\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}}\right)\left(\sum_{i=1}^{n} \lambda_{i}^{-1} \chi_{K_{i}}\right)\left(\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}}\right)=\left(\sum_{i=1}^{n} \chi_{K_{i}}\right)\left(\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}}\right)=\sum_{i=1}^{n} \lambda_{i} \chi_{K_{i}},
$$

hence $\bar{a}=\sum_{i=1}^{n} \lambda_{i}^{-1} \chi_{K_{i}}$ is the relative inverse of $a$, so that $\mathcal{S}$ is *-regular.
It remains to show that each element of $\mathcal{S}$ can be written in the stated form. It is clear that each element of $\mathcal{S}$ is a $K$-linear combination of functions of the form $\chi_{L_{i}}$, where $L_{i}$ is a clopen subset of $X$ and $\chi_{L_{i}} \in \mathcal{S}$, since every product $\chi_{C_{1}} \chi_{C_{2}} \cdots \chi_{C_{t}}$ belongs to $\mathcal{S}$ and equals $\chi_{L}$, where $L=C_{1} \cap \cdots \cap C_{t}$ is clopen. Therefore, every nonzero element $a$ of $\mathcal{S}$ can be written as $a=\sum_{i=1}^{n} \lambda_{i} \chi_{L_{i}}$, with $\left\{L_{i}\right\}$ clopen subsets of $X$ such that $\chi_{L_{i}} \in \mathcal{S}$. We now show that this sum can be chosen to be an orthogonal sum. This is done by induction on $n$.

[^26]The result is clear for $n=1$, so assume that $n \geq 1$, that $a=\sum_{i=1}^{n+1} \lambda_{i} \chi_{L_{i}}$ with $\left\{L_{i}\right\}$ clopen subsets of $X$ such that $\chi_{L_{i}} \in \mathcal{S}$, and that $\sum_{i=1}^{n} \lambda_{i} \chi_{L_{i}}=\sum_{j=1}^{m} \mu_{j} \chi_{K_{j}}$ where now $\left\{K_{j}\right\}$ are mutually disjoint clopen subets of $X$ such that $\chi_{K_{j}} \in \mathcal{S}$. We compute

$$
a=\sum_{j=1}^{m} \mu_{j} \chi_{K_{j}}+\lambda_{n+1} \chi_{L_{n+1}}=\sum_{j=1}^{m}\left(\mu_{j}+\lambda_{n+1}\right) \chi_{K_{j} \cap L_{n+1}}+\sum_{j=1}^{m} \mu_{j} \chi_{K_{j} \backslash L_{n+1}}+\sum_{j=1}^{m} \lambda_{n+1} \chi_{L_{n+1} \backslash K_{j}} .
$$

The clopen sets $\left\{K_{j} \cap L_{n+1}\right\}_{j} \cup\left\{K_{j} \backslash L_{n+1}\right\}_{j} \cup\left\{L_{n+1} \backslash K_{j}\right\}_{j}$ are clearly disjoint. Moreover,

$$
\chi_{K_{j} \cap L_{n+1}}=\chi_{K_{j}} \cdot \chi_{L_{n+1}} \in \mathcal{S}, \quad \chi_{K_{j} \backslash L_{n+1}}=\chi_{K_{j}}-\chi_{K_{j} \cap L_{n+1}} \in \mathcal{S}, \text { and } \chi_{L_{n+1} \backslash K_{j}}=\chi_{L_{n+1}}-\chi_{L_{n+1} \cap K_{j}} \in \mathcal{S}
$$

so all of their characteristic functions belong to $\mathcal{S}$. This completes the induction step. One should compare this idea with the idea used in Lemma 2.2 .8 of expanding the corresponding sets by using suitable partitions of $X$.

Now, the fact that $\mathcal{B}_{0}$ is a $*$-regular ring follows from the fact that, due to Lemma 2.2.4 it is generated a family of characteristic functions of the above form.

Proposition 2.4.13. With the preceding notation, we have:
(i) $\mathcal{D}_{+}$coincides with the rational closure ${ }^{18}$ of $\mathcal{B}_{+}$in $\mathcal{B}_{0}[[t ; T]]$, and similarly for $\mathcal{D}_{-}$and $\mathcal{B}_{-}$.
(ii) $\pi_{+}\left(\mathcal{D}_{+}\right)$is the division closure of $\pi_{+}\left(\mathcal{B}_{+}\right)$in $\mathfrak{R}$.
(iii) $\pi_{+}\left(\mathcal{D}_{+}\right) \subseteq \mathcal{R}_{\mathcal{B}}$, and similarly, $\pi_{-}\left(\mathcal{D}_{-}\right) \subseteq \mathcal{R}_{\mathcal{B}}$.
(iv) $\pi_{+}\left(\mathcal{D}_{+}\right)^{*}=\pi_{-}\left(\mathcal{D}_{-}\right)$.

Proof. (i) This is a standard observation (see e.g. [3, Observation 1.18]), which we reproduce here for the convenience of the reader. We will only deal with the case for $\mathcal{D}_{+}$, being the other one analogous.
It is always true (part iii) of Lemma 1.3 .9 ) that the division closure is contained inside the rational closure, so we only need to prove the reverse inclusion. Let $x$ be an element of the rational closure of $\mathcal{B}_{+}$in $\mathcal{B}_{0}[[t ; T]]$, so that $x$ is an entry of some square matrix $A^{-1}$ invertible over $\mathcal{B}_{0}[[t ; T]]$, whose inverse $A$ has entries inside $\mathcal{B}_{+}$. Writing $A=\sum_{i=0}^{\infty} A_{i} t^{i}$, we obtain that $A_{0}$ is an invertible matrix over $\mathcal{B}_{0}$. Multiplying by $A_{0}^{-1}$ we can thus assume that the constant term in the above infinite sum is the identity matrix. With this assumption we obtain, using Lemma 2.4.10 that all the diagonal entries of $A$ are invertible in $\mathcal{B}_{+}$, and since $\mathcal{D}_{+}$is inversion closed, they are also invertible in $\mathcal{D}_{+}$.
Now, by applying to $A$ a sequence of elementary row transformations, we may further assume that $A$ is a diagonal matrix. Hence $A$ is invertible over $\mathcal{D}_{+}$, which in particular implies that its inverse $A^{-1}$ has entries inside $\mathcal{D}_{+}$, and so $x \in \mathcal{D}_{+}$.
(ii) Recall that $\pi_{+}$is an injective homomorphism from $\mathcal{B}_{0}[[t ; T]]$ into $\mathfrak{R}$. We first show that $\pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)$ is division closed in $\Re$.
For this, let $x=\sum_{i \geq 0} b_{i} t^{i}$ be an element in $\mathcal{B}_{0}[[t ; T]]$ such that $\pi_{+}(x)$ is invertible in $\mathfrak{R}$. Observe that each component of $\pi_{+}(x)$ is an invertible matrix, with diagonal coming exclusively from elements of $\mathcal{B}_{0}$. It follows that $\pi_{+}\left(b_{0}\right)=\pi\left(b_{0}\right)$ must be invertible in $\mathfrak{R}$. But since $\mathcal{B}_{0}$ is regular (Lemma 2.4.12), there exists $\widetilde{b}_{0}$ in $\mathcal{B}_{0}$ such that $b_{0} \widetilde{b}_{0} b_{0}=b_{0}$. Applying $\pi$ and taking into account that $\pi\left(b_{0}\right)$ is invertible in $\mathfrak{R}$, we get that $\pi\left(b_{0}\right)^{-1}=\pi\left(\widetilde{b}_{0}\right)$, and so $b_{0}$ is in fact invertible in $\mathcal{B}_{0}$. It follows from Lemma 2.4.10 that $x$ is invertible in $\mathcal{B}_{0}[[t ; T]]$, as required.
Now we use the following general fact: if $R \subseteq S \subseteq T$ are unital embeddings of unital rings, and $S$ is division closed in $T$, then the division closure of $R$ in $T$ equals the division closure of $R$ in $S$, that is $\mathcal{D}(R, T)=\mathcal{D}(R, S){ }^{19}$. Using this and the fact just proved that $\pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)$ is division closed in $\mathfrak{R}$, we deduce that

$$
\mathcal{D}\left(\pi_{+}\left(\mathcal{B}_{+}\right), \mathfrak{R}\right)=\mathcal{D}\left(\pi_{+}\left(\mathcal{B}_{+}\right), \pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)\right)=\pi_{+}\left(\mathcal{D}\left(\mathcal{B}_{+}, \mathcal{B}_{0}[[t ; T]]\right)\right)=\pi_{+}\left(\mathcal{D}_{+}\right),
$$

as desired.

[^27](iii) By (ii), we have that $\pi_{+}\left(\mathcal{D}_{+}\right)=\mathcal{D}\left(\pi_{+}\left(\mathcal{B}_{+}\right), \mathfrak{R}\right)$ which is contained in the division closure of $\pi(\mathcal{B})$ in $\mathfrak{R}, \mathcal{D}(\pi(\mathcal{B}), \mathfrak{R})$. This last one is contained in $\mathcal{R}_{\mathcal{B}}$, by Lemma 1.3.9. Hence $\pi_{+}\left(\mathcal{D}_{+}\right) \subseteq \mathcal{R}_{\mathcal{B}}$. Similarly $\pi_{-}\left(\mathcal{D}_{-}\right) \subseteq \mathcal{R}_{\mathcal{B}}$.
(iv) First observe that $\pi_{+}\left(\mathcal{B}_{+}\right)^{*}=\pi_{-}\left(\mathcal{B}_{-}\right)$and $\pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)^{*}=\pi_{-}\left(\mathcal{B}_{0}\left[\left[t^{-1}, T^{-1}\right]\right]\right)$. The reason is that, for $x=\sum_{i \geq 0} b_{i} t^{i} \in \mathcal{B}_{0}[[t ; T]]$ (resp. $\in \mathcal{B}_{+}$), we have
$$
\pi_{+}(x)^{*}=\pi_{-}\left(\sum_{i \geq 0} t^{-i} b_{i}^{*}\right)=\pi_{-}\left(\sum_{i \geq 0} T^{-i}\left(b_{i}^{*}\right) t^{-i}\right)
$$

The element $b_{i}^{*}$ is computed in the $*$-algebra $\mathcal{B}_{0}$. Also, by the description of $\mathcal{B}$ as a partial crossed product (Proposition 2.2.7), it follows that $T^{-i}\left(b_{i}^{*}\right) \in \mathcal{B}_{-i}$ and so $\sum_{i \geq 0} T^{-i}\left(b_{i}^{*}\right) t^{-i} \in \mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]$ (resp. $\in \mathcal{B}_{-}$). Conversely, for $x=\sum_{i \geq 0} b_{-i} t^{-i} \in \mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]$ (resp. $\in \mathcal{B}_{-}$), analogous arguments show that $\pi_{-}(x) \in$ $\pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)^{*}\left(\right.$ resp. $\left.\in \pi_{+}\left(\mathcal{B}_{+}\right)^{*}\right)$, , and so the observation follows.
Now,

$$
\pi_{+}\left(\mathcal{D}_{+}\right)^{*}=\mathcal{D}\left(\pi_{+}\left(\mathcal{B}_{+}\right)^{*}, \pi_{+}\left(\mathcal{B}_{0}[[t ; T]]\right)^{*}\right)=\mathcal{D}\left(\pi_{-}\left(\mathcal{B}_{-}\right), \pi_{-}\left(\mathcal{B}_{0}\left[\left[t^{-1} ; T^{-1}\right]\right]\right)\right)=\pi_{-}\left(\mathcal{D}_{-}\right)
$$

We have two subalgebras $\pi_{+}\left(\mathcal{D}_{+}\right)$and $\pi_{-}\left(\mathcal{D}_{-}\right)=\pi_{+}\left(\mathcal{D}_{+}\right)^{*}$ of $\mathcal{R}_{\mathcal{B}}$. We will write $\mathfrak{D}$ for the $*$-subalgebra of $\mathcal{R}_{\mathcal{B}}$ generated by $\pi_{+}\left(\mathcal{D}_{+}\right)$, which coincides with the subalgebra generated by $\pi_{+}\left(\mathcal{D}_{+}\right)$and $\pi_{-}\left(\mathcal{D}_{-}\right)$. Intuitively, we obtain $\mathfrak{D}$ by adjoining inverses of elements of $\mathcal{B}_{+}$and $\mathcal{B}_{-}$.

Consider now a certain subset $\mathcal{S}[[t ; T]]$ of $\mathcal{B}_{0}[[t ; T]]$, namely the set of those elements

$$
\sum_{i \geq 0} b_{i}\left(\chi_{X \backslash E} t\right)^{i}=\sum_{i \geq 0} b_{i} t^{i}
$$

such that each $b_{i} \in \mathcal{B}_{i}$ belongs to $\operatorname{span}\left\{\chi_{S} \mid S \in \mathcal{W},{ }^{20}\right\}$. The subset $\mathcal{S}[[t ; T]]$ is always a linear subspace of $\mathcal{B}_{0}[[t ; T]]$, but it might not be a subalgebra. We will, however, see in the next chapter, Section 3.2 that in the special case of $\mathcal{A}$ being the lamplighter group algebra, $\mathcal{S}[[t ; T]]$ is indeed an algebra, and even an integral domain.

However, $\mathcal{S}[[t ; T]]$ certainly is a subalgebra of $\mathcal{B}_{0}[[t ; T]]$ when it is endowed with the multiplicative structure given by the Hadamard product $\odot$, which is defined by

$$
\left(\sum_{i \geq 0} b_{i} t^{i}\right) \odot\left(\sum_{j \geq 0} b_{j}^{\prime} t^{j}\right):=\sum_{i \geq 0}\left(b_{i} b_{i}^{\prime}\right) t^{i}
$$

Observation 2.4.14. Each $b_{i}$ belongs to the linear span of all the $\chi_{S}$ with $S \in \mathcal{W}_{i}$, hence they can be written as $b_{i}=\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}$ for $\lambda_{S} \in K$. Let $b_{i}, b_{i}^{\prime}$ be two given elements of this form:

$$
b_{i}=\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}, \quad b_{i}^{\prime}=\sum_{S^{\prime} \in \mathcal{W}_{i}} \mu_{S^{\prime}} \chi_{S^{\prime}}
$$

Since the sets $S \in \mathcal{W}_{i}$ are of the form $T^{i-1}\left(Z_{i-1}^{\prime}\right) \cap T^{i-2}\left(Z_{i-2}^{\prime}\right) \cap \cdots \cap Z_{0}^{\prime}$ for $i>0$ or $S_{0} \cup T^{-1}\left(S_{1}\right)$ in case $i=0$, we see that for $S, S^{\prime} \in \mathcal{W}_{i}, S \cap S^{\prime}=\emptyset$ if they are different, hence $\chi_{S \cap S^{\prime}}=\delta_{S, S^{\prime}} \chi_{S}$. Therefore the Hadamard product of $\mathcal{S}[[t ; T]]$ can be written as

$$
\left(\sum_{i \geq 0} b_{i} t^{i}\right) \odot\left(\sum_{j \geq 0} b_{j}^{\prime} t^{j}\right)=\sum_{i \geq 0}\left(b_{i} b_{i}^{\prime}\right) t^{i}=\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \mu_{S} \chi_{S}\right) t^{i} .
$$

In fact, we can also define an involution ${ }^{-}$on $\mathcal{S}[[t ; T]]$ given by

$$
\overline{\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}\right) t^{i}}:=\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \overline{\lambda_{S}} \chi_{S}\right) t^{i}
$$

These operations turn $\mathcal{S}[[t ; T]]$ into a commutative $*$-algebra $\left(\mathcal{S}[[t ; T]], \odot,{ }^{-}\right)$. Observe that $\mathcal{S}[[t ; T]]$ is a $*-$ regular algebra by Lemma 2.4.12. We show that it can be identified with the center of the algebra $\mathfrak{R}$, and also with a certain corner of $\mathfrak{R}$. To do so, we first fix some notation: we will denote the projections $\pi\left(\chi_{C}\right) \in \mathfrak{R}$ by $p_{C}$ for any clopen $C \subseteq X$.

[^28]Proposition 2.4.15. We have an isomorphism of $*$-algebras $\mathcal{S}[[t ; T]] \stackrel{\Psi}{\approx} Z(\mathfrak{R})$, the center of $\mathfrak{R}$. In particular, we have $a *$-isomorphism $\mathcal{S}[[t ; T]] \cong p_{E} \mathfrak{R} p_{E}$ given by $d \mapsto \Psi(d) p_{E}$ for $d \in \mathcal{S}[[t ; T]]$.

Proof. Recalling Observation 2.2.15 the set $\mathcal{W}_{i}$ is in bijection with the set of all the $W \in \mathbb{V}$ having length $i+1$, so we can write an element $\sum_{i \geq 0} b_{i} t^{i} \in \mathcal{S}[[t ; T]]$ as

$$
\sum_{i \geq 0} b_{i} t^{i}=\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}\right) t^{i}=\sum_{W \in \mathbb{V}}\left(\lambda_{S(W)} \chi_{S(W)}\right) t^{|W|-1}
$$

By writing $\mathfrak{R}=\prod_{W \in \mathbb{V}} M_{|W|}(K)$, we have $Z(\mathfrak{\Re})=\prod_{W \in \mathbb{V}} K$. We define a map $\Psi: \mathcal{S}[[t ; T]] \rightarrow Z(\Re)$ by

$$
\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}\right) t^{i}=\sum_{W \in \mathbb{V}}\left(\lambda_{S(W)} \chi_{S(W)}\right) t^{|W|-1} \mapsto\left(\lambda_{S(W)} \cdot h_{W}\right)_{W}
$$

That is, the $W$-component of the vector $\Psi\left(\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}\right) t^{i}\right)$ is given by the diagonal matrix $\lambda_{S(W)} \cdot h_{W}$. It is straightforward to check that it is indeed an isomorphism of $*$-algebras. Since $Z(\mathfrak{R}) \cong p_{E} \Re p_{E}$ trivially, through the map $\left(\lambda_{W} \cdot h_{W}\right)_{W} \mapsto\left(\lambda_{W} \cdot e_{00}(W)\right)_{W}$ (see the computations following Lemma 2.2.13), the result follows.

Our next step is to prove the following formulas, which will be useful later.
Lemma 2.4.16. For $A, B \in \mathcal{S}[[t ; T]]$, the following formulas hold inside $\mathfrak{R}$ :

$$
\begin{gathered}
p_{E} \cdot \pi_{+}(A)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(B) \cdot p_{E}=\Psi(\bar{A} \odot B) p_{E} \\
p_{T^{-1}(E)} \cdot \pi_{+}(A) \cdot p_{E} \cdot \pi_{+}(B)^{*} \cdot p_{T^{-1}(E)}=\Psi(A \odot \bar{B}) p_{T^{-1}(E)}
\end{gathered}
$$

Proof. We only prove the first formula, being the second one analogous. It is enough to check it for a fixed component $W \in \mathbb{V}$, that is, it is enough to prove the equality

$$
h_{W} \cdot p_{E} \cdot \pi_{+}(A)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(B) \cdot p_{E}=\Psi(\bar{A} \odot B) h_{W} \cdot p_{E}
$$

for a fixed $W \in \mathbb{V}$. Write $A=\sum_{i \geq 0}\left(\sum_{S \in \mathcal{W}_{i}} \lambda_{S} \chi_{S}\right) t^{i}$ and $B=\sum_{j \geq 0}\left(\sum_{S^{\prime} \in \mathcal{W}_{j}} \mu_{S^{\prime}} \chi_{S^{\prime}}\right) t^{j}$. We first compute, for a fixed $S \in \mathcal{W}_{i}$ and by using Lemma 2.2.16 the terms

$$
e_{|W|-1,|W|-1}(W) \cdot\left(h_{W} \cdot \chi_{S} t^{i}\right) \cdot e_{00}(W)=\delta_{W, W(S)} e_{i 0}(W)=\delta_{W, W(S)} e_{|W|-1,0}(W){ }^{21}
$$

Therefore

$$
\begin{aligned}
& h_{W} \cdot p_{E} \cdot \pi_{+}(A)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(B) \cdot p_{E} \\
& \quad=e_{00}(W) \cdot\left(\sum_{i \geq 0} \sum_{S \in \mathcal{W}_{i}} \lambda_{S} h_{W} \cdot \chi_{S} t^{i}\right)^{*} \cdot e_{|W|-1,|W|-1}(W) \cdot\left(\sum_{j \geq 0} \sum_{S^{\prime} \in \mathcal{W}_{j}} \mu_{S^{\prime}} h_{W} \cdot \chi_{S^{\prime}} t^{j}\right) \cdot e_{00}(W) \\
& \quad=e_{00}(W) \cdot\left(\lambda_{S(W)} e_{|W|-1,0}(W)\right)^{*} \cdot e_{|W|-1,|W|-1}(W) \cdot\left(\mu_{S(W)} e_{|W|-1,0}(W)\right) \cdot e_{00}(W) \\
& \\
& =\overline{\lambda_{S(W)}} \mu_{S(W)} e_{00}(W)=\Psi(\bar{A} \odot B) h_{W} \cdot p_{E},
\end{aligned}
$$

so the result follows.
In fact, these formulas can be generalized. In order to do this, we first need to define an idempotent map

$$
P: \mathcal{B}_{0}[[t ; T]] \rightarrow \mathcal{S}[[t ; T]]
$$

as follows.
Lemma 2.4.17. With the above notation, there exists an idempotent linear map $P: \mathcal{B}_{0}[[t ; T]] \rightarrow \mathcal{S}[[t ; T]]$ such that for each $x \in \mathcal{B}_{0}[[t ; T]]$, we have

$$
p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E}=p_{T^{-1}(E)} \cdot \pi_{+}(P(x)) \cdot p_{E}
$$

[^29]Proof. For $i \geq 1$, let $V_{i}$ be the linear subspace of $\mathcal{B}_{i}$ given by $\operatorname{span}\left\{\chi_{C} \mid C \in \mathcal{W}_{i}\right\}$, and let $V_{i}^{\prime}$ be the linear subspace of $\mathcal{B}_{i}$ spanned by all the projections $\chi_{C}$, where
$(*) \quad C$ is a nonempty clopen subset of $X$ of the form with either $s>i$ or $r>0$.
Claim 1: $\mathcal{B}_{i}=V_{i}+V_{i}^{\prime}$.
As observed after 2.2.6, $\mathcal{B}_{i}$ is spanned by all the functions $\chi_{C}$, where $C$ is a clopen subset of $X$ of the form 2.2.6 with $s \geq i$. If $s>i$ or $r>0$, then $C$ is of the form (*), so that $\chi_{C} \in V_{i}^{\prime}$. So we can assume that $s=i$ and $r=0$. Furthermore, if $T^{i}(E) \cap C \cap T^{-1}(E)$ is nonempty, then $C \in \mathcal{W}_{i}$ and so $\chi_{C} \in V_{i}$. So we can further assume that $T^{i}(E) \cap C \cap T^{-1}(E)=\emptyset$.
We can then write

$$
C=\left(T^{i}(E) \cap C\right) \sqcup\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(Z) \cap C\right) .
$$

If $T^{i}(E) \cap C=\emptyset$, then $\chi_{C}$ is a sum of terms of the form $(*)$, so that $\chi_{C} \in V_{i}^{\prime}$. If $T^{i}(E) \cap C \neq \emptyset$, we can further decompose $C$ as

$$
\begin{aligned}
C & =\left(T^{i}(E) \cap C\right) \sqcup\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(Z) \cap C\right) \\
& =\left(T^{i}(E) \cap C \cap T^{-1}(E)\right) \sqcup\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(E) \cap C \cap T^{-1}(Z)\right) \sqcup\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(Z) \cap C\right) \\
& =\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(E) \cap C \cap T^{-1}(Z)\right) \sqcup\left(\bigsqcup_{Z \in \mathcal{P}} T^{i}(Z) \cap C\right)
\end{aligned}
$$

using that $T^{i}(E) \cap C \cap T^{-1}(E)=\emptyset$. Note that for each $Z \in \mathcal{P}$, either $C \cap T^{-1}(Z)$ is empty or it is of the form (*); in the latter case we can write $T^{i}(E) \cap C \cap T^{-1}(Z)$ as

$$
T^{i}(E) \cap C \cap T^{-1}(Z)=\left(C \cap T^{-1}(Z)\right) \backslash\left(\bigsqcup_{Z^{\prime} \in \mathcal{P}} T^{i}\left(Z^{\prime}\right) \cap C \cap T^{-1}(Z)\right),
$$

if nonempty. Therefore $\chi_{C}$ is a linear combination of terms of the form $(*)$, and thus $\chi_{C} \in V_{i}^{\prime}$.
Claim 2: $V_{i} \cap V_{i}^{\prime}=\{0\}$.
Assume that $b \in V_{i} \cap V_{i}^{\prime}$. Then we can write $b=\sum_{C \in \mathcal{W}_{i}} \lambda_{C} \chi_{C}$, with $\lambda_{C} \in K$. Since $b \in V_{i}^{\prime}$ we have

$$
0=\left(\sum_{C^{\prime} \in \mathcal{W}_{i}} \chi_{T^{i}(E) \cap C^{\prime} \cap T^{-1}(E)}\right) b=\left(\sum_{C^{\prime} \in \mathcal{W}_{i}} \chi_{T^{i}(E) \cap C^{\prime} \cap T^{-1}(E)}\right)\left(\sum_{C \in \mathcal{W}_{i}} \lambda_{C} \chi_{C}\right)=\sum_{C \in \mathcal{W}_{i}} \lambda_{C} \chi_{T^{i}(E) \cap C \cap T^{-1}(E)}
$$

But now observe that $\left\{\chi_{T^{i}(E) \cap C \cap T^{-1}(E)}\right\}_{C \in \mathcal{W}_{i}}$ is a family of mutually orthogonal nonzero projections, so we get that $\lambda_{C}=0$ for all $C \in \mathcal{W}_{i}$, and so $b=0$.

Therefore $\mathcal{B}_{i}=V_{i} \oplus V_{i}^{\prime}$ for $i \geq 1$. In the base case $i=0$, we need to distinguish between two different cases, depending on whether the intersection $E \cap T^{-1}(E)$ is empty or not. Recall that the special term of degree 0 is given by $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$, where

$$
S_{0}=E \cup\left(\bigcup_{\substack{Z \in \mathcal{P} \\ Z \cap T^{-1}(E) \neq \emptyset}} Z\right) \quad \text { and } \quad S_{1}=E \cup\left(\bigcup_{\substack{Z \in \mathcal{P} \\ T^{-1}(Z) \cap E \neq \emptyset}} Z\right) .
$$

$E \cap T^{-1}(E)=\emptyset:$ In this case, we take $V_{0}^{\prime}$ to be any linear subspace of $\mathcal{B}_{0}$ complementing $K \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ and
containing the family of pairwise orthogonal projections $\chi_{Z \cap T^{-1}\left(Z^{\prime}\right)}$, for $Z, Z^{\prime} \in \mathcal{P}$ satisfying $Z \cap T^{-1}(E)=$ $\emptyset$ and $T^{-1}\left(Z^{\prime}\right) \cap E=\emptyset$ (observe that this family is orthogonal to the element $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ ), so that $\mathcal{B}_{0}=K \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \oplus V_{0}^{\prime}$.
$\underline{E \cap T^{-1}(E) \neq \emptyset}$ : Define here $V_{0}^{\prime}$ to be the linear subspace of $\mathcal{B}_{0}$ spanned by all the projections $\chi_{C}$, where

$$
\text { (*) } C \text { is a nonempty clopen subset of } X \text { of the form 2.2.6, }
$$

and let $V_{0}=K \cdot \chi_{E \cap T^{-1}(E)}$. Analogous computations as in the case for $i \geq 1$ show that there is a decomposition $\mathcal{B}_{0}=V_{0} \oplus V_{0}^{\prime}$. In particular, $V_{0}^{\prime}$ has codimension 1 . If we show that $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \notin V_{0}^{\prime}$ then, since $K \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ has dimension 1, we necessarily obtain the decomposition $\mathcal{B}_{0}=K \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \oplus V_{0}^{\prime}$. But if $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \in V_{0}^{\prime}$, we could write it as

$$
\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}=\sum_{r, s \geq 0} \sum_{\text {some } Z_{i}} \lambda_{r, s, Z_{i}} \chi_{T^{-r}\left(Z_{-r}\right) \cap \cdots \cap T^{-1}\left(Z_{-1}\right) \cap Z_{0} \cap \cdots \cap T^{s-1}\left(Z_{s-1}\right) .} .
$$

Multiplying by $\chi_{E \cap T^{-1}(E)}$ we would get $\chi_{E \cap T^{-1}(E)}=\chi_{E \cap T^{-1}(E)} \cdot \chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}=0$, a contradiction.
Hence $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)} \notin V_{0}^{\prime}$, and we have the desired decomposition.
We can now define $P$ as the projection onto the first component in the decomposition

$$
\mathcal{B}_{0}[[t ; T]]=\mathcal{S}[[t ; T]] \oplus\left(\prod_{i \geq 0} V_{i}^{\prime} t^{i}\right)
$$

We check the last condition in the statement. Take $x \in \mathcal{B}_{0}[[t ; T]], x=\sum_{i \geq 0} b_{i} t^{i}$. We can write it as

$$
x=P(x)+\sum_{i \geq 0} \sum_{C \text { as in }(*)} \lambda_{C} \chi_{C} t^{i}
$$

in the case $E \cap T^{-1}(E) \neq \emptyset$, and as

$$
x=P(x)+\sum_{\substack{\text { some } C \\ \chi C \in V_{0}^{\prime}}} \lambda_{C} \chi_{C}+\sum_{i \geq 1} \sum_{C \text { as in (*) }} \lambda_{C} \chi_{C} t^{i}
$$

if $E \cap T^{-1}(E)=\emptyset$. Note that in the latter case, $p_{T^{-1}(E)} \cdot \chi_{C} \cdot p_{E}=0$ for all $\chi_{C} \in V_{0}^{\prime}$; hence to prove the formula it is enough to check that, for a fixed $W=E \cap T^{-1}\left(Z_{1}\right) \cap \cdots \cap T^{-k+1}\left(Z_{k-1}\right) \cap T^{-k}(E) \in \mathbb{V}$, and $C$ of the form $(*)$, then $h_{W} \cdot p_{T^{-1}(E)} \cdot \chi_{C} t^{i} \cdot p_{E}=0$. We compute

$$
h_{W} \cdot p_{T^{-1}(E)} \cdot \chi_{C} t^{i} \cdot p_{E}=\chi_{T^{k-1}(W) \cap T^{-1}(E) \cap C \cap T^{i}(E)} t^{i}
$$

This is zero in case $C$ is of the form $(*)$, since either $C \subseteq T^{i}(X \backslash E)$ or $C \subseteq T^{-1}(X \backslash E)$. The result follows.
We can now generalize the formulas in Lemma 2.4.16.
Lemma 2.4.18. For $x, y \in \mathcal{B}_{0}[[t ; T]]$, the following formulas hold:

$$
\begin{gathered}
p_{E} \cdot \pi_{+}(x)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(y) \cdot p_{E}=\Psi(\overline{P(x)} \odot P(y)) p_{E}, \\
p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E} \cdot \pi_{+}(y)^{*} \cdot p_{T^{-1}(E)}=\Psi(P(x) \odot \overline{P(y)}) p_{T^{-1}(E)}
\end{gathered}
$$

Proof. By Lemma 2.4.17 we have $p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E}=p_{T^{-1}(E)} \cdot \pi_{+}(P(x)) \cdot p_{E}$ for all $x \in \mathcal{B}_{0}[[t ; T]]$. Taking the involution on both sides, we get that $p_{E} \cdot \pi_{+}(x)^{*} \cdot p_{T^{-1}(E)}=p_{E} \cdot \pi_{+}(P(x))^{*} \cdot p_{T^{-1}(E)}$ for all $x \in \mathcal{B}_{0}[[t ; T]]$. Now we obtain form Lemma 2.4.16

$$
p_{E} \cdot \pi_{+}(x)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(y) \cdot p_{E}=p_{E} \cdot \pi_{+}(P(x))^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(P(y)) \cdot p_{E}=\Psi(\overline{P(x)} \odot P(y)) p_{E},
$$

as desired.
Recall that $\mathcal{S}[[t ; T]]$ is a unital $*$-regular commutative algebra under the product $\odot$. The unit is of course the element $e=\sum_{i \geq 0}\left(\sum_{C \in \mathcal{W}_{i}} \chi_{C}\right) t^{i}$. We obtain:

Proposition 2.4.19. Take $s=\sum_{Z \in \mathcal{P}} \chi_{Z} t=\chi_{X \backslash E} t \in \mathcal{B}_{1}$ t. Then $u:=(1-s)^{-1}=1+s+s^{2}+\cdots \in \mathcal{B}_{0}[[t ; T]]$ satisfies that $P(u)=e$, where $e$ is the unit element of $(\mathcal{S}[[t ; T]], \odot)$. We have the formulas

$$
\begin{aligned}
p_{E} \cdot \pi_{+}(u)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E} & =\Psi(P(x)) p_{E}, \\
p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E} \cdot \pi_{+}(u)^{*} \cdot p_{T^{-1}(E)} & =\Psi(P(x)) p_{T^{-1}(E)}
\end{aligned}
$$

for all $x \in \mathcal{B}_{0}[[t ; T]]$. In particular, inside $\mathcal{R}_{\mathcal{B}}$, the ideal generated by $p_{E}$ coincides with the ideal generated by $p_{T^{-1}(E)}$.

Proof. We first note that

$$
s^{i}=\left(\chi_{X \backslash E} t\right)^{i}=\chi_{X \backslash\left(E \cup \cdots \cup T^{i-1}(E)\right)} t^{i}=\sum_{Z_{0}, Z_{1}, \ldots, Z_{i-1} \in \mathcal{P}} \chi_{Z_{0} \cap T\left(Z_{1}\right) \cap \cdots \cap T^{i-1}\left(Z_{i-1}\right)} t^{i}
$$

for $i \geq 1$. It follows from this formula and the computations done in Lemma 2.4 .17 that $P\left(s^{i}\right)=\sum_{C \in \mathcal{W}_{i}} \chi_{C} t^{i}$. To compute $P(1)$, we first observe that

$$
1=\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}+\chi_{X \backslash S_{0} \cap X \backslash T^{-1}\left(S_{1}\right)}=\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}+\sum_{\substack{Z \in \mathcal{P} \\ Z \cap T^{-1}(E)=\emptyset}} \sum_{\substack{Z^{\prime} \in \mathcal{P} \\\left(Z^{\prime}\right) \cap E=\emptyset}} \chi_{Z \cap T^{-1}\left(Z^{\prime}\right)}
$$

By definition, the second part of this expression belongs to the complement $V_{0}^{\prime}$, so that $P(1)=\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$. Putting everything together, it is clear that $P(u)=e$. Now the desired formulas follow from Lemma 2.4.18. In particular, we have

$$
\begin{gathered}
p_{E} \cdot \pi_{+}(u)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(u) \cdot p_{E}=\Psi(P(u)) p_{E}=\Psi(e) p_{E}=p_{E} \\
p_{T^{-1}(E)} \cdot \pi_{+}(u) \cdot p_{E} \cdot \pi_{+}(u)^{*} \cdot p_{T^{-1}(E)}=\Psi(P(u)) p_{T^{-1}(E)}=\Psi(e) p_{T^{-1}(E)}=p_{T^{-1}(E)}
\end{gathered}
$$

One deduces from this that the ideal generated by $p_{E}$ coincides with the ideal generated by $p_{T^{-1}(E)}$ inside $\mathcal{R}_{\mathcal{B}}$.

We now define a $*$-algebra $\mathcal{Q}$ which is similar to the one defined in [6, Lemma 6.10].
Definition 2.4.20. With the above notation, we define the $*$-algebra $\mathcal{Q}$ as the $*$-regular closure of $P\left(\mathcal{D}_{+}\right)$ in the $*$-regular algebra $\left(\mathcal{S}[[t ; T]], \odot,{ }^{-}\right)$. In other words, $\mathcal{Q}$ is the smallest $*$-regular subalgebra of $\mathcal{S}[[t ; T]]$ containing $P\left(\mathcal{D}_{+}\right)$.

This $*$-algebra uncovers a portion of $\mathcal{R}_{\mathcal{B}}$, as follows:
Proposition 2.4.21. We have an embedding $\Psi(\mathcal{Q}) p_{E} \subseteq p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$. In particular, $\Psi(\mathcal{Q}) p_{E} \subseteq \mathcal{R}_{\mathcal{B}}$.
Proof. Let $x \in \mathcal{D}_{+}$. Due to Lemma 2.4.18, we obtain

$$
\Psi(P(x)) p_{E}=\Psi(P(u) \odot P(x))=p_{E} \cdot \pi_{+}(u)^{*} \cdot p_{T^{-1}(E)} \cdot \pi_{+}(x) \cdot p_{E} .
$$

By Proposition 2.4.13 we have that $\pi_{+}\left(\mathcal{D}_{+}\right) \subseteq \mathcal{R}_{\mathcal{B}}$, so all the factors of the right hand side of the above equality belong to $\mathcal{R}_{\mathcal{B}}$. It follows that $\Psi(P(x)) p_{E} \in p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$, and so $\Psi\left(P\left(\mathcal{D}_{+}\right)\right) \subseteq p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$.

By Proposition 2.4.15, the map $d \mapsto \Psi(d) p_{E}$ defines a $*$-isomorphism from $\mathcal{S}[[t ; T]]$ onto $p_{E} \mathfrak{R} p_{E}$. It follows that $\Psi(\mathcal{Q}) p_{E}$ is the $*$-regular closure of $\Psi\left(P\left(\mathcal{D}_{+}\right)\right) p_{E}$ in $p_{E} \Re p_{E}$. Since $\Psi\left(P\left(\mathcal{D}_{+}\right)\right) p_{E} \subseteq p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$ and $p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$ is $*$-regular, we obtain that $\Psi(\mathcal{Q}) p_{E} \subseteq p_{E} \mathcal{R}_{\mathcal{B}} p_{E}$. This show the result.

Observe that it is not clear whether $P\left(\mathcal{D}_{+}\right)$is a subalgebra of $\mathcal{S}[[t ; T]]$. Nevertheless, this is not relevant for our result.

Remark 2.4.22. At this point we may define a $*$-subalgebra $\mathcal{E}$ of $\mathcal{R}_{\mathcal{B}}$ as the $*$-subalgebra of $\mathcal{R}_{\mathcal{B}}$ generated by $\mathfrak{D}$ and $\Psi(\mathcal{Q}) p_{E}$. However, we believe that in general this algebra will be smaller than $\mathcal{R}_{\mathcal{B}}$ (equivalently, will not be regular). It seems that in order to advance in the understanding of $\mathcal{R}_{\mathcal{B}}$ we need to study their ideals.

## Chapter 3

## Special cases: the lamplighter group algebra and the odometer algebra

In this chapter we are going to apply our construction from Chapter 2 in order to study some group algebras arising as $\mathbb{Z}$-crossed product algebras, such as the lamplighter group algebra and the odometer algebra. From now on, $(K, *)$ will denote a field with positive definite involution.

First of all, we will show how one can relate the group algebra of some special groups $G$ by means of a $\mathbb{Z}$-crossed product algebra through Fourier transform, sometimes called Pontryagin duality (Proposition 3.1.1). In this setting, the Atiyah problem for our group algebra (see Section 1.1.4) will be translated to a problem on computing ranks inside the $\mathbb{Z}$-crossed product algebra.

After that, we will apply our methods in order to study the lamplighter group algebra $K[\Gamma]$. This algebra is important because, among other things, it gave the first counterexample to the Strong Atiyah Conjecture (Conjecture 1.1.14), see for example 42, 25]. One of our main results in that section is Theorem 3.2.10, which gives a class of irrational (and even transcendental) numbers that appear as von Neumann dimensions of elements of matrix algebras over $K[\Gamma]$.

To end this chapter, we study the case of the 2-odometer algebra $C_{K}(X) \rtimes_{T} \mathbb{Z}$ with $X=\prod_{i \in \mathbb{N}}\{0,1\}$, where $T$ is the automorphism $X \rightarrow X$ given by addition of $(1,0, \ldots)$ with carry over. In this case, it is not possible to realize this crossed product algebra as a group algebra since the crossed product algebra is simple (cf. [17]), but this example is interesting in its own right because the dynamical system defining it is a minimal one, hence we have been able to completely determine the structure of its $*$-regular closure in Theorem 3.3.8, and thus giving a complete description of the set of $l^{2}$-Betti numbers arising from the algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ in Theorem 3.3.9. More generally, we also study the case of the $\bar{n}$-odometer algebra, being $\bar{n}=\left(n_{i}\right)_{i}$ a sequence of natural numbers $n_{i} \geq 2$, and thus determining its $*$-regular closure in Theorem 3.4.4 and its set of $l^{2}$-Betti numbers in Theorem 3.4.6. The general $\bar{n}$-odometer algebra has been widely studied, see for instance [24, Chapter VIII.4], 87 for $C^{*}$-algebraic versions of it.

### 3.1 Relating our construction with some group algebras and the Atiyah problem

Let $G$ be a countable, discrete group, and let $K$ be, throughout this section, a subfield of $\mathbb{C}$ closed under complex conjugation. We first recall some constructions explained in Chapter 1. Consider $K[G]$ the group algebra of $G$. We denote by $\mathcal{N}(G)$ the von Neumann algebra of $G$ and by $\mathcal{U}(G)$ the classical ring of quotients of $\mathcal{N}(G)$ (Sections 1.1 .2 and 1.2 .2 . We have inclusions $\mathcal{A} \subseteq \mathcal{N}(G) \subseteq \mathcal{U}(G)$.
$\mathcal{U}(G)$ is a $*$-regular ring possessing a rank function $\operatorname{rk}_{\mathcal{U}(G)}$ (Lemma 1.2.15), so the algebra $K[G]$ becomes also a rank ring (but not regular) when endowed with the rank function inherited from $\mathcal{U}(G)$, which we will denote by $\mathrm{rk}_{K[G]}$. We briefly recall how one can construct the rank function $\mathrm{rk}_{\mathcal{U}(G)}$, and more generally its extension to $M_{n}(\mathcal{U}(G))$.

The von Neumann algebra $\mathcal{N}(G)$ carries a natural normal, faithful and positive trace $\operatorname{tr}_{\mathcal{N}(G)}$ (Proposition 1.1.4). Since $\mathcal{U}(G)$ is $*$-regular, for every element $u \in \mathcal{U}(G)$ there exist unique projections $L P(u), R P(u) \in \mathcal{U}(G)$ such that $u \mathcal{U}(G)=L P(u) \cdot \mathcal{U}(G)$ and $\mathcal{U}(G) u=\mathcal{U}(G) \cdot R P(u)$ (Theorem 1.2.11). Both $L P(u), R P(u)$ belong
to the von Neumann algebra $\mathcal{N}(G)$, so we define the rank function $\mathrm{rk}_{\mathcal{U}(G)}$ by the rule

$$
\operatorname{rk}_{\mathcal{U}(G)}(u):=\operatorname{tr}_{\mathcal{N}(G)}(L P(u))=\operatorname{tr}_{\mathcal{N}(G)}(R P(u))
$$

All of this can be extended to $k \times k$ matrices (cf. Remark 1.1.5, so we obtain a unique Sylvester matrix rank function $\mathrm{Rk}_{\mathcal{U}(G)}$ over matrix algebras $\mathcal{U}_{k}(G)=M_{k}(\mathcal{U}(G))$ extending canonically $\mathrm{rk}_{\mathcal{U}(G)}$, so that

$$
\mathrm{Rk}_{\mathcal{U}(G)}(U):=\operatorname{Tr}_{\mathcal{N}_{k}(G)}(L P(U))=\operatorname{Tr}_{\mathcal{N}_{k}(G)}(R P(U))
$$

for any matrix $U \in \mathcal{U}_{k}(G)$, where $L P(U)$ and $R P(U)$ are the left and right projections of $U$ inside $\mathcal{U}_{k}(G)$, respectively. In particular, we obtain a Sylvester matrix rank function $\mathrm{Rk}_{K[G]}$ over $K[G]$ by restricting the previous Sylvester matrix rank function $\mathrm{Rk}_{\mathcal{U}(G)}$ on each matrix algebra $M_{k}(K[G]) \subseteq \mathcal{U}_{k}(G)$. We will see in the next subsection that, when the group algebra can be identified with a $\mathbb{Z}$-crossed product algebra, this Sylvester matrix rank function coincides with the Sylvester matrix rank function given in Theorem 2.3.7when considering a suitable measure $\mu$ on a suitably constructed totally disconnected, metrizable compact space $X$.

Recall Definition 1.1.12, a real positive number $r$ is called an $l^{2}$-Betti number arising from $G$ with coefficients in $K$ if for some $k \geq 1$, there exists a matrix operator $A \in M_{k}(K[G])$ such that

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\operatorname{Tr}_{\mathcal{N}_{k}(G)}\left(p_{A}\right)=r
$$

where $p_{A} \in \mathcal{N}_{k}(G)$ denotes the orthogonal projection onto the kernel of $A$. Equivalently, one can also compute the von Neumann dimension by the formula

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=k-\operatorname{Rk}_{K[G]}(A)
$$

We denote by $\mathcal{C}(G, K)$ the set of all $l^{2}$-Betti numbers arising from $G$ with coefficients in $K$, so that

$$
\mathcal{C}(G, K)=\operatorname{Rk}_{K[G]}\left(\bigcup_{i=1}^{\infty} M_{i}(K[G])\right) \subseteq \mathbb{R}^{+}
$$

Since $\mathcal{U}(G)$ is $*$-regular (Theorem 1.2.16), we can consider the $*$-regular closure of the group algebra $K[G]$ inside $\mathcal{U}(G)$, denoted by $\mathcal{R}_{K[G]}=\mathcal{R}(K[G], \mathcal{U}(G))$. It will help us later on when studying the set $\mathcal{C}(G, K)$, see Proposition 2.4.1, the same proof in this context states that the subgroup of $(\mathbb{R},+)$ generated by $\mathcal{C}(G, K)$ coincides with the subgroup of $(\mathbb{R},+)$ generated by the set

$$
\operatorname{Rk}_{\mathcal{U}(G)}\left(\mathcal{R}_{K[G]}\right)=\left\{\operatorname{Rk}_{\mathcal{U}(G)}(r) \mid r \in \mathcal{R}_{K[G]}\right\}
$$

### 3.1.1 Some group algebras arising as $\mathbb{Z}$-crossed product algebras

We can use our given construction to study $K[G]$ in some special cases of interest by using Pontryagin duality, as follows. For a topological, second countable, locally compact abelian group $H$ one can define its Pontryagin dual $\widehat{H}$, which is the set of continuous homomorphisms $\phi: H \rightarrow \mathbb{T}$, also called characters. With the compact convergence topology, it is well-known that $\widehat{H}$ becomes a topological, metrizable, locally compact abelian group. If $H$ is a countable discrete group then $\widehat{H}$ is compact, and if moreover $H$ is a torsion group then $\widehat{H}$ is totally disconnected. We refer the reader to [35, Chapter 4] for more information about Pontryagin duality and the proofs of all these statements.

Suppose now that $H$ is a countable discrete, torsion abelian group, and that $\mathbb{Z}$ acts on $H$ by automorphisms via $\rho: \mathbb{Z} \curvearrowright H$. We write $G$ for the semi-direct product group $H \rtimes_{\rho} \mathbb{Z}$, so $G$ is generated by $t$ (the generator of the $\mathbb{Z}$-part) and by any set $S$ consisting of generators of $H$. We also denote by $\widetilde{\rho}: \mathbb{Z} \curvearrowright K[H]$ the action on the group algebra $K[H]$ which extends $\rho$ by linearity.

This action $\rho$ induces an action $\widehat{\rho}$ of $\mathbb{Z}$ on $\widehat{H}$ by continuous functions, defined by

$$
\widehat{\rho}(n)(\phi)(h):=\phi(\rho(-n)(h))
$$

for $n \in \mathbb{Z}, \phi \in \widehat{H}$ and $h \in H$, where now $\widehat{H}$ becomes a totally disconnected, compact metrizable space. In particular, if we put $T:=\widehat{\rho}(1)$, then the action $\widehat{\rho}$ is generated by $T$, in the sense that

$$
\widehat{\rho}(n)(\phi)=T^{n}(\phi) \quad \text { for any } \phi \in \widehat{H} \text { and } n \in \mathbb{Z}
$$

Note that $T: \widehat{H} \rightarrow \widehat{H}$ defines a homeomorphism of the space $\widehat{H}$.

[^30]Proposition 3.1.1. Let $\mathcal{O} \subseteq \mathbb{N}$ be the set $\mathcal{O}=\{n \in \mathbb{N} \mid$ there exists an element $g \in H$ of order $n\}$. Assume that, for any $n \in \mathcal{O}, K$ contains all the $n^{\text {th }}$-roots of unity. We will denote by $\xi_{n}$ a primitive one.

Then we can identify the group algebra $K[G] \cong K[H] \rtimes_{\widetilde{\rho}} \mathbb{Z}$ with $C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ via the Fourier transform

$$
\mathscr{F}: K[H] \rightarrow C_{K}(\widehat{H})
$$

by sending an element $h \in H$ of order $n$ to the element

$$
\chi_{U_{h, 0}}+\overline{\xi_{n}} \chi_{U_{h, 1}}+\cdots+{\overline{\xi_{n}}}^{j} \chi_{U_{h, j}}+\cdots+{\overline{\xi_{n}}}^{n-1} \chi_{U_{h, n-1}}
$$

where each $U_{h, j}=\left\{\phi \in \widehat{H} \mid \phi(h)=\xi_{n}^{j}\right\}$, and $\chi_{U_{h, j}}$ denotes the characteristic function of the clopen $U_{h, j}$, and then extending it to a map $K[H] \rtimes_{\tilde{\rho}} \mathbb{Z} \rightarrow C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ by sending $t$ to the generator of $\mathbb{Z}$, also denoted by $t$, on the $\mathbb{Z}$-crossed product.

See [8], also [40] where the author states an analogous result but in the realm of measured groupoids. Before giving the proof, it is instructive to look at a specific example; in fact, this example was the motivation of most of the constructions and results presented in this thesis. This is an example that Elek also studied in [29].

Example 3.1.2. The lamplighter group $\Gamma$ is defined to be the wreath product of the finite group of two elements $\mathbb{Z}_{2}$ by $\mathbb{Z}$. In other words,

$$
\Gamma=\mathbb{Z}_{2} \imath \mathbb{Z}=\left(\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}\right) \rtimes_{\sigma} \mathbb{Z}
$$

where the semidirect product is taken with respect to the Bernoulli shift, that is $\sigma: \mathbb{Z} \curvearrowright \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}$ is defined by the rule

$$
\sigma(n)(a)_{i}=a_{i+n} \quad \text { for } a=\left(a_{i}\right)_{i} \in \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}_{2}
$$

In terms of generators and relations, if we denote by $t$ the generator corresponding to $\mathbb{Z}$, by $a_{i}$ the generator corresponding to the $i^{\text {th }}$ copy of $\mathbb{Z}_{2}$, and by 1 the unit element of $\Gamma$, we have the relations $a_{i}^{2}=1, a_{i} a_{j}=a_{j} a_{i}$ and $t a_{i} t^{-1}=a_{i-1}$ for any $i, j \in \mathbb{Z}$. Notationally, we have the following presentation for $\Gamma$ :

$$
\left.\Gamma=\left\langle t,\left\{a_{i}\right\}_{i \in \mathbb{Z}}\right| a_{i}^{2}, a_{i} a_{j} a_{i} a_{j}, t a_{i} t^{-1} a_{i-1} \text { for } i, j \in \mathbb{Z}\right\rangle .
$$

Now the Fourier transform gives a $*$-isomorphism

$$
\mathscr{F}: K[\Gamma] \rightarrow C_{K}(X) \rtimes_{T} \mathbb{Z}
$$

where here $X=\prod_{i \in \mathbb{Z}}\{0,1\}$ is the Cantor set and $T$ is the shift map, namely $T(x)_{i}=x_{i+1}$ for $x \in X$. The isomorphism is given by the identifications

$$
1 \mapsto \chi_{X}, \quad t \mapsto t, \quad a_{i} \mapsto \chi_{U_{i}}-\chi_{\overline{U_{i}}} \quad\left(\text { or equivalently } \frac{1+a_{i}}{2} \mapsto \chi_{U_{i}}\right)
$$

where $U_{i}=\left\{x \in X \mid x_{i}=0\right\}$ and $\overline{U_{i}}$ is its complement in $X$. Note that, in particular, the elements $e_{i}=\frac{1+a_{i}}{2}$ are idempotents in $K[\Gamma]$, and so are $f_{i}=1-e_{i}$. They correspond to the characteristic functions of the clopen sets consisting of all the elements in $X$ having a 0 (resp. a 1 ) at the $i^{\text {th }}$ component.

Proof of Proposition 3.1.1. Write $\mu$ for the counting measure of $H$. Then the Fourier transform $\mathscr{F}: K[H] \rightarrow$ $C_{K}(\widehat{H})$ is defined by the formula

$$
\mathscr{F}(f)(\phi)=\int_{H} f(h) \overline{\phi(h)} d \mu(h), \quad f \in K[H], \phi \in \widehat{H}
$$

In fact, $\mathscr{F}$ is defined even for functions $f \in L^{1}(H, \mu)$, and in such a case its range lies in $C_{0}(\widehat{H})$ (see 35, Proposition 4.13]). However, in our situation, for a given element $h \in H$ we think of it as a function in $L^{1}(H, \mu)$ by the usual Kronecker delta function $h(g)=\delta_{h, g}$; we have

$$
\mathscr{F}(h)(\phi)=\overline{\phi(h)}
$$

and it is straightforward to check that indeed $\mathscr{F}(h)=\chi_{U_{h, 0}}+\cdots+{\overline{\xi_{n}}}^{n-1} \chi_{U_{h, n-1}}$, so $\mathscr{F}: K[H] \rightarrow C_{K}(\widehat{H})$ is well-defined. It is well-known that the Fourier transform respects the corresponding products and involutions, and by [35, Theorem 4.21] there exists a unique suitably normalized Haar measure $\widehat{\mu}$ on $\widehat{H}$ (in fact, since $H$ is discrete and $\mu$ is the counting measure, $\widehat{\mu}$ corresponds to the normalized Haar measure, so that $\widehat{\mu}(\widehat{H})=1)$ such that $\mathscr{F}$ defines a unitary isomorphism

$$
\mathscr{F}: L^{2}(H, \mu) \rightarrow L^{2}(\widehat{H}, \widehat{\mu})
$$

whose inverse map $\mathscr{F}^{-1}$ is given by integration agains $\widehat{\mu}$ :

$$
\mathscr{F}^{-1}(\widehat{f})(h)=\int_{\widehat{H}} \widehat{f}(\phi) \phi(h) d \widehat{\mu}(\phi), \quad \widehat{f} \in L^{2}(\widehat{H}, \widehat{\mu}), h \in H
$$

To conclude the proof, it is enough to check that $\mathscr{F}^{-1}: C_{K}(\widehat{H}) \rightarrow K[H]$ is also well-defined. Take then $\widehat{f}=\chi_{U} \in C_{K}(\widehat{H})$ and fix an $h \in H$ with order $n$. We compute

$$
\mathscr{F}^{-1}\left(\chi_{U}\right)(h)=\int_{U} \phi(h) d \widehat{\mu}(\phi)=\sum_{j=0}^{n-1} \int_{U \cap U_{h, j}} \phi(h) d \widehat{\mu}(\phi)=\sum_{j=0}^{n-1} \xi_{n}^{j} \cdot \widehat{\mu}\left(U \cap U_{h, j}\right) .
$$

We only need to check that this computation gives 0 for all but finitely many $h$ 's. Now, the clopen sets $U_{g, i}$ form a subbasis for the topology of $\widehat{H}$, i.e. the sets

$$
U_{\left(g_{1}, i_{1} ; \ldots ; g_{l}, i_{l}\right)}=U_{g_{1}, i_{1}} \cap \cdots \cap U_{g_{l}, i_{l}}, \quad g_{t} \in H, \quad 0 \leq i_{t} \leq o\left(g_{t}\right)-1, \quad 1 \leq t \leq l
$$

generate the topology of $\widehat{H}$, where $o(g)$ stands for the order of $g$. For a clopen $U \subseteq \widehat{H}$, it is immediate to see that $U$ can be written as a finite disjoint union of sets of the previous form, so it is enough to restrict our attention to the case when $U=U_{g_{1}, i_{1}} \cap \cdots \cap U_{g_{l}, i_{l}}$. Much more, since $\mathscr{F}^{-1}$ is a homomorphism,

$$
\mathscr{F}^{-1}\left(\chi_{U}\right)=\mathscr{F}^{-1}\left(\chi_{U_{g_{1}, i_{1}}}\right) \cdots \mathscr{F}^{-1}\left(\chi_{U_{g_{l}, i_{l}}}\right),
$$

so we may further assume that $U=U_{g, i}$ for some $g \in H$ and $0 \leq i \leq o(g)-1$. We need to describe the values $\widehat{\mu}\left(U \cap U_{h, j}\right)=\widehat{\mu}\left(U_{g, i} \cap U_{h, j}\right)$. Write $m=o(g)$ and recall that $n=o(h)$, so that $0 \leq i \leq m-1$ and $0 \leq j \leq n-1$. We can further assume that $i=0$. To see this, we first define a character on the finite group $\langle g\rangle$ by the rule

$$
\phi_{g}:\langle g\rangle \rightarrow \mathbb{T}, \quad \phi_{g}(g)=\xi_{m}
$$

Since $\mathbb{T}$ is a divisible group, it is injective in the category of abelian groups, so the previous character extends to a character on $H$, which we still denote by $\phi_{g}$. In this situation, by using left invariance of the Haar measure $\widehat{\mu}$, we get

$$
\widehat{\mu}\left(U_{g, i} \cap U_{h, j}\right)=\widehat{\mu}\left(\bar{\phi}_{g}^{i} \cdot\left(U_{g, i} \cap U_{h, j}\right)\right)=\widehat{\mu}\left(U_{g, 0} \cap U_{h, j+N(\bmod n)}\right),
$$

so the effect of 'moving' the set $U_{g, i} \cap U_{h, j}$ by $\bar{\phi}_{g}^{i}$ results in an overall shift in $j$ by a fixed amount $N$, depending only on $\phi_{g}$ and $i$. Therefore

$$
\mathscr{F}^{-1}\left(\chi_{U_{g, i}}\right)(h)=\sum_{j=0}^{n-1} \xi_{n}^{j} \cdot \widehat{\mu}\left(U_{g, 0} \cap U_{h, j+N}(\bmod n)\right)=\bar{\xi}_{n}^{N} \cdot \sum_{j=0}^{n-1} \xi_{n}^{j} \cdot \widehat{\mu}\left(U_{g, 0} \cap U_{h, j}\right)=\bar{\xi}_{n}^{N} \mathscr{F}^{-1}\left(\chi_{U_{g, 0}}\right)(h) .
$$

So from now on we will assume that $U=U_{g, 0}$.
Consider now the finite group $\langle g\rangle \cap\langle h\rangle$, which is generated by some power of the element $h$, so we write

$$
\langle g\rangle \cap\langle h\rangle=\left\langle h^{k}\right\rangle \quad \text { for some } 1 \leq k \leq n \text { and } k \text { dividing } n .
$$

Note that in this case, the intersection $U_{g, 0} \cap U_{h, j}$ is empty if $j \notin \frac{n}{k} \mathbb{Z}$; hence

$$
\mathscr{F}^{-1}\left(\chi_{U_{g, 0}}\right)(h)=\sum_{j=0}^{k-1} \xi_{n}^{\frac{n}{k} j} \cdot \widehat{\mu}\left(U_{g, 0} \cap U_{h, \frac{n}{k} j}\right) .
$$

We can then define a (well-defined) character on the finite group $\langle g, h\rangle$ by the rules

$$
\phi_{g, h}:\langle g, h\rangle \rightarrow \mathbb{T}, \quad \phi_{g, h}(h)=\xi_{n}^{\frac{n}{k}}, \quad \phi_{g, h}(g)=1 .
$$

Again, $\phi_{g, h}$ extends to a character on $H$, still denoted by $\phi_{g, h}$. By further using the left invariance of $\widehat{\mu}$,

$$
\widehat{\mu}\left(U_{g, 0} \cap U_{h, \frac{n}{k} j}\right)=\widehat{\mu}\left(\bar{\phi}_{g, h}^{j} \cdot\left(U_{g, 0} \cap U_{h, \frac{n}{k} j}\right)\right)=\widehat{\mu}\left(U_{g, 0} \cap U_{h, 0}\right) \quad \text { for every } 0 \leq j \leq k-1,
$$

so we end up with

$$
\mathscr{F}^{-1}\left(\chi_{U_{g, 0}}\right)(h)=\widehat{\mu}\left(U_{g, 0} \cap U_{h, 0}\right) \cdot \sum_{j=0}^{k-1} \xi_{n}^{\frac{n}{k} j} .
$$

This gives $\widehat{\mu}\left(U_{g, 0} \cap U_{h, 0}\right)$ for $k=1$, and zero otherwise. Since there are only finitely many values of $h$ satisfying $h \in\langle g\rangle$, the result follows.

Note that for $h \in\langle g\rangle, U_{g, 0} \cap U_{h, 0}=U_{g, 0}$, and the value of its measure can be explicitly computed to be $\frac{1}{m}$ by using again left invariance of $\widehat{\mu}$. Hence we obtain an explicit formula for $\mathscr{F}^{-1}\left(\chi_{U_{g, 0}}\right)$, namely

$$
\mathscr{F}^{-1}\left(\chi_{U_{g, 0}}\right)=\frac{1}{m}\left(e+g+\cdots+g^{m-1}\right)
$$

and more generally

$$
\mathscr{F}^{-1}\left(\chi_{U_{g, i}}\right)=\frac{1}{m}\left(e+\xi_{m}^{i} g+\cdots+\xi_{m}^{(m-1) i} g^{m-1}\right) \quad \text { for } 0 \leq i \leq m-1
$$

The extension of $\mathscr{F}$ to the respective crossed products is straightforward once we observe that the diagram

commutes. For this, it is enough to show that $T\left(U_{h, i}\right)=U_{\rho(h), i}$ for a fixed $h \in H$ of order $n$, and $0 \leq i \leq n-1$. But this is easy:

$$
T\left(U_{h, i}\right)=\left\{T(\phi) \in \widehat{H} \mid \phi(h)=\xi_{n}^{i}\right\}=\left\{\phi \in \widehat{H} \mid \phi(\rho(h))=\xi_{n}^{i}\right\}=U_{\rho(h), i}
$$

Hence $\mathscr{F}$ extends to a $*$-isomorphism $\mathscr{F}: K[H] \rtimes_{\tilde{\rho}} \mathbb{Z} \rightarrow C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$.
Remark 3.1.3. Certainly, in the case $K=\mathbb{C}$ there is no need to involve the whole machinery used during the course of the proof of Proposition 3.1.1. The reason for working on the proof as explicitly as stated is that the resulting formulas for $\mathscr{F}, \mathscr{F}^{-1}$ remain valid in any field with involution of arbitrary characteristic $p$, provided that $p$ does not divide any of the natural numbers $n \in \mathcal{O}$, that $K$ contains all the $n^{\text {th }}$-roots of unity for any $n \in \mathcal{O}$, and that one interprets $\bar{\xi}_{n}$ as $\xi_{n}^{-1}$ in the corresponding field. Of course, in this general setting one needs to prove by hand that indeed the two maps $\mathscr{F}, \mathscr{F}^{-1}$ defined this way are $*$-isomorphisms, inverse of each other, but it is a matter of computation to check that this is indeed the case.

Recall that we have a rank function $\mathrm{rk}_{K[G]}$ on $K[G]$ given by the restriction of the rank function naturally arising from $\mathcal{U}(G)$, which we denoted by $\mathrm{rk}_{K[G]}$. Our question now is whether we can find a measure $\widehat{\mu}$ on the space $\widehat{H}$ such that, when applying the construction given in Section 2.3.2, we end up with a rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}=C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ that coincides with $\mathrm{rk}_{K[G]}$ under the Fourier transform $\mathscr{F}$. The answer to this question is affirmative, and in fact $\widehat{\mu}$ coincides with the normalized Haar measure on $\hat{H}{ }^{2}$ as we show in the next proposition.
Proposition 3.1.4. Let $K \subseteq \mathbb{C}$ be a subfield of $\mathbb{C}$ closed under complex conjugation and containing all the $n^{\text {th }}$ roots of unity for every $n \in \mathcal{O}$. Then from $\mathrm{rk}_{K[G]}$ we can construct a full, $T$-invariant probability measure $\widehat{\mu}$ on $\widehat{H}$ which coincides with the normalized Haar measure on $\widehat{H}$.

If moreover $\mathrm{rk}_{K[G]}$ is extremal in $\mathbb{P}(K[G])$, then $\widehat{\mu}$ is ergodic, and when applying the construction given in Section 2.3.2 to $\widehat{\mu}$ we end up with a Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}=C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ such that $\mathrm{rk}_{K[G]}=\mathrm{rk}_{\mathcal{A}} \circ \mathscr{F}$.

[^31]Proof. We first define a finitely additive probability measure $\bar{\mu}_{K[G]}$ on the algebra $\mathbb{K}$ of clopen subsets of $\widehat{H}$ by the rule

$$
\bar{\mu}_{K[G]}(U)=\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right)\right) \quad \text { for every clopen subset } U \text { of } \widehat{H}
$$

which, by the same argument as in the proof of Proposition 2.3.8, can be uniquely extended to a Borel probability measure $\mu_{K[G]}$ on $\widehat{H}$. Invariance of $\mu_{K[G]}$ follows from the fact that $t$ is an invertible element:

$$
\begin{aligned}
\mu_{K[G]}(T(U)) & =\mathrm{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{T(U)}\right)\right) \\
& =\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right) t^{-1}\right) \\
& =\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right)\right)=\mu_{K[G]}(U) \quad \text { for every clopen } U \subseteq X .
\end{aligned}
$$

The fullness of the measure is easy: let $U \subseteq \widehat{H}$ be a nonempty open subset with null measure, and consider $V \subseteq U$ a nonempty clopen subset of $\widehat{H}$. Then $\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{V}\right)\right)=\mu_{K[G]}(V) \leq \mu_{K[G]}(U)=0$, which contradicts the fact that $\mathrm{rk}_{K[G]}$ is a rank function on $K[G]$.

If moreover $\mathrm{rk}_{K[G]}$ is extremal, then again an argument similar to the one given in the proof of Proposition 2.3 .10 proves that $\mu_{K[G]}$ is ergodic. In this case, $\mu_{K[G]}$ gives rise to a rank function $\mathrm{rk}_{\mathcal{A}}$ on $\mathcal{A}=C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z}$ such that

$$
\operatorname{rk}_{\mathcal{A}}\left(\chi_{U}\right)=\mu_{K[G]}(U)=\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right)\right) \quad \text { for every clopen subset } U \text { of } \widehat{H}
$$

By the uniqueness part of Proposition 2.3.8, this implies that $\mathrm{rk}_{K[G]}=\mathrm{rk}_{\mathcal{A}} \circ \mathscr{F}$, as required.
Finally, to prove that $\mu_{K[G]}$ coincides with the normalized Haar measure $\widehat{\mu}$ on $\widehat{H}$, just note that for any clopen $U \subseteq \widehat{H}, \mathscr{F}^{-1}\left(\chi_{U}\right)$ is a projection in $K[G]$, so its rank coincides with its trace, and we obtain

$$
\begin{aligned}
\mu_{K[G]}(U) & =\operatorname{rk}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right)\right)=\operatorname{tr}_{K[G]}\left(\mathscr{F}^{-1}\left(\chi_{U}\right)\right) \\
& =\mathscr{F}^{-1}\left(\chi_{U}\right)(e)=\int_{\widehat{H}} \chi_{U}(\phi) \phi(e) d \widehat{\mu}(\phi)=\int_{U} d \widehat{\mu}(\phi)=\widehat{\mu}(U)
\end{aligned}
$$

## Remarks 3.1.5.

1) Proposition 3.1.4 can be thought of as a particular case of the one considered in [8, Section 2]. Let us briefly summarize its content in our context.
The homeomorphism $T: \widehat{H} \rightarrow \widehat{H}$ can be extended to a $*$-automorphism of the commutative $*$-algebra $L^{\infty}(\widehat{H}, \widehat{\mu})$ consisting of (classes of) bounded measurable functions $f: \widehat{H} \rightarrow \mathbb{C}$, also denoted by $T$, via

$$
T(f)(x):=f\left(T^{-1}(x)\right), \quad f \in L^{\infty}(\widehat{H}, \widehat{\mu}), x \in \widehat{H}
$$

Therefore we can construct the algebraic crossed product $L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}^{3}$. We will denote by $t$ the symbol corresponding to the $\mathbb{Z}$-generator, so elements from $L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$ will be formal finite sums

$$
\sum_{n \in \mathbb{Z}} f_{n} t^{n}, \quad f_{n} \in L^{\infty}(\widehat{H}, \widehat{\mu})
$$

Let $L^{2}(\widehat{H}, \widehat{\mu})$ denote the Hilbert space of (classes of) measurable functions $g: \widehat{H} \rightarrow \mathbb{C}$ with finite 2-norm, that is

$$
\|g\|_{2}^{2}:=\int_{\widehat{H}}|g(x)|^{2} d \widehat{\mu}(x)<\infty
$$

with the usual scalar product $\langle g, h\rangle_{2}:=\int_{\widehat{H}} g(x) \overline{h(x)} d \widehat{\mu}(x)$, and consider $\mathcal{H}=l^{2}\left(\mathbb{Z}, L^{2}(\widehat{H}, \widehat{\mu})\right)$ the Hilbert space of $L^{2}(\widehat{H}, \widehat{\mu})$-valued functions on $\mathbb{Z}$; so a general element in $\mathcal{H}$ can be written as an infinite sum

$$
\sum_{m \in \mathbb{Z}} g_{m} t^{m}, \quad g_{m} \in L^{2}(\widehat{H}, \widehat{\mu})
$$

and satisfies the finiteness condition $\sum_{m \in \mathbb{Z}}\left\|g_{m}\right\|_{2}^{2}<\infty$. The scalar product in $\mathcal{H}$ is given by

$$
\left\langle\sum_{m \in \mathbb{Z}} g_{m} t^{m}, \sum_{m \in \mathbb{Z}} h_{m} t^{m}\right\rangle_{\mathcal{H}}:=\sum_{m \in \mathbb{Z}} \int_{\widehat{H}} g_{m}(x) \overline{h_{m}(x)} d \widehat{\mu}(x) .
$$

[^32]Observe that $L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$ acts faithfully on $\mathcal{H}$ by left multiplication, giving a representation $\lambda$ of $L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$ as bounded operators on $\mathcal{H}$. Specifically, the representation $\lambda: L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z} \rightarrow \mathcal{B}(\mathcal{H})$ is given by
$\lambda\left(\sum_{\substack{n \in \mathbb{Z} \\ \text { finite }}} f_{n} t^{n}\right)\left(\sum_{m \in \mathbb{Z}} g_{m} t^{m}\right):=\sum_{m \in \mathbb{Z}}\left(\sum_{\substack{n \in \mathbb{Z} \\ \text { finite }}} f_{n} T^{n}\left(g_{m}\right) t^{n+m}\right) \in \mathcal{B}(\mathcal{H}), \quad$ for $f_{n} \in L^{\infty}(\widehat{H}, \widehat{\mu}), g_{m} \in L^{2}(\widehat{H}, \widehat{\mu})$,
where again, for an element $g \in L^{2}(\widehat{H}, \widehat{\mu}), T(g) \in L^{2}(\widehat{H}, \widehat{\mu})$ is defined by $T(g)(x):=g\left(T^{-1}(x)\right)$ for $x \in \widehat{H}$. We denote by $\mathcal{N}(T)$ to be the weak-completion of $\lambda\left(L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}\right)$ inside $\mathcal{B}(\mathcal{H})$. We have a canonical trace on $L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$, defined on an element $f=\sum_{n \in \mathbb{Z}} f_{n} t^{n}$ by

$$
\operatorname{tr}_{L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}}(f)=\left\langle f \cdot \operatorname{id}_{\widehat{H}}, \operatorname{id}_{\widehat{H}}\right\rangle_{\mathcal{H}}=\int_{\widehat{H}} f_{0}(x) d \widehat{\mu}(x),
$$

which extends to a normal, positive, faithful trace over $\mathcal{N}(T)$ denoted by $\operatorname{tr}_{\mathcal{N}(T)}$. The identification $K[G] \stackrel{\mathscr{\mathscr { F }}}{\cong} C_{K}(\widehat{H}) \rtimes_{T} \mathbb{Z} \subseteq L^{\infty}(\widehat{H}, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$ extends to a trace-preserving isomorphism of von Neumann algebras $\mathscr{F}_{v N}: \mathcal{N}(G) \xlongequal{\cong} \mathcal{N}(T)$, which in turn extends to a rank-preserving isomorphism between the respective algebras of affiliated operators, making the diagram

$$
\begin{array}{ccc}
\mathcal{U}(G) & \cong & \mathcal{U}(T) \\
\cup । & \cup \cup \\
\mathcal{N}(G) \xrightarrow{\cong} \mathcal{N}(T)
\end{array}
$$

commutative, where $\mathcal{U}(G)$ (respectively, $\mathcal{U}(T)$ ) is the algebra of (unbounded) affiliated operators of $\mathcal{N}(G)$ (respectively, $\mathcal{N}(T)$ ).
The construction $\mathcal{N}(T)$ is also know in the literature as the group-measure space von Neumann algebra.
2) An important observation is that, once we have proven that the measure $\widehat{\mu}$ on $\widehat{H}$ is $T$-invariant, this property does not depend on the base field $K$ anymore. So, by assuming now that $K$ is any field with involution of arbitrary characteristic $p$ (with $p$ not dividing any natural number $n \in \mathcal{O}$ ) and containing all the $n^{\text {th }}$ roots of unity for any $n \in \mathcal{O}$, and by assuming ergodicity of $\widehat{\mu}$, we can apply our construction from Chapter 2 (specifically, Theorem 2.3.7) to obtain a canonical Sylvester matrix rank function on $K[G]$, by simply defining $\mathrm{rk}_{K[G]}=\mathrm{rk}_{\mathcal{A}} \circ \mathscr{F}$.

We can use Proposition 3.1.4 to prove that, in certain cases, the $*$-regular closure of the group algebra $K[G]$ inside $\mathcal{U}(G)$, which we denoted by $\mathcal{R}_{K[G]}$, can be identified with $\mathcal{R}_{\mathcal{A}}$, the *-regular closure of $\mathcal{A}$ inside the rank completion $\mathfrak{R}_{\mathrm{rk}}$ of $\mathcal{A}$ with respect to its rank function $\mathrm{rk}_{\mathcal{A}}$.

Theorem 3.1.6. Consider the same notation and hypotheses as in Proposition 3.1.4, and assume that $\mathrm{rk}_{K[G]}$ is extremal in $\mathbb{P}(K[G])$.

Then we obtain $a *$-isomorphism $\mathcal{R}_{K[G]} \cong \mathcal{R}_{\mathcal{A}}$. In fact, we have commutative diagrams as follows ${ }_{\square}^{4}$


Moreover, the rank completion of $\mathcal{R}_{K[G]}$ with respect to $\mathrm{rk}_{K[G]}$ is $*$-isomorphic to $\mathcal{M}_{K}$, the von Neumann continuous factor over $K$.

Proof. Recall from Theorem 2.3 .7 that $\Re_{\mathrm{rk}}$ can also be obtained by completing $\mathcal{A}$ with respect to its rank $\operatorname{rk}_{\mathcal{A}}$. Now since $\mathcal{U}(G)$ is complete with respect to the $\operatorname{rk}_{\mathcal{U}(G)}$-metric (see Theorem 1.2.16), Proposition 3.1.4

[^33]gives that the completion $\mathfrak{R}_{\mathrm{rk}}$ of $\mathcal{A}$ with respect to $\mathrm{rk}_{\mathcal{A}}$ also fits inside $\mathcal{U}(G)$, making the previous diagram commutative. In turn, since $\mathfrak{R}_{\mathrm{rk}}$ is itself $*$-regular, we see that
$$
\mathcal{R}_{K[G]}=\mathcal{R}(K[G], \mathcal{U}(G)) \cong \mathcal{R}\left(\mathcal{A}, \Re_{\mathrm{rk}}\right)=\mathcal{R}_{\mathcal{A}}
$$
as required. The last part follows from Theorem 2.3.9.

### 3.2 The lamplighter group algebra

In this section we are going to concentrate on the study of the group algebra of the lamplighter group $\Gamma$. We will work mainly with the presentation of $\Gamma$ given in Example $\sqrt{3.1 .2} 2$ ), so $\Gamma$ is generated by $\left\{a_{i}\right\}_{i \in \mathbb{Z}}$ and $t$, with relations $a_{i}^{2}=1, a_{i} a_{j}=a_{j} a_{i}$ and $t a_{i} t^{-1}=a_{i-1}$ for every $i, j \in \mathbb{Z}$.

In this case, the hypotheses given in Remark 3.1 .3 translates to the fact that the caracteristic of our field $K$ has to be different from 2. Then the Fourier transform gives a $*$-isomorphism

$$
\mathscr{F}: K[\Gamma] \rightarrow C_{K}(X) \rtimes_{T} \mathbb{Z}, \quad\left\{\begin{array}{l}
e_{i}=\frac{1+a_{i}}{2} \mapsto \chi_{U_{i}} \\
t \mapsto t
\end{array}\right.
$$

where $X=\prod_{i \in \mathbb{Z}}\{0,1\}$ is the Cantor set, $T$ the shift map defined by $T(x)_{i}=x_{i+1}$ for $x \in X$, and $U_{i}$ is the clopen set consisting of all points $x \in X$ having a 0 at the $i^{\text {th }}$ component.

We will follow the same notation as in [40, Section 3]: given $\epsilon_{-k}, \ldots, \epsilon_{l} \in\{0,1\}$, the cylinder set $\left\{x=\left(x_{i}\right) \in\right.$ $\left.X \mid x_{-k}=\epsilon_{-k}, \ldots, x_{l}=\epsilon_{l}\right\}$ will be denoted by $\left[\epsilon_{-k} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{l}\right]$. So for example $U_{0}=[\underline{0}]$, and the characteristic function $\chi_{[0]}$ is identified with the projection $e_{0}$ under $\mathscr{F}$; also, $\chi_{[011]}$ is identified with $e_{-1} f_{0} f_{1}$.

It is then clear that a basis for the topology of $X$ is given by the collection of clopen sets consisting of all the cylinder sets, that is

$$
\left\{\left[\epsilon_{-k} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{l}\right]\right\}_{\substack{\epsilon_{i} \in\{0,1\} \\ k, l \geq 0}}
$$

We have a natural measure $\mu$ on $X$ given by the usual product measure, where we take the $\left(\frac{1}{2}, \frac{1}{2}\right)$-measure on each component $\{0,1\}$. It is well-known (cf. [59, Example 3.1]) that $\mu$ is an ergodic, full and shift-invariant probability measure on $X$. In fact, note that under the Fourier transform, we have

$$
\mathscr{F}^{-1}\left(\chi_{\left[\epsilon_{-k} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{l}\right]}\right)=\left(\frac{1+(-1)^{\epsilon_{-k}} a_{-k}}{2}\right) \cdots\left(\frac{1+(-1)^{\epsilon_{0}} a_{0}}{2}\right) \cdots\left(\frac{1+(-1)^{\epsilon_{l}} a_{l}}{2}\right)
$$

and so, since its rank in $K[\Gamma]$ coincides with its trace in $K[\Gamma]$ (it is a projection), we obtain the equality

$$
\begin{aligned}
\operatorname{rk}_{K[\Gamma]}\left(\mathscr{F}^{-1}\left(\chi_{\left[\epsilon_{-k} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{l}\right.}\right)\right) & =\operatorname{tr}_{K[\Gamma]}\left(\left(\frac{1+(-1)^{\epsilon_{-k}} a_{-k}}{2}\right) \cdots\left(\frac{1+(-1)^{\epsilon_{0}} a_{0}}{2}\right) \cdots\left(\frac{1+(-1)^{\epsilon_{l}} a_{l}}{2}\right)\right) \\
& =\frac{1}{2^{l+k+1}}=\mu\left(\left[\epsilon_{-k} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{l}\right]\right) .
\end{aligned}
$$

 $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$, obtained from $\mu$ by applying the construction from Section 2.3.2 ${ }^{2}$. In particular, the set of $l^{2}$-Betti numbers arising from $\Gamma$ with coefficients in $K$ can be also computed by means of $\mathrm{rk}_{\mathcal{A}}$,

$$
\mathcal{C}(\Gamma, K)=\operatorname{rk}_{\mathcal{A}}\left(\bigcup_{i=1}^{\infty} M_{i}(\mathcal{A})\right)=\mathcal{C}(\mathcal{A})
$$

From now on we will identify $K[\Gamma] \cong C_{K}(X) \rtimes_{T} \mathbb{Z}$. We can then apply our constructions from Chapter 2 to study $K[\Gamma]$. We take $E_{n}=[1 \ldots 1 \ldots 1]$ (with $2 n+1$ one's) for the sequence of clopen sets, whose intersection gives the point $y=(\ldots, 1,1,1,1,1, \ldots) \in X$ which is a fixed point for the shift map $T{ }^{6}$. We take the partitions $\mathcal{P}_{n}$ of the complements $X \backslash E_{n}$ to be the obvious ones, namely

$$
\mathcal{P}_{n}=\{[00 \ldots \underline{0} \ldots 00],[00 \ldots \underline{0} \ldots 01], \ldots,[01 \ldots \underline{1} \ldots 11]\} .
$$

[^34]We will follow the notation of Section 2.3.1 write $\mathcal{A}_{n}:=\mathcal{A}\left(E_{n}, \mathcal{P}_{n}\right)$ for the unital $*$-subalgebra of $\mathcal{A}=$ $C_{K}(X) \rtimes_{T} \mathbb{Z}$ generated by the partial isometries $\chi_{Z} t$ for $Z \in \mathcal{P}_{n}$. It is easily seen that $\mathcal{A}_{n}$ coincides with the unital $*$-subalgebra of $\mathcal{A}$ generated by the partial isometries $s_{i}=e_{i} t$ for $i=-n, \ldots, n$, where recall that each $e_{i}$ is the projection in $K[\Gamma]$ given by $\frac{1+a_{i}}{2}$ (equivalently, the characteristic function of the clopen set $\left[0_{i}\right]$ ), and we put $f_{i}=1-e_{\sqrt{7}}$ Indeed,

$$
e_{i} t=\sum_{\substack{\left[\epsilon_{-n} \ldots \frac{\left.\epsilon_{0} \ldots \epsilon_{n}\right] \in \mathcal{P}_{n}}{\epsilon_{i}=0}\right.}} \chi_{\left[\epsilon_{-n} \ldots \underline{\epsilon_{0}} \ldots \epsilon_{n}\right]} t
$$

and if $Z=\left[\epsilon_{-n} \cdots \underline{\epsilon_{0}} \cdots \epsilon_{n}\right]$ with some $\epsilon_{i}=0$, then

$$
\left.\chi_{Z} t=\left(\widehat{f_{-n} e_{-n}}\right) \cdots\left(f_{-(i-1)} \widehat{e_{-(i-1)}}\right)\left(e_{i} t\right) \widehat{\left(\widehat{f_{i+1} e_{i+1}}\right.}\right) \cdots\left(\widehat{f_{n+1} e_{n+1}}\right)
$$

where

$$
\widehat{f_{j} e_{j}}=\epsilon_{j} f_{j}+\left(1-\epsilon_{j}\right) e_{j}=\left\{\begin{array}{ll}
e_{j} & \text { if } \epsilon_{j}=0 \\
f_{j} & \text { if } \epsilon_{j}=1
\end{array} \quad \text { and } \quad \widehat{\widehat{f_{j} e_{j}}}=\epsilon_{j-1} f_{j}+\left(1-\epsilon_{j-1}\right) e_{j}= \begin{cases}e_{j} & \text { if } \epsilon_{j-1}=0 \\
f_{j} & \text { if } \epsilon_{j-1}=1\end{cases}\right.
$$

Note that each $e_{j}$ belongs to the corresponding $*$-subalgebra, since $e_{j}=\left(e_{j} t\right)\left(e_{j} t\right)^{*}$ and $e_{n+1}=\left(e_{n} t\right)^{*}\left(e_{n} t\right)$. We have, for each $n \geq 1$, inclusions $\mathcal{A}_{n} \subseteq \mathcal{A}_{n+1}$ which correspond to the embeddings $\iota_{n}$ from Section 2.3.1.

The quasi-partition $\overline{\mathcal{P}}_{n}$ consists here of the translates of the sets $W \in \mathbb{V}_{n}$ which are either

$$
W_{0}=E_{n} \cap T^{-1}\left(E_{n}\right)=[11 \ldots 1 \ldots 111] \quad \text { of length } 1 \text { (there are } 2 n+2 \text { one's) }
$$

or

$$
\begin{aligned}
W_{1} & =E_{n} \cap T^{-1}\left(Z_{n}\right) \cap \cdots \cap T^{-n-1}\left(Z_{0}\right) \cap T^{-2 n-1}\left(Z_{-n}\right) \cap T^{-2 n-2}\left(E_{n}\right) \\
& =[11 \ldots 1 \ldots 11011 \ldots 1 \ldots 11] \quad \text { of length } 2 n+2 \text { (there are } 4 n+2 \text { one's, and a zero) }
\end{aligned}
$$

with each $Z_{i}=\left[11 \ldots 0_{i} \ldots 11\right]$ having all one's and a zero in the $i^{\text {th }}$ position, or of the form

$$
W(*, *, \ldots, *, *)=[11 \ldots \underline{1} \ldots 110 * * \cdots * * 011 \ldots 1 \ldots 11] \quad \text { of length }(2 n+3)+l
$$

where here $l \geq 0$ is the number of $*$, and each $*$ can be either a zero or a one, but with at most $2 n$ consecutive one's (if there were $2 n+1$ consecutive one's, then we would end inside $E_{n}$ again).

In this particular case it can be checked by hand that indeed $\overline{\mathcal{P}}_{n}$ forms a quasi-partition of $X$, namely that

$$
\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V}_{n} \\|W|=k}} k \mu(W)=1
$$

First, a definition. From now on we will write $m=2 n+1$.
Definition 3.2.1. For $k \geq 0$ an integer, we define the $k^{\text {th }} m$-acci number, denoted by $\operatorname{Fib}_{m}(k)$, recursively by setting

$$
\operatorname{Fib}_{m}(0)=0 \quad, \quad \operatorname{Fib}_{m}(1)=\operatorname{Fib}_{m}(2)=1 \quad, \quad \operatorname{Fib}_{m}(3)=2 \quad, \cdots, \quad \operatorname{Fib}_{m}(m-1)=2^{m-3}
$$

and for $r \geq 0$,

$$
\operatorname{Fib}_{m}(m+r)=\operatorname{Fib}_{m}(m+r-1)+\cdots+\operatorname{Fib}_{m}(r) \bigsqcup^{8}
$$

Lemma 3.2.2. For $k \geq 2, \operatorname{Fib}_{m}(k)$ is exactly the number of possible sequences $\left(\epsilon_{1}, \ldots, \epsilon_{l}\right)$ of length $l=k-2$ that one can construct with zeroes and ones, but having at most $m-1$ consecutive one's.

Proof. For $2 \leq k \leq m-1$ the result is clear. For $k \geq m$ a simple combinatorics argument gives the result.

[^35]Hence in our particular case,

$$
\begin{aligned}
\sum_{\substack{k \geq 1}} \sum_{\substack{W \in \mathbb{V}_{n} \\
|W|=k}} k \mu(W) & =\mu\left(W_{0}\right)+(2 n+2) \mu\left(W_{1}\right)+\sum_{l \geq 0} \sum_{\substack{\left(\epsilon_{1}, \ldots, \epsilon_{1}\right) \text { with } \epsilon_{i} \in\{0,1\} \\
\text { and at most } 2 n \\
\text { consecutive one's }}}(2 n+3+l) \mu\left(W\left(\epsilon_{1}, \ldots, \epsilon_{l}\right)\right) \\
& =\frac{1}{2^{m+1}}+\frac{1}{2^{2 m}} \sum_{k \geq 1} \frac{(m+k) \mathrm{Fib}_{m}(k)}{2^{k}} .
\end{aligned}
$$

This sum can be computed to be 1 by using the next lemma.
Lemma 3.2.3. We have:

$$
\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(k)}{2^{k}}=2^{m-1}, \quad \sum_{k=1}^{\infty} \frac{k \operatorname{Fib}_{m}(k)}{2^{k}}=2^{2 m}-(m+1) 2^{m-1}
$$

Indeed, by using these summation rules,

$$
\begin{aligned}
\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V}_{n} \\
|W|=k}} k \mu(W) & =\frac{1}{2^{m+1}}+\frac{m}{2^{2 m}} \sum_{k \geq 1} \frac{\mathrm{Fib}_{m}(k)}{2^{k}}+\frac{1}{2^{2 m}} \sum_{k \geq 1} \frac{k \mathrm{Fib}_{m}(k)}{2^{k}} \\
& =\frac{1}{2^{m+1}}+\frac{m}{2^{2 m}} 2^{m-1}+\frac{1}{2^{2 m}}\left(2^{2 m}-(m+1) 2^{m-1}\right)=\frac{m+1}{2^{m+1}}+\left(1-\frac{m+1}{2^{m+1}}\right)=1
\end{aligned}
$$

Proof of Lemma 3.2.3. The proofs are not difficult but the computations can become a little bit tough. Let's compute the first one, so put $K=\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(k)}{2^{k}}$. We will use the recurrence relation for the $\operatorname{Fib}_{m}(k)$. First note that the first term equals $\frac{\mathrm{Fib}_{m}(1)}{2}=\frac{1}{2}$ and for $2 \leq k \leq m-1, \frac{\mathrm{Fib}_{m}(k)}{2^{k}}=\frac{2^{k-2}}{2^{k}}=\frac{1}{4}$. Also

$$
\operatorname{Fib}_{m}(m)=\operatorname{Fib}_{m}(m-1)+\cdots+\operatorname{Fib}_{m}(0)=2^{m-3}+\cdots+2+1+1+0=2^{m-2}
$$

so $\frac{\mathrm{Fib}_{m}(m)}{2^{m}}=\frac{1}{4}$ too. Putting everything together, $\sum_{k=1}^{m} \frac{\mathrm{Fib}_{m}(k)}{2^{k}}=\frac{m+1}{4}$. In general, for $2 \leq r \leq m, S_{r}:=$ $\sum_{k=1}^{r} \frac{\mathrm{Fib}_{m}(k)}{2^{k}}=\frac{r+1}{4}$. We can decompose the initial sum as

$$
\begin{aligned}
K=\sum_{k=1}^{m} \frac{\operatorname{Fib}_{m}(k)}{2^{k}} & +\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k)}{2^{m+k}}=\frac{m+1}{4}+\sum_{i=1}^{m} \frac{1}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right) \\
& =\frac{m+1}{4}+\sum_{i=1}^{m-2} \frac{1}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right)+\frac{1}{2^{m-1}}\left(K-\frac{1}{2}\right)+\frac{1}{2^{m}} K \\
& =\frac{m+1}{4}+\sum_{i=1}^{m-2} \frac{1}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right)+\left(\frac{1}{2^{m-1}}+\frac{1}{2^{m}}\right) K-\frac{1}{2^{m}}
\end{aligned}
$$

But for $1 \leq i \leq m-2, K=S_{m-i}+\sum_{k=1}^{\infty} \frac{\mathrm{Fib}_{m}(m+k-i)}{2^{m+k-i}}$, so

$$
K=\frac{m+1}{4}+\sum_{i=1}^{m-2} \frac{1}{2^{i}}\left(K-S_{m-i}\right)+\left(\frac{1}{2^{m-1}}+\frac{1}{2^{m}}\right) K-\frac{1}{2^{m}}=\frac{m+1}{4}+\left(\sum_{i=1}^{m} \frac{1}{2^{i}}\right) K-\left(\sum_{i=1}^{m-2} \frac{S_{m-i}}{2^{i}}+\frac{1}{2^{m}}\right)
$$

We compute $\sum_{i=1}^{m} \frac{1}{2^{i}}=1-\frac{1}{2^{m}}$, and

$$
\sum_{i=1}^{m-2} \frac{S_{m-i}}{2^{i}}=\frac{1}{4} \sum_{i=1}^{m-2} \frac{m-i+1}{2^{i}}=\frac{m-1}{4}-\frac{1}{2^{m}}
$$

where we have used the sum $\sum_{j=1}^{n} j x^{j}=\frac{x\left(1-x^{n}\right)}{(1-x)^{2}}-\frac{n x^{n+1}}{1-x}$ for real $x \neq 1$. Putting everything together

$$
K=\frac{m+1}{4}+\left(1-\frac{1}{2^{m}}\right) K-\frac{m-1}{4}
$$

so the result $K=2^{m-1}$ follows. For the second sum, put $J=\sum_{k=1}^{\infty} \frac{k \operatorname{Fib}_{m}(k)}{2^{k}}$. As before, $\frac{\operatorname{Fib}_{m}(1)}{2}=\frac{1}{2}$ and for $2 \leq k \leq m, \frac{k \mathrm{Fib}_{m}(k)}{2^{k}}=\frac{k 2^{k-2}}{2^{k}}=\frac{k}{4}$. Putting everything together, $\sum_{k=1}^{m} \frac{k \mathrm{Fib}_{m}(k)}{2^{k}}=\frac{1}{2}+\sum_{k=2}^{m} \frac{k}{4}=\frac{m^{2}+m+2}{8}$. In general, for $2 \leq r \leq m, N_{r}:=\sum_{k=1}^{r} \frac{k \mathrm{Fib}_{m}(k)}{2^{k}}=\frac{1}{2}+\sum_{k=2}^{r} \frac{k}{4}=\frac{r^{2}+r+2}{8}$. We decompose the initial sum as

$$
J=\sum_{k=1}^{m} \frac{k \operatorname{Fib}_{m}(k)}{2^{k}}+\sum_{k=1}^{\infty} \frac{(m+k) \operatorname{Fib}_{m}(m+k)}{2^{m+k}}=\frac{m^{2}+m+2}{8}+\sum_{k=1}^{\infty} \frac{(m+k) \operatorname{Fib}_{m}(m+k)}{2^{m+k}}
$$

Let's analize the second sum. We have

$$
\begin{aligned}
\frac{(m+k) \mathrm{Fib}_{m}(m+k)}{2^{m+k}} & =\sum_{i=1}^{m} \frac{(m+k) \mathrm{Fib}_{m}(m+k-i)}{2^{m+k}} \\
& =\sum_{i=1}^{m} \frac{(m+k-i) \operatorname{Fib}_{m}(m+k-i)}{2^{m+k}}+\sum_{i=1}^{m} \frac{i \operatorname{Fib}_{m}(m+k-i)}{2^{m+k}}
\end{aligned}
$$

so

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \frac{(m+k) \operatorname{Fib}_{m}(m+k)}{2^{m+k}}=\sum_{i=1}^{m} \frac{1}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{(m+k-i) \operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right)+\sum_{i=1}^{m} \frac{i}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right) \\
& \quad=\sum_{i=1}^{m-2} \frac{1}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{(m+k-i) \operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right)+\frac{1}{2^{m-1}}\left(\sum_{k=1}^{\infty} \frac{(k+1) \operatorname{Fib}_{m}(k+1)}{2^{k+1}}\right)+\frac{1}{2^{m}}\left(\sum_{k=1}^{\infty} \frac{k \operatorname{Fib}_{m}(k)}{2^{k}}\right) \\
& \quad+\sum_{i=1}^{m-2} \frac{i}{2^{i}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(m+k-i)}{2^{m+k-i}}\right)+\frac{m-1}{2^{m-1}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(k+1)}{2^{k+1}}\right)+\frac{m}{2^{m}}\left(\sum_{k=1}^{\infty} \frac{\operatorname{Fib}_{m}(k)}{2^{k}}\right)
\end{aligned}
$$

But for $1 \leq i \leq m-2, J=N_{m-i}+\sum_{k=1}^{\infty} \frac{(m+k-i) \mathrm{Fib}_{m}(m+k-i)}{2^{m+k-i}}$ and $2^{m-1}=\sum_{k=1}^{\infty} \frac{\mathrm{Fib}_{m}(k)}{2^{k}}=S_{m-i}+$ $\sum_{k=1}^{\infty} \frac{\mathrm{Fib}_{m}(m+k-i)}{2^{m+k-i}}$, so

$$
\sum_{k=1}^{\infty} \frac{(m+k) \operatorname{Fib}_{m}(m+k)}{2^{m+k}}=\left(\sum_{i=1}^{m} \frac{1}{2^{i}}\right) J-\sum_{i=1}^{m-2} \frac{N_{m-i}}{2^{i}}+\left(\sum_{i=1}^{m} \frac{i}{2^{i}}\right) 2^{m-1}-\sum_{i=1}^{m-2} \frac{i S_{m-i}}{2^{i}}-\frac{m}{2^{m}}
$$

We use the sums $\sum_{j=1}^{n} j x^{j}=\frac{x\left(1-x^{n}\right)}{(1-x)^{2}}-\frac{n x^{n+1}}{1-x}, \sum_{j=1}^{n} j^{2} x^{j}=\frac{x(1+x)\left(1-x^{n}\right)}{(1-x)^{3}}-\frac{2 n x^{n+1}}{(1-x)^{2}}-\frac{n^{2} x^{n+1}}{1-x}$ (for real $x \neq 1$ ) to compute

$$
\begin{aligned}
& \sum_{i=1}^{n} \frac{1}{2^{i}}=1-\frac{1}{2^{n}}, \quad \sum_{i=1}^{n} \frac{i}{2^{i}}=2-\frac{n+2}{2^{n}}, \quad \sum_{i=1}^{n} \frac{i^{2}}{2^{i}}=6-\frac{6+4 n+n^{2}}{2^{n}} \\
& \sum_{i=1}^{m-2} \frac{N_{m-i}}{2^{i}}=\frac{1}{8} \sum_{i=1}^{m-2} \frac{(m-i)^{2}+(m-i)+2}{2^{i}}=\frac{m^{2}-3 m+6}{8}-\frac{1}{2^{m-1}} \\
& \sum_{i=1}^{m-2} \frac{i S_{m-i}}{2^{i}}=\frac{m+1}{4}\left(\sum_{i=1}^{m-2} \frac{i}{2^{i}}\right)-\frac{1}{4}\left(\sum_{i=1}^{m-2} \frac{i^{2}}{2^{i}}\right)=\frac{m}{2}-1+\frac{1}{2^{m-1}}-\frac{n}{2^{m}}
\end{aligned}
$$

Putting everything together,

$$
\sum_{k=1}^{\infty} \frac{(m+k) \operatorname{Fib}_{m}(m+k)}{2^{m+k}}=\left(1-\frac{1}{2^{m}}\right) J+\left(2-\frac{m+2}{2^{m}}\right) 2^{m-1}-\frac{m^{2}+m+2}{8}+\frac{1}{2}
$$

and finally

$$
J=\left(1-\frac{1}{2^{m}}\right) J+2^{m}-\frac{m+1}{2}
$$

so the result $J=2^{2 m}-(m+1) 2^{m-1}$ follows.

The representations $\pi_{n}: \mathcal{A}_{n} \hookrightarrow \mathfrak{R}_{n}, x \mapsto\left(h_{W} \cdot x\right)_{W}$ can be explicitly computed:
a) for $W=W_{0}$, we write

$$
q_{0, W}=\chi_{[11 \ldots \underline{1} \ldots 111]}
$$

b) for $W=W_{1}$ and $0 \leq i \leq m$, we write

$$
q_{i, W}=\chi_{T^{i}(W)}=t^{i} q_{0, W} t^{-i} \quad \text { with } q_{0, W}=\chi_{[11 \ldots 1 \ldots 11011 \ldots 1 \ldots 11]} ;
$$

c) for $W=W\left(\epsilon_{1}, \ldots, \epsilon_{l}\right)$ and $0 \leq i \leq m+l+1$, we write

$$
q_{i, W}=\chi_{T^{i}(W)}=t^{i} q_{0, W} t^{-i} \quad \text { with } q_{0, W}=\chi_{\left[11 \ldots 1 \ldots 110 \epsilon_{1} \ldots \epsilon_{l} 011 \ldots 1 \ldots 11\right]}
$$

The elements $q_{i, W}$ belong to the $*$-subalgebra $\mathcal{A}_{n}$, and in fact

$$
h_{W}=\sum_{i=0}^{|W|-1} q_{i, W} \quad(\text { cf. Proposition 2.2.10) }
$$

Therefore here each $\mathfrak{R}_{n}=K \times \prod_{k \geq 1} M_{m+k}(K)^{\mathrm{Fib}_{m}(k)}$. Moreover, by Theorem 3.1.6, we can identify $\mathcal{R}_{K[\Gamma]} \cong$ $\mathcal{R}_{\mathcal{A}}$, and in fact the $*$-regular closure of each $\mathcal{A}_{n}$ inside $\mathcal{U}(\Gamma)$ coincides with $\mathcal{R}_{n}$, i.e. $\mathcal{R}_{n} \cong \mathcal{R}\left(\mathcal{A}_{n}, \mathcal{U}(\Gamma)\right)$, and the same for $\mathcal{A}_{\infty}, \mathcal{R}_{\infty} \cong \mathcal{R}\left(\mathcal{A}_{\infty}, \mathcal{U}(\Gamma)\right)$, where we adapt the notation of Chapter 2 Section 2.3. In particular, Theorem 2.3.9applies in this case to give the following result, already proved by Elek in [29] in this particular case of the lamplighter group $\Gamma$ and $K=\mathbb{C}$.

Proposition 3.2.4. Take $\mathcal{R}_{\mathrm{rk}}$ to be the rank completion of $\mathcal{R}_{K[\Gamma]}$ inside $\mathcal{U}(\Gamma)$ with respect to $\mathrm{rk}_{\mathcal{U}(\Gamma)}$. Then $\mathcal{R}_{\mathrm{rk}} \cong \mathcal{M}_{K}$ as $*$-algebras over $K$, where $\mathcal{M}_{K}$ denotes the von Neumann continuous factor over $K$.

Proof. Since $\mathcal{R}_{K[\Gamma]} \cong \mathcal{R}_{\mathcal{A}}$ and the respective ranks coincide due to Theorem 3.1.6. the result follows by the same proof as in Theorem 2.3.9.

### 3.2.1 The algebra of special terms for the lamplighter group algebra

We now interpret the results in Section 2.4.1 for the example of the lamplighter group algebra. In particular, as promised in Section 2.4.1, we show that the corresponding algebra of special terms $\mathcal{S}_{n}[[t ; T]]$ is an integral domain. Our notation here is a little bit different from that section: we put $\mathcal{A}_{n, 0}[[t ; T]]$ to denote the set of infinite sums

$$
\sum_{i \geq 0} b_{i}\left(\chi_{X \backslash E_{n}} t\right)^{i}=\sum_{i \geq 0} b_{i} t^{i}, \quad \text { where } b_{i} \in \mathcal{A}_{n, i}=\chi_{X \backslash\left(E_{n} \cup \ldots \cup T^{i-1}\left(E_{n}\right)\right)} \mathcal{A}_{n, 0}
$$

with $\mathcal{A}_{n, 0}=C_{K}(X) \cap \mathcal{A}_{n}$. We then have a representation of $\mathcal{A}_{n, 0}[[t ; T]]$ extending $\pi_{n}$, which we will also denote by $\pi_{n}$, so

$$
\pi_{n}: \mathcal{A}_{n, 0}[[t ; T]] \rightarrow \Re_{n}, \quad a \mapsto\left(h_{W} \cdot a\right)_{W}
$$

We write $\mathcal{S}_{n}[[t ; T]]$ to denote the subset of $\mathcal{A}_{n, 0}[[t ; T]]$ consisting of those elements $\sum_{i \geq 0} b_{i}\left(\chi_{X \backslash E_{n}} t\right)^{i}$ such that each $b_{i}$ belongs to $\operatorname{span}\left\{\chi_{S} \mid S \in \mathcal{W}_{i}\right\}$. These are easy to describe here: the special term of degree 0 is given by

$$
S_{0}=T^{-1}\left(S_{1}\right)=[\underbrace{1 \cdots 1 \ldots 11}_{2 n}] \longleftrightarrow \chi_{S_{0}}=f_{-n+1} \cdots f_{0} \cdots f_{n-1} f_{n} \sqrt{9}
$$

the special one of degree $i=2 n+1$ is

$$
S=[\underbrace{11 \ldots 1 \ldots 1}_{2 n} 0 \underbrace{1 \ldots 1 \ldots 11}_{2 n}] \longleftrightarrow \chi_{S}=f_{-3 n} f_{-3 n+1} \cdots f_{-2 n} \cdots f_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n-1} f_{n}
$$

[^36]and with degree $i \geq 2 n+2$, we have the elements
\[

$$
\begin{gathered}
S=[\underbrace{11 \ldots 1 \ldots 1}_{2 n} 0 \underbrace{* * \cdots * *}_{i-(2 n+2)} 0 \underbrace{1 \ldots \underline{1} \ldots 11}_{2 n}] \\
\downarrow \\
\chi_{S}=f_{-n-i+1} f_{-n-i+2} \cdots f_{-i+1} \cdots f_{-i+n} e_{-i+n+1} *_{-i+n+2} \cdots *_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n-1} f_{n}
\end{gathered}
$$
\]

with $*_{j} \in\left\{e_{j}, f_{j}\right\}$ with no more than $2 n+1$ consecutive $f$ 's. As remarked in Section 2.4.1 the set $\mathcal{S}_{n}[[t ; T]]$ is always a linear subspace of $\mathcal{A}_{n, 0}[[t ; T]]$, but in general is not a subalgebra. Nevertheless, the next lemma shows that the lamplighter algebra has some special properties that are reflected in $\mathcal{S}_{n}[[t ; T]]$.

Lemma 3.2.5. In this particular case of the lamplighter group algebra, the space $\mathcal{S}_{n}[[t ; T]]$ becomes a subalgebra of $\mathcal{A}_{n, 0}[[t ; T]]$, and even an integral domain.

Proof. First one should note that the special term of degree 0 becomes the unit element in $\mathcal{S}_{n}[[t ; T]]$.
We show that if $S \in \mathcal{W}_{i}, S^{\prime} \in \mathcal{W}_{j}$ then $S \cap T^{i}\left(S^{\prime}\right) \in \mathcal{W}_{i+j}$ (here $i, j \geq 2 n+2$, the other cases can be also checked in a similar way). We have

$$
\begin{aligned}
\chi_{S} & =f_{-n-i+1} \cdots f_{-i+1} \cdots f_{-i+n} e_{-i+n+1} a_{-i+n+2} \cdots a_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n} \\
\chi_{S^{\prime}} & =f_{-n-j+1} \cdots f_{-j+1} \cdots f_{-j+n} e_{-j+n+1} b_{-j+n+2} \cdots b_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n}
\end{aligned}
$$

with $a_{i}, b_{i} \in\left\{e_{i}, f_{i}\right\}$ with no more than $2 n+1$ consecutive $f$ 's, so that

$$
\begin{aligned}
\chi_{S} t^{i} \cdot \chi_{S^{\prime}} t^{j}= & \chi_{S \cap T^{i}\left(S^{\prime}\right)} t^{i+j}=f_{-n-j-i+1} \cdots f_{-j-i+1} \cdots f_{-j-i+n} e_{-j-i+n+1} b_{-j-i+n+2} \cdots b_{-n-i-1} e_{-n-i} \\
& \cdot f_{-n-i+1} \cdots f_{-i} f_{-i+1} \cdots f_{-i+n} e_{-i+n+1} a_{-i+n+2} \cdots a_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n} .
\end{aligned}
$$

Now it is clear that $S \cap T^{i}\left(S^{\prime}\right) \in \mathcal{W}_{i+j}$. This shows that $\mathcal{S}_{n}[[t ; T]]$ is a subalgebra of $\mathcal{A}_{n, 0}[[t ; T]]$. To show that $\mathcal{S}_{n}[[t ; T]]$ is a domain, consider two nonzero elements $a, b \in \mathcal{S}_{n}[[t ; T]]$, and let $\chi_{S} t^{i}$ and $\chi_{S^{\prime}} t^{j}$ be terms in the support of $a$ and $b$ respectively, of smallest degree. By the computation above $\chi_{S} t^{i} \cdot \chi_{S^{\prime}} t^{j}=\chi_{S \cap T^{i}\left(S^{\prime}\right)} t^{i+j}$ is a nonzero term of smallest degree in $a b$. This shows that $a b \neq 0$. Note that the special term $\chi_{S_{0} \cup T^{-1}\left(S_{1}\right)}$ is the unit of the algebra $\mathcal{S}_{n}[[t ; T]]$.

Define $\mathcal{S}_{n}[t ; T] \subseteq \mathcal{S}_{n}[[t ; T]]$ the set of elements of $\mathcal{S}_{n}[[t ; T]]$ with finite support, i.e. of the form $\sum_{i=0}^{r} b_{i} t^{i}$ with $b_{i}$ belonging to the linear span of the special elements of degree $i$, and $r \geq 0$.
Proposition 3.2.6. $\mathcal{S}_{n}[t ; T]$ is a free $K$-algebra with infinite generators, and $\mathcal{S}_{n}[[t ; T]]$ is a free power series $K$-algebra with infinite generators.

Proof. A special term

$$
f_{-n-i+1} \cdots f_{-i+1} \cdots f_{-i+n} e_{-i+n+1} a_{-i+n+2} \cdots a_{-n-1} e_{-n} f_{-n+1} \cdots f_{0} \cdots f_{n} t^{i}
$$

is said to be pure if there are no more than $2 n-1$ consecutive $f$ 's in the $a_{-i+n+2} \cdots a_{-n-1}$ part. Denote by $\mathcal{P}_{u}$ the set of pure elements. We then have that every special term $\chi_{S} t^{i}$ can be written uniquely as a product of pure terms, so we obtain an isomorphism

$$
K\left\langle\left\langle x_{b} \mid b \in \mathcal{P}_{u}\right\rangle\right\rangle \cong \mathcal{S}_{n}[[t ; T]], \quad x_{b} \mapsto b, 1 \mapsto \chi_{S_{0}}
$$

which restricts to an isomorphism $K\left\langle x_{b} \mid b \in \mathcal{P}_{u}\right\rangle \cong \mathcal{S}_{n}[t ; T]$, where $S_{0}=[1 \ldots \underline{1} \ldots 11]$ corresponds to the special term of degree 0 .

## Examples with the first two levels of the lamplighter

In this small subsection we will present two examples concerning the structure of the algebras $\mathcal{S}_{n}[[t ; T]]$ or, more generally, of the algebra $\mathcal{S}_{E}[[t ; T]]$ defined as in 2.4.1 ${ }^{10}$,

[^37]As our first example, we take $E=[11]$ and the obvious partition $\mathcal{P}$ of the complement $X \backslash E$, namely $\mathcal{P}=\{[0 \underline{0}],[01],[1 \underline{0}]\}$. The quasi-partition $\overline{\mathcal{P}}$ consists of the $T$-translates of the sets

$$
W=\left\{\begin{array}{l}
\text { either }[111] \text { of length } 1, \text { or } \\
{\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} 11\right] \text { of length } k=k_{1}+\cdots+k_{r}+(r+1), \text { with } r \geq 1 \text { and each } k_{i} \geq 1}
\end{array}\right.
$$

where $0^{k_{i}}$ denotes $0 \cdots 0 k_{i}$ times. Indeed,

$$
\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V} \\|W|=k}}|W| \mu(W)=\frac{1}{2^{3}}+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{k_{1}+\cdots+k_{r}+(r+1)}{2^{k_{1}+\cdots+k_{r}+(r+3)}}=\frac{1}{8}+\sum_{r \geq 1} \frac{3 r+1}{2^{r+3}}=1
$$

where we have used the formulas $\sum_{k \geq 1} k x^{k}=\frac{x}{(1-x)^{2}}$ and $\sum_{k \geq 1} x^{k}=\frac{x}{1-x}$, valid for all real values $x \in(-1,1)$.
It is easily seen that the unital $*$-subalgebra $\mathcal{A}_{E}$ generated by 1 and the elements $\chi_{Z} t$ with $Z \in \mathcal{P}$ is the same as the $*$-subalgebra generated by 1 and the partial isometries $e_{-1} t$ and $e_{0} t$.

The special elements are as follows: the special term of degree 0 is given by

$$
S_{0}=[\underline{1}] \quad \longleftrightarrow \quad \chi_{S}=f_{0}
$$

and with degree $i=k_{1}+\cdots+k_{r}+r \geq 2$, we have the elements

$$
S=\left[10^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} \underline{1}\right] \quad \longleftrightarrow \quad f_{-i} e_{-i+1} \cdots f_{-k_{r}-1} e_{-k_{r}} \cdots e_{-1} f_{0} t^{i}
$$

with $r \geq 1, k_{1}, \ldots, k_{r} \geq 1$. A pure term here is one of the form

$$
\chi_{\left[10^{k} \underline{1}\right]} t^{k+1}=f_{-k-1} e_{-k} \cdots e_{-1} f_{0} t^{k+1}
$$

for $k \geq 1$. Therefore, each pure term is parametrized by a positive integer, so here

$$
\mathcal{S}_{E}[[t ; T]] \cong K\left\langle\left\langle\left\{x_{k}\right\}_{k \geq 2}\right\rangle\right\rangle, \quad \chi_{\left[10^{k} \underline{1}\right.} t^{k+1} \mapsto x_{k+1}
$$

 noncommutativity of the variables), which has degree $k_{1}+\cdots+k_{r}+r$ with respect to the graded homomorphism $\operatorname{deg}: S_{E}[[t ; T]] \rightarrow \mathbb{Z}^{*}$ such that $\operatorname{deg}\left(x_{k}\right)=k$ for $k \geq 2$.

Let's do the next case $E=[111]$, which is the first of our levels commented at the beginning of Subsection 3.2.1 The partition $\mathcal{P}$ of the complement $X \backslash E$ is again the obvious one, so the quasi-partition $\overline{\mathcal{P}}$ consists of the $T$-translates of the sets

$$
W=\left\{\begin{array}{l}
\text { either [1111] of length } 1, \text { or } \\
{\left[1110^{k_{1}^{(1)}} 1 \cdots 0^{k_{r_{1}}^{(1)}} 110^{k_{1}^{(2)}} 1 \cdots 0^{k_{r_{2}}^{(2)}} 11 \cdots \cdots 10^{k_{r_{n}}^{(n)}} 111\right] \text { of length }} \\
k=\sum_{i=1}^{n}\left(\sum_{j=1}^{r_{i}} k_{j}^{(i)}+r_{i}\right)+n+1, \text { with } n \geq 1, \text { each } r_{i} \geq 1 \text { and each } k_{j}^{(i)} \geq 1
\end{array}\right.
$$

Here the unital $*$-subalgebra $\mathcal{A}_{E}$ generated by 1 and the elements $\chi_{Z} t$ with $Z \in \mathcal{P}$ is the same as the $*-$ subalgebra generated by 1 and the partial isometries $e_{-1} t, e_{0} t$ and $e_{1} t$.

The special elements are as follows: the special term of degree 0 is given by $S_{0}=[\underline{1} 1]$, and with degree $i=\left(\sum_{j=1}^{r_{i}} k_{j}^{(i)}+r_{i}\right)+n \geq 3$ we have the elements

$$
S=\left[110^{k_{1}^{(1)}} 1 \cdots 0^{k_{r_{1}}^{(1)}} 110^{k_{1}^{(2)}} 1 \cdots 0^{k_{r_{2}}^{(2)}} 11 \cdots \cdots 10^{k_{r_{n}}^{(n)}} \underline{1} 1\right]
$$

with $n \geq 1, r_{i} \geq 1$ and $k_{j}^{(i)} \geq 1$. A pure term here is one of the form

$$
\chi_{\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} \underline{11}\right]} t^{k_{1}+\cdots+k_{r}+r+1}
$$

for $r \geq 1$ and $k_{1}, \ldots, k_{r} \geq 1$. Therefore, each pure term is parametrized by a sequence of positive integers $\vec{k}=\left(k_{1}, \ldots, k_{r}\right) \in \bigcup_{r \geq 1}\left(\mathbb{Z}^{+}\right)^{r}$, so that

$$
\mathcal{S}_{E}[[t ; T]] \cong K\left\langle\left\langle\left\{x_{\vec{k}}\right\}_{\vec{k} \in \mathrm{U}_{r \geq 1}\left(\mathbb{Z}^{+}\right)^{r}}\right\rangle\right\rangle, \quad \chi_{\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} \underline{11]}\right.} t^{k_{1}+\cdots+k_{r}+r+1} \mapsto x_{\left(k_{1}, \ldots, k_{r}\right)}
$$

with $\operatorname{Fib}_{2}(k-2)$ elements of degree $k=k_{1}+\cdots+k_{r}+r+1$. The nonpure terms in the above step (i.e. taking $E=[11])$ correspond to the pure terms in the present step.

### 3.2.2 Some computations of $l^{2}$-Betti numbers

We will now focus on computing some $l^{2}$-Betti numbers of elements from matrix algebras over $K[\Gamma]$. Our goal is to obtain elements that give rise to irrational values. We will use ideas from [41], although applied to our construction.

Recall that, in the case of the lamplighter group algebra, we have $K[\Gamma] \cong \mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$ with $T$ being the Bernoulli shift map, and moreover the Sylvester matrix rank functions $\mathrm{rk}_{K[\Gamma]}$ and $\mathrm{rk}_{\mathcal{A}}$ coincide under this identification ${ }^{11}$. Therefore, given a matrix element $A \in M_{l}(K[\Gamma])$, one can compute its von Neumann dimension by the formula

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=l-\operatorname{rk}_{\mathcal{A}}(A)
$$

where $\operatorname{rk}_{\mathcal{A}}(A)$ is the value of the Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ on the matrix $A$.
We will take advantage of our construction done in the previous chapter: we have a faithful representation $\pi_{E}: \mathcal{A}_{E} \rightarrow \mathfrak{R}_{E}$ with $\mathcal{A}_{E}=\mathcal{A}(E, \mathcal{P})$ and $\Re_{E}=\prod_{W \in \mathbb{V}_{E}} M_{|W|}(K)$ for each choice of a clopen set $E \subseteq X$ together with a partition $\mathcal{P}$ of its complement $X \backslash E$. We extend this representation to a faithful representation, also denoted by $\pi_{E}$, over matrix algebras $\pi_{E}: M_{l}\left(\mathcal{A}_{E}\right) \cong M_{l}(K) \otimes \mathcal{A}_{E} \rightarrow M_{l}\left(\Re_{E}\right) \cong \prod_{W \in \mathbb{V}_{E}} M_{l}(K) \otimes M_{|W|}(K)$ in the canonical way. Hence, $\mathrm{rk}_{\mathcal{A}}$ can be computed over elements in $M_{l}\left(\mathcal{A}_{E}\right)$ to be

$$
\operatorname{rk}_{\mathcal{A}}(A)=\sum_{W \in \mathbb{V}_{E}}|W| \mu(W) \operatorname{Rk}_{|W|}\left(\pi_{E}(A)_{W}\right)=\sum_{W \in \mathbb{V}_{E}} \mu(W) \operatorname{Rk}\left(\pi_{E}(A)_{W}\right)
$$

where $\mathrm{Rk}_{|W|}$ is the canonical extension of $\mathrm{rk}_{|W|}$ from $M_{|W|}(K)$ to $M_{l}(K) \otimes M_{|W|}(K)$, and Rk is the usual rank of matrices. We then obtain the following proposition, which will be useful later on when computing von Neumann dimensions of elements $A \in M_{l}(K[\Gamma])$.
Proposition 3.2.7. With the above notation, for a given element $A \in M_{l}\left(\mathcal{A}_{E}\right)$, we have the formula

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\sum_{W \in \mathbb{V}_{E}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)
$$

Proof. It is just a matter of computation: noting that $\operatorname{Rk}\left(\pi_{E}(A)\right)=|W| l-\operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right)$, we have

$$
\begin{aligned}
\operatorname{dim}_{v N}(\operatorname{ker}(A)) & =l-\operatorname{rk}_{\mathcal{A}}(A)=l-\sum_{W \in \mathbb{V}_{E}} \mu(W) \operatorname{Rk}\left(\pi_{E}(A)_{W}\right) \\
& =l-\left(l \sum_{W \in \mathbb{V}_{E}}|W| \mu(W)-\sum_{W \in \mathbb{V}_{E}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)\right) \\
& =\sum_{W \in \mathbb{V}_{E}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)
\end{aligned}
$$

Fix $\left\{e_{i j}\right\}_{0 \leq i, j \leq l-1}$ to be a full system of matrix units for $M_{l}(K)$, so that for a fixed $W \in \mathbb{V}_{E}$, the family $\left\{e_{i j} \otimes e_{i^{\prime} j^{\prime}}(W)\right\}^{0 \leq i, j \leq l-1} \quad$ is a full system of matrix units for $M_{l}(K) \otimes M_{|W|}(K)$. In particular, $0 \leq i^{\prime}, j^{\prime} \leq|W|-1$

$$
\pi_{E}\left(e_{i j} \otimes 1\right)_{W}=\sum_{i^{\prime}=0}^{|W|-1} e_{i j} \otimes e_{i^{\prime} i^{\prime}}(W)=e_{i j} \otimes h_{W}
$$

Let now $M_{l}(K) \otimes M_{|W|}(K)$ act on the $K$-vector space $K^{l} \otimes K^{|W|}$, with $K$-basis $\left\{e_{i} \otimes e_{i^{\prime}}(W)\right\} \quad 0 \leq i \leq l-1$, by multiplication to the right, that is

$$
\left(e_{i j} \otimes e_{i^{\prime} j^{\prime}}(W)\right) \cdot\left(e_{a} \otimes e_{b}(W)\right)=\delta_{j, a} \delta_{j^{\prime}, b} e_{i} \otimes e_{i^{\prime}}(W)
$$

There is a canonical scalar product on $K^{l} \otimes K^{|W|}$, given by the bilinear form with matrix the identity matrix associated to the previous basis for $K^{l} \otimes K^{|W|}$, namely

$$
\left\langle e_{i} \otimes e_{i^{\prime}}(W), e_{j} \otimes e_{j^{\prime}}(W)\right\rangle=\delta_{i, j} \delta_{i^{\prime}, j^{\prime}}
$$

[^38]Lemma 3.2.8. The entry of $\pi_{E}(A)_{W}$ corresponding to the $e_{i j} \otimes e_{i^{\prime} j^{\prime}}(W)$ component is given by

$$
\left\langle\pi_{E}(A)_{W} \cdot\left(e_{j} \otimes e_{j^{\prime}}(W)\right), e_{i} \otimes e_{i^{\prime}}(W)\right\rangle
$$

## Proof. Trivial.

One can then think of the matrix $\pi_{E}(A)_{W}$ as the adjacency-labeled matrix of an edge-labeled graph $E_{A}(W)$, where we have an arrow from $\left(e_{j}, e_{j^{\prime}}(W)\right)$ to $\left(e_{i}, e_{i^{\prime}}(W)\right)$ of label

$$
d_{\left(j, j^{\prime}\right),\left(i, i^{\prime}\right)}=\left\langle\pi_{E}(A)_{W} \cdot\left(e_{j} \otimes e_{j^{\prime}}(W)\right), e_{i} \otimes e_{i^{\prime}}(W)\right\rangle .
$$

Here adjacency-labeled matrix means that the entry of $\pi_{E}(A)_{W}$ corresponding to the $e_{i j} \otimes e_{i^{\prime} j^{\prime}}(W)$ component is exactly $d_{\left(j, j^{\prime}\right),\left(i, i^{\prime}\right)}$, in accordance with Lemma 3.2.8.

There is an example of such a graph in Figure 3.1. corresponding to the matrix

$$
\pi_{E}(A)_{W}=d_{1} e_{22} \otimes e_{21}(W)+d_{2} e_{l-2, l-2} \otimes e_{21}(W)+d_{3} e_{l-1, l-2} \otimes e_{22}(W)+d_{4} e_{22} \otimes e_{|W|-2,|W|-2}(W) .
$$



Figure 3.1: An example of a graph $E_{A}(W)$
If we denote by $\mathcal{G}_{A}(W)$ the set consisting of the connected components of the graph $E_{A}(W)$, and by $A_{C}$ $(C \in \mathcal{G}(W))$ the corresponding adjacency-labeled matrix, then the matrix $\pi_{E}(A)_{W}$ is similar to the blockdiagonal matrix

$$
\left(\begin{array}{cccc}
A_{C_{1}} & & & \\
& A_{C_{2}} & & \\
& & \ddots & \\
& & & A_{C_{r}}
\end{array}\right), \quad \text { where } \mathcal{G}_{A}(W)=\left\{C_{1}, \ldots, C_{r}\right\}
$$

As a consequence, we have the formula

$$
\begin{equation*}
\operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right)=\sum_{C \in \mathcal{G}_{A}(W)} \operatorname{dim}\left(\operatorname{ker}\left(A_{C}\right)\right) \tag{3.2.1}
\end{equation*}
$$

which we will use throughout in computing dimensions of kernels.
The following lemma is an adaptation of [41, Lemma 20] to our notation.
Lemma 3.2.9 (Flow Lemma at each vertex $e_{i} \otimes e_{i^{\prime}}(W)$ ). An element $\alpha=\sum_{j, j^{\prime}} \lambda_{\left(j, j^{\prime}\right)} e_{j} \otimes e_{j^{\prime}}(W) \in K^{l} \otimes K^{|W|}$ belongs to the kernel of the matrix $\pi_{E}(A)_{W}$ if and only if, for every vertex $e_{i} \otimes e_{i^{\prime}}(W)$,

$$
\sum_{j, j^{\prime}} \lambda_{\left(j, j^{\prime}\right)} d_{\left(j, j^{\prime}\right),\left(i, i^{\prime}\right)}=0 .
$$

Proof. Trivial; see the proof of [41, Lemma 20].
To see how exactly the Flow Lemma 3.2 .9 works explicitly, we refer the reader to the appendix given in [41], where some applications of it in concrete examples are described.

We are now ready to give examples of elements $A \in M_{l}(\mathcal{A})$ with irrational von Neumann dimension. We apply our construction from Chapter 2 with the clopen subset $E=[11]$ and the obvious partition $\mathcal{P}$ of the complement $X \backslash E$ which already appeared in the previous section. Recall that the quasi-partition $\overline{\mathcal{P}}$ consists of the $T$-translates of the sets

$$
W=\left\{\begin{array}{l}
\text { either }[1 \underline{11}] \text { of length } 1, \text { or } \\
{\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} 11\right] \text { of length } k=k_{1}+\cdots+k_{r}+(r+1), \text { with } r \geq 1 \text { and each } k_{i} \geq 1}
\end{array}\right.
$$

where $0^{k_{i}}$ denotes $0 \cdots 0 k_{i}$ times.
Our main result of this section is the following:
Theorem 3.2.10. Fix $n \geq 0$. For $0 \leq i \leq n$, take $p_{i}(x)=a_{0, i}+a_{1, i} x+\cdots+a_{m_{i}, i} x^{m_{i}}$ polynomials with positive integer coefficients of degrees at least 1 , and $d_{1}, \ldots, d_{n} \geq 2$ natural numbers. Then there exists an element $A$ inside some matrix algebra over $\mathcal{A}_{E}$ such that

$$
\begin{equation*}
\operatorname{dim}_{v N}(\operatorname{ker}(A))=q_{0}+q_{1} \sum_{k \geq 2} \frac{1}{2^{p_{0}(k)+p_{1}(k) d_{1}^{k}+\cdots+p_{n}(k) d_{n}^{k}}} \tag{3.2.2}
\end{equation*}
$$

where $q_{0}, q_{1}$ are nonzero rational numbers. We get a bunch of irrational and transcendental $l^{2}$-Betti numbers.
Proof. Since the proof of the theorem is quite technical and complicated, we will start by giving some examples of elements $A$ whose von Neumann dimension behaves as before, first by just considering a single polynomial $p(k)$ and then by considering $p(k) d^{k}$. After that, we will present an explicit element having von Neumann dimension as in 3.2.2.

We start by giving a concrete example, $p(x)=2+x+x^{2}$. Consider the element from $M_{10}\left(\mathcal{A}_{E}\right)$ given by

$$
A=\left(\begin{array}{cccccccccc}
-\chi_{[00} t^{-1} & 0 & 0 & 0 & 0 & -\chi_{[0 \underline{0}]} & \chi_{[010]} t^{-1} & 0 & 0 & 0 \\
-\chi_{[0]} & -\chi_{[00]} t^{-1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\chi_{[10]} & -\chi_{[00]} t & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\chi_{[01]} & -\chi_{[00]} t^{-1} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\chi_{[0]} & -\chi_{[00]} t^{-1} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\chi_{[10]} & -\chi_{[00]} t & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\chi_{[010]} t^{2} & 0 & 0 & 0 & 0 & 0 & -\chi_{[00]} t & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\chi_{[010]} t & \chi_{[0]} & -\chi_{[00]} t & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\chi_{[01]} & 0
\end{array}\right)
$$

or, in a more concise way, we write

$$
\begin{aligned}
A= & -\chi_{[00]} t^{-1} \cdot e_{00}-\chi_{[0]} \cdot e_{10}-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{11} \\
& -\chi_{[10]} \cdot e_{21}-\chi_{[00]} t \cdot e_{22}-\chi_{[01]} \cdot e_{32} \\
& -\chi_{[00]} t^{-1} \cdot e_{33}-\chi_{[0]} \cdot e_{43}-\chi_{[00]} t^{-1} \cdot e_{44} \\
& -\chi_{[10]} \cdot e_{54}-\chi_{[00]} t \cdot e_{55}-\chi_{[01]} \cdot e_{05} \\
& -\chi_{[010]} t^{2} \cdot e_{71}-\chi_{[\underline{0} 0]} t \cdot e_{77}+\chi_{[0]} \cdot e_{87} \\
& -\chi_{[\underline{0}]]} t \cdot e_{88}-\chi_{[01]} \cdot e_{98} \\
& -\chi_{[0 \underline{010}]} t \cdot e_{86}+\chi_{[0 \underline{010}]} t^{-1} \cdot e_{06} \\
& +\left(\chi_{[00]}+\chi_{[1 \underline{0}]}\right) \cdot\left(\operatorname{Id}_{10}-e_{66}-e_{99}\right) .
\end{aligned}
$$

For this element, and if we take $W=[111]$, we observe that $\pi_{E}(A)_{W}$ equals the zero $10 \times 10$ matrix, so its kernel has dimension 10. Figure 3.2 gives the prototypical graph $E_{A}(W)$ that appears in the case one takes a $W$ of the second form $\left[1 \underline{1} 0^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} 11\right]$ with length $k=k_{1}+\cdots+k_{r}+(r+1)$.

Here we have four different types of connected components $C$ for the graph, namely
a) $C_{1}$, given by the graphs with only one vertex

Note that in this case $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{1}}\right)\right)=1$, and we have $10+\left(2 k_{1}-1\right)+\left(9+2 k_{2}-1\right)+\cdots+\left(9+2 k_{r}-1\right)+10=$ $11+8 r+2\left(k_{1}+\cdots+k_{r}\right)$ connected components of this kind.
construction realizes the 'levels' $e_{i}$ as a result of allowing matrix elements over the algebra $\mathcal{A}_{E}$.


b) $C_{2}$, given by the graph


If we apply Lemma 3.2 .9 to this graph, we get that $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{2}}\right)\right)=1$. We only have one connected component of this kind.
c) $C_{3}$, given by the graphs


These graphs are the key part of the element $A$, since they will give rise to the irrationality of the value of its von Neumann dimension. Again, by Lemma 3.2.9 it is easy to compute the dimension of the kernel:

$$
\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{3}}\right)\right)=\left\{\begin{array}{rr}
2 & \text { if } k_{i+1}=k_{i}^{2}-1 \\
1 & \text { otherwise }
\end{array}\right\}=1+\delta_{k_{i+1}, k_{i}^{2}-1} .
$$

We have $r-1$ connected components of this kind.
d) $C_{4}$ finally, given by the graph

for $k_{r} \geq 2$

for $k_{r}=1$

Once more, by virtue of Lemma 3.2.9 we get

$$
\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{4}}\right)\right)=\left\{\begin{array}{rr}
1 & \text { if } k_{r}=1 \\
0 & \text { otherwise }
\end{array}\right\}=\delta_{k_{r}, 1} .
$$

Again, we only have one connected component of this kind.
By making use of the formula (3.2.1) and Proposition 3.2.7 we compute

$$
\begin{aligned}
& \operatorname{dim}_{v N}(\operatorname{ker}(A))=\sum_{W \in \mathbb{V}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)=\sum_{W \in \mathbb{V}} \sum_{C \in \mathcal{G}_{A}(W)} \operatorname{dim}\left(\operatorname{ker}\left(A_{C}\right)\right) \mu(W) \\
& \quad=\frac{10}{2^{3}}+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{11+8 r+2\left(k_{1}+\cdots+k_{r}\right)+1+\left(\delta_{k_{2}, k_{1}^{2}-1}+\cdots+\delta_{k_{r}, k_{r-1}^{2}-1}\right)+(r-1)+\delta_{k_{r}, 1}}{2^{k_{1}+\cdots+k_{r}+(r+3)}} \\
& \quad=\frac{10}{8}+\frac{1}{8} \sum_{r \geq 1} \frac{11+9 r}{2^{r}}+\frac{1}{8} \sum_{r \geq 1} \frac{4 r}{2^{r}}+\frac{2^{3}}{8} \sum_{r \geq 1} \frac{1}{2^{r}}\left(\sum_{k_{1} \geq 2} \frac{1}{2^{k_{1}+k_{1}^{2}+2}}+\cdots+\sum_{k_{r-1} \geq 2} \frac{1}{2^{k_{r-1}+k_{r-1}^{2}+2}}\right)+\frac{1}{8} \sum_{r \geq 1} \frac{1}{2^{r+1}} \\
& \quad=\frac{10}{8}+\frac{37}{8}+\sum_{k \geq 2} \frac{1}{2^{k^{2}+k+2}}+\frac{1}{16}=\frac{95}{16}+\sum_{k \geq 2} \frac{1}{2^{k^{2}+k+2}}
\end{aligned}
$$

that is,

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\frac{95}{16}+\sum_{k \geq 2} \frac{1}{2^{k^{2}+k+2}} \approx 5,941467524 \ldots
$$

which is an irrational number (its binary expansion is clearly nonperiodic).
Having this example in mind, we now construct an element $A$ with von Neumann dimension of the form

$$
q_{0}+q_{1} \sum_{k \geq 2} \frac{1}{2^{p(k)}},
$$

where $q_{0}, q_{1}$ are nonzero rational numbers, and $p(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}$ is a degree $n \geq 2$ polynomial with positive integer coefficients. We consider the element from $M_{3 n+4}\left(\mathcal{A}_{E}\right)$ given by

$$
\begin{aligned}
A= & -\chi_{[00]} t^{-1} \cdot e_{00}-\chi_{[0]} \cdot e_{10}-\chi_{[00]} t^{-1} \cdot e_{11} \\
& -\chi_{[10]} \cdot e_{21}-\chi_{[\underline{0} 0]} t \cdot e_{22} \\
& -\chi_{[01]} \cdot e_{32}-\left(a_{1}-1\right) \chi_{[\underline{0} 1]} \cdot e_{02} \\
& +\sum_{i=1}^{n-2}\left(-\chi_{[00} t^{-1} \cdot e_{3 i, 3 i}-\chi_{[0]} \cdot e_{3 i+1,3 i}\right. \\
& -\chi_{[00]} t^{-1} \cdot e_{3 i+1,3 i+1}-\chi_{[10]} \cdot e_{3 i+2,3 i+1} \\
& \left.-\chi_{[\underline{0} 0]} t \cdot e_{3 i+2,3 i+2}-\chi_{[\underline{0}]} \cdot e_{3 i+3,3 i+2}-a_{i+1} \chi_{[\underline{0} 1]} \cdot e_{0,3 i+2}\right) \\
& -\chi_{[00]} t^{-1} \cdot e_{3 n-3,3 n-3}-\chi_{[0]} \cdot e_{3 n-2,3 n-3} \\
& -\chi_{[00]} t^{-1} \cdot e_{3 n-2,3 n-2}-\chi_{[10]} \cdot e_{3 n-1,3 n-2} \\
& -\chi_{[00]} t \cdot e_{3 n-1,3 n-1}-a_{n} \chi_{[01]} \cdot e_{0,3 n-1} \\
& -\chi_{[010]} t^{2} \cdot e_{3 n+1,1}-\chi_{[\underline{0} 0]} t \cdot e_{3 n+1,3 n+1}+\chi_{[0]} \cdot e_{3 n+2,3 n+1} \\
& -\chi_{[00]} t \cdot e_{3 n+2,3 n+2}-\chi_{[\underline{0} 1]} \cdot e_{3 n+3,3 n+2} \\
& -\chi_{[0 \underline{0} 0]} t \cdot e_{3 n+2,3 n}+\chi_{[010]} t^{-1} \cdot e_{0,3 n} \\
& +\left(\chi_{[00]}+\chi_{[1 \underline{0} 0]}\right)\left(\operatorname{Id}_{3 n+4}-e_{3 n, 3 n}-e_{3 n+3,3 n+3}\right) .
\end{aligned}
$$

Again, if we take $W=[1 \underline{1} 1], \pi(A)_{W}$ gives the zero $(3 n+4) \times(3 n+4)$ matrix, so its kernel has dimension $3 n+4$. For a $W=\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} 11\right]$ of length $k=k_{1}+\cdots+k_{r}+(r+1)$, its graph $E_{A}(W)$ has again four different types of connected components $C$, namely
a) $C_{1}$, given by the graphs with only one vertex

In this case $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{1}}\right)\right)=1$, and we have $3 n+4+\left(2 k_{1}-1\right)+\left(3 n+3+2 k_{2}-1\right)+\cdots+(3 n+3+$ $\left.2 k_{r}-1\right)+3 n+4=3 n+5+(3 n+2) r+2\left(k_{1}+\cdots+k_{r}\right)$ connected components of this kind.
b) $C_{2}$, given by the graph


Applying Lemma 3.2 .9 to this graph, we get $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{2}}\right)\right)=1$. We only have one connected component of this kind.
c) $C_{3}$, given by the graphs


Again, these graphs will be the key point of the element $A$, giving rise to the irrationality of the value $\operatorname{dim}_{v N}(\operatorname{ker}(A))$. Lemma 3.2.9 applied to these graphs tells us that

$$
\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{3}}\right)\right)=\left\{\begin{array}{lr}
2 & \text { if } k_{i+1}=p\left(k_{i}\right)-k_{i}-a_{0}-1 \\
1 & \text { otherwise }
\end{array}\right\}=1+\delta_{k_{i+1}, p\left(k_{i}\right)-k_{i}-a_{0}-1} .
$$

We have $r-1$ connected components of this kind.
d) Finally $C_{4}$, given by the graph


for $k_{r}=1$
for $k_{r} \geq 2$
By Lemma 3.2.9 we get $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{4}}\right)\right)=0$ unless our polynomial is of the form $p(x)=a_{0}+x+x^{2}$ (that is $n=2$ and $a_{1}=a_{2}=1$ ), in such a case we get

$$
\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{4}}\right)\right)=\left\{\begin{array}{cc}
1 & \text { if } k_{r}=1 \\
0 & \text { otherwise }
\end{array}\right\}=\delta_{k_{r}, 1} .
$$

We only have one connected component of this type.
We restrict our attention to the case where $p(x)$ is not of the form $p(x)=a_{0}+x+x^{2}$, since this particular case was already handled in the preceding example. Due to 3.2.1 and Proposition 3.2.7 we get

$$
\begin{aligned}
\operatorname{dim}_{v N}(\operatorname{ker}(A))= & \sum_{W \in \mathbb{V}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)=\sum_{W \in \mathbb{V}} \sum_{C \in \mathcal{G}_{\mathcal{A}}(W)} \operatorname{dim}\left(\operatorname{ker}\left(A_{C}\right)\right) \mu(W) \\
= & \frac{3 n+4}{2^{3}}+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{(3 n+5)+(3 n+2) r+2\left(k_{1}+\cdots+k_{r}\right)+1}{2^{k_{1}+\cdots+k_{r}+(r+3)}} \\
& +\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{(r-1)+\delta_{k_{2}, p\left(k_{1}\right)-k_{1}-a_{0}-1}+\cdots+\delta_{k_{r}, p\left(k_{r-1}\right)-k_{r-1}-a_{0}-1}}{2^{k_{1}+\cdots+k_{r}+(r+3)}} \\
= & \frac{3 n+4}{8}+\frac{1}{8} \sum_{r \geq 1} \frac{(3 n+5)+(3 n+7) r}{2^{r}}+\frac{2^{a_{0}+1}}{8} \sum_{r \geq 1} \frac{1}{2^{r}}\left(\sum_{k_{1} \geq 2} \frac{1}{2^{p\left(k_{1}\right)}}+\cdots+\sum_{k_{r-1} \geq 2} \frac{1}{2^{p\left(k_{r-1}\right)}}\right)
\end{aligned}
$$

$$
=\frac{3 n+4}{8}+\frac{9 n+19}{8}+\frac{2^{a_{0}+1}}{8} \sum_{k \geq 2} \frac{1}{2^{p(k)}}=\frac{12 n+23}{8}+\frac{2^{a_{0}+1}}{8} \sum_{k \geq 2} \frac{1}{2^{p(k)}}
$$

that is,

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\frac{12 n+23}{8}+\frac{2^{a_{0}+1}}{8} \sum_{k \geq 2} \frac{1}{2^{p(k)}}
$$

which is an irrational number since the degree of the polynomial is at least 2 , so the binary expansion of the value is nonperiodic.

Let's do a step further: we now construct an element $A$ with von Neumann dimension of the form

$$
q_{0}+q_{1} \sum_{k \geq 1} \frac{1}{2^{k+p(k) d^{k}}},
$$

where again $q_{0}, q_{1}$ are nonzero rational numbers, $p(x)$ is a polynomial satisfying the same conditions as before (but we consider here that its degree is at least 1 ), and $d \geq 2$ is a natural number. We consider the element from $M_{3 n+5}\left(\mathcal{A}_{E}\right)$ given by

$$
\begin{aligned}
& A=-d \chi_{[10]} \cdot e_{01}-\chi_{[\underline{0} 0]} t \cdot e_{00} \\
& -a_{0} \chi_{[\underline{01]}]} \cdot e_{10}-d \chi_{[0 \underline{0}]} t^{-1} \cdot e_{11} \\
& -\chi_{[0]} \cdot e_{21}-d \chi_{[00]} t^{-1} \cdot e_{22} \\
& -d \chi_{[10]} \cdot e_{32}-\chi_{[\underline{0} 0]} t \cdot e_{33} \\
& -\chi_{[01]} \cdot e_{43}-a_{1} \chi_{[\underline{0} 1]} \cdot e_{13} \\
& +\sum_{i=1}^{n-2}\left(-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 i+1,3 i+1}-\chi_{[0]} \cdot e_{3 i+2,3 i+1}\right. \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 i+2,3 i+2}-\chi_{[1 \underline{0}]} \cdot e_{3 i+3,3 i+2} \\
& \left.-\chi_{[00]} t \cdot e_{3 i+3,3 i+3}-\chi_{[01]} \cdot e_{3 i+4,3 i+3}-a_{i+1} \chi_{[01]} \cdot e_{1,3 i+3}\right) \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 n-2,3 n-2}-\chi_{[0]} \cdot e_{3 n-1,3 n-2} \\
& -\chi_{[00]} t^{-1} \cdot e_{3 n-1,3 n-1}-\chi_{[10]} \cdot e_{3 n, 3 n-1} \\
& -\chi_{[00]} t \cdot e_{3 n, 3 n}-a_{n} \chi_{[\underline{0} 1]} \cdot e_{1,3 n} \\
& -\chi_{[010]} t^{2} \cdot e_{3 n+2,2}-\chi_{[\underline{0} 0]} t \cdot e_{3 n+2,3 n+2}+\chi_{[0]} \cdot e_{3 n+3,3 n+2} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 n+3,3 n+3}-\chi_{[01]} \cdot e_{3 n+4,3 n+3} \\
& -\chi_{[010]} t \cdot e_{3 n+3,3 n+1}+\chi_{[010]} t^{-1} \cdot e_{1,3 n+1} \\
& +\left(\chi_{[0 \underline{0}]}+\chi_{[1 \underline{0}]}\right)\left(\operatorname{Id}_{3 n+5}-e_{3 n+1,3 n+1}-e_{3 n+4,3 n+4}\right) .
\end{aligned}
$$

For $W=[1 \underline{11}], \pi(A)_{W}$ gives the zero $(3 n+5) \times(3 n+5)$ matrix, so its kernel has dimension $3 n+5$. For a $W=\left[110^{k_{1}} 10^{k_{2}} 1 \cdots 0^{k_{r}} 11\right]$ of length $k=k_{1}+\cdots+k_{r}+(r-1)$, its graph $E_{A}(W)$ has again four different types of connected components $C$, namely
a) $C_{1}$, given by the graphs with only one vertex
$\operatorname{Here} \operatorname{dim}\left(\operatorname{ker}\left(A_{C_{1}}\right)\right)=1$, and we have $(3 n+5)+\left(2 k_{1}-1\right)+\left(3 n+3+2 k_{2}\right)+\cdots+\left(3 n+3+2 k_{r}\right)+(3 n+5)=$ $3 n+6+(3 n+3) r+2\left(k_{1}+\cdots+k_{r}\right)$ connected components of this type.
b) $C_{2}$, given by the graph


We get, using Lemma 3.2.9, $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{2}}\right)\right)=1$. We only have one connected component of this type.
c) $C_{3}$, given by the graphs


Lemma 3.2.9 applied to these graphs gives

$$
\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{3}}\right)\right)=\left\{\begin{array}{rr}
2 & \text { if } k_{i+1}=p\left(k_{i}\right) d^{k_{i}}-1 \\
1 & \text { otherwise }
\end{array}\right\}=1+\delta_{k_{i+1}, p\left(k_{i}\right) d^{k_{i}-1}}
$$

We have $r-1$ connected components of this kind.
d) Finally $C_{4}$, given by the graph

for $k_{r} \geq 2$

for $k_{r}=1$

We have here $\operatorname{dim}\left(\operatorname{ker}\left(A_{C_{4}}\right)\right)=0$ again by using Lemma 3.2 .9 for every possible value of $k_{r}$. We only have one connected component of this type.

Due to (3.2.1) and Proposition 3.2.7 we get

$$
\begin{aligned}
& \operatorname{dim}_{v N}(\operatorname{ker}(A))= \sum_{W \in \mathbb{V}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{E}(A)_{W}\right)\right) \mu(W)=\sum_{W \in \mathbb{V}} \sum_{C \in \mathcal{G}_{A}(W)} \operatorname{dim}\left(\operatorname{ker}\left(A_{C}\right)\right) \mu(W) \\
&=\frac{3 n+5}{2^{3}}+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{(3 n+6)+(3 n+3) r+2\left(k_{1}+\cdots+k_{r}\right)+1}{2^{k_{1}+\cdots+k_{r}+(r+3)}} \\
&+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{(r-1)+\delta_{k_{2}, p\left(k_{1}\right) d^{k_{1}-1}}+\cdots+\delta_{k_{r}, p\left(k_{r-1}\right) d^{k_{r-1}}-1}}{2^{k_{1}+\cdots+k_{r}+(r+3)}} \\
&=\frac{3 n+5}{8}+ \frac{1}{8} \sum_{r \geq 1} \frac{(3 n+6)+(3 n+8) r}{2^{r}} \\
&+\frac{2}{8} \sum_{r \geq 1} \frac{1}{2^{r}}\left(\sum_{k_{1} \geq 2} \frac{1}{2^{k_{1}+p\left(k_{1}\right) d^{k_{1}}}}+\cdots+\sum_{k_{r-1} \geq 2} \frac{1}{2^{k_{r-1}+p\left(k_{r-1}\right) d^{k_{r-1}}}}\right) \\
&= \frac{3 n+5}{8}+\frac{9 n+22}{8}+\frac{2}{8} \sum_{k \geq 1} \frac{1}{2^{k+p(k) d^{k}}}=\frac{12 n+27}{8}+\frac{2}{8} \sum_{k \geq 1} \frac{1}{2^{k+p(k) d^{k}}}
\end{aligned}
$$

that is,

$$
\operatorname{dim}_{v N}(\operatorname{ker}(A))=\frac{12 n+27}{8}+\frac{1}{4} \sum_{k \geq 1} \frac{1}{2^{k+p(k) d^{k}}}
$$

which is an irrational number, and even transcendental (see e.g. [95]).

After these examples one can derive the pattern in order to obtain an exponent of the form

$$
p_{0}(k)+p_{1}(k) d_{1}^{k}+\cdots+p_{n}(k) d_{n}^{k}
$$

by simply adding more levels, i.e. by considering matrices of higher dimension, and gluing the corresponding graphs in an appropriate way. We write down the corresponding element that gives rise to such a pattern. If we let $N=m_{0}+\cdots+m_{n}$ to be the sum of the degrees of the previous polynomials, then the element $A$ realizing the preceding pattern belongs to $M_{3 N+n+5}\left(\mathcal{A}_{E}\right)$, and is given explicitly by

$$
-\chi_{[\underline{0} 1]} \cdot e_{3\left(m_{0}+m_{1}\right)+3,1}
$$

$$
-\chi_{[\underline{0} 1]} \cdot e_{3\left(N-m_{n}\right)+2,1}
$$

$$
-d_{n} \chi_{[1 \underline{0}]} \cdot e_{3\left(N-m_{n}\right)+n, 3\left(N-m_{n}\right)+n+1}-\chi_{[\underline{0} 0]} t \cdot e_{3\left(N-m_{n}\right)+n, 3\left(N-m_{n}\right)+n}
$$

$$
-a_{0, n} \chi_{[\underline{0} 1]} \cdot e_{0,3\left(N-m_{n}\right)+n}-d_{n} \chi_{[0 \underline{0}]} t^{-1} \cdot e_{3\left(N-m_{n}\right)+n+1,3\left(N-m_{n}\right)+n+1}
$$

$$
-\chi_{[\underline{0}]} \cdot e_{3\left(N-m_{n}\right)+n+2,3\left(N-m_{n}\right)+n+1}-d_{n} \chi_{[0 \underline{0}]} t^{-1} \cdot e_{3\left(N-m_{n}\right)+n+2,3\left(N-m_{n}\right)+n+2}
$$

$$
-d_{n} \chi_{[1 \underline{0}]} \cdot e_{3\left(N-m_{n}\right)+n+3,3\left(N-m_{n}\right)+n+2}-\chi_{[\underline{0} 0]} t \cdot e_{3\left(N-m_{n}\right)+n+3,3\left(N-m_{n}\right)+n+3}
$$

$$
\begin{aligned}
& A=-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{11}-\chi_{[\underline{0}]} \cdot e_{21}-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{22} \\
& -\chi_{[1 \underline{1}]} \cdot e_{32}-\chi_{[\underline{0} 0]} t \cdot e_{33}-\chi_{[\underline{0} 1]} \cdot e_{43}-\left(a_{1,0}-1\right) \chi_{[\underline{0} 1]} \cdot e_{03} \\
& +\sum_{j=1}^{m_{0}-2}\left(-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 j+1,3 j+1}-\chi_{[\underline{0}]} \cdot e_{3 j+2,3 j+1}-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 j+2,3 j+2}\right. \\
& -\chi_{[1 \underline{0}]} \cdot e_{3 j+3,3 j+2}-\chi_{[\underline{0} 0]} t \cdot e_{3 j+3,3 j+3} \\
& \left.-\chi_{[\underline{0} 1]} \cdot e_{3 j+4,3 j+3}-a_{j+1,0} \chi_{[\underline{0} 1]} \cdot e_{0,3 j+3}\right) \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 m_{0}-2,3 m_{0}-2}-\chi_{[\underline{0}]} \cdot e_{3 m_{0}-1,3 m_{0}-2}-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 m_{0}-1,3 m_{0}-1} \\
& -\chi_{[1 \underline{0}]} \cdot e_{3 m_{0}, 3 m_{0}-1}-\chi_{[\underline{0} 0]} t \cdot e_{3 m_{0}, 3 m_{0}}-a_{m_{0}, 0} \chi_{[\underline{0} 1]} \cdot e_{0,3 m_{0}} \\
& -\chi_{[\underline{0} 1]} \cdot e_{3 m_{0}+2,1} \\
& -d_{1} \chi_{[1 \underline{0}]} \cdot e_{3 m_{0}+1,3 m_{0}+2}-\chi_{[\underline{0} 0]} t \cdot e_{3 m_{0}+1,3 m_{0}+1}-a_{0,1} \chi_{[\underline{0} 1]} \cdot e_{0,3 m_{0}+1} \\
& -d_{1} \chi_{[00]} t^{-1} \cdot e_{3 m_{0}+2,3 m_{0}+2}-\chi_{[0]} \cdot e_{3 m_{0}+3,3 m_{0}+2} \\
& -d_{1} \chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 m_{0}+3,3 m_{0}+3}-d_{1} \chi_{[1 \underline{0}]} \cdot e_{3 m_{0}+4,3 m_{0}+3} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 m_{0}+4,3 m_{0}+4}-\chi_{[\underline{0} 1]} \cdot e_{3 m_{0}+5,3 m_{0}+4}-a_{1,1} \chi_{[\underline{0} 1]} \cdot e_{0,3 m_{0}+4} \\
& +\sum_{j=1}^{m_{1}-2}\left(-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 m_{0}+3 j+2,3 m_{0}+3 j+2}-\chi_{[\underline{0}]} \cdot e_{3 m_{0}+3 j+3,3 m_{0}+3 j+2}\right. \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 m_{0}+3 j+3,3 m_{0}+3 j+3}-\chi_{[1 \underline{0}]} \cdot e_{3 m_{0}+3 j+4,3 m_{0}+3 j+3} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 m_{0}+3 j+4,3 m_{0}+3 j+4}-\chi_{[\underline{0} 1]} \cdot e_{3 m_{0}+3 j+5,3 m_{0}+3 j+4} \\
& \left.-a_{j+1,1} \chi_{[\underline{0} 1]} \cdot e_{0,3 m_{0}+3 j+4}\right) \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3\left(m_{0}+m_{1}\right)-1,3\left(m_{0}+m_{1}\right)-1}-\chi_{[\underline{0}]} \cdot e_{3\left(m_{0}+m_{1}\right), 3\left(m_{0}+m_{1}\right)-1} \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3\left(m_{0}+m_{1}\right), 3\left(m_{0}+m_{1}\right)}-\chi_{[1 \underline{0}]} \cdot e_{3\left(m_{0}+m_{1}\right)+1,3\left(m_{0}+m_{1}\right)} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3\left(m_{0}+m_{1}\right)+1,3\left(m_{0}+m_{1}\right)+1}-a_{m_{1}, 1} \chi_{[\underline{0} 1]} \cdot e_{0,3\left(m_{0}+m_{1}\right)+1}
\end{aligned}
$$

$$
\begin{aligned}
& -\chi_{[\underline{0} 1]} \cdot e_{3\left(N-m_{n}\right)+n+4,3\left(N-m_{n}\right)+n+3}-a_{1, n} \chi_{[\underline{0} 1]} \cdot e_{0,3\left(N-m_{n}\right)+n+3} \\
& +\sum_{j=1}^{m_{n}-2}\left(-\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3\left(N-m_{n}\right)+3 j+n+1,3\left(N-m_{n}\right)+3 j+n+1}\right. \\
& -\chi_{[\underline{0}]} \cdot e_{3\left(N-m_{n}\right)+3 j+n+2,3\left(N-m_{n}\right)+3 j+n+1} \\
& -\chi_{[00]} t^{-1} \cdot e_{3\left(N-m_{n}\right)+3 j+n+2,3\left(N-m_{n}\right)+3 j+n+2} \\
& -\chi_{[1 \underline{0}]} \cdot e_{3\left(N-m_{n}\right)+3 j+n+3,3\left(N-m_{n}\right)+3 j+n+2} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3\left(N-m_{n}\right)+3 j+n+3,3\left(N-m_{n}\right)+3 j+n+3} \\
& -\chi_{[\underline{0} 1]} \cdot e_{3\left(N-m_{n}\right)+3 j+n+4,3\left(N-m_{n}\right)+3 j+n+3} \\
& -a_{j+1, n} \chi_{[\underline{0} 1]} \cdot e_{\left.0,3\left(N-m_{n}\right)+3 j+n+3\right)} \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 N+n-2,3 N+n-2}-\chi_{[\underline{0}]} \cdot e_{3 N+n-1,3 N+n-2} \\
& -\chi_{[0 \underline{0}]} t^{-1} \cdot e_{3 N+n-1,3 N+n-1}-\chi_{[1 \underline{0}]} \cdot e_{3 N+n, 3 N+n-1} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 N+n, 3 N+n}-a_{m_{n}, n} \chi_{[\underline{0} 1]} \cdot e_{0,3 N+n} \\
& -\chi_{[\underline{0} 10]} t^{2} \cdot e_{3 N+n+2,1} \\
& +\chi_{[0 \underline{10]}} t^{-1} \cdot e_{0,3 N+n+1} \\
& -\chi_{[010]} t \cdot e_{3 N+n+3,3 N+n+1} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 N+n+2,3 N+n+2}+\chi_{[\underline{0}]} \cdot e_{3 N+n+3,3 N+n+2} \\
& -\chi_{[\underline{0} 0]} t \cdot e_{3 N+n+3,3 N+n+3}-\chi_{[\underline{0} 1]} \cdot e_{3 N+n+4,3 N+n+3} \\
& +\left(\chi_{[0 \underline{0}]}+\chi_{[1 \underline{0} 0]}\right)\left(\operatorname{Id}_{3 N+n+5}-e_{00}-e_{3 N+n+1,3 N+n+1}-e_{3 N+n+4,3 N+n+4}\right) .
\end{aligned}
$$

The elements in between connect the different polynomials $p_{i}$, and the contributions (monomials) of the polynomials (that is, the sum $\left.p_{0}(k)+p_{1}(k) d_{1}^{k}+\cdots+p_{n}(k) d_{n}^{k}\right)$ are accumulated in the $\chi_{[01]} \cdot e_{00}$ component. A simplified schematic of a prototypical graph appearing here is as follows.


Using the same procedure as before, a straightforward (but quite tedious) computation allows us to conclude the proof. We leave the details to the reader.

To conclude this section, it is interesting to compute some rational values. In 25, the authors computed the von Neumann dimension of the element defined, in our notation from Chapter 2 , by $e_{0} t+t^{-1} e_{0}=\chi_{X \backslash E_{0}} t+$ $t^{-1} \chi_{X \backslash E_{0}}$, which belongs to $\mathcal{A}_{0}$. We will compute, in general, the von Neumann dimension of the element $a_{n}=\chi_{X \backslash E_{n}} t+t^{-1} \chi_{X \backslash E_{n}}$, belonging to the $*$-subalgebra $\mathcal{A}_{n}$. Under $\pi_{n}$, we obtain the element

$$
\left(0,\left(t_{m+k}+t_{m+k}^{*},{ }^{\mathrm{Fib}_{m}(k)}, t_{m+k}+t_{m+k}^{*}\right)_{k \geq 1}\right)
$$

inside $\Re_{n}=K \times \prod_{k \geq 1} M_{m+k}(K)^{\mathrm{Fib}_{m}(k)}$, where recall $m=2 n+1$, and $t_{r}$ is the $r \times r$ matrix given by

$$
\left(\begin{array}{ccccc}
0 & & & & \mathbf{0} \\
1 & 0 & & & \\
& \ddots & \ddots & & \\
& & \ddots & 0 & \\
\mathbf{0} & & & 1 & 0
\end{array}\right)
$$

It is then straightforward to show that

$$
\operatorname{dim}\left(\operatorname{ker}\left(t_{m+k}+t_{m+k}^{*}\right)\right)= \begin{cases}1 & \text { if } k \text { is even } \\ 0 & \text { otherwise }\end{cases}
$$

so by Proposition 3.2.7.

$$
\begin{aligned}
\operatorname{dim}_{v N}\left(\operatorname{ker}\left(a_{n}\right)\right) & =\sum_{W \in \mathbb{V}_{n}} \operatorname{dim}\left(\operatorname{ker}\left(\pi_{n}\left(a_{n}\right)_{W}\right)\right) \mu(W) \\
& =\frac{1}{2^{m+1}}+\sum_{k \geq 1} \operatorname{dim}\left(\operatorname{ker}\left(t_{m+k}+t_{m+k}^{*}\right)\right) \frac{\operatorname{Fib}_{m}(k)}{2^{2 m+k}}=\frac{1}{2^{m+1}}+\sum_{k \geq 1} \frac{\operatorname{Fib}_{m}(2 k)}{2^{2 m+2 k}}
\end{aligned}
$$

This sum can be computed by using the next lemma.
Lemma 3.2.11. We have

$$
\sum_{k \geq 1} \frac{\operatorname{Fib}_{m}(2 k)}{2^{2 k}}=2^{m-1} \frac{2^{m+1}-1}{1+2^{m+2}}, \quad \sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(2 k+1)}{2^{2 k+1}}=2^{m-1} \frac{2+2^{m+2}-2^{m+1}}{1+2^{m+2}}
$$

Proof. Put $K=\sum_{k \geq 1} \frac{F i b_{m}(k)}{2^{k}}, K_{\text {even }}=\sum_{k \geq 1} \frac{F i b_{m}(2 k)}{2^{2 k}}, K_{\text {odd }}=\sum_{k \geq 0} \frac{F i b_{m}(2 k+1)}{2^{2 k+1}}$, so that $K=K_{\text {even }}+K_{\text {odd }}$. We already know from Lemma 3.2 .3 that $K=2^{m-1}$. Once again we will use the recurrence relation for the $\operatorname{Fib}_{m}(k)$. First note that for $1 \leq k \leq n, \frac{\operatorname{Fib}_{m}(2 k)}{2^{2 k}}=\frac{2^{2 k-2}}{2^{2 k}}=\frac{1}{4}$, so for $1 \leq r \leq n$ we have that $S_{r}^{\text {even }}:=$ $\sum_{k=1}^{r} \frac{\mathrm{Fib}_{m}(2 k)}{2^{2 k}}=\frac{r}{4}$. Similarly, the first term of the second sum is $\frac{\mathrm{Fib}_{m}(1)}{2}=\frac{1}{2}$, and for $1 \leq k \leq n, \frac{\mathrm{Fib}_{m}(2 k+1)}{2^{2 k+1}}=$ $\frac{2^{2 k-1}}{2^{2 k+1}}=\frac{1}{4}$ since

$$
\operatorname{Fib}_{m}(m)=\operatorname{Fib}_{m}(m-1)+\cdots+\operatorname{Fib}_{m}(0)=2^{m-3}+\cdots+2+1+1+0=2^{m-2}
$$

so for $0 \leq r \leq n$ we have that $S_{r}^{\text {odd }}:=\sum_{k=0}^{r} \frac{\mathrm{Fib}_{m}(2 k+1)}{2^{2 k+1}}=\frac{1}{2}+\frac{r}{4}=\frac{r+2}{4}$.
We can decompose the initial sum as

$$
\begin{aligned}
& K_{\text {even }}=\sum_{k=1}^{n} \frac{\operatorname{Fib}_{m}(2 k)}{2^{2 k}}+\sum_{k=0}^{\infty} \frac{\operatorname{Fib}_{m}(m+2 k+1)}{2^{m+2 k+1}}=\frac{n}{4}+\sum_{i=1}^{m} \frac{1}{2^{i}}\left(\sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(m+2 k+1-i)}{2^{m+2 k+1-i}}\right) \\
& \quad=\frac{n}{4}+\sum_{i=1}^{n} \frac{1}{2^{2 i}}\left(\sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(m+2 k+1-2 i)}{2^{m+2 k+1-2 i}}\right)+\sum_{i=0}^{n} \frac{1}{2^{2 i+1}}\left(\sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(m+2 k+1-2 i-1)}{2^{m+2 k+1-2 i-1}}\right) \\
& \quad=\frac{n}{4}+\sum_{i=1}^{n-1} \frac{1}{2^{2 i}}\left(\sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(2(n+k+1-i))}{2^{2(n+k+1-i)}}\right)+\frac{K_{\text {even }}}{2^{2 n}}+\sum_{i=0}^{n-1} \frac{1}{2^{2 i+1}}\left(\sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(2(n+k-i)+1)}{2^{2(n+k-i)+1}}\right)+\frac{K_{\text {odd }}}{2^{2 n+1}} .
\end{aligned}
$$

But for $1 \leq i \leq n-1, \sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(2(n+k+1-i))}{2^{2(n+k+1-i)}}=K_{\text {even }}-S_{n-i}^{\text {even }}$, and for $0 \leq i \leq n-1, \sum_{k \geq 0} \frac{\operatorname{Fib}_{m}(2(n+k-i)+1)}{2^{2(n+k-i)+1}}=$ $K_{\text {odd }}-S_{n-1-i}^{\text {odd }}$, so

$$
\begin{aligned}
K_{\text {even }} & =\frac{n}{4}+\sum_{i=1}^{n-1} \frac{1}{2^{2 i}}\left(K_{\text {even }}-S_{n-i}^{\text {even }}\right)+\frac{1}{2^{2 n}} K_{\text {even }}+\sum_{i=0}^{n-1} \frac{1}{2^{2 i+1}}\left(K_{\text {odd }}-S_{n-1-i}^{\text {odd }}\right)+\frac{1}{2^{2 n+1}} K_{\text {odd }} \\
& =\frac{n}{4}+\left(\sum_{i=1}^{n} \frac{1}{2^{2 i}}-\sum_{i=0}^{n} \frac{1}{2^{2 i+1}}\right) K_{\text {even }}+\left(\sum_{i=0}^{n} \frac{1}{2^{2 i+1}}\right) K-\left(\sum_{i=1}^{n-1} \frac{S_{n-i}^{\text {even }}}{2^{2 i}}+\sum_{i=0}^{n-1} \frac{S_{n-1-i}^{\text {odd }}}{2^{2 i+1}}\right)
\end{aligned}
$$

We compute $\sum_{i=1}^{n} \frac{1}{2^{2 i}}=\frac{1}{3}-\frac{1}{3 \cdot 2^{2 n}}, \sum_{i=0}^{n} \frac{1}{2^{2 i+1}}=\frac{2}{3}-\frac{1}{6 \cdot 2^{2 n}}$, and

$$
\sum_{i=1}^{n-1} \frac{S_{n-i}^{\text {even }}}{2^{2 i}}=\frac{1}{4} \sum_{i=1}^{n-1} \frac{n-i}{2^{2 i}}=\frac{n}{12}-\frac{1}{9}\left(1-\frac{1}{2^{2 n}}\right), \quad \sum_{i=0}^{n-1} \frac{S_{n-1-i}^{\text {odd }}}{2^{2 i+1}}=\frac{1}{8} \sum_{i=0}^{n-1} \frac{n+1-i}{2^{2 i}}=\frac{n}{6}+\frac{1}{9}\left(1-\frac{1}{2^{2 n}}\right)
$$

where we have used the sum $\sum_{j=1}^{n-1} j x^{j}=\frac{x\left(1-x^{n-1}\right)}{(1-x)^{2}}-\frac{(n-1) x^{n}}{1-x}$ for real $x \neq 1$. Putting everything together,

$$
K_{\mathrm{even}}=\frac{n}{4}-\frac{1}{3}\left(1+\frac{1}{2^{2 n+1}}\right) K_{\text {even }}+\left(\frac{2}{3}-\frac{1}{6 \cdot 2^{2 n}}\right) K-\frac{n}{4}
$$

so the result $K_{\text {even }}=\frac{2^{m+1}-1}{1+2^{m+2}} K$ follows. Since $K=K_{\text {even }}+K_{\text {odd }}, K_{\text {odd }}$ also gives the stated value.
To conclude,

$$
\operatorname{dim}_{v N}\left(\operatorname{ker}\left(a_{n}\right)\right)=\frac{1}{2^{m+1}}+\frac{1}{2^{2 m}} K_{\text {even }}=\frac{3}{1+2^{m+2}}=\frac{3}{1+2^{2 n+3}}
$$

Note that, for $n=0, \operatorname{dim}_{v N}\left(\operatorname{ker}\left(a_{0}\right)\right)=\frac{1}{3}$, and we recover the result given by Dicks and Schick. Also, as $n \rightarrow \infty$, this value tends to zero, as expected since $a_{n} \rightarrow t+t^{-1}$ in rank, which is invertible inside $\mathfrak{R}_{\text {rk }}$.

### 3.3 The odometer algebra

In this section we concentrate in studying the odometer algebra. We first recall how it is defined.
Let $X$ be the compact space $X=\prod_{i \in \mathbb{N}}\{0,1\}$ and let $T$ be the homeomorphism $X \rightarrow X$ given by the odometer, namely for $x=\left(x_{i}\right)_{i} \in X, T$ is given by

$$
T(x)=x+(1,0, \ldots)= \begin{cases}\left(1, x_{2}, x_{3}, \ldots\right) & \text { if } x_{1}=0 \\ \left(0, \ldots, 0,1, x_{n+2}, \ldots\right) & \text { if } x_{1}=\cdots=x_{n}=1 \text { and } x_{n+1}=0 \\ (0,0, \ldots) & \text { if } x=(1)_{i}\end{cases}
$$

Note that the odometer action is just adding $(1,0, \ldots)$ with respect to the binary arithmetics.
Let $(K, *)$ be any field with a positive definite involution $*$. We consider again the $*$-algebra $\mathcal{A}=C_{K}(X) \rtimes_{T}$ $\mathbb{Z}$. We will show that $\mathcal{A}$ is isomorphic to the $*$-algebra $\mathcal{P}$ considered in [29, Section 5]. For our convenience, we are going to denote such a $*$-algebra by $\mathcal{P} \mathcal{O}_{K}$. In that paper, only the case $K=\mathbb{C}$ is considered.

We first recall some definitions from [29].
Definition 3.3.1. A function $P: \mathbb{Z} \times \mathbb{Z} \rightarrow K$ is said to be a periodic operator if there exists some $n \geq 1$ such that
a) $P(x, y)=0$ if $|x-y|>2^{n}$, and
b) $P(x, y)=P\left(x+2^{n}, y+2^{n}\right)$.

We call the value $2^{n}$ the period of $P$. The set of periodic operators $\mathcal{P} \mathcal{O}_{K}$ is a $*$-subalgebra of the $K$-algebra of row-and-column finite matrices with coefficients in $K$, which is endowed with the $*$-transpose involution.

Let $J$ be the periodic operator defined by $J(x+1, x)=1$ for all $x \in \mathbb{Z}$ and $J(y, x)=0$ if $y \neq x+1$. We now show that $\mathcal{A}$ is $*$-isomorphic to $\mathcal{P} \mathcal{O}_{K}$.

Proposition 3.3.2. There is a *-isomorphism $\varphi: \mathcal{A} \rightarrow \mathcal{P} \mathcal{O}_{K}$ which sends $C_{K}(X)$ to the diagonal $*$-subalgebra $\Delta$ of $\mathcal{P} \mathcal{O}_{K}$ and the generator $t$ of $\mathbb{Z}$ to the operator $J$.

Proof. For $n \geq 0$, and $0 \leq l \leq 2^{n}-1$, consider the representation of $l$ in binary expression, say $l=\epsilon_{1}+2 \epsilon_{2}+$ $\cdots+2^{n-1} \epsilon_{n}$, and the corresponding basic clopen subset

$$
U_{n, l}=\left[\underline{\epsilon_{1}} \epsilon_{2} \cdots \epsilon_{n}\right]=\left\{x \in X \mid x_{i}=\epsilon_{i} \text { for } 1 \leq i \leq n\right\},
$$

and the set of projections $e_{n, l}=\chi_{U_{n, l}}$ in $C_{K}(X)$ given by the characteristic functions on these clopen sets $U_{n, l}$. Note that they satisfy

$$
\sum_{l=0}^{2^{n}-1} e_{n, l}=1, \quad e_{n, l}=e_{n+1, l}+e_{n+1, l+2^{n}}
$$

for every $n \geq 0$. The algebra $C_{K}(X)$ is then a commutative ultramatricial algebra with a binary tree as a Bratteli diagram. We define a map

$$
\varphi: C_{K}(X) \rightarrow \Delta, \quad e_{n, l} \mapsto d_{n, l}
$$

where $d_{n, l}$ is the diagonal periodic operator of period $2^{n}$ defined by $d_{n, l}(l, l)=1$ and $d_{n, l}(k, k)=0$ for $k \neq l$ and $0 \leq k \leq 2^{n}-1$. It is easily checked that $\varphi$ provides a $*$-isomorphism from $C_{K}(X)$ to $\Delta$. Let's show that it can be extended to a $*$-isomorphism $\mathcal{A} \rightarrow \mathcal{P} \mathcal{O}_{K}$.

Note that

$$
t e_{n, l} t^{-1}=t \chi_{U_{n, l}} t^{-1}=\chi_{T\left(U_{n, l}\right)}=\chi_{U_{n,(l+1) \bmod 2^{n}}}=e_{n,(l+1) \bmod 2^{n}} .
$$

Moreover, we also have that

$$
J d_{n, l} J^{-1}=d_{n,(l+1) \bmod 2^{n}}
$$

for all $n \geq 0$ and $0 \leq l \leq 2^{n}-1$. It follows that we can extend $\varphi$ to a $*$-isomorphism $\varphi: \mathcal{A} \rightarrow \mathcal{P} \mathcal{O}_{K}$ by sending $t$ to $J$.

When $K$ is a subfield of $\mathbb{C}$ closed under complex conjugation and containing all the $2^{\text {nth }}$ roots of unity for all $n \geq 0$, the algebra $\mathcal{A}$ is isomorphic to the algebra $\mathcal{P}$ considered in [29, Section 5]. Since Elek works with $K=\mathbb{C}$, we have no need to change our notation here since our algebra $\mathcal{P} \mathcal{O}_{K}$ coincides in this case with his algebra $\mathcal{P}$.

In fact, if $K$ is a field of characteristic different from 2 and containing all the $2^{n \text {th }}$ roots of unity for all $n \geq 0$, we can give a description of $C_{K}(X)$ as the group algebra of a concrete group, namely the Prüfer 2-group $\mathbb{Z}\left(2^{\infty}\right)$. This group can be defined as the subgroup of the complex numbers that are $2^{n \text {th }}$ roots of 1 for some $n \geq 0$, that is,

$$
\mathbb{Z}\left(2^{\infty}\right)=\left\{z \in \mathbb{C} \mid z^{2^{n}}=1 \text { for some } n \geq 1\right\}
$$

In terms of generators and relations, if we denote by 1 the unit element of $\mathbb{Z}\left(2^{\infty}\right)$ and by $g_{n}$ a primitive $2^{n \text {th }}$ root of unity, we have the following presentation for $\mathbb{Z}\left(2^{\infty}\right)$ :

$$
\left.\left\langle\left\{g_{n}\right\}_{n \geq 1}\right| g_{1}^{2}=1, g_{n+1}^{2}=g_{n} \text { for } n \geq 1\right\rangle
$$

Take now a collection $\left\{\xi_{2^{n}}\right\}_{n \geq 1}$ of primitive $2^{n t h}$ roots of unity in $K$ such that $\xi_{2^{n+1}}^{2}=\xi_{2^{n}}$. The Pontryagin dual of the Prüfer 2-group $\mathbb{Z}\left(2^{\infty}\right)$ can be identified with the group $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2}=X$ (whose operation is addition by carry-over) by means of

$$
\prod_{i \in \mathbb{N}} \mathbb{Z}_{2} \cong \widehat{\longrightarrow} \widehat{\mathbb{Z}\left(2^{\infty}\right)}, \quad x=\left(a_{1}, a_{2}, \ldots\right) \mapsto \phi_{x} \quad \text { where } \quad \phi_{x}\left(g_{n}\right)=\xi_{2^{n}}^{a_{1}+2 a_{2}+\cdots+2^{n-1} a_{n}} .
$$

Under this identification, it is clear that the clopen subset $U_{g_{n}, l}=\left\{\phi \in \widehat{\mathbb{Z}\left(2^{\infty}\right)} \mid \phi\left(g_{n}\right)=\xi_{2^{n}}^{l}\right\}$ corresponds to the clopen $U_{n, l}=\left[\underline{\epsilon_{1}} \epsilon_{2} \cdots \epsilon_{n}\right]=\left\{x \in X \mid x_{i}=\epsilon_{i}\right.$ for $\left.1 \leq i \leq n\right\}$, where $l=\epsilon_{1}+\cdots+2^{n-1} \epsilon_{n}$.

We now consider the group algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right]$. By Fourier transform ${ }^{12}$ the homeomorphism $T: X \rightarrow X$ given by carry-over induces a $\mathbb{Z}$-action on $K\left[\mathbb{Z}\left(2^{\infty}\right)\right]$ by means of the diagram


[^39]That is, $\mathbb{Z}$ acts on $K\left[\mathbb{Z}\left(2^{\infty}\right)\right]$ by automorphisms by the rule

$$
\rho: \mathbb{Z} \curvearrowright K\left[\mathbb{Z}\left(2^{\infty}\right)\right], \quad \rho(1)\left(g_{n}\right)=\xi_{2^{n}} g_{n} .
$$

In the next proposition we show that the group algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right]$ is $*$-isomorphic to the $*$-subalgebra $\Delta$ of diagonal periodic operators, and the $\mathbb{Z}$-crossed product $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ is $*$-isomorphic to the whole $*$-algebra $\mathcal{P} \mathcal{O}_{K}$, hence $*$-isomorphic to $C_{K}(X) \rtimes_{T} \mathbb{Z}$ by Proposition 3.3.2.
Proposition 3.3.3. Let $K$ be a field of characteristic different from 2 and containing all the $2^{\text {nth }}$ roots of unity for all $n \geq 0$. There exists then a $*$-isomorphism $\psi: K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rightarrow \Delta$ which extends to $a$-isomorphism $\psi: K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z} \rightarrow \mathcal{P} \mathcal{O}_{K}$ by sending the generator $t$ of $\mathbb{Z}$ to the periodic operator $J$.

Proof. This is a direct consequence of Proposition 3.1.1 we have $*$-isomorphisms

$$
\psi: K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \xrightarrow{\mathscr{F}} C_{K}(X) \xrightarrow{\cong} \Delta
$$

which we know that extend to $*$-isomorphisms on the respective crossed products

$$
\psi: K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z} \xrightarrow{\mathscr{F}} C_{K}(X) \rtimes_{T} \mathbb{Z} \xrightarrow{\cong} \mathcal{P} \mathcal{O}_{K} .
$$

## Remarks 3.3.4.

1) An alternative proof for Proposition 3.3 .3 is given in [29, Lemma 5.2]: the author defines, for each $n \geq 0$ and $0 \leq l \leq 2^{n}-1$, the diagonal periodic operator $E_{n, l}$ by

$$
E_{n, l}(x, x)=\bar{\xi}_{2^{n}}^{x l}
$$

hence establishing a $*$-isomorphism $\psi: K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rightarrow \Delta$ by sending $g_{n} \mapsto E_{n, 1}$. This coincides with our given isomorphism. Also,

$$
J E_{n, l} J^{-1}=\xi_{2^{n}}^{l} E_{n, l}
$$

for all $n \geq 0$ and $0 \leq l \leq 2^{n}-1$, so $\psi$ extends to a $*$-isomorphism $\psi: \mathcal{A} \rightarrow \mathcal{P} \mathcal{O}_{K}$ by sending $t$ to $J$.
2) It is worth mentioning that in this particular example it is not possible to realize the corresponding algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ as a group algebra $K[G]$, simply because the crossed product is a simple algebra, as mentioned at the beginning of this chapter. Nevertheless, it is an interesting example because we are able to use the whole machinery from Chapter 2 in order to fully study it, giving for example explicit descriptions concerning its $*$-regular close and the set of $l^{2}$-Betti numbers arising from it (see the next subsections 3.3.1 and 3.3.2.

The problem we encounter here is that, since the odometer algebra cannot be realized as a group algebra, there is no canonical rank function on it even if $K=\mathbb{C}$. Let's try to analyze the situation. In this discussion, we let $K=\mathbb{C}$.

What we have is a canonical $T$-invariant Sylvester matrix rank function $\mathrm{rk}_{K\left[\mathbb{Z}\left(2^{\infty}\right)\right]}$ on the group algebra $K\left[\mathbb{Z}\left(2^{\infty}\right)\right]$ (the one inherited from $\mathcal{U}\left(\mathbb{Z}\left(2^{\infty}\right)\right)$ ) which, under $\mathscr{F}$, gives a $T$-invariant Sylvester matrix rank function $\mathrm{rk}_{C_{K}(X)}$ on $C_{K}(X)$. By Lemma 2.3.11, $\mathrm{rk}_{C_{K}(X)}$ corresponds to a $T$-invariant probability measure $\mu$ on $X$, and in fact it is easy to compute its value on any clopen set of the form $U_{n, l}=\left[\underline{\epsilon_{1}} \epsilon_{2} \cdots \epsilon_{n}\right]$, where $l=\epsilon_{1}+\cdots+2^{n-1} \epsilon_{n}:$

$$
\begin{aligned}
\mu\left(U_{n, l}\right) & =\operatorname{rk}_{K\left[\mathbb{Z}\left(2^{\infty}\right)\right]}\left(\mathscr{F}^{-1}\left(\chi_{U_{n, l}}\right)\right)=\operatorname{tr}_{K\left[\mathbb{Z}\left(2^{\infty}\right)\right]}\left(\mathscr{F}^{-1}\left(\chi_{U_{n, l}}\right)\right) \\
& =\operatorname{tr}_{K\left[\mathbb{Z}\left(2^{\infty}\right)\right]}\left(\frac{1}{2^{n}}\left(e+\xi_{2^{n}}^{l} g_{n}+\cdots+\xi_{2^{n}}^{\left.2^{n}-1\right) l} g_{n}^{2^{n}-1}\right)\right)=\frac{1}{2^{n}} .
\end{aligned}
$$

One observes that $\mu$ coincides with the usual product measure, where we take the $\left(\frac{1}{2}, \frac{1}{2}\right)$-measure on each component $\{0,1\}$. It is well-known (cf. [24, Section VIII.4]) that $\mu$ is an ergodic, full and $T$-invariant probability measure on $X$, which in turn coincides with the Haar measure $\widehat{\mu}$ on $X=\widehat{\mathbb{Z}\left(2^{\infty}\right)}$. Hence we can apply our construction from Chapter 2 (specifically, Theorem 2.3.7), to obtain a canonical Sylvester matrix rank function $\operatorname{rk}_{\mathcal{A}}$ on $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z}$, therefore a canonical Sylvester matrix rank function on $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ by pulling back $\mathrm{rk}_{\mathcal{A}}$ under $\mathscr{F}$.

This observation enables us to construct, for any field $K$ of characteristic different from 2 and containing all the $2^{n \text {th }}$ roots of unity for all $n \geq 0$, a canonical Sylvester matrix rank function on $K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ by pulling back $\mathrm{rk}_{\mathcal{A}}$ under $\mathscr{F}$.

### 3.3.1 The *-regular closure $\mathcal{R}_{\mathcal{A}}$

In his article [29], Elek computed the rank completion $\overline{\mathcal{R}}_{K[\Gamma]}^{\mathrm{rk}}$ of the $*$-regular closure of the lamplighter group algebra for the case $K=\mathbb{C}$ by first computing the rank completion of the $*$-regular closure of the odometer algebra and then showing that these two must be isomorphic, by a famous theorem of Ornstein and Weiss. We have been able to exactly compute the $*$-regular closure of the odometer algebra $\mathcal{A} \cong K\left[\mathbb{Z}\left(2^{\infty}\right)\right] \rtimes_{\rho} \mathbb{Z}$ in the case $K$ being any field of characteristic different from 2 and containing all the $2^{n t h}$ roots of unity for all $n \geq 0$.

First of all, we first show that our $*$-regular closure $\mathcal{R}_{\mathcal{A}}$ as defined can be identified with his $*$-regular closure defined in [29, Section 2] for crossed product algebras in the case $K=\mathbb{C}$, the field of complex numbers. His definition uses the Murray-von Neumann construction for group-measure spaces, as defined in Remark 3.1.5 2). So here $X=\prod_{i \in \mathbb{N}}\{0,1\}$.

We denote by $\lambda$ the left-regular representation $\lambda: L^{\infty}(X, \widehat{\mu}) \rtimes_{T} \mathbb{Z} \rightarrow \mathcal{B}(\mathcal{H})$, where $\mathcal{H}=l^{2}\left(\mathbb{Z}, L^{2}(X, \widehat{\mu})\right)$. Note that $\mathcal{A}=C_{K}(X) \rtimes_{T} \mathbb{Z} \subseteq L^{\infty}(X, \widehat{\mu}) \rtimes_{T} \mathbb{Z}$. We denote by $\mathcal{N}(\mathcal{A})$ the weak-completion of $\lambda(\mathcal{A})$ inside $\mathcal{B}(\mathcal{H})$, which coincides with the weak-completion of $\lambda\left(L^{\infty}(X, \widehat{\mu}) \rtimes_{T} \mathbb{Z}\right)$, denoted by $\mathcal{N}(T)$. One obtains in this way a diagram

where $\mathcal{U}(T)$ is the algebra of (unbounded) affiliated operators of $\mathcal{N}(T), \mathrm{rk}_{\mathcal{U}(T)}$ is its canonical rank function, and $\mathcal{R}_{T}:=\overline{\mathcal{N}}(T)^{\mathrm{r} \mathrm{k}_{\mathcal{U}(T)}}$. The rank function $\mathrm{rk}_{\mathcal{U}(T)}$, when restricted to $\mathcal{A}$, coincides with $\mathrm{rk}_{\mathcal{A}}$ by the uniqueness part of Proposition 2.3.8 since for any clopen subset $U$ of $X$

$$
\operatorname{rk}_{\mathcal{U}(T)}\left(\chi_{U}\right)=\operatorname{tr}_{L^{\infty}(X, \widehat{\mu}) \rtimes_{T} \mathbb{Z}}\left(\chi_{U}\right)=\int_{X} \chi_{U} d \widehat{\mu}(x)=\mu(U) .
$$

So an argument similar to the one given in the proof of Proposition 3.1.6 extends the above diagram to a commutative one


We are now ready to compute $\mathcal{R}_{\mathcal{A}}$ for a general field $K$ satisfying the above hypotheses. We will follow the same notation as introduced in Section 3.2 for the case of the lamplighter group algebra. We take $E_{n}=[\underline{11} \ldots 1]$ (with $n$ one's) for the sequence of clopen sets, whose intersection gives the point $y=(\underline{1}, 1,1, \ldots) \in X$. We take the partitions $\mathcal{P}_{n}$ of the complements $X \backslash E_{n}$ to be the obvious ones, namely

$$
\mathcal{P}_{n}=\{[\underline{0} 0 \cdots 00],[\underline{10} \cdots 00], \ldots,[\underline{1} 1 \cdots 10]\} .
$$

The unital *-subalgebra $\mathcal{A}_{n}$ is then generated by the partial isometries $\chi_{Z} t$ for $Z \in \mathcal{P}_{n}$.
The quasi-partition $\overline{\mathcal{P}}_{n}$ is really simple in this case: write $Z_{n, 0}=[\underline{0} 0 \cdots 00]$, and $Z_{n, l}=T^{l}\left(Z_{n, 0}\right)$ for $1 \leq l \leq$ $2^{n}-2$. Note that these clopen sets form exactly the partition $\mathcal{P}_{n}$, and that $T\left(E_{n}\right)=Z_{n, 0}, T\left(Z_{n, 2^{n}-2}\right)=E_{n}$. Therefore there is only one possible $W \in \mathbb{V}_{n}$, which is of length $2^{n}$ and given by

$$
W=E_{n} \cap T^{-1}\left(Z_{n, 0}\right) \cap T^{-2}\left(Z_{n, 1}\right) \cap \cdots \cap T^{-2^{n}+1}\left(Z_{n, 2^{n}-2}\right) \cap T^{-2^{n}}\left(E_{n}\right)=E_{n} .
$$

Clearly,

$$
\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V}_{n} \\|W|=k}} k \mu(W)=2^{n} \mu\left(E_{n}\right)=1
$$

as we already know.
The representations $\pi_{n}: \mathcal{A}_{n} \hookrightarrow \mathfrak{R}_{n}, x \mapsto\left(h_{W} \cdot x\right)_{W}$ become $*$-isomorphisms, with $\mathfrak{R}_{n}=M_{2^{n}}(K)$. Indeed, for $W=E_{n}$, we have $e_{00}(W)=\chi_{E_{n}}$, and for $1 \leq i \leq 2^{n}-1, e_{i i}(W)=\chi_{T^{i}\left(E_{n}\right)}=\chi_{Z_{n, i-1}}$. Therefore $h_{E_{n}}=\sum_{i=0}^{2^{n}-1} e_{i i}(W)=\chi_{X}=1$. The embeddings $\iota_{n}: \mathcal{A}_{n} \hookrightarrow \mathcal{A}_{n+1}$ become the block-diagonal embeddings

$$
M_{2^{n}}(K) \rightarrow M_{2^{n+1}}(K), \quad x \mapsto\left(\begin{array}{cc}
x & 0 \\
0 & x
\end{array}\right)
$$

so that $\mathcal{A}_{\infty}=\lim _{n} \mathcal{A}_{n} \cong{\underset{\longrightarrow}{\lim }}_{n} M_{2^{n}}(K)$. Note that $\mathcal{A}_{\infty}$ is already $*$-regular; the problem is that it does not contain $\mathcal{A}$, in fact it is contained in $\mathcal{A}$. Roughly speaking, what we need to adjoin to $\mathcal{A}_{\infty}$ in order to get the whole algebra $\mathcal{A}$ is the part corresponding to the generator of $\mathbb{Z}$, namely the element $t$. This is what we are going to do next.

Definition 3.3.5. For every $n \geq 1$, let $\mathcal{A}_{n}(t)$ be the unital $*$-subalgebra of $\mathcal{A}$ generated by $\mathcal{A}_{n}$ and $t$.
We can completely characterize these $*$-subalgebras.
Proposition 3.3.6. There exists a *-isomorphism $\mathcal{A}_{n}(t) \cong M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$.
Proof. Write $e_{i j}^{(n)}:=e_{i j}\left(E_{n}\right) \in \mathcal{A}_{n}$ for $0 \leq i, j \leq 2^{n}-1$. These form a complete system of matrix units inside $\mathcal{A}_{n}(t)$, so by [64, Theorem 17.5 , see also Remark 17.6], there is an isomorphism $\mathcal{A}_{n}(t) \cong M_{2^{n}}(T)$, being $T$ the centralizer of the family $\left\{e_{i j}^{(n)}\right\}_{0 \leq i, j \leq 2^{n}-1}$ in $\mathcal{A}_{n}(t)$. The isomorphism is given by

$$
a \mapsto \sum_{i, j=0}^{2^{n}-1} a_{i j} e_{i j}^{(n)}, \quad \text { with } a_{i j}=\sum_{k=0}^{2^{n}-1} e_{k i}^{(n)} \cdot a \cdot e_{j k}^{(n)} \in T
$$

which is also a $*$-isomorphism. We thus only need to prove that $T=K\left[t^{2^{n}}, t^{-2^{n}}\right]$. The inclusion $K\left[t^{2^{n}}, t^{-2^{n}}\right] \subseteq$ $T$ is clear, since

$$
t^{2^{n}} e_{i j}^{(n)} t^{-2^{n}}=t^{2^{n}} t^{i} \chi_{E_{n}} t^{-j} t^{-2^{n}}=t^{i} \chi_{T^{2^{n}}\left(E_{n}\right)} t^{-j}=t^{i} \chi_{E_{n}} t^{-j}=e_{i j}^{(n)}
$$

Therefore $\mathcal{A}_{n}(t) \cong M_{2^{n}}(T) \supseteq M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$. In order to prove equality, we only need to check that the element $t \in \mathcal{A}_{n}(t)$ belongs to $M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$ under the previous isomorphism. But this is easy:

$$
t=\sum_{i=0}^{2^{n}-1} t e_{i i}^{(n)}=\sum_{i=0}^{2^{n}-2} e_{i+1, i}^{(n)}+t^{2^{n}} e_{0,2^{n}-1}^{(n)} \in M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)
$$

Henceforth we obtain the desired $*$-isomorphism.
The obvious inclusion $\operatorname{map} \mathcal{A}_{n}(t) \hookrightarrow \mathcal{A}_{n+1}(t)$ translates to an embedding from $M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$ to $M_{2^{n+1}}\left(K\left[t^{2^{n+1}}, t^{-2^{n+1}}\right]\right)$ given by

$$
e_{i j} \mapsto e_{i j}+e_{i+2^{n}, j+2^{n}}, \quad t^{2^{n}} \operatorname{Id}_{2^{n}} \mapsto\left(\begin{array}{cc}
\mathbf{O}_{2^{n}} & t^{2^{n+1}} \operatorname{Id}_{2^{n}} \\
\operatorname{Id}_{2^{n}} & \mathbf{0}_{2^{n}}
\end{array}\right)
$$

Corollary 3.3.7. $\mathcal{A}$ is $*$-isomorphic to the direct limit $\lim _{\rightarrow} M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$ with respect to the previous embeddings.

Proof. First one should note that the $*$-subalgebra of $\mathcal{A}$ generated by $t$ and $\mathcal{A}_{\infty}$ is $\mathcal{A}$ itself, since $C_{K}(X) \subseteq \mathcal{A}_{\infty}$ by Lemma 2.3.3. Now each $\mathcal{A}_{n} \subseteq \mathcal{A}_{n}(t)$, so $\mathcal{A}_{\infty}=\lim _{\lim _{n}} \mathcal{A}_{n} \subseteq \lim _{\rightarrow} \mathcal{A}_{n}(t)$. But $t \in \underset{\rightarrow}{\lim } \mathcal{A}_{n}(t)$ too, so $\mathcal{A}=\lim _{\rightarrow n} \mathcal{A}_{n}(t) \cong \lim _{\longrightarrow} M_{2^{n}}\left(K\left[t^{2^{n}}, t^{-2^{n}}\right]\right)$ by Proposition 3.3.6 above.

We are now ready to compute $\mathcal{R}_{\mathcal{A}}$.
Theorem 3.3.8. There is a*-isomorphism $\mathcal{R}_{\mathcal{A}} \cong \lim _{\rightarrow} M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right)$, where we specify the transition maps $M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right) \hookrightarrow M_{2^{n+1}}\left(K\left(t^{2^{n+1}}\right)\right)$ during the course of the proof.

Proof. We have embeddings $\mathcal{A}_{n}(t) \hookrightarrow \mathcal{A} \hookrightarrow \mathcal{R}_{\mathcal{A}} \hookrightarrow \Re_{\mathrm{rk}}$. By Lemma 2.4.4 the field of fractions of the Laurent polynomials $K\left[t^{2^{n}}, t^{-2^{n}}\right] \subseteq \mathcal{A}_{n}(t)$, which is $K\left(t^{2^{n}}\right)$, sits inside $\mathcal{R}_{\mathcal{A}}$. Hence there is, for each $n \geq 1$, a commutative diagram


The embedding $\mathcal{A}_{n}(t) \hookrightarrow \mathcal{A}_{n+1}(t)$ extends uniquely to a $*$-homomorphism

$$
M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right) \rightarrow M_{2^{n+1}}\left(K\left(t^{2^{n+1}}\right)\right)
$$

This is straightforward to see, once we prove that for any nonzero element $q(t) \in K\left[t^{2^{n}}, t^{-2^{n}}\right]$, the corresponding matrix in $M_{2^{n+1}}\left(K\left[t^{2^{n+1}}, t^{-2^{n+1}}\right]\right)$ becomes invertible in $M_{2^{n+1}}\left(K\left(t^{2^{n+1}}\right)\right)$. By multiplying with a suitable power of $t^{ \pm 2^{n}}$, it is sufficient to consider the case when $q(t)=\lambda_{0}+\lambda_{1} t^{2^{n}}+\cdots+\lambda_{2 r+1}\left(t^{2^{n}}\right)^{2 r+1}$ with $\lambda_{0} \neq 0$. But
$q(t) \mapsto \lambda_{0}\left(\begin{array}{cc}\mathrm{Id}_{2^{n}} & \mathbf{O}_{2^{n}} \\ \mathbf{0}_{2^{n}} & \mathrm{Id}_{2^{n}}\end{array}\right)+\lambda_{1}\left(\begin{array}{cc}\mathbf{O}_{2^{n}} & t^{2^{n+1}} \mathrm{Id}_{2^{n}} \\ \mathrm{Id}_{2^{n}} & \mathbf{0}_{2^{n}}\end{array}\right)+\cdots+\lambda_{2 r}\left(\begin{array}{cc}\mathbf{O}_{2^{n}} & t^{2^{n+1}} \mathrm{Id}_{2^{n}} \\ \mathrm{Id}_{2^{n}} & \mathbf{0}_{2^{n}}\end{array}\right)^{2 r}+\lambda_{2 r+1}\left(\begin{array}{cc}\mathbf{O}_{2^{n}} & t_{2^{n+1}} \operatorname{Id}_{2^{n}} \\ \mathrm{Id}_{2^{n}} & \mathbf{0}_{2^{n}}\end{array}\right)^{2 r+1}$ and $\left(\begin{array}{cc}\mathbf{O}_{2^{n}} & t^{2^{n+1}} \mathrm{Id}_{2^{n}} \\ \mathrm{Id}_{2^{n}} & \mathbf{0}_{2^{n}}\end{array}\right)^{2}=t^{2^{n+1}}\left(\begin{array}{cc}\mathrm{Id}_{2^{n}} & \mathbf{0}_{2^{n}} \\ \mathbf{0}_{2^{n}} & \mathrm{Id}_{2^{n}}\end{array}\right)$, so if we define

$$
\begin{aligned}
q_{\text {even }}(t) & :=\lambda_{0}+\lambda_{2} t^{2^{n+1}}+\lambda_{4}\left(t^{2^{n+1}}\right)^{2}+\cdots+\lambda_{2 r}\left(t^{2^{n+1}}\right)^{r} \in K\left[t^{2^{n+1}}, t^{-2^{n+1}}\right] \\
q_{\text {odd }}(t) & :=\lambda_{1}+\lambda_{3} t^{2^{n+1}}+\lambda_{5}\left(t^{2^{n+1}}\right)^{2}+\cdots+\lambda_{2 r+1}\left(t^{2^{n+1}}\right)^{r} \in K\left[t^{2^{n+1}}, t^{-2^{n+1}}\right]
\end{aligned}
$$

then $q(t)$ is mapped to the matrix

$$
\left(\begin{array}{cc}
q_{\text {even }}(t) \operatorname{Id}_{2^{n}} & q_{\text {odd }}(t) t^{2^{n+1}} \operatorname{Id}_{2^{n}} \\
q_{\text {odd }}(t) \operatorname{Id}_{2^{n}} & q_{\text {even }}(t) \operatorname{Id}_{2^{n}}
\end{array}\right)
$$

which is invertible in $M_{2^{n+1}}\left(K\left(t^{2^{n+1}}\right)\right)$ with inverse

$$
\frac{1}{q_{\text {even }}(t)^{2}-t^{2^{n+1}} q_{\text {odd }}(t)^{2}}\left(\begin{array}{cc}
q_{\text {even }}(t) \operatorname{Id}_{2^{n}} & -q_{\text {odd }}(t) t^{2^{n+1}} \operatorname{Id}_{2^{n}} \\
-q_{\text {odd }}(t) \operatorname{Id}_{2^{n}} & q_{\text {even }}(t) \operatorname{Id}_{2^{n}}
\end{array}\right)
$$

Notice that this matrix is well-defined since the polynomial $q_{\text {even }}(t)^{2}-t^{2^{n+1}} q_{\text {odd }}(t)^{2}$ has nonzero constant term, so is invertible in $K\left(t^{2^{n+1}}\right)$.

Therefore the previous commutative diagrams extend to commutative diagrams


But $\lim _{\rightarrow n} M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right)$ is already $*$-regular since each factor $M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right)$ is, and contains also $\mathcal{A}$, so $\mathcal{R}_{\mathcal{A}} \cong$ $\lim _{\rightarrow} M_{2^{n}}^{n}\left(K\left(t^{2^{n}}\right)\right)$ as required.

In particular, since $\lim _{\longrightarrow} M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right)$ has a unique rank function rk, the rank function $\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}$ on $\mathcal{R}_{\mathcal{A}}$ is also unique, and they agree under the previous $*$-isomorphism.

### 3.3.2 Determining $\mathcal{C}(\mathcal{A})$

In this last subsection we are going to compute explicitly the set $\mathcal{C}(\mathcal{A})$ consisting of all positive real values that the Sylvester matrix rank function $\mathrm{rk}_{\mathcal{A}}$ can achieve. First, let

$$
\mathcal{C}\left(\mathcal{R}_{\mathcal{A}}\right):=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(\bigcup_{i=1}^{\infty} M_{i}\left(\mathcal{R}_{\mathcal{A}}\right)\right) \subseteq \mathbb{R}^{+}
$$

and note that $\mathcal{C}(\mathcal{A}) \subseteq \mathcal{C}\left(\mathcal{R}_{\mathcal{A}}\right)$.

Theorem 3.3.9. $\mathcal{C}(\mathcal{A})=\mathcal{C}\left(\mathcal{R}_{\mathcal{A}}\right)=\mathbb{Z}\left[\frac{1}{2}\right]^{+}$.
Proof. The argument is similar to the one given in the proof of Proposition 2.4.1. Since $\mathcal{R}_{\mathcal{A}}$ is a $*$-regular ring with positive definite involution, each matrix algebra $M_{i}\left(\mathcal{R}_{\mathcal{A}}\right)$ is also a *-regular ring. Hence for each $A \in M_{i}\left(\mathcal{R}_{\mathcal{A}}\right)$, there exists a projection $P \in M_{i}\left(\mathcal{R}_{\mathcal{A}}\right)$ such that $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(A)=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(P)$ (recall Theorem 1.2.11). We conclude that $\mathcal{C}\left(\mathcal{R}_{\mathcal{A}}\right)$ is equal to the set of positive real numbers of the form $\mathrm{rk}_{\mathcal{R}_{\mathcal{A}}}(P)$, where $P$ ranges over projections in matrices over $\mathcal{R}_{\mathcal{A}}$.

Now each such projection $P$ is equivalent to a diagonal one ([39, Proposition 2.10]), that is, one of the form

$$
\left(\begin{array}{llll}
p_{1} & & & \\
& p_{2} & & \\
& & \ddots & \\
& & & p_{r}
\end{array}\right) \quad \text { for some projections } p_{1}, \ldots, p_{r} \in \mathcal{R}_{\mathcal{A}}
$$

so that $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(P)=\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(p_{1}\right)+\cdots+\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}\left(p_{r}\right)$. But since $\mathcal{R}_{\mathcal{A}} \cong \lim _{n} M_{2^{n}}\left(K\left(t^{2^{n}}\right)\right)$, the set of ranks of elements in $\mathcal{R}_{\mathcal{A}}$ is exactly $\mathbb{Z}\left[\frac{1}{2}\right]^{+} \cap[0,1]$. Therefore $\operatorname{rk}_{\mathcal{R}_{\mathcal{A}}}(P) \in \mathbb{Z}\left[\frac{1}{2}\right]^{+}$. This proves the inclusions

$$
\mathcal{C}(\mathcal{A}) \subseteq \mathcal{C}\left(\mathcal{R}_{\mathcal{A}}\right) \subseteq \mathbb{Z}\left[\frac{1}{2}\right]^{+}
$$

The inclusion $\mathbb{Z}\left[\frac{1}{2}\right]^{+} \subseteq \mathcal{C}(\mathcal{A})$ is straightforward, since

$$
\operatorname{rk}_{\mathcal{A}}\left(e_{00}^{(n)}+\cdots+e_{m m}^{(n)}\right)=\frac{m+1}{2^{n}} \quad \text { for } 0 \leq m \leq 2^{n}-1
$$

### 3.4 The general odometer algebra

In this section we concentrate in studying the generalized odometer algebra. We first recall how it is defined.
Fix a sequence of natural numbers $\bar{n}=\left(n_{i}\right)_{i \in \mathbb{N}}$ satisfying $n_{i} \geq 2$ for all $i \in \mathbb{N}$, and consider $X_{i}$ to be the finite space $\left\{0,1, \ldots, n_{i}-1\right\}$. We can thus form the compact space $X=\prod_{i \in \mathbb{N}} X_{i}$. Let $T$ be the homeomorphism $X \rightarrow X$ given by the odometer, namely for $x=\left(x_{i}\right)_{i} \in X, T$ is defined by

$$
T(x)=x+(1,0, \ldots)= \begin{cases}\left(x_{1}+1, x_{2}, x_{3}, \ldots\right) & \text { if } x_{1} \neq n_{1}-1 \\ \left(0, \ldots, 0, x_{m+1}+1, x_{m+2}, \ldots\right) & \text { if } x_{1}=n_{1}-1, \ldots, x_{m}=n_{m}-1 \text { and } x_{m+1} \neq n_{m}-1 \\ (0,0, \ldots) & \text { if } x=\left(n_{i}-1\right)_{i}\end{cases}
$$

Note that the odometer action is just addition of $(1,0, \ldots)$ by carry-over.
Let $(K, *)$ be any field with a positive definite involution $*$. We consider again the crossed product $*$-algebra $\mathcal{O}(\bar{n}):=C_{K}(X) \rtimes_{T} \mathbb{Z}$. We can define a measure $\mu$ on $X$ by taking the usual product measure, where we consider the measure on each component $X_{i}$ assigning mass $\frac{1}{n_{i}}$ on each point in $X_{i}$. It is well-known (e.g. [24, Section VIII.4]) that $\mu$ is an ergodic, full and $T$-invariant probability measure on $X$, which in turn coincides with the Haar measure $\hat{\mu}$ on $X$ if we consider $X$ as an abelian group with operation given again by carry-over. Hence we can apply our construction from Chapter 2 (specifically, Theorem 2.3.7), to obtain a canonical Sylvester matrix rank function $\mathrm{rk}_{\mathcal{O}(\bar{n})}$ on $\mathcal{O}(\bar{n})$.

### 3.4.1 The *-regular closure $\mathcal{R}_{\mathcal{O}(\bar{n})}$

By using similar techniques from the last two sections, we have been able to exactly compute the $*$-regular closure $\mathcal{R}_{\mathcal{O}(\bar{n})}$ of the generalized odometer algebra $\mathcal{O}(\bar{n})$. We will follow exactly the same steps as in the previous section.

First, define new integers $p_{m}=n_{1} \cdots n_{m}$ for $m \in \mathbb{N}$. At each level $m \geq 1$, we take $E_{m}=[\underline{0} 0 \ldots 0]$ (with $m$ zero's) for the sequence of clopen sets, whose intersection gives the point $y=(\underline{0}, 0,0, \ldots) \in X$. We take the partitions $\mathcal{P}_{m}$ of the complements $X \backslash E_{n}$ to be the obvious ones, namely

$$
\mathcal{P}_{m}=\left\{[\underline{10} \cdots 0], \ldots,\left[\underline{\left(n_{1}-1\right)} 0 \cdots 0\right], \ldots,\left[\underline{\left(n_{1}-1\right)}\left(n_{2}-1\right) \cdots\left(n_{m}-1\right)\right]\right\}
$$

The unital $*$-subalgebra $\mathcal{O}(\bar{n})_{m}$ is then generated by the partial isometries $\chi_{Z} t$ for $Z \in \mathcal{P}_{m}$.

The quasi-partition $\overline{\mathcal{P}}_{m}$ is really simple again: write $Z_{m, 0}=[\underline{10} \cdots 0]$, and $Z_{m, l}=T^{l}\left(Z_{m, 0}\right)$ for $1 \leq l \leq$ $p_{m}-2$. Note that these clopen sets form exactly the partition $\mathcal{P}_{m}$, and that $T\left(E_{m}\right)=Z_{m, 0}, T\left(Z_{m, p_{m}-2}\right)=E_{m}$. Therefore there is only one possible $W \in \mathbb{V}_{m}$, which is of length $p_{m}$ and given by

$$
W=E_{m} \cap T^{-1}\left(Z_{m, 0}\right) \cap T^{-2}\left(Z_{m, 1}\right) \cap \cdots \cap T^{-p_{m}+1}\left(Z_{m, p_{m}-2}\right) \cap T^{-p_{m}}\left(E_{m}\right)=E_{m}
$$

Clearly,

$$
\sum_{k \geq 1} \sum_{\substack{W \in \mathbb{V}_{m} \\|W|=k}} k \mu(W)=p_{m} \mu\left(E_{m}\right)=1
$$

as we already know.
The representations $\pi_{m}: \mathcal{O}(\bar{n})_{m} \hookrightarrow \mathfrak{R}_{m}, x \mapsto\left(h_{W} \cdot x\right)_{W}$ become $*$-isomorphisms, with $\mathfrak{\Re}_{m}=M_{p_{m}}(K)$. Indeed, for $W=E_{m}$, we have $e_{00}(W)=\chi_{E_{m}}$, and for $1 \leq i \leq p_{m}-1, e_{i i}(W)=\chi_{T^{i}\left(E_{m}\right)}=\chi_{Z_{m, i-1}}$. Therefore $h_{E_{m}}=\sum_{i=0}^{p_{m}-1} e_{i i}(W)=\chi_{X}=1$. The embeddings $\iota_{m}: \mathcal{O}(\bar{n})_{m} \hookrightarrow \mathcal{O}(\bar{n})_{m+1}$ become the block-diagonal embeddings

$$
M_{p_{m}}(K) \rightarrow M_{p_{m+1}}(K), \quad x \mapsto\left(\begin{array}{ccc}
x & & \\
& n_{m+1} & \\
& \ddots \cdot & \\
\mathbf{0} & & x
\end{array}\right)
$$

so that $\mathcal{O}(\bar{n})_{\infty}=\underset{\longrightarrow}{\lim } \mathcal{O}(\bar{n})_{m} \cong \underset{\longrightarrow}{\lim _{m}} M_{p_{m}}(K)$. Note that $\mathcal{O}(\bar{n})_{\infty}$ is already $*$-regular; the problem again is that it does not contain $\mathcal{O}(\bar{n})$, in fact it is contained in $\mathcal{O}(\bar{n})$. We need to adjoin to $\mathcal{O}(\bar{n})_{\infty}$ the element $t$ in order to get the whole algebra $\mathcal{O}(\bar{n})$. This is what we are going to do next.

Definition 3.4.1. For every $m \geq 1$, we denote by $\mathcal{O}(\bar{n})_{m}(t)$ to be the unital $*$-subalgebra of $\mathcal{O}(\bar{n})$ generated by $\mathcal{O}(\bar{n})_{m}$ and $t$.

We can completely characterize these $*$-subalgebras.
Proposition 3.4.2. There exists a *-isomorphism $\mathcal{O}(\bar{n})_{m}(t) \cong M_{p_{m}}\left(K\left[t^{p_{m}}, t^{-p_{m}}\right]\right)$.
Proof. The proof is exactly the same as in Proposition 3.3.6. The elements $e_{i j}^{(m)}:=e_{i j}\left(E_{m}\right) \in \mathcal{O}(\bar{n})_{m}$, for $0 \leq i, j \leq p_{m}-1$, form a complete system of matrix units inside $\mathcal{O}(\bar{n})_{m}(t)$, so there is an isomorphism $\mathcal{O}(\bar{n})_{m}(t) \cong M_{p_{m}}(T)$, being $T$ the centralizer of the family $\left\{e_{i j}^{(m)}\right\}_{0 \leq i, j \leq p_{m}-1}$ in $\mathcal{O}(\bar{n})_{m}(t)$. The isomorphism is given explicitly by

$$
a \mapsto \sum_{i, j=0}^{p_{m}-1} a_{i j} e_{i j}^{(m)}, \quad \text { with } a_{i j}=\sum_{k=0}^{p_{m}-1} e_{k i}^{(m)} \cdot a \cdot e_{j k}^{(m)} \in T
$$

which is also a $*$-isomorphism. We only need to prove that $T=K\left[t^{p_{m}}, t^{-p_{m}}\right]$. Since

$$
t^{p_{m}} e_{i j}^{(m)} t^{-p_{m}}=t^{p_{m}} t^{i} \chi_{E_{m}} t^{-j} t^{-p_{m}}=t^{i} \chi_{T^{p_{m}}\left(E_{m}\right)} t^{-j}=t^{i} \chi_{E_{m}} t^{-j}=e_{i j}^{(m)}
$$

and

$$
t=\sum_{i=0}^{p_{m}-1} t e_{i i}^{(m)}=\sum_{i=0}^{p_{m}-2} e_{i+1, i}^{(m)}+t^{p_{m}} e_{0, p_{m}-1}^{(m)} \in M_{p_{m}}\left(K\left[t^{p_{m}}, t^{-p_{m}}\right]\right)
$$

we deduce that $T=K\left[t^{p_{m}}, t^{-p_{m}}\right]$, so we obtain the desired $*$-isomorphism.
The obvious inclusion map $\mathcal{O}(\bar{n})_{m}(t) \hookrightarrow \mathcal{O}(\bar{n})_{m+1}(t)$ translates to an embedding from $M_{p_{m}}\left(K\left[t^{p_{m}}, t^{-p_{m}}\right]\right)$ to $M_{p_{m+1}}\left(K\left[t^{p_{m+1}}, t^{-p_{m+1}}\right]\right)$ given by

$$
e_{i j} \mapsto \sum_{k=0}^{n_{m+1}-1} e_{i+k p_{m}, j+k p_{m}}, \quad t^{p_{m}} \operatorname{Id}_{p_{m}} \mapsto\left(\begin{array}{ccccc}
\mathbf{0}_{p_{m}} & & & \mathbf{0}_{p_{m}} & t^{p_{m+1}} \operatorname{Id}_{p_{m}} \\
\operatorname{Id}_{p_{m}} & \mathbf{0}_{p_{m}} & & & \mathbf{0}_{p_{m}} \\
& \ddots & \ddots \cdot & & \\
& & \ddots & \mathbf{0}_{p_{m}} & \\
\mathbf{0}_{p_{m}} & & & \operatorname{Id}_{p_{m}} & \mathbf{0}_{p_{m}}
\end{array}\right)
$$

Corollary 3.4.3. $\mathcal{O}(\bar{n})$ is $*$-isomorphic to the direct limit $\lim _{\rightarrow m} M_{p_{m}}\left(K\left[t^{p_{m}}, t^{-p_{m}}\right]\right)$ with respect to the previous embeddings.

Proof. First one should note that the $*$-subalgebra of $\mathcal{O}(\bar{n})$ generated by $t$ and $\mathcal{O}(\bar{n})_{\infty}=\underline{\lim }_{m} \mathcal{O}(\bar{n})_{m}(t)$ is $\mathcal{O}(\bar{n})$ itself, since $C_{K}(X) \subseteq \mathcal{O}(\bar{n})_{\infty}$ by Lemma 2.3.3. Now each $\mathcal{O}(\bar{n})_{m} \subseteq \mathcal{O}(\bar{n})_{m}(t)$, so $\mathcal{O}(\bar{n})_{\infty}^{m}=\lim _{m} \mathcal{O}(\bar{n})_{m} \subseteq$ $\underset{\lim _{\text {sition }}^{m}}{ } \mathcal{O}(\bar{n})_{m}(t)$. But $t \in \underset{\longrightarrow}{\lim _{m}} \mathcal{O}(\bar{n})_{m}(t)$ too, so $\mathcal{O}(\bar{n})={\underset{\longrightarrow}{l}}_{\lim } \mathcal{O}(\bar{n})_{m}(t) \cong{\underset{\mathrm{lim}}{m}} M_{p_{m}}\left(K\left[t^{p_{m}}, t^{-p_{m}}\right]\right)$ by Proposition 3.4.2 above.

We are now ready to compute $\mathcal{R}_{\mathcal{O}(\bar{n})}$.
Theorem 3.4.4. There is a*-isomorphism $\mathcal{R}_{\mathcal{O}(\bar{n})} \cong \lim _{\rightarrow} M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right)$, where we specify the transition maps $M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right) \hookrightarrow M_{p_{m+1}}\left(K\left(t^{p_{m+1}}\right)\right)$ during the course of the proof.

Proof. We have embeddings $\mathcal{O}(\bar{n})_{m}(t) \hookrightarrow \mathcal{O}(\bar{n}) \hookrightarrow \mathcal{R}_{\mathcal{O}(\bar{n})} \hookrightarrow \mathfrak{R}_{\mathrm{rk}}$. By Lemma 2.4.4, the field of fractions of the Laurent polynomials $K\left[t^{p_{m}}, t^{-p_{m}}\right] \subseteq \mathcal{O}(\bar{n})_{m}(t)$, which is $K\left(t^{p_{m}}\right)$, sits inside $\mathcal{R}_{\mathcal{O}(\bar{n})}$. Hence there is, for each $m \geq 1$, a commutative diagram


The embedding $\mathcal{O}(\bar{n})_{m}(t) \hookrightarrow \mathcal{O}(\bar{n})_{m+1}(t)$ extends uniquely to a $*$-homomorphism

$$
M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right) \rightarrow M_{p_{m+1}}\left(K\left(t^{p_{m+1}}\right)\right)
$$

This is straightforward to see, once we prove that for any nonzero element $q(t) \in K\left[t^{p_{m}}, t^{-p_{m}}\right]$, the corresponding matrix in $M_{p_{m+1}}\left(K\left[t^{p_{m+1}}, t^{-p_{m+1}}\right]\right)$ becomes invertible in $M_{p_{m+1}}\left(K\left(t^{p_{m+1}}\right)\right)$. By multiplying with a suitable power of $t^{ \pm p_{m}}$, it is sufficient to consider the case when $q(t)=\lambda_{0}+\lambda_{1} t^{p_{m}}+\cdots+\lambda_{k n_{m+1}}\left(t^{p_{m}}\right)^{k n_{m+1}}$ with $\lambda_{0} \neq 0$. But

$$
q(t) \mapsto\left(\begin{array}{cccc}
q_{0}(t) \operatorname{Id}_{p_{m}} & q_{n_{m+1}-1}(t) t^{p_{m+1}} \operatorname{Id}_{p_{m}} & \cdots & q_{1}(t) t^{p_{m+1}} \operatorname{Id}_{p_{m}} \\
q_{1}(t) \operatorname{Id}_{p_{m}} & q_{0}(t) \operatorname{Id}_{p_{m}} & \cdots & q_{2}(t) t^{p_{m+1}} \operatorname{Id}_{p_{m}} \\
\vdots & \vdots & \ddots & \vdots \\
q_{n_{m+1}-1}(t) \operatorname{Id}_{p_{m}} & q_{n_{m+1}-2}(t) \operatorname{Id}_{p_{m}} & \cdots & q_{0}(t) \operatorname{Id}_{p_{m}}
\end{array}\right)
$$

where

$$
\begin{aligned}
& q_{0}(t):=\lambda_{0}+\lambda_{n_{m+1}} t^{p_{m+1}}+\cdots+\lambda_{k n_{m+1}}\left(t^{p_{m+1}}\right)^{k} \in K\left[t^{p_{m+1}}, t^{-p_{m+1}}\right] \\
& q_{i}(t):=\lambda_{i}+\lambda_{n_{m+1}+i} t^{p_{m+1}}+\cdots+\lambda_{(k-1) n_{m+1}+i}\left(t^{p_{m+1}}\right)^{k-1} \in K\left[t^{p_{m+1}}, t^{-p_{m+1}}\right] \quad \text { for } 1 \leq i \leq n_{m+1}-1
\end{aligned}
$$

which is an invertible matrix in $M_{p_{m+1}}\left(K\left(t^{p_{m+1}}\right)\right)$ since its determinant is of the form

$$
\lambda_{0}^{p_{m+1}}+t \cdot(\text { polynomial in } t)
$$

so invertible in $K\left(t^{p_{m+1}}\right)$ because $\lambda_{0} \neq 0$.
Therefore the previous commutative diagrams extend to commutative diagrams


But $\lim _{n} M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right)$ is already $*$-regular since each factor $M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right)$ is, and contains also $\mathcal{A}$, so $\mathcal{R}_{\mathcal{O}(\bar{n})} \cong$ $\lim _{m} \vec{M}_{p_{m}}^{n}\left(K\left(t^{p_{m}}\right)\right)$ as required.

In particular, since $\lim _{\rightarrow m} M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right)$ has a unique rank function rk, the rank function $\mathrm{rk}_{\mathcal{R}_{\mathcal{O}(\bar{n})}}$ on $\mathcal{R}_{\mathcal{O}(\bar{n})}$ is also unique, and they agree under the previous $*$-isomorphism.

### 3.4.2 Determining $\mathcal{C}(\mathcal{O}(\bar{n}))$

In this last subsection we are going to compute explicitly the set $\mathcal{C}(\mathcal{O}(\bar{n}))$ consisting of all positive real values that the Sylvester matrix rank function $\mathrm{rk}_{\mathcal{O}(\bar{n})}$ can achieve. First, let

$$
\mathcal{C}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right):=\operatorname{rk}_{\mathcal{R}_{\mathcal{O}(\bar{n})}}\left(\bigcup_{i=1}^{\infty} M_{i}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right)\right) \subseteq \mathbb{R}^{+}
$$

and note that $\mathcal{C}(\mathcal{O}(\bar{n})) \subseteq \mathcal{C}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right)$.
First, we need some preliminary definitions.
Definition 3.4.5. For each sequence $\bar{n}=\left(n_{1}, n_{2}, \ldots\right)$ of positive integers $n_{i} \geq 2$, one may associate to it the supernatural number

$$
n=\prod_{i \geq 1} n_{i}=\prod_{q \in P} q^{\varepsilon_{q}(n)}
$$

where $P=\left\{q_{1}, q_{2}, \ldots\right\}$ is the set of prime numbers ordered with respect to its natural order, and each $\varepsilon_{q}(n) \in$ $\{0\} \cup \mathbb{N} \cup\{\infty\}$.

As in [65, Definition 7.4.2], from any supernatural number $n$ one can construct an additive subgroup of $\mathbb{Q}$, denoted by $\mathbb{Z}(n)$, consisting of those fractions $\frac{a}{b}$ with $a \in \mathbb{Z}$, and $b \in \mathbb{Z} \backslash\{0\}$ being of the form

$$
b=\prod_{q \in P} q^{\varepsilon_{q}(b)}
$$

where $\varepsilon_{q}(b) \leq \varepsilon_{q}(n)$ for all $q \in P$, and $\varepsilon_{q}(b)=0$ for all but finitely many $q$ 's.
If $n$ comes from a sequence $\bar{n}=\left(n_{1}, n_{2}, \ldots\right)$ as above, $\mathbb{Z}(n)$ is exactly the additive subgroup of $\mathbb{Q}$ consisting of those fractions of the form

$$
\frac{a}{n_{1} \cdots n_{r}}, \quad \text { where } a \in \mathbb{Z}, \text { and } r \in \mathbb{N} \text {. }
$$

Theorem 3.4.6. $\mathcal{C}(\mathcal{O}(\bar{n}))=\mathcal{C}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right)=\mathbb{Z}(n)^{+}$.
Proof. As in the proof of Theorem 3.3.9, $\mathcal{C}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right)$ is equal to the set of positive real numbers of the form $\operatorname{rk}_{\mathcal{R}_{\mathcal{O}(\bar{n})}}(P)$, where $P$ ranges over projections in matrices over $\mathcal{R}_{\mathcal{O}(\bar{n})}$. Each such projection $P$ is equivalent to a diagonal one, so it is of the form

$$
\left(\begin{array}{cccc}
p_{1} & & & \\
& p_{2} & & \\
& & \ddots & \\
& & & p_{r}
\end{array}\right) \quad \text { for some projections } p_{1}, \ldots, p_{r} \in \mathcal{R}_{\mathcal{O}(\bar{n})}
$$

so that $\operatorname{rk}_{\mathcal{R}_{\mathcal{O}(\overline{)}}}(P)=\operatorname{rk}_{\mathcal{R}_{\mathcal{O}(\bar{n})}}\left(p_{1}\right)+\cdots+\mathrm{rk}_{\mathcal{R}_{\mathcal{O}(\pi)}}\left(p_{r}\right)$. But since $\mathcal{R}_{\mathcal{O}(\bar{n})} \cong \underset{\longrightarrow}{\lim _{m}} M_{p_{m}}\left(K\left(t^{p_{m}}\right)\right)$, the set of ranks of elements in $\mathcal{R}_{\mathcal{O}(\bar{n})}$ is exactly $\mathbb{Z}(n)^{+} \cap[0,1]$. Therefore $\operatorname{rk}_{\mathcal{R}_{\mathcal{O}(\bar{n})}}(P) \in \mathbb{Z}(n)^{+}$. This proves the inclusions

$$
\mathcal{C}(\mathcal{O}(\bar{n})) \subseteq \mathcal{C}\left(\mathcal{R}_{\mathcal{O}(\bar{n})}\right) \subseteq \mathbb{Z}(n)^{+}
$$

The inclusion $\mathbb{Z}(n)^{+} \subseteq \mathcal{C}(\mathcal{O}(\bar{n}))$ is straightforward, since

$$
\mathrm{rk}_{\mathcal{O}(\bar{n})}\left(e_{00}^{(m)}+\cdots+e_{l l}^{(m)}\right)=\frac{l+1}{p_{m}} \quad \text { for } 0 \leq l \leq p_{m}-1
$$

## Chapter 4

## Generalizing a result of von Neumann

This chapter concerns about the characterization of the rank completion of some ultramatricial $K$-algebras, being $K$ an arbitrary field. We show in Theorem 4.2 .2 that, whenever the rank completion of an ultramatricial $K$-algebra becomes a separable continuous factor (i.e. a continuous factor $\mathcal{Q}$ containing a dense subalgebra, with respect to its rank metric, of countable $K$-dimension), then its rank completion is isomorphic to a wellknown continuous ring, know as the von Neumann continuous factor, and denoted by $\mathcal{M}_{K}$. We also characterize such $K$-algebras by means of a local property.

We extend, in Sections 4.3 and 4.4 the previous result to $D$-rings (being $D$ a division ring) and ultramatricial *-algebras (when $K$ is a field endowed with a positive definite involution). We have not found a reasonable analogue of the local condition in the case of $D$-rings, but we have succeeded, in a some technical way, for the case of fields with involution.

Throughout all this chapter we will not make use of the same notations used in the previous chapters, in the sense that $\mathcal{A}$ will not stand for any $\mathbb{Z}$-crossed product algebra anymore, just like $\mathcal{B}$ will not stand for any approximation algebra neither. In terms of notation, this chapter is independent of the other previous ones.

### 4.1 Introduction

Murray and von Neumann showed in [80, Theorem XII] a uniqueness result for approximately finite von Neumann algebra factors of type $I I_{1}$. This unique factor $\mathcal{R}$ is called the hyperfinite $I I_{1}$-factor and plays an important role in the theory of von Neumann algebras. It was shown later by Connes [21] that the factor $\mathcal{R}$ is characterized, among $I I_{1}$-factors, by various other properties, such as self-injectivity (in the operator space sense), semidiscreteness or Property P. It is in particular known (e.g. [94, Theorem 3.8.2]) that, for an infinite countable discrete group $\Gamma$ whose nontrivial conjugacy classes are all infinite (termed ICC-groups), the group von Neumann algebra $\mathcal{N}(\Gamma)$ is isomorphic to $\mathcal{R}$ if and only if $\Gamma$ is an amenable group.

Von Neumann also considered a purely algebraic analogue of the above situation, namely the example we have in Chapter 1 . Example 1.2 .8 , 2). We briefly recall it. For a field $K$, take the direct limit ${\underset{\sim}{\lim }}_{n} M_{2^{n}}(K)$ of the sequence

$$
M_{2}(K) \rightarrow M_{4}(K) \rightarrow \cdots \rightarrow M_{2^{n}}(K) \rightarrow \cdots
$$

with respect to the block-diagonal embeddings $x \mapsto\left(\begin{array}{cc}x & \mathbf{O}_{2^{n}} \\ \mathbf{0}_{2^{n}} & x\end{array}\right)$. It is a (von Neumann) regular ring which admits a unique rank function rk defined on an element $x=\underset{\longrightarrow}{\lim } x_{n}$ to be $\operatorname{rk}(x)=\lim _{n} \mathrm{rk}_{n}\left(x_{n}\right)$, where $\mathrm{rk}_{n}=\frac{\mathrm{Rk}}{2^{n}}$ is the usual normalized rank on $M_{2^{n}}(K)$. The completion of $\underset{\longrightarrow}{\lim _{n}} M_{2^{n}}(K)$ with respect to the induced rank metric, denoted by $\mathcal{M}_{K}$, is a complete regular ring with a unique rank function, again denoted by rk, which is a continuous factor, i.e., a right and left self-injective ring where the set of values of the rank function fills the unit interval $[0,1]$.

There are recent evidences [28, 29, 30] that the factor $\mathcal{M}_{K}$ could play a role in algebra which is similar to the role played by the unique hyperfinite factor $\mathcal{R}$ in the theory of operator algebras. In particular, Elek has shown in [29] that, if $\Gamma=\mathbb{Z} / 2 \mathbb{Z} \imath \mathbb{Z}$ is the lamplighter group, then the continuous factor $c(\Gamma)$ obtained by taking
the rank completion of the $*$-regular closure of $\mathbb{C}[\Gamma]$ in the $*$-algebra $\mathcal{U}(\Gamma)$ of unbounded operators affiliated to $\mathcal{N}(\Gamma)$, is isomorphic to $\mathcal{M}_{\mathbb{C}}$.

This raises the question of what uniqueness properties the von Neumann factor $\mathcal{M}_{K}$ has, and whether we can formulate similar characterizations to those in the seminal paper by Connes [21. As von Neumann had already shown (and was published later by Halperin [44]), $\mathcal{M}_{K}$ is isomorphic to the factor obtained from any factor sequence $\left(p_{i}\right)_{i}$, that is,

$$
\mathcal{M}_{K} \cong \underset{n}{\underset{\lim _{\rightarrow}}{ } M_{p_{n}}(K)}
$$

where $\left(p_{i}\right)_{i}$ is a sequence of positive integers converging to infinity and such that $p_{i}$ divides $p_{i+1}$ for all $i$. Here the direct limit is taken with respect to the block-diagonal embeddings

$$
M_{p_{i}}(K) \rightarrow M_{p_{i+1}}(K), \quad x \mapsto\left(\begin{array}{ccc}
x & & \mathbf{0} \\
& \ddots & \\
\mathbf{0} & & x
\end{array}\right)
$$

and the completion is taken with respect to the unique rank function on the direct limit rk, defined as before.
The purpose of this chapter is to obtain stronger uniqueness properties of the factor $\mathcal{M}_{K}$. Specifically, we show that if $\mathcal{B}$ is an ultramatricial $K$-algebra and $\mathrm{rk}_{\mathcal{B}}$ is a nondiscrete extremal pseudo-rank function on $\mathcal{B}$, then the completion of $\mathcal{B}$ with respect to $\mathrm{rk}_{\mathcal{B}}$ is necessarily isomorphic to $\mathcal{M}_{K}$. We also derive a characterization of the factor $\mathcal{M}_{K}$ by a local approximation property (see Theorem 4.2.2). This was used in Chapters 2 and 3 to generalize Elek's result to arbitrary fields $K$ of characteristic $\neq 2$, using a concrete approximation of the group algebra $K[\Gamma]$ by matricial algebras. It is also worth to mention that, as a consequence of our result and [38, Theorem 2.8], one obtains that the center of an algebra $\mathcal{Q}$ satisfying properties (ii) or (iii) in Theorem 4.2 .2 is the base field $K$.

Elek and Jaikin-Zapirain have recently raised the question of whether, for any subfield $K$ of $\mathbb{C}$ closed under complex conjugation, and any countable amenable ICC-group $G$, the rank completion $\overline{\mathcal{R}}_{K[G]}^{\mathrm{rk}}$ of the $*$-regular closure of $K[G]$ in $\mathcal{U}(G)$ is either of the form $M_{n}(D)$ or of the form $\mathcal{M}_{D}:=D \otimes_{K} \mathcal{M}_{K}$, where $D$ is a division ring with center $K$. In view of this question, it is natural to obtain uniqueness results in the slightly more general setting of $D$-rings over a division ring $D$, and also in the setting of rings with involution, since in the above situation, the algebras have a natural involution which is essential even to define the corresponding completions. We address these questions in the final two sections.

### 4.2 Von Neumann's continuous factor

For a field $K$, a matricial $K$-algebra is a $K$-algebra which is isomorphic to an algebra of the form

$$
M_{n_{1}}(K) \times M_{n_{2}}(K) \times \cdots \times M_{n_{k}}(K)
$$

for some positive integers $n_{1}, n_{2}, \ldots, n_{k}$. An ultramatricial $K$-algebra is an algebra which is isomorphic to a direct limit $\lim _{n} \mathcal{A}_{n}$ of a sequence of matricial $K$-algebras $\mathcal{A}_{n}$ and unital algebra homomorphisms $\varphi_{n}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n+1}$.

Let $K$ be a field. Write $\mathcal{M}=\mathcal{M}_{K}$ for the rank completion of the direct limit $\lim _{\rightarrow} M_{2^{n}}(K)$ with respect to its unique rank function. Von Neumann proved a uniqueness property for $\mathcal{M}$. We are going to extend it to ultramatricial algebras. The proof follows the steps in the paper by Halperin 44] (based on von Neumann's proof), but our proof is considerably more involved. Indeed, we will obtain a uniqueness result for the class of continuous factors which have a local matricial structure.

Definition 4.2.1. By a continuous factor we understand a simple, regular, (right and left) self-injective ring $\mathcal{Q}$ of type $I I_{f}$ (see Section 1.2 for the definition of the types and for a survey of the structure theory of regular self-injective rings).

It follows from Proposition 1.2 .7 that $\mathcal{Q}$ admits a unique rank function, denoted here by $\mathrm{rk}_{\mathcal{Q}}$, and that $\mathcal{Q}$ is complete in the $\mathrm{rk}_{\mathcal{Q}}$-metric. Therefore, as we have already explained in Section 1.2 the range of $\mathrm{rk}_{\mathcal{Q}}$ can be either a finite set of values of the form $\left\{0, \frac{1}{n}, \ldots, \frac{n-1}{n}, 1\right\}$ for some natural number $n \geq 1$, or the whole interval $[0,1]$. In fact, since $\mathcal{Q}$ is complete of type $I I_{f}$, it follows easily that $\mathrm{rk}_{\mathcal{Q}}(\mathcal{Q})=[0,1]$ indeed.

The adjective "continuous" used here refers to the fact that $\mathrm{rk}_{\mathcal{Q}}$ takes a "continuous" set of values, in contrast to the algebra of finite matrices (type $I_{n}$ ), where the rank function takes only a finite number of values (see

Example 1.2 .8 1)). Note however that any regular self-injective ring $R$ is a right (left) continuous regular ring, in the technical sense that the lattice of principal right (left) ideals $L\left(R_{R}\right)$ is continuous, see [39, Corollary 13.5]. However, the latter property will play no explicit role in the present chapter.

Since $\mathcal{Q}$ is a simple ring, the discussion following Proposition 1.2 .6 asserts that $\mathcal{Q}$ satisfies the comparability axiom. We shall use this property thoroughly without explicitly mentioning it.

We will show the following result, among others.
Theorem 4.2.2. Let $\mathcal{Q}$ be a continuous factor, and assume that there exists a dense $K$-subalgebra (with respect to the $\mathrm{rk}_{\mathcal{Q}}$-metric topology) $\mathcal{Q}_{0} \subseteq \mathcal{Q}$ of countable $K$-dimension. Then the following are equivalent:
(1) $\mathcal{Q} \cong \mathcal{M}$.
(2) $\mathcal{Q} \cong \overline{\mathcal{B}}$ for a certain ultramatricial $K$-algebra $\mathcal{B}$, where the completion of $\mathcal{B}$ is taken with respect to the metric induced by an extremal pseudo-rank function on $\mathcal{B}$.
(3) For any $\varepsilon>0$ and $x_{1}, \ldots, x_{n} \in \mathcal{Q}$, there exists a matricial $K$-subalgebra $\mathcal{A}$ of $\mathcal{Q}$ and elements $y_{1}, \ldots, y_{n} \in \mathcal{A}$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(x_{i}-y_{i}\right)<\varepsilon \quad \text { for } i=1, \ldots, k
$$

The implication $(1) \Longrightarrow(2)$ is trivial, since $\mathcal{M}$ is already the completion of the ultramatricial $K$-algebra ${\underset{\longrightarrow}{\longrightarrow}}^{\lim _{n}} M_{2^{n}}(K)$ with respect to its unique rank function, which is extremal.

For $(2) \Longrightarrow(3)$, if $\mathcal{B}=\lim _{m} \mathcal{A}_{m}$ with respect to unital algebra homomorphisms $\varphi_{m}: \mathcal{A}_{m} \rightarrow \mathcal{A}_{m+1}$, then for every $\varepsilon>0$ and elements $x_{1}, \ldots, x_{n} \in \mathcal{Q}$ there are elements $y_{1}, \ldots, y_{n} \in \underset{\longrightarrow}{\lim _{m}} \mathcal{A}_{m}$ being close to the $x_{i}$ up to $\varepsilon$ in rank, that is

$$
\operatorname{rk}_{\mathcal{Q}}\left(x_{i}-y_{i}\right)<\varepsilon \quad \text { for } i=1, \ldots, k
$$

Since $y_{1}, \ldots, y_{n} \in \lim _{m} \mathcal{A}_{m}$, there exists an integer $N \geq 1$ such that $\mathcal{A}_{N}$ contains all of them. But $\mathcal{A}_{N}$ is already a matricial $\vec{K}^{m}$-subalgebra of $\mathcal{Q}$, so the implication is proved.

The hard implication is $(3) \Longrightarrow(1)$. For its proof, we will use a method similar to the one used in 44. However the technical complications are much higher here.

We first prove a lemma, and show that the implication $(3) \Longrightarrow$ (1) holds assuming that the hypotheses of the lemma are satisfied. After this is done, we will show how to construct (using (3)) the sequences, algebras, and homomorphisms appearing in the lemma.

First, let's fix some notation. Given a factor sequence $\left(p_{i}\right)_{i}$, the natural block-diagonal embeddings

$$
M_{p_{i}}(K) \rightarrow M_{p_{i+1}}(K), \quad x \mapsto\left(\begin{array}{lll}
x & & \mathbf{0} \\
& \ddots & \\
\mathbf{0} & & x
\end{array}\right)
$$

will be denoted by $\gamma_{i+1, i}$. If $j>i$, the map $\gamma_{j, i}: M_{p_{i}}(K) \rightarrow M_{p_{j}}(K)$ will denote the composition

$$
\gamma_{j, i}=\gamma_{j, j-1} \circ \cdots \circ \gamma_{i+1, i}
$$

and the map $\gamma_{\infty, i}: M_{p_{i}}(K) \rightarrow \underset{\longrightarrow}{\lim } M_{p_{n}}(K)$ will stand for the canonical map into the direct limit. By [44], there is an isomorphism $\mathcal{M}_{K} \cong \varliminf_{n} M_{p_{n}}(K)$, where the completion is taken with respect to the unique rank function on the direct limit. We henceforth will identify $\mathcal{M}=\mathcal{M}_{K}$ with the algebra $\underset{\longrightarrow}{\varliminf_{n}} M_{p_{n}}(K)$.
Notation 4.2.3. Finally, for $(X, d)$ a metric space, $A, Y$ subsets of $X$ and $\varepsilon>0$, we write $A \subseteq_{\varepsilon} Y$ in case each element of $A$ can be approximated by an element of $Y$ up to $\varepsilon$ with respect to the metric $d$, that is, for each $a \in A$ there exists an element $y \in Y$ such that $d(x, y)<\varepsilon$.

Lemma 4.2.4. Let $\mathcal{Q}$ be a continuous factor with unique rank function $\mathrm{rk}_{\mathcal{Q}}$. Assume that there exists a dense $K$-subalgebra $\mathcal{Q}_{0}$ of $\mathcal{Q}$ of countable dimension, and let $\left\{x_{n}\right\}_{n}$ be a $K$-basis of $\mathcal{Q}_{0}$.

Let $\theta \in(0,1)$ be a real number. Assume further that we have constructed two strictly increasing sequences $\left(q_{i}\right)_{i}$ and $\left(p_{i}\right)_{i}$ of natural numbers such that $p_{i}$ divides $p_{i+1}$ and satisfying
a) $1>\frac{p_{1}}{q_{1}}>\cdots>\frac{p_{i}}{q_{i}}>\frac{p_{i+1}}{q_{i+1}}>\cdots>\theta, \lim _{i \rightarrow \infty} \frac{p_{i}}{q_{i}}=\theta$ and
b) $\frac{p_{i+1}}{q_{i+1}}-\theta<\frac{1}{2}\left(\frac{p_{i}}{q_{i}}-\theta\right)$ for $i \geq 0$.

We also demand $p_{0}=q_{0}=1$. Moreover, suppose that there exists a sequence of positive numbers $\varepsilon_{i}<\frac{p_{i}}{q_{i}}-\theta$, and matricial $K$-subalgebras $\mathcal{A}_{i} \subseteq \mathcal{Q}$ together with algebra homomorphisms $\rho_{i}: M_{p_{i}}(K) \rightarrow \mathcal{Q}$ satisfying the following properties:
i) $\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(1)\right)=\frac{p_{i}}{q_{i}}$ for all $i$.
ii) For each $i$ and each $x \in \rho_{i}(1) \mathcal{A}_{i} \rho_{i}(1)$, there exists $y \in M_{p_{i+1}}(K)$ such that

$$
\mathrm{rk}_{\mathcal{Q}}\left(x-\rho_{i+1}(y)\right)<\frac{p_{i}}{q_{i}}-\theta
$$

iii) For each $z \in M_{p_{i}}(K)$, we have

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(z)-\rho_{i+1}\left(\gamma_{i+1, i}(z)\right)\right)<\frac{p_{i}}{q_{i}}-\theta
$$

iv) $\operatorname{span}\left\{x_{1}, \ldots, x_{i}\right\} \subseteq_{\varepsilon_{i}} \mathcal{A}_{i}$.

Then there exists an isomorphism $\psi: \mathcal{M} \rightarrow e \mathcal{Q} e$, with $e \in \mathcal{Q}$ an idempotent such that $\mathrm{rk}_{\mathcal{Q}}(e)=\theta$.
Proof. For $j>i \geq 1$, we have the following diagram
which may be, in general, not commutative. We are going to construct a "limit" version of it which indeed commutes. Fix a positive integer $i \geq 1$ and write $\delta_{i}=\frac{p_{i}}{q_{i}}-\theta$. Note that by $\left.b\right)$, $\delta_{i}<\frac{1}{2} \delta_{i-1}<2^{-i}$. For $z \in M_{p_{i}}(K)$, we consider the sequence in $\mathcal{Q}$ given by $\left\{\rho_{j}\left(\gamma_{j, i}(z)\right)\right\}_{j \geq i}$. It is a simple computation to show, using $i i i$ ), that for $h>j \geq i$ we have

$$
\begin{align*}
& \operatorname{rk}_{\mathcal{Q}}\left(\rho_{h}\left(\gamma_{h, i}(z)\right)-\rho_{j}\left(\gamma_{j, i}(z)\right)\right)=\operatorname{rk}_{\mathcal{Q}}\left(\sum_{k=j}^{h-1} \rho_{k+1}\left(\gamma_{k+1, i}(z)\right)-\rho_{k}\left(\gamma_{k, i}(z)\right)\right)  \tag{4.2.1}\\
& \leq \sum_{k=j}^{h-1} \operatorname{rk}_{\mathcal{Q}}\left(\rho_{k+1}\left(\gamma_{k+1, i}(z)\right)-\rho_{k}\left(\gamma_{k, i}(z)\right)\right)<\sum_{k=j}^{h-1} \delta_{k}<\sum_{k=j}^{h-1} 2^{-k}<2^{-j+1} \underset{j \rightarrow \infty}{\longrightarrow} 0 .
\end{align*}
$$

As a consequence, the sequence $\left\{\rho_{j}\left(\gamma_{j, i}(z)\right)\right\}_{j \geq i}$ is Cauchy in $\mathcal{Q}$, so convergent. We can therefore define algebra homomorphisms $\psi_{i}: M_{p_{i}}(K) \rightarrow \mathcal{Q}$ by

$$
\psi_{i}(z)=\lim _{j} \rho_{j}\left(\gamma_{j, i}(z)\right) \in \mathcal{Q}
$$

Now the previous diagram with the $\rho$ 's replaced with the $\psi$ 's commute, as the following computation shows:

$$
\psi_{i+1}\left(\gamma_{i+1, i}(z)\right)=\lim _{j} \rho_{j}\left(\gamma_{j, i+1}\left(\gamma_{i+1, i}(z)\right)\right)=\lim _{j} \rho_{j}\left(\gamma_{j, i}(z)\right)=\psi_{i}(z)
$$

So the maps $\left\{\psi_{i}\right\}_{i}$ give a well-defined algebra homomorphism $\psi:{\underset{\longrightarrow}{\lim }}_{n} M_{p_{n}}(K) \rightarrow \mathcal{Q}$, defined by

$$
\psi\left(\gamma_{\infty, i}(z)\right)=\psi_{i}(z) \quad \text { for } z \in M_{p_{i}}(K)
$$

Let's extend it to the rank completion of $\underset{\longrightarrow}{\lim _{n}} M_{p_{n}}(K)$. Denote by $\left\{e_{k l}\right\}_{1 \leq k, l \leq p_{i}}$ the standard matrix units of $M_{p_{i}}(K)$. By $i$ ) and the fact that the $e_{k k}$ are mutually orthogonal equivalent idempotents, their images $\rho_{i}\left(e_{k k}\right)$ all have the same rank in $\mathcal{Q}$, which equals $\mathrm{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{k k}\right)\right)=\frac{1}{q_{i}}$ as the following computation shows:

$$
\frac{p_{i}}{q_{i}}=\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(1)\right)=\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{11}\right)\right)+\cdots+\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{p_{i} p_{i}}\right)\right)=p_{i} \cdot \operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{k k}\right)\right)
$$

Now for $z \in M_{p_{i}}(K)$, if we denote by $\mathrm{rk}_{p_{i}}=\frac{\mathrm{Rk}_{p_{i}}}{p_{i}}$ the unique rank function on $M_{p_{i}}(K)$, there exist invertible matrices $P, Q \in M_{p_{i}}(K)$ such that $P z Q=\operatorname{Id}_{N} \oplus 0_{p_{i}-N}=e_{11}+\cdots+e_{N N}$, being $N$ the usual matrix rank of $z$. By applying $\rho_{i}$ and taking into account that the $P, Q$ are invertible,

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(z)\right)=\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(P z Q)\right)=\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{11}\right)\right)+\cdots+\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}\left(e_{N N}\right)\right)=\frac{\operatorname{Rk}_{p_{i}}(z)}{q_{i}}=\frac{p_{i}}{q_{i}} \operatorname{rk}_{p_{i}}(z)=\frac{p_{i}}{q_{i}} \operatorname{rk}_{\mathcal{M}}\left(\gamma_{\infty, i}(z)\right)
$$

Therefore

$$
\operatorname{rk}_{\mathcal{Q}}\left(\psi\left(\gamma_{\infty, i}(z)\right)\right)=\lim _{j} \operatorname{rk}_{\mathcal{Q}}\left(\rho_{j}\left(\gamma_{j, i}(z)\right)\right)=\lim _{j} \frac{p_{j}}{q_{j}} \cdot \operatorname{rk}_{\mathcal{M}}\left(\gamma_{\infty, i}(z)\right)=\theta \cdot \operatorname{rk}_{\mathcal{M}}\left(\gamma_{\infty, i}(z)\right)
$$

It follows that $\operatorname{rk}_{\mathcal{Q}}(\psi(x))=\theta \cdot \operatorname{rk}_{\mathcal{M}}(x)$ for every $x \in{\underset{\longrightarrow}{\longrightarrow}}_{\lim }^{n} M_{p_{n}}(K)$, and thus $\psi$ can be extended to a unital algebra homomorphism $\psi: \mathcal{M} \rightarrow e \mathcal{Q} e$, where $e:=\psi(1)={\underset{\longrightarrow}{\longrightarrow}}_{n} \rho_{n}(1)$, which also satisfies the identity $\operatorname{rk}_{\mathcal{Q}}(\psi(z))=\theta \cdot \operatorname{rk}_{\mathcal{M}}(z)$ for all $z \in \mathcal{M}$. In particular, $\mathrm{rk}_{\mathcal{Q}}(e)=\theta$.

Clearly, the previous identity shows that $\psi$ is injective, for if $x \in \mathcal{M}$ is such that $\psi(x)=0$,

$$
0=\operatorname{rk}_{\mathcal{Q}}(\psi(x))=\theta \cdot \operatorname{rk}_{\mathcal{M}}(x)
$$

so $x=0$ since $\mathrm{rk}_{\mathcal{M}}$ is a rank function. To prove surjectivity onto $e \mathcal{Q} e$, let $x \in \mathcal{Q}$ and fix $\eta>0$. Take $i$ large enough so that

$$
\varepsilon_{i}<\frac{\eta}{10}, \quad \delta_{i}<\frac{\eta}{5}, \quad \operatorname{rk}_{\mathcal{Q}}\left(e-\rho_{i}(1)\right)<\frac{\eta}{5}
$$

and such that there exists an element $\widetilde{x} \in \operatorname{span}\left\{x_{1}, \ldots, x_{i}\right\}$ satisfying $\mathrm{rk}_{\mathcal{Q}}(x-\widetilde{x})<\frac{\eta}{10}$ (this is possible due to the fact that $\left\{x_{n}\right\}_{n}$ is a $K$-basis for the dense subalgebra $\mathcal{Q}_{0}$ ). By $i v$ ), there exists $y \in \mathcal{A}_{i}$ so that $\mathrm{rk}_{\mathcal{Q}}(\widetilde{x}-y)<\frac{\eta}{10}$; hence $\mathrm{rk}_{\mathcal{Q}}(x-y)<\frac{\eta}{5}$. We thus have, on one hand,

$$
\begin{aligned}
\mathrm{rk}_{\mathcal{Q}}\left(e x e-\rho_{i}(1) y \rho_{i}(1)\right) & \leq \operatorname{rk}_{\mathcal{Q}}\left(e x e-e x \rho_{i}(1)\right)+\operatorname{rk}_{\mathcal{Q}}\left(e x \rho_{i}(1)-e y \rho_{i}(1)\right)+\operatorname{rk}_{\mathcal{Q}}\left(e y \rho_{i}(1)-\rho_{i}(1) y \rho_{i}(1)\right) \\
& \leq \operatorname{rk}_{\mathcal{Q}}\left(e-\rho_{i}(1)\right)+\operatorname{rk}_{\mathcal{Q}}(x-y)+\mathrm{rk}_{\mathcal{Q}}\left(e-\rho_{i}(1)\right)<\frac{3 \eta}{5} .
\end{aligned}
$$

On the other hand, since $\rho_{i}(1) y \rho_{i}(1) \in \rho_{i}(1) \mathcal{A}_{i} \rho_{i}(1)$, it follows from $\left.i i\right)$ that there exists $z \in M_{p_{i+1}}(K)$ such that

$$
\mathrm{rk}_{\mathcal{Q}}\left(\rho_{i}(1) y \rho_{i}(1)-\rho_{i+1}(z)\right)<\delta_{i} .
$$

Also, for $i+1<h$, we get from 4.2.1

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho_{h}\left(\gamma_{h, i+1}(z)\right)-\rho_{i+1}(z)\right)<\sum_{k=i+1}^{h-1} \delta_{k}<\delta_{i+1} \sum_{k=0}^{h-i-2} 2^{-k}<2 \delta_{i+1}<\delta_{i}
$$

and so letting $h \rightarrow \infty$ leads to

$$
\operatorname{rk}_{\mathcal{Q}}\left(\psi\left(\gamma_{\infty, i+1}(z)\right)-\rho_{i+1}(z)\right) \leq \delta_{i}<\frac{\eta}{5} .
$$

Using the above inequalities, we obtain

$$
\begin{aligned}
\mathrm{rk}_{\mathcal{Q}}\left(e x e-\psi\left(\gamma_{\infty, i+1}(z)\right)\right) \leq & \operatorname{rk}_{\mathcal{Q}}\left(e x e-\rho_{i}(1) y \rho_{i}(1)\right)+\mathrm{rk}_{\mathcal{Q}}\left(\rho_{i}(1) y \rho_{i}(1)-\rho_{i+1}(z)\right) \\
& +\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i+1}(z)-\psi\left(\gamma_{\infty, i+1}(z)\right)\right) \leq \frac{3 \eta}{5}+\frac{\eta}{5}+\frac{\eta}{5}=\eta
\end{aligned}
$$

Now, by choosing a decreasing sequence of positive numbers $\eta_{n} \xrightarrow{n} 0$, it follows that for each $n$ there exists $w_{n} \in \mathcal{M}$ satisfying $\mathrm{rk}_{\mathcal{Q}}\left(e x e-\psi\left(w_{n}\right)\right)<\eta_{n}$, so that $\lim _{n} \psi\left(w_{n}\right)=$ exe in $\mathcal{Q}$. But by using the relation between the ranks of $\mathcal{M}$ and $\mathcal{Q}$, we compute

$$
\operatorname{rk}_{\mathcal{M}}\left(w_{n}-w_{m}\right)=\theta^{-1} \cdot \operatorname{rk}_{\mathcal{Q}}\left(\psi\left(w_{n}\right)-\psi\left(w_{m}\right)\right) \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

so we conclude that $\left\{w_{n}\right\}_{n}$ is a Cauchy sequence in $\mathcal{M}$, hence convergent to some $w \in \mathcal{M}$ satisfying $\psi(w)=$ $\lim _{n} \psi\left(w_{n}\right)=e x e$. This shows that $\psi$ is surjective, proving the lemma.

We now show how Theorem 4.2 .2 follows from Lemma 4.2.4 assuming we are able to show that the hypotheses of that lemma are satisfied. This indeed follows as in [44].

Proof of the implication $(3) \Longrightarrow$ (1) of Theorem 4.2.2. Take $\theta=1 / 2$ and apply Lemma 4.2.4 to obtain an isomorphism $\psi: \mathcal{M} \rightarrow e \mathcal{Q} e$, where $\mathrm{rk}_{\mathcal{Q}}(e)=1 / 2$. Since $\mathrm{rk}_{\mathcal{Q}}(e)=\frac{1}{2}=\mathrm{rk}_{\mathcal{Q}}(1-e)$, Proposition 1.2 .7 says that $e$ and $1-e$ are equivalent idempotents in $\mathcal{Q}$, so that there exist elements $x, y \in \mathcal{Q}$ such that $x y=e$ and $y x=1-e$. We now obtain an isomorphism of $K$-algebras $\mathcal{Q} \cong M_{2}(e \mathcal{Q} e)$ by the rule $\alpha \mapsto\left(\begin{array}{ll}e \alpha e & e \alpha y \\ x \alpha e & x \alpha y\end{array}\right)$, and this gives rise to a chain of isomorphisms

$$
\mathcal{M} \cong M_{2}(\mathcal{M}) \cong M_{2}(e \mathcal{Q} e) \cong \mathcal{Q}
$$

where the first one is given by extending to the respective rank completions the isomorphism $\lim _{\rightarrow n} M_{2^{n}}(K) \rightarrow$ $M_{2}\left(\lim _{\rightarrow n} M_{2^{n}}(K)\right), x \mapsto\left(\begin{array}{cc}x & 0 \\ 0 & x\end{array}\right)$. This proves the theorem.

It remains to show that the hypotheses of Lemma 4.2.4 are satisfied. We need a preliminary lemma, which might be of independent interest.

Lemma 4.2.5. Let $p$ be a positive integer. Then there exists a constant $K(p)$, depending only on $p$, such that
i) for any field $K$,
ii) any $\varepsilon>0$,
iii) any pair $\mathcal{A} \subseteq \mathcal{B}$ where $\mathcal{B}$ is a unital $K$-algebra and $\mathcal{A}$ is a unital regular $K$-subalgebra of $\mathcal{B}$,
iv) any pseudo-rank function rk on $\mathcal{B}$, and
v) any algebra homomorphism $\rho: M_{p}(K) \rightarrow \mathcal{B}$ such that

$$
\left\{\rho\left(e_{i j}\right)\right\}_{1 \leq i, j \leq p} \subseteq_{\varepsilon} \mathcal{A}
$$

with respect to the rk-metric (where $e_{i j}$ denote the canonical matrix units in $M_{p}(K)$ ),
there exists an algebra homomorphism $\psi: M_{p}(K) \rightarrow \mathcal{A}$ which is close to $\rho$ in rank, namely

$$
\operatorname{rk}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)<K(p) \varepsilon \quad \text { for } 1 \leq i, j \leq p
$$

Proof. We proceed by induction on $p$. Let $p=1$, and let $K, \varepsilon, \mathcal{A}, \mathcal{B}$, rk and $\rho: K \rightarrow \mathcal{B}$ be as in the statement. Then $\rho(1)$ is an idempotent in $\mathcal{B}$ and, by assumption, there is $x \in \mathcal{A}$ such that $\operatorname{rk}(\rho(1)-x)<\varepsilon$. By 39, Lemma 19.3], there exists an idempotent $g \in \mathcal{A}$ such that $x-g \in \mathcal{A}\left(x-x^{2}\right)$, so $\operatorname{rk}(x-g) \leq \operatorname{rk}\left(x-x^{2}\right)$. It follows that

$$
\begin{aligned}
\operatorname{rk}(\rho(1)-g) & \leq \operatorname{rk}(\rho(1)-x)+\operatorname{rk}(x-g) \leq \operatorname{rk}(\rho(1)-x)+\operatorname{rk}\left(x-x^{2}\right) \\
& \leq \operatorname{rk}(\rho(1)-x)+\operatorname{rk}(x-\rho(1))+\operatorname{rk}\left(\rho(1)^{2}-x \rho(1)\right)+\operatorname{rk}\left(x \rho(1)-x^{2}\right) \leq 4 \operatorname{rk}(\rho(1)-x)<4 \varepsilon
\end{aligned}
$$

Therefore we can take $K(1)=4$, and define $\psi: K \rightarrow \mathcal{A}$ by $\psi(1)=g$.
Now assume that $p \geq 2$ and that there is a constant $K(p-1)$ satisfying the property corresponding to $p-1$. Let $K, \varepsilon, \mathcal{A}, \mathcal{B}$, rk and $\rho: M_{p}(K) \rightarrow \mathcal{B}$ be as in the statement. We identify $M_{p-1}(K)$ with the subalgebra of $M_{p}(K)$ generated by $e_{i j}$ with $1 \leq i, j \leq p-1$. By the induction hypothesis, there is a set of $(p-1) \times(p-1)$ matrix units $x_{i j} \in \mathcal{A}$ (so that $x_{i j} x_{k l}=\delta_{j k} x_{i l}$ for $1 \leq i, j, k, l \leq p-1$ ) satisfying

$$
\operatorname{rk}\left(\rho\left(e_{i j}\right)-x_{i j}\right)<K(p-1) \varepsilon \quad \text { for all } 1 \leq i, j \leq p-1
$$

Also by hypothesis, there are $z_{1 p}, z_{p 1} \in \mathcal{A}$ such that $\operatorname{rk}\left(\rho\left(e_{1 p}\right)-z_{1 p}\right)<\varepsilon$ and $\operatorname{rk}\left(\rho\left(e_{p 1}\right)-z_{p 1}\right)<\varepsilon$. Structurally,

$$
\left(\begin{array}{ccc|c}
x_{11} & \cdots & x_{1, p-1} & z_{1 p}  \tag{4.2.2}\\
\vdots & \ddots & \vdots & \times \\
x_{p-1,1} & \cdots & x_{p-1, p-1} & \times \\
\hline z_{p 1} & \times & \times & \times
\end{array}\right)
$$

Our first task is to modify $z_{1 p}$ and $z_{p 1}$ in order to obtain new elements $z_{1 p}^{\prime}$ and $z_{p 1}^{\prime}$ such that

$$
\begin{equation*}
z_{1 p}^{\prime} x_{i 1}=0=x_{1 i} z_{p 1}^{\prime} \quad \text { for } \quad 1 \leq i \leq p-1 \tag{4.2.3}
\end{equation*}
$$

with suitable bounds on the ranks. To get the desired elements, we proceed by induction on $i$. We will only prove the result for the position $(1, p)$. The element in the position $(p, 1)$ is built in a similar way.

We start with $i=1$. We use that $\mathcal{A}$ is regular to obtain an idempotent $g_{1} \in \mathcal{A}$ such that

$$
z_{1 p} x_{11} \mathcal{A}=g_{1} \mathcal{A}
$$

Note that

$$
\begin{aligned}
\operatorname{rk}\left(g_{1}\right) & =\operatorname{rk}\left(z_{1 p} x_{11}\right)=\operatorname{rk}\left(z_{1 p} x_{11}-\rho\left(e_{1 p}\right) \rho\left(e_{11}\right)\right) \\
& \leq \operatorname{rk}\left(z_{1 p} x_{11}-\rho\left(e_{1 p}\right) x_{11}\right)+\operatorname{rk}\left(\rho\left(e_{1 p}\right) x_{11}-\rho\left(e_{1 p}\right) \rho\left(e_{11}\right)\right)<\varepsilon+K(p-1) \varepsilon=(K(p-1)+1) \varepsilon
\end{aligned}
$$

Now take $z_{1 p}^{(1)}:=\left(1-g_{1}\right) z_{1 p}$. Since $z_{1 p} x_{11} \in g_{1} \mathcal{A}$ and $g_{1}$ is an idempotent, $g_{1} z_{1 p} x_{11}=z_{1 p} x_{11}$, so we get that $z_{1 p}^{(1)} x_{11}=\left(1-g_{1}\right) z_{1 p} x_{11}=0$ and that

$$
\operatorname{rk}\left(z_{1 p}^{(1)}-\rho\left(e_{1 p}\right)\right)=\operatorname{rk}\left(z_{1 p}-g_{1} z_{1 p}-\rho\left(e_{1 p}\right)\right) \leq \operatorname{rk}\left(z_{1 p}-\rho\left(e_{1 p}\right)\right)+\operatorname{rk}\left(g_{1}\right)<(K(p-1)+2) \varepsilon .
$$

Suppose that, for $1 \leq i-1 \leq p-1$, we have constructed elements $z_{1 p}^{(1)}, \ldots, z_{1 p}^{(i-1)}$ in $\mathcal{A}$ such that $z_{1 p}^{(l)} x_{j 1}=0$ for all fixed $1 \leq l \leq i-1$ and all $1 \leq j \leq l$, and

$$
\operatorname{rk}\left(z_{1 p}^{(i-1)}-\rho\left(e_{1 p}\right)\right)<\left(\left(2^{i-1}-1\right) K(p-1)+2^{i-1}\right) \varepsilon
$$

Let's construct $z_{1 p}^{(i)}$ : take an idempotent $g_{i-1} \in \mathcal{A}$ such that $z_{1 p}^{(i-1)} x_{i 1} \mathcal{A}=g_{i-1} \mathcal{A}$. We have the bound in rank of $g_{i-1}$ given by

$$
\begin{aligned}
\operatorname{rk}\left(g_{i-1}\right) & =\operatorname{rk}\left(z_{1 p}^{(i-1)} x_{i 1}\right)=\operatorname{rk}\left(z_{1 p}^{(i-1)} x_{i 1}-\rho\left(e_{1 p}\right) \rho\left(e_{i 1}\right)\right) \\
& \leq \operatorname{rk}\left(z_{1 p}^{(i-1)} x_{i 1}-\rho\left(e_{1 p}\right) x_{i 1}\right)+\operatorname{rk}\left(\rho\left(e_{1 p}\right) x_{i 1}-\rho\left(e_{1 p}\right) \rho\left(e_{i 1}\right)\right)<\left(2^{i-1} K(p-1)+2^{i-1}\right) \varepsilon
\end{aligned}
$$

Define $z_{1 p}^{(i)}:=\left(1-g_{i-1}\right) z_{1 p}^{(i-1)}$. Since $z_{1 p}^{(i-1)} x_{i 1} \in g_{i-1} \mathcal{A}$ and $g_{i-1}$ is an idempotent, $g_{i-1} z_{1 p}^{(i-1)} x_{i 1}=z_{1 p}^{(i-1)} x_{i 1}$, so we get that $z_{1 p}^{(i)} x_{i 1}=\left(1-g_{i-1}\right) z_{1 p}^{(i-1)} x_{i 1}=0$ and that

$$
\begin{aligned}
\operatorname{rk}\left(z_{1 p}^{(i)}-\rho\left(e_{1 p}\right)\right) & =\operatorname{rk}\left(z_{1 p}^{(i-1)}-g_{i-1} z_{1 p}^{(i-1)}-\rho\left(e_{1 p}\right)\right) \\
& \leq \operatorname{rk}\left(z_{1 p}^{(i-1)}-\rho\left(e_{1 p}\right)\right)+\operatorname{rk}\left(g_{i-1}\right)<\left(\left(2^{i}-1\right) K(p-1)+2^{i}\right) \varepsilon
\end{aligned}
$$

After all these constructions, we simply take $z_{1 p}^{\prime}=z_{1 p}^{(p-1)}$, and the element $z_{p 1}^{\prime}:=z_{p 1}^{(p-1)}$ built in a similar fashion. These elements $z_{1 p}^{\prime}, z_{p 1}^{\prime} \in \mathcal{A}$ satisfy 4.2 .3 and are such that

$$
\begin{equation*}
\max \left\{\operatorname{rk}\left(z_{1 p}^{\prime}-\rho\left(e_{1 p}\right)\right), \operatorname{rk}\left(z_{p 1}^{\prime}-\rho\left(e_{p 1}\right)\right)\right\}<\left(\left(2^{p-1}-1\right) K(p-1)+2^{p-1}\right) \varepsilon \tag{4.2.4}
\end{equation*}
$$

The next step is to convert $z_{1 p}^{\prime}$ and $z_{p 1}^{\prime}$ into mutually quasi-inverse elements in $\mathcal{A}$, so that the new products $z_{1 p}^{\prime} z_{p 1}^{\prime}$ and $z_{p 1}^{\prime} z_{1 p}^{\prime}$ become idempotents. Indeed, we will also replace in addition our original elements $x_{1 i}, x_{i 1}$, for $1 \leq i \leq p-1$, by another elements $y_{1 i}, y_{i 1}$, for $1 \leq i \leq p$, in order to get a coherent family of partial matrix units, i.e. elements satisfying

$$
\begin{equation*}
y_{1 i} y_{j 1}=\delta_{i, j} y_{11} \quad \text { for } 1 \leq i, j \leq p \tag{4.2.5}
\end{equation*}
$$

For this we will use [39, Lemma 19.3] and its proof. Consider the element $x_{11}^{\prime}:=x_{11} z_{1 p}^{\prime} z_{p 1}^{\prime} x_{11} \in \mathcal{A}$, and note that

$$
\begin{aligned}
\operatorname{rk}\left(x_{11}^{\prime}-\rho\left(e_{11}\right)\right) & =\operatorname{rk}\left(x_{11} z_{1 p}^{\prime} z_{p 1}^{\prime} x_{11}-\rho\left(e_{11}\right) \rho\left(e_{1 p}\right) \rho\left(e_{p 1}\right) \rho\left(e_{11}\right)\right) \\
& \leq 2 \operatorname{rk}\left(x_{11}-\rho\left(e_{11}\right)\right)+\operatorname{rk}\left(z_{1 p}^{\prime}-\rho\left(e_{1 p}\right)\right)+\operatorname{rk}\left(z_{p 1}^{\prime}-\rho\left(e_{p 1}\right)\right) \\
& <2 K(p-1) \varepsilon+2\left(\left(2^{p-1}-1\right) K(p-1)+2^{p-1}\right) \varepsilon=(K(p-1)+1) 2^{p} \varepsilon
\end{aligned}
$$

where we have used the bound given by the induction hypothesis and 4.2.4. Therefore, we get

$$
\begin{aligned}
\operatorname{rk}\left(x_{11}^{\prime}-\left(x_{11}^{\prime}\right)^{2}\right) \leq & \operatorname{rk}\left(x_{11}^{\prime}-\rho\left(e_{11}\right)\right)+\operatorname{rk}\left(\rho\left(e_{11}\right)^{2}-x_{11}^{\prime} \rho\left(e_{11}\right)\right) \\
& +\operatorname{rk}\left(x_{11}^{\prime} \rho\left(e_{11}\right)-\left(x_{11}^{\prime}\right)^{2}\right)<3(K(p-1)+1) 2^{p} \varepsilon .
\end{aligned}
$$

Now using [39, Lemma 19.3] and its proof, we can find an idempotent $g \in \mathcal{A}$ such that $g \in x_{11}^{\prime} \mathcal{A} \cap \mathcal{A} x_{11}^{\prime}$, $x_{11}^{\prime}-g \in \mathcal{A}\left(x_{11}^{\prime}-\left(x_{11}^{\prime}\right)^{2}\right)$ and $x_{11}^{\prime} g=g$. It follows that $g x_{11}^{\prime} g=g$, and since $x_{11} x_{11}^{\prime} x_{11}=x_{11}^{\prime}$, we also obtain $x_{11} g=g=g x_{11}$, so $g \leq x_{11}$. Therefore

$$
g=g x_{11}^{\prime} g=g x_{11} z_{1 p}^{\prime} z_{p 1}^{\prime} x_{11} g=g z_{1 p}^{\prime} z_{p 1}^{\prime} g
$$

Set

$$
y_{11}:=g \leq x_{11}, \quad\left\{\begin{array}{l}
y_{1 i}:=g x_{1 i} \\
y_{1 p}:=g z_{1 p}^{\prime}
\end{array} \quad \text { for } 2 \leq i \leq p-1, \quad\left\{\begin{array}{l}
y_{i 1}:=x_{i 1} g \\
y_{p 1}:=z_{p 1}^{\prime} g
\end{array} \quad \text { for } 2 \leq i \leq p-1\right.\right.
$$

Note that, with these definitions, 4.2.5 is satisfied:

$$
\left\{\begin{array} { l } 
{ y _ { 1 p } y _ { j 1 } = g z _ { 1 p } ^ { \prime } x _ { j 1 } g = 0 } \\
{ y _ { 1 p } y _ { p 1 } = g z _ { 1 p } ^ { \prime } z _ { p 1 } ^ { \prime } g = g = y _ { 1 1 } }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
y_{1 i} y_{j 1}=g x_{1 i} x_{j 1} g=\delta_{i j} g x_{11} g=\delta_{i j} y_{11} \\
y_{1 i} y_{p 1}=g x_{1 i} z_{p 1}^{\prime} g=0
\end{array} \quad \text { for } 1 \leq i, j \leq p-1\right.\right.
$$

Hence the elements $y_{1 i}, y_{j 1}$ for $1 \leq i, j \leq p$ form a coherent family of partial matrix units. If we define $y_{i j}:=y_{i 1} y_{1 j}$ for $1 \leq i, j \leq p$, we obtain that $\left\{y_{i j}\right\}$ forms a system of $p \times p$ matrix units in $\mathcal{A}$ :

$$
y_{i j} y_{k l}=y_{i 1} y_{1 j} y_{k 1} y_{1 l}=\delta_{j, k} y_{i 1} y_{1 l}=\delta_{j, k} y_{i l} .
$$

Therefore we can define an algebra homomorphism $\psi: M_{p}(K) \rightarrow \mathcal{A}$ by the rule $\psi\left(e_{i j}\right)=y_{i j}$.
Let's now check that $\psi$ is close to $\rho$ in rank. We have the estimate

$$
\begin{aligned}
\operatorname{rk}\left(y_{11}-\rho\left(e_{11}\right)\right) & \leq \operatorname{rk}\left(y_{11}-x_{11}^{\prime}\right)+\operatorname{rk}\left(x_{11}^{\prime}-\rho\left(e_{11}\right)\right) \\
& \leq \operatorname{rk}\left(x_{11}^{\prime}-\left(x_{11}^{\prime}\right)^{2}\right)+\operatorname{rk}\left(x_{11}^{\prime}-\rho\left(e_{11}\right)\right) \\
& <3(K(p-1)+1) 2^{p} \varepsilon+(K(p-1)+1) 2^{p} \varepsilon=(K(p-1)+1) 2^{p+2} \varepsilon .
\end{aligned}
$$

Using this inequality and 4.2.4, we obtain

$$
\begin{aligned}
\operatorname{rk}\left(y_{1 p}-\rho\left(e_{1 p}\right)\right) & =\operatorname{rk}\left(g z_{1 p}^{\prime}-\rho\left(e_{11}\right) \rho\left(e_{1 p}\right)\right) \\
& \leq \operatorname{rk}\left(g z_{1 p}^{\prime}-\rho\left(e_{11}\right) z_{1 p}^{\prime}\right)+\operatorname{rk}\left(\rho\left(e_{11}\right) z_{1 p}^{\prime}-\rho\left(e_{11}\right) \rho\left(e_{1 p}\right)\right) \\
& \leq \operatorname{rk}\left(g-\rho\left(e_{11}\right)\right)+\operatorname{rk}\left(z_{1 p}^{\prime}-\rho\left(e_{1 p}\right)\right)<(K(p-1)+1) 2^{p} \varepsilon+\left(\left(2^{p-1}-1\right) K(p-1)+2^{p-1}\right) \varepsilon \\
& =\left(\left(2^{p+2}+2^{p-1}-1\right) K(p-1)+2^{p+2}+2^{p-1}\right) \varepsilon .
\end{aligned}
$$

Similar computations give that $\operatorname{rk}\left(y_{p 1}-\rho\left(e_{p 1}\right)\right)<\left(\left(2^{p+2}+2^{p-1}-1\right) K(p-1)+2^{p+2}+2^{p-1}\right) \varepsilon$. For $2 \leq i \leq p-1$, we compute a bound for the other matrix units using the induction hypothesis:

$$
\begin{aligned}
\operatorname{rk}\left(y_{1 i}-\rho\left(e_{1 i}\right)\right) & =\operatorname{rk}\left(g x_{1 i}-\rho\left(e_{11}\right) \rho\left(e_{1 i}\right)\right) \\
& \leq \operatorname{rk}\left(g x_{1 i}-\rho\left(e_{11}\right) x_{1 i}\right)+\operatorname{rk}\left(\rho\left(e_{11}\right) x_{1 i}-\rho\left(e_{11}\right) \rho\left(e_{1 i}\right)\right) \\
& \leq \operatorname{rk}\left(g-\rho\left(e_{11}\right)\right)+\operatorname{rk}\left(x_{1 i}-\rho\left(e_{1 i}\right)\right)<(K(p-1)+1) 2^{p+2} \varepsilon+K(p-1) \varepsilon \\
& =\left(\left(2^{p+2}+1\right) K(p-1)+2^{p+2}\right) \varepsilon
\end{aligned}
$$

Similarly $\operatorname{rk}\left(y_{i 1}-\rho\left(e_{i 1}\right)\right)<\left(\left(2^{p+2}+1\right) K(p-1)+2^{p+2}\right) \varepsilon$. Putting everything together, we get the common upper bound

$$
\max _{1 \leq i \leq p}\left\{\operatorname{rk}\left(y_{1 i}-\rho\left(e_{1 i}\right)\right), \operatorname{rk}\left(y_{i 1}-\rho\left(e_{i 1}\right)\right)\right\} \leq\left(\left(2^{p+2}+2^{p-1}-1\right) K(p-1)+2^{p+2}+2^{p-1}\right) \varepsilon
$$

Finally for any $1 \leq i, j \leq p$,

$$
\begin{aligned}
\operatorname{rk}\left(y_{i j}-\rho\left(e_{i j}\right)\right) & =\operatorname{rk}\left(y_{i 1} y_{1 j}-\rho\left(e_{i 1}\right) \rho\left(e_{1 j}\right)\right) \\
& \leq \operatorname{rk}\left(y_{i 1} y_{1 j}-y_{i 1} \rho\left(e_{1 j}\right)\right)+\operatorname{rk}\left(y_{i 1} \rho\left(e_{1 j}\right)-\rho\left(e_{i 1}\right) \rho\left(e_{1 j}\right)\right) \\
& \leq\left(\left(2^{p+3}+2^{p}-2\right) K(p-1)+2^{p+3}+2^{p}\right) \varepsilon
\end{aligned}
$$

This concludes the proof, if we take $K(p):=\left(2^{p+3}+2^{p}-2\right) K(p-1)+2^{p+3}+2^{p}$.

We now show that the hypotheses of Lemma 4.2 .4 are indeed satisfied (assuming condition (3) in Theorem 4.2.2). This is obtained from the next Lemma by applying induction (starting with $p_{0}=q_{0}=1$ and $\mathcal{A}_{0}=K$ ).

Lemma 4.2.6. Let $\mathcal{Q}$ be a continuous factor with unique rank function $\mathrm{rk}_{\mathcal{Q}}$. Assume that there exists a dense $K$-subalgebra $\mathcal{Q}_{0}$ of $\mathcal{Q}$ of countable $K$-dimension, and let $\left\{x_{n}\right\}_{n}$ be a $K$-basis of $\mathcal{Q}_{0}$. Assume that $\mathcal{Q}$ satisfies condition (3) in Theorem 4.2.2, and let $\theta \in(0,1)$.

Let $p$ be a positive integer such that there exist an algebra homomorphism $\rho: M_{p}(K) \rightarrow \mathcal{Q}$, a matricial $K$-subalgebra $\mathcal{A} \subseteq \mathcal{Q}$, a positive integer $m$ and $\varepsilon>0$ such that
i) $\operatorname{rk}_{\mathcal{Q}}(\rho(1))=\frac{p}{q}>\theta$ for some positive integer $q$.
ii) $\left\{\rho\left(e_{i j}\right) \mid i, j=1, \ldots, p\right\} \subseteq_{\varepsilon} \mathcal{A}$, and $\operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\} \subseteq_{\varepsilon} \mathcal{A}$.
iii) $\varepsilon<\frac{1}{48 K(p) p^{2}}\left(\frac{p}{q}-\theta\right)$, where $K(p)$ is the constant introduced in Lemma 4.2.5.

Then there exist positive integers $p^{\prime}, g, q^{\prime}$, with $p^{\prime}=g p$, a real number $\varepsilon^{\prime}>0$, an algebra homomorphism $\rho^{\prime}: M_{p^{\prime}}(K) \rightarrow \mathcal{Q}$ and a matricial $K$-subalgebra $\mathcal{A}^{\prime} \subseteq \mathcal{Q}$ such that the following conditions hold:

1) $\mathrm{rk}_{\mathcal{Q}}\left(\rho^{\prime}(1)\right)=\frac{p^{\prime}}{q^{\prime}}$.
2) 

$$
0<\frac{p^{\prime}}{q^{\prime}}-\theta<\frac{1}{2}\left(\frac{p}{q}-\theta\right)
$$

3) For each $x \in \rho(1) \mathcal{A} \rho(1)$, there exists $y \in M_{p^{\prime}}(K)$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(x-\rho^{\prime}(y)\right)<\frac{p}{q}-\theta .
$$

4) For each $z \in M_{p}(K)$, we have

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho(z)-\rho^{\prime}(\gamma(z))\right)<\frac{p}{q}-\theta
$$

where $\gamma: M_{p}(K) \rightarrow M_{p^{\prime}}(K)$ is the canonical unital homomorphism sending $z$ to $\left(\begin{array}{lll}z & & \\ & . g & \\ & \ddots & \\ \mathbf{0} & & z\end{array}\right)$.
5) $\left\{\rho^{\prime}\left(e_{i j}^{\prime}\right) \mid i, j=1, \ldots, p^{\prime}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$, and $\operatorname{span}\left\{x_{1}, \ldots, x_{m}, x_{m+1}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$, where $\left\{e_{i j}^{\prime} \mid i, j=1, \ldots, p^{\prime}\right\}$ denote the canonical matrix units in $M_{p^{\prime}}(K)$.
6) $\varepsilon^{\prime}<\frac{1}{48 K\left(p^{\prime}\right) p^{\prime 2}}\left(\frac{p^{\prime}}{q^{\prime}}-\theta\right)$.

Proof. We denote by $e_{i j}$, for $1 \leq i, j \leq p$, the canonical matrix units in $M_{p}(K)$. Set $f^{\prime}:=\rho\left(e_{11}\right)$, which is an idempotent in $\mathcal{Q}$. By $i$ ) and the fact that the $e_{k k}$ are mutually orthogonal equivalent idempotents,

$$
\operatorname{rk}_{\mathcal{Q}}\left(f^{\prime}\right)=\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{11}\right)\right)=\frac{1}{p}\left(\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{11}\right)\right)+\cdots+\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{p p}\right)\right)\right)=\frac{1}{q}
$$

Because of $i$ i) we can apply Lemma 4.2 .5 to obtain an algebra homomorphism $\psi: M_{p}(K) \rightarrow \mathcal{A}$ such that $\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)<K(p) \varepsilon$ for all $1 \leq i, j \leq p$.

Set $f=\psi\left(e_{11}\right)$ which is an idempotent in $\mathcal{A}$, and observe that

$$
\begin{equation*}
\operatorname{rk}_{\mathcal{Q}}\left(f-f^{\prime}\right)<K(p) \varepsilon \tag{4.2.6}
\end{equation*}
$$

Since $\mathcal{A}$ is matricial, $\mathcal{A}=\mathcal{A}_{1} \oplus \cdots \oplus \mathcal{A}_{r} \cong M_{n_{1}}(K) \times \cdots \times M_{n_{r}}(K)$ for some positive integers $n_{1}, \ldots, n_{r}$, so we can write

$$
f=f_{1}+\cdots+f_{k}
$$

for some $k \leq r$, where $f_{1}, \ldots, f_{k}$ are nonzero mutually orthogonal idempotents belonging to different simple factors $\mathcal{A}_{i}$ of $\mathcal{A}$, i.e. each $f_{i} \in \mathcal{A}_{i}$ is isomorphic to an idempotent in $M_{n_{i}}(K)$. We consider, for each $1 \leq i \leq k$,
a set of matrix units $\left\{f_{j l}^{(i)}\right\}_{1 \leq j, l \leq r_{i}}$ inside $f_{i} \mathcal{A} f_{i}=f_{i} \mathcal{A}_{i} f_{l}{ }^{1}$ such that each $f_{j j}^{(i)}$ is a minimal idempotent in $\mathcal{A}_{i}$, and such that

$$
\sum_{j=1}^{r_{i}} f_{j j}^{(i)}=f_{i}, \text { the unit of the corner } f_{i} \mathcal{A}_{i} f_{i}
$$

We can think of this decomposition of $f$ using matrices, as follows:

$$
\left.f \cong\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
f_{11}^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & f_{r_{1} r_{1}}^{(1)}
\end{array}\right) & 0 \\
& 0 & 0
\end{array}\right), \cdots,\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
f_{11}^{(k)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & f_{r_{k} r_{k}}^{(k)}
\end{array}\right) & 0 \\
0 & 0 &
\end{array}\right), 0, \cdots, \quad 0\right)
$$

with maybe some zero matrices in between the $f_{i}$ 's. Note that, since the $f_{j j}^{(i)}$ are all equivalent inside $f_{i} \mathcal{A} f_{i}$,

$$
\operatorname{rk}_{\mathcal{Q}}(f)=\sum_{i=1}^{k} \operatorname{rk}_{\mathcal{Q}}\left(f_{i}\right)=\sum_{i=1}^{k} \sum_{j=1}^{r_{i}} \operatorname{rk}_{\mathcal{Q}}\left(f_{j j}^{(i)}\right)=\sum_{i=1}^{k} r_{i} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right),
$$

so that by [39, Lemma 19.1] and (4.2.6) we get the bound

$$
\begin{equation*}
\left|\frac{1}{q}-\sum_{i=1}^{k} r_{i} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)\right|=\left|\operatorname{rk}_{\mathcal{Q}}\left(f^{\prime}\right)-\operatorname{rk}_{\mathcal{Q}}(f)\right| \leq \operatorname{rk}_{\mathcal{Q}}\left(f-f^{\prime}\right)<K(p) \varepsilon \tag{4.2.7}
\end{equation*}
$$

We now approximate each real number $\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)$ by a rational number $\frac{p_{i}}{q_{i}}$. Concretely, we set

$$
\delta:=\frac{1}{48 p\left(\sum_{i=1}^{k} r_{i}\right)}\left(\frac{p}{q}-\theta\right)>0
$$

and take positive integers $p_{i}, q_{i}$ such that $0<\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{p_{i}}{q_{i}}<\delta$. By taking common denominator, we may assume that $q_{i}=q^{\prime}$ for all $i=1, \ldots, k$. Let $\alpha^{\prime}$ be such that $\frac{1}{\alpha^{\prime}}=\sum_{i=1}^{k} r_{i} \frac{p_{i}}{q^{\prime}}$, and observe that, by using $\left.i i i\right)$ and (4.2.7), we have

$$
\begin{gathered}
\left|\frac{p}{q}-\frac{p}{\alpha^{\prime}}\right| \leq p\left|\frac{1}{q}-\operatorname{rk}_{\mathcal{Q}}(f)\right|+p\left|\mathrm{rk}_{\mathcal{Q}}(f)-\frac{1}{\alpha^{\prime}}\right|=p\left|\frac{1}{q}-\sum_{i=1}^{k} r_{i} \mathrm{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)\right|+\sum_{i=1}^{k} r_{i}\left|\mathrm{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{p_{i}}{q^{\prime}}\right| \\
<K(p) p \epsilon+p\left(\sum_{i=1}^{k} r_{i}\right) \delta<\frac{1}{48 p}(p / q-\theta)+\frac{1}{48}(p / q-\theta) \leq \frac{1}{24}(p / q-\theta)
\end{gathered}
$$

So in particular

$$
\begin{equation*}
\left|\frac{p}{q}-\frac{p}{\alpha^{\prime}}\right|<\frac{1}{8}\left(\frac{p}{q}-\theta\right) \tag{4.2.8}
\end{equation*}
$$

What we have now is an approximation of $\operatorname{rk}_{\mathcal{Q}}(f)$ given by rational numbers, induces by the approximations of each $\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)$ by $\frac{p_{i}}{q^{\prime}}$, in such a way that

$$
\frac{1}{q}=\operatorname{rk}_{\mathcal{Q}}(f)=r_{1} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(1)}\right)+\cdots+r_{k} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(k)}\right) \quad \text { and } \quad \frac{1}{\alpha^{\prime}}=r_{1} \frac{p_{1}}{q^{\prime}}+\cdots+r_{k} \frac{p_{k}}{q^{\prime}}
$$

are close enough. The problem we encounter now is that $\alpha^{\prime}$ may not be an integer like $q$. We remedy this situation by approximating the whole fraction $\frac{p}{\alpha^{\prime}}$ by another rational one close enough to $\frac{p}{q}$, while maintaining the same proportions between the fractions $r_{i} \frac{p_{i}}{q^{\prime}}$ in the expansion of $\frac{1}{\alpha^{\prime}}$. We take

$$
\lambda_{i}=\frac{r_{i} p_{i} / q^{\prime}}{1 / \alpha^{\prime}}=\frac{\alpha^{\prime} r_{i} p_{i}}{q^{\prime}} \quad \text { and } \quad \varepsilon_{i}=\frac{p_{i} / q^{\prime}}{p / \alpha^{\prime}}\left(\frac{p}{q}-\theta\right)=\frac{\alpha^{\prime} p_{i}}{p q^{\prime}}\left(\frac{p}{q}-\theta\right)
$$

[^40]and note that $\sum_{i=1}^{k} \lambda_{i}=1$. Moreover, each $\lambda_{i}$ and $\varepsilon_{i}$ (and of course $\frac{p_{i}}{q^{\prime}}$ ) does not depend on replacing $p_{i}$ and $q^{\prime}$ by $p_{i} N$ and $q^{\prime} N$ respectively, for any integer $N \geq 1$, so we can assume that $p_{i}$ and $q^{\prime}$ are arbitrarily large. Taking $p_{i}$ large enough, we claim that we can find nonnegative integers $p_{i}^{\prime}$, for $1 \leq i \leq k$, such that
\[

$$
\begin{equation*}
\frac{5 \varepsilon_{i}}{8}<\frac{p_{i}}{q^{\prime}}-\frac{p_{i}^{\prime}}{q^{\prime}}<\frac{6 \varepsilon_{i}}{8} \tag{4.2.9}
\end{equation*}
$$

\]

for $i=1, \ldots, k$. Indeed, we can choose $q^{\prime}$ big enough so that $\frac{\varepsilon_{i} q^{\prime}}{8}>1$ and thus there is a positive integer $N$ in the open interval $\left(5 \frac{\epsilon_{i} q^{\prime}}{8}, 6 \frac{\epsilon_{i} q^{\prime}}{8}\right)$. We want to estimate

$$
\begin{equation*}
6 \frac{\varepsilon_{i} q^{\prime}}{8}=6 \frac{p_{i}}{8}\left(\frac{\alpha^{\prime}}{p}\right)\left(\frac{p}{q}-\theta\right) \tag{4.2.10}
\end{equation*}
$$

By using 4.2.8, we obtain a lower bound for $\frac{p}{\alpha^{\prime}}$, namely

$$
\frac{7}{8}\left(\frac{p}{q}-\theta\right)=\left(\frac{p}{q}-\theta\right)-\frac{1}{8}\left(\frac{p}{q}-\theta\right)<\frac{p}{\alpha^{\prime}}-\theta<\frac{p}{\alpha^{\prime}}
$$

so applying this lower bound to 4.2 .10 we get

$$
6 \frac{\varepsilon_{i} q^{\prime}}{8}<6 \frac{p_{i}}{8} \frac{8}{7}=\frac{6}{7} p_{i}<p_{i}
$$

This says that $N \leq 6 \frac{\epsilon_{i} q^{\prime}}{8}<p_{i}$, so we can write $N=p_{i}-p_{i}^{\prime}$ for some nonnegative integer $p_{i}^{\prime}$, which satisfies

$$
5 \frac{\varepsilon_{i} q^{\prime}}{8}<p_{i}-p_{i}^{\prime}<6 \frac{\varepsilon_{i} q^{\prime}}{8}
$$

We thus see that 4.2.9 holds. Multiplying these inequalities by $r_{i}$ and summing over $i$, we obtain

$$
\frac{5}{8 p}\left(\frac{p}{q}-\theta\right)<\frac{1}{\alpha^{\prime}}-\left(\sum_{i=1}^{k} r_{i} \frac{p_{i}^{\prime}}{q^{\prime}}\right)<\frac{3}{4 p}\left(\frac{p}{q}-\theta\right)
$$

Hence, setting $g=\sum_{i=1}^{k} r_{i} p_{i}^{\prime}$ and $p^{\prime}=p g$, we get

$$
\frac{5}{8}\left(\frac{p}{q}-\theta\right)<\frac{p}{\alpha^{\prime}}-\frac{p^{\prime}}{q^{\prime}}<\frac{3}{4}\left(\frac{p}{q}-\theta\right)
$$

Finally, using 4.2.8, we end up with

$$
\begin{equation*}
\frac{1}{2}\left(\frac{p}{q}-\theta\right)<\frac{p}{q}-\frac{p^{\prime}}{q^{\prime}}<\frac{7}{8}\left(\frac{p}{q}-\theta\right) \tag{4.2.11}
\end{equation*}
$$

Therefore $p^{\prime}, q^{\prime}$ are the integers we are looking for. Our next task is to construct a system of $p^{\prime} \times p^{\prime}$ matrix units inside $\mathcal{Q}$ in order to define an algebra homomorphism $\rho^{\prime}: M_{p^{\prime}}(K) \rightarrow \mathcal{Q}$ satisfying the required properties.

Now, since $\mathrm{rk}_{\mathcal{Q}}$ takes all the values of the interval $[0,1]$, there exists an idempotent $e$ in $\mathcal{Q}$ such that $\mathrm{rk}_{\mathcal{Q}}(e)=\frac{1}{q^{\prime}}$, and the inequality $\frac{p_{i}^{\prime}}{q^{\prime}}<\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)$ can be thought of as

$$
p_{i}^{\prime} \cdot \operatorname{rk}_{\mathcal{Q}}(e)<\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)
$$

We can now apply the comparability property to the projective $\mathcal{Q}$-modules $(e \mathcal{Q})^{p_{i}^{\prime}}$ and $f_{11}^{(i)} \mathcal{Q}$ to conclude that

$$
\text { either } \quad e \mathcal{Q} \oplus \stackrel{p_{i}^{\prime}}{\cdots} \oplus e \mathcal{Q} \lesssim f_{11}^{(i)} \mathcal{Q} \quad \text { or } \quad f_{11}^{(i)} \mathcal{Q} \lesssim e \mathcal{Q} \oplus \stackrel{p_{i}^{\prime}}{\cdots} \oplus e \mathcal{Q}
$$

But due to the previous relation with the ranks, the second option is impossible (recall part ( $i$ ) of Proposition 1.2.3). Hence we obtain the comparison $e \mathcal{Q} \oplus \stackrel{n}{i} \cdot_{\wedge^{\prime}}^{\bullet} \oplus e \mathcal{Q} \lesssim f_{11}^{(i)} \mathcal{Q}$, that is $(e \mathcal{Q})^{p_{i}^{\prime}}$ is isomorphic, as a right $\mathcal{Q}$-module, to a submodule of $f_{11}^{(i)} \mathcal{Q}$. Write $\phi$ for the map realizing this isomorphism. For each $l=1, \ldots, p_{i}^{\prime}$, define the injective $\mathcal{Q}$-module homomorphism $\iota_{l}: e \mathcal{Q} \rightarrow(e \mathcal{Q})^{p_{i}^{\prime}}$ by sending an element $x \in e \mathcal{Q}$ to the vector
in $(e \mathcal{Q})^{p_{i}^{\prime}}$ having $x$ at the $l^{\text {th }}$ position and 0 otherwise. Consider the compositions $\phi \circ \iota_{l}: e \mathcal{Q} \rightarrow f_{11}^{(i)} \mathcal{Q}$, which are right $\mathcal{Q}$-module homomorphisms. In fact, if we denote by $x_{l}^{(i)}$ the image of $e$ under $\phi \circ \iota_{l}$, then this composition consists exactly of left multiplication by $x_{l}^{(i)}$, so $e \mathcal{Q} \cong x_{l}^{(i)} \mathcal{Q}$. Take now $\widetilde{e}_{l}^{(i)}$ to be an idempotent generating the right ideal $x_{l}^{(i)} \mathcal{Q}$, so that $x_{l}^{(i)} \mathcal{Q}=\widetilde{e}_{l}^{(i)} \mathcal{Q} \leq f_{11}^{(i)} \mathcal{Q}$. This, together with the previous isomorphism, implies that $e \mathcal{Q} \cong \widetilde{e}_{l}^{(i)} \mathcal{Q}$, so the idempotents $e, \widetilde{e}_{l}^{(i)}$ are all equivalent. In particular, the rank of all these idempotents are the same, and equal to $\operatorname{rk}_{\mathcal{Q}}(e)=\frac{1}{p^{\prime}}$, and all the $\widetilde{e}_{l}^{(i)}$ are equivalent to $\widetilde{e}_{1}^{(1)}$, so there exist elements $\widetilde{x}_{(1, l)}^{(1, i)} \in \widetilde{e}_{1}^{(1)} \mathcal{Q} \widetilde{e}_{l}^{(i)}, \widetilde{y}_{(l, 1)}^{(i, 1)} \in \widetilde{e}_{l}^{(i)} \mathcal{Q} \widetilde{e}_{1}^{(1)}$ such that

$$
\widetilde{e}_{1}^{(1)}=\widetilde{x}_{(1, l)}^{(1, i)} \cdot \widetilde{y}_{(l, 1)}^{(i, 1)}, \quad \widetilde{e}_{l}^{(i)}=\widetilde{y}_{(l, 1)}^{(i, 1)} \cdot \widetilde{x}_{(1, l)}^{(1, i)}
$$

Consider $e_{l}^{(i)}:=f_{11}^{(i)} \widetilde{e}_{l}^{(i)} f_{11}^{(i)}=\widetilde{e}_{l}^{(i)} f_{11}^{(i)}$. These are new idempotents with the property that $e_{l}^{(i)} \leq f_{11}^{(i)}$, and their ranks are the same as $e$ :

$$
\operatorname{rk}_{\mathcal{Q}}(e)=\operatorname{rk}_{\mathcal{Q}}\left(\widetilde{e}_{l}^{(i)}\right)=\operatorname{rk}_{\mathcal{Q}}\left(e_{l}^{(i)} \widetilde{e}_{l}^{(i)}\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(e_{l}^{(i)}\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(\widetilde{e}_{l}^{(i)}\right)=\operatorname{rk}_{\mathcal{Q}}(e)
$$

Moreover, if we let $x_{(1, l)}^{(1, i)}:=f_{11}^{(1)} \widetilde{x}_{(1, l)}^{(1, i)} f_{11}^{(i)}$ and $y_{(l, 1)}^{(i, 1)}:=f_{11}^{(i)} \widetilde{y}_{(l, 1)}^{(i, 1)} f_{11}^{(1)}$, we compute

$$
\begin{gathered}
x_{(1, l)}^{(1, i)} y_{(l, 1)}^{(i, 1)}=f_{11}^{(1)} \widetilde{x}_{(1, l)}^{(1, i)} f_{11}^{(i)} \widetilde{y}_{(l, 1)}^{(i, 1)} f_{11}^{(1)}=f_{11}^{(1)} \widetilde{e}_{1}^{(1)} f_{11}^{(1)}=e_{1}^{(1)}, \\
y_{(l, 1)}^{(i, 1)} x_{(1, l)}^{(1, i)}=f_{11}^{(i)} \widetilde{y}_{(l, 1)}^{(i, 1)} f_{11}^{(1)} \widetilde{x}_{(1, l)}^{(1, i)} f_{11}^{(i)}=f_{11}^{(i)} \widetilde{e}_{l}^{(i)} f_{11}^{(i)}=e_{l}^{(i)}
\end{gathered}
$$

so all the $e_{l}^{(i)}$ are equivalent to $e_{1}^{(1)}$ through the explicit equivalence already showed. Also, since each $e_{l}^{(i)} \leq f_{11}^{(i)}$, we have decompositions of $f_{11}^{(i)} \mathcal{Q}$ given by

$$
e_{l}^{(i)} \mathcal{Q} \oplus\left(f_{11}^{(i)}-e_{l}^{(i)}\right) \mathcal{Q}=f_{11}^{(i)} \mathcal{Q}
$$

This implies that the $e_{1}^{(i)}, \ldots, e_{p_{i}^{\prime}}^{(i)}$ are mutually orthogonal idempotents in $f_{11}^{(i)} \mathcal{Q}$. Indeed, note first that for $l \neq m$, $e_{l}^{(i)} \mathcal{Q} \cap e_{m}^{(i)} \mathcal{Q}=\{0\}$, since if $x$ is an element of the intersection, $x=e_{l}^{(i)} y=e_{m}^{(i)} z=\phi\left(\iota_{l}(e) y\right)=\phi\left(\iota_{m}(e) z\right)$ for some $y, z \in \mathcal{Q}$, so $\iota_{l}(e) y=\iota_{m}(e) z$. But the $\iota_{k}(e), \iota_{m}(e)$ are orthogonal idempotents inside $(e \mathcal{Q})^{p_{i}^{\prime}}$, so $\iota_{l}(e) y=\iota_{l}(e) \iota_{m}(e) z=0$, and $x=0$. This, together with the previous decompositions of the right $\mathcal{Q}$-module $f_{11}^{(i)}$, implies that $e_{m}^{(i)} \mathcal{Q}$ is a submodule of the complement $\left(f_{11}^{(i)}-e_{l}^{(i)}\right) \mathcal{Q}$, and so the idempotents $e_{m}^{(i)}, e_{l}^{(i)}$ are indeed orthogonal.

We summarize what we have so far.
a) We had a decomposition in orthogonal idempotents $f=f_{1}+\cdots+f_{k}$, so we can think the corner $f \mathcal{Q} f$ as

$$
f \mathcal{Q} f=\left(\begin{array}{cccc}
f_{1} \mathcal{Q} f_{1} & f_{1} \mathcal{Q} f_{2} & \cdots & f_{1} \mathcal{Q} f_{k} \\
f_{2} \mathcal{Q} f_{1} & f_{2} \mathcal{Q} f_{2} & \cdots & f_{2} \mathcal{Q} f_{k} \\
\vdots & \vdots & \ddots & \vdots \\
f_{k} \mathcal{Q} f_{1} & f_{k} \mathcal{Q} f_{2} & \cdots & f_{k} \mathcal{Q} f_{k}
\end{array}\right)
$$

b) Each $f_{i}$ can be further decomposed in orthogonal idempotents $f_{i}=f_{11}^{(i)}+\cdots+f_{r_{i} r_{i}}^{(i)}$, so we can think the corners $f_{i} \mathcal{Q} f_{j}$ as

$$
f_{i} \mathcal{Q} f_{j}=\left(\begin{array}{cccc}
f_{11}^{(i)} \mathcal{Q} f_{11}^{(j)} & f_{11}^{(i)} \mathcal{Q} f_{22}^{(j)} & \cdots & f_{11}^{(i)} \mathcal{Q} f_{r_{j} r_{j}}^{(j)} \\
f_{22}^{(i)} \mathcal{Q} f_{11}^{(j)} & f_{22}^{(i)} \mathcal{Q} f_{22}^{(j)} & \cdots & f_{22}^{(i)} \mathcal{Q} f_{r_{j} r_{j}}^{(j)} \\
\vdots & \vdots & \ddots & \vdots \\
f_{r_{i} r_{i}}^{(i)} \mathcal{Q} f_{11}^{(j)} & f_{r_{i} r_{i}}^{(i)} \mathcal{Q} f_{22}^{(j)} & \cdots & f_{r_{i} r_{i}}^{(i)} \mathcal{Q} f_{r_{j} r_{j}}^{(j)}
\end{array}\right)
$$

that is,

$$
f \mathcal{Q} f=\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
f_{11}^{(1)} \mathcal{Q} f_{11}^{(1)} & \cdots & f_{11}^{(1)} \mathcal{Q} f_{r_{1} r_{1}}^{(1)} \\
\vdots & \ddots & \vdots \\
f_{r_{1} r_{1}}^{(1)} \mathcal{Q} f_{11}^{(1)} & \cdots & f_{r_{1} r_{1}}^{(1)} \mathcal{Q} f_{r_{1} r_{1}}^{(1)}
\end{array}\right) & \ldots & \left(\begin{array}{ccc}
f_{11}^{(1)} \mathcal{Q} f_{11}^{(k)} & \cdots & f_{11}^{(1)} \mathcal{Q} f_{r_{k} r_{k}}^{(k)} \\
\vdots & \ddots & \vdots \\
f_{r_{1} r_{1}}^{(1)} \mathcal{Q} f_{11}^{(k)} & \cdots & f_{r_{1} r_{1}}^{(1)} \mathcal{Q} f_{r_{k} r_{k}}^{(k)}
\end{array}\right) \\
\left(\begin{array}{ccc}
f_{11}^{(k)} \mathcal{Q} f_{11}^{(1)} & \cdots & f_{11}^{(k)} \mathcal{Q} f_{r_{1} r_{1}}^{(1)} \\
\vdots & \ddots & \vdots \\
f_{r_{k} r_{k}}^{(k)} \mathcal{Q} f_{11}^{(1)} & \cdots & f_{r_{k} r_{k} r_{k}}^{(k)} f_{r_{1} r_{1}}^{(1)}
\end{array}\right) & \cdots & \\
\cdots & \left(\begin{array}{ccc}
f_{11}^{(k)} \mathcal{Q} f_{11}^{(k)} & \cdots & f_{11}^{(k)} \mathcal{Q} f_{r_{k} r_{k}}^{(k)} \\
\vdots & \ddots & \vdots \\
f_{r_{k} r_{k} r_{k}}^{(k)} f_{11}^{(k)} & \cdots & f_{r_{k} r_{k} r_{k}}^{(k)} f_{r_{k} r_{k}}^{(k)}
\end{array}\right)
\end{array}\right) .
$$

Having all these results at hand, we are now going to construct a set of matrix units inside the corner $f \mathcal{Q} f$ (recall $f=\psi\left(e_{11}\right)$ was the idempotent approximating $f^{\prime}=\rho\left(e_{11}\right)$ ).

For $1 \leq i \leq k$ and $1 \leq l \leq p_{i}^{\prime}$, define $h_{(1,1),(1,1)}^{(1,1)}:=e_{1}^{(1)}, h_{(1,1),(l, l)}^{(i, i)}:=e_{l}^{(i)}, h_{(1,1),(1, l)}^{(1, i)}:=x_{(1, l)}^{(1, i)}$ and $h_{(1,1),(l, 1)}^{(i, 1)}:=y_{(l, 1)}^{(i, 1)}$, so that

$$
h_{(1,1),(1,1)}^{(1,1)}=h_{(1,1),(1, l)}^{(1, i)} \cdot h_{(1,1),(l, 1)}^{(i, 1)}, \quad h_{(1,1),(l, l)}^{(i, i)}=h_{(1,1),(l, 1)}^{(i, 1)} \cdot h_{(1,1),(1, l)}^{(1, i)}
$$

In particular,

$$
h_{(1,1),(1,1)}^{(1,1)} \cdot h_{(1,1),(1, l)}^{(1, i)} \cdot h_{(1,1),(l, l)}^{(i, i)}=h_{(1,1),(1, l)}^{(1, i)}, \quad h_{(1,1),(l, l)}^{(i, i)} \cdot h_{(1,1),(l, 1)}^{(i, 1)} \cdot h_{(1,1),(1,1)}^{(1,1)}=h_{(1,1),(l, 1)}^{(i, 1)} .
$$

All the idempotents $e_{l}^{(i)}$ belong to $f_{11}^{(i)} \mathcal{Q} f_{11}^{(i)}$. How can we move them between different corners $f_{j j}^{(i)}$ ? We know that all the $f_{j j}^{(i)}$ are equivalent to $f_{11}^{(i)}$, the equivalence given by the matrix units $f_{j 1}^{(i)}$ and $f_{1 j}^{(i)}$, namely $f_{j j}^{(i)}=f_{j 1}^{(i)} f_{1 j}^{(i)}$ and $f_{11}^{(i)}=f_{1 j}^{(i)} f_{j 1}^{(i)}$. Therefore we can define, for $1 \leq i \leq k, 1 \leq j \leq r_{i}$ and $1 \leq l \leq p_{i}^{\prime}$,

$$
h_{(j, 1),(l, 1)}^{(i, 1)}:=f_{j 1}^{(i)} \cdot h_{(1,1),(l, 1)}^{(i, 1)}, \quad h_{(1, j),(1, l)}^{(1, i)}:=h_{(1,1),(1, l)}^{(1, i)} \cdot f_{1 j}^{(i)}
$$

This is a coherent family of $g \times g$ partial matrix units (recall that $g=\sum_{i=1}^{k} r_{i} p_{i}^{\prime}$ ), since for $1 \leq i_{1}, i_{2} \leq k$, $1 \leq j_{1} \leq r_{i_{1}}, 1 \leq j_{2} \leq r_{i_{2}}, 1 \leq l_{1} \leq p_{i_{1}}^{\prime}$ and $1 \leq l_{2} \leq p_{i_{2}}^{\prime}$,

$$
\begin{aligned}
h_{\left(1, j_{2}\right),\left(1, l_{2}\right)}^{\left(1, i_{2}\right)} \cdot h_{\left(j_{1}, 1\right),\left(l_{1}, 1\right)}^{\left(i_{1}, 1\right)} & =h_{(1,1),\left(1, l_{2}\right)}^{\left(1, i_{2}\right)} \cdot f_{1 j_{2}}^{\left(i_{2}\right)} \cdot f_{j_{1} 1}^{\left(i_{1}\right)} \cdot h_{(1,1),\left(l_{1}, 1\right)}^{\left(i_{1}, 1\right)} \\
& =\delta_{i_{1}, i_{2}} \delta_{j_{1}, j_{2}}^{\left(1, i_{1}\right)} h_{(1,1),\left(1, l_{2}\right)} \cdot h_{(1,1),\left(l_{1}, 1\right)}^{\left(i_{1}, 1\right)}=\delta_{i_{1}, i_{2}} \delta_{j_{1}, j_{2}} \delta_{l_{1}, l_{2}} h_{(1,1),(1,1)}^{(1,1)}
\end{aligned}
$$

Therefore, the elements

$$
h_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)}:=h_{\left(j_{1}, 1\right),\left(l_{1}, 1\right)}^{\left(i_{1}, 1\right)} h_{\left(1, j_{2}\right),\left(1, l_{2}\right)}^{\left(1, i_{2}\right)}
$$

form a system of $g \times g$ matrix units inside $f \mathcal{Q} f$, and we can now define an algebra homomorphism $\rho^{\prime}: M_{p^{\prime}}(K)=$ $M_{p}(K) \otimes M_{g}(K) \rightarrow \mathcal{Q}$ by the rule

$$
\rho^{\prime}\left(e_{i j} \otimes e_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right)=\psi\left(e_{i 1}\right) h_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)} \psi\left(e_{1 j}\right),
$$

where $\left\{e_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right\}$ is a complete system of matrix units in $M_{g}(K)$. In order to show that it is well-defined, it is only required to check that the images of the matrix units $e_{i j} \otimes e_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)}$ satisfies the corresponding matrix units relations, but this is a matter of computation:

$$
\begin{aligned}
& \rho^{\prime}\left(e_{i j} \otimes e_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right) \cdot \rho^{\prime}\left(e_{i^{\prime} j^{\prime}} \otimes e_{\left(j_{1}^{\prime}, j_{2}^{\prime}\right),\left(l_{1}^{\prime}, l_{2}^{\prime}\right)}^{\left(i_{1}^{\prime}, i_{2}^{\prime}\right)}\right)=\psi\left(e_{i 1}\right) h_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)} \psi\left(e_{1 j}\right) \cdot \psi\left(e_{i^{\prime} 1}\right) h_{\left(j_{1}^{\prime}, j_{2}^{\prime}\right),\left(l_{1}^{\prime}, l_{2}^{\prime}\right)}^{\left(i_{1}^{\prime}, i_{2}^{\prime}\right)} \psi\left(e_{1 j^{\prime}}\right) \\
& \quad=\psi\left(e_{i 1}\right) h_{\left(j_{1}, j_{2}\right),\left(l_{1}, l_{2}\right)}^{\left(i_{1}, i_{2}\right)} \cdot f \cdot h_{\left(j_{1}^{\prime}, i_{2}^{\prime}\right)}^{\left.i_{2}^{\prime}\right),\left(l_{1}^{\prime}, l_{2}^{\prime}\right)} \psi\left(e_{1 j^{\prime}}\right)=\delta_{i_{2}, i_{1}^{\prime}} \delta_{j_{2}, j_{1}^{\prime} \delta_{l_{2}, l_{1}^{\prime}} \psi\left(e_{i 1}\right) h_{\left(j_{1}, j_{2}^{\prime}\right),\left(l_{1}, l_{2}^{\prime}\right)}^{\left(i_{1}, i_{2}^{\prime}\right)} \psi\left(e_{1 j^{\prime}}\right)} \\
& \quad=\delta_{i_{2}, i_{1}^{\prime}} \delta_{j_{2}, j_{1}^{\prime}} \delta_{l_{2}, l_{1}^{\prime}} \rho^{\prime}\left(e_{i j^{\prime}} \otimes e_{\left(j_{1}, j_{2}^{\prime}\right),\left(l_{1}, l_{2}^{\prime}\right)}^{\left(i_{1}, i_{2}^{\prime}\right)}\right)
\end{aligned}
$$

It remains to verify properties 1)-6).

1) Inside $M_{p^{\prime}}(K)=M_{p}(K) \otimes M_{g}(K)$,

$$
1=\sum_{k=1}^{p} \sum_{i=1}^{k} \sum_{j=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} e_{k k} \otimes e_{(j, j),(l, l)}^{(i, i)}
$$

so

$$
\rho^{\prime}(1)=\sum_{k=1}^{p} \sum_{i=1}^{k} \sum_{j=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} \psi\left(e_{k 1}\right) h_{(j, j),(l, l)}^{(i, i)} \psi\left(e_{1 k}\right) .
$$

The idempotents $\psi\left(e_{k 1}\right) h_{(j, j),(l, l)}^{(i, i)} \psi\left(e_{1 k}\right)$ are all pairwise orthogonal, and equivalent to $e_{1}^{(1)}$, through the equivalences

$$
\begin{gathered}
\psi\left(e_{k 1}\right) h_{(j, j),(l, l)}^{(i, i)} \psi\left(e_{1 k}\right)=\left(\psi\left(e_{k 1}\right) h_{(j, 1),(l, 1)}^{(i, 1)}\right)\left(h_{(1, j),(1, l)}^{(1, i)} \psi\left(e_{1 k}\right)\right) \\
e_{1}^{(1)}=\left(h_{(1, j),(1, l)}^{(1, i)} \psi\left(e_{1 k}\right)\right)\left(\psi\left(e_{k 1}\right) h_{(j, 1),(l, 1)}^{(i, 1)}\right)
\end{gathered}
$$

Therefore if we take ranks, we obtain

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho^{\prime}(1)\right)=\sum_{k=1}^{p} \sum_{i=1}^{k} \sum_{j=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} \operatorname{rk}_{\mathcal{Q}}\left(\psi\left(e_{k 1}\right) h_{(j, j),(l, l)}^{(i, i)} \psi\left(e_{1 k}\right)\right)=\sum_{k=1}^{p} \sum_{i=1}^{k} \sum_{j=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} \operatorname{rk}_{\mathcal{Q}}\left(e_{1}^{(1)}\right)=p g \mathrm{rk}_{\mathcal{Q}}\left(e_{1}^{(1)}\right)=\frac{p^{\prime}}{q^{\prime}}
$$

as desired.
2) This follows from 4.2.11.
3) Let $x \in \rho(1) \mathcal{A} \rho(1)$. Then we can write

$$
x=\rho(1) x^{\prime} \rho(1)=\sum_{a, b=1}^{p} \rho\left(e_{a 1}\right) f^{\prime} \rho\left(e_{1 a}\right) x^{\prime} \rho\left(e_{b 1}\right) f^{\prime} \rho\left(e_{1 b}\right)
$$

for some $x^{\prime} \in \mathcal{A}$. Now by $\left.i i\right)$ we can approximate each $\rho\left(e_{1 a}\right), \rho\left(e_{b 1}\right)$ by an element of $\mathcal{A}$ up to $\varepsilon$ in rank:

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{1 a}\right)-x_{1 a}\right), \operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{b 1}\right)-x_{b 1}\right)<\varepsilon \quad \text { for some } \quad x_{1 a}, x_{b 1} \in \mathcal{A}
$$

Thus we can consider the element

$$
\tilde{x}=\sum_{a, b=1}^{p} \psi\left(e_{a 1}\right) \underbrace{f x_{1 a} x^{\prime} x_{b 1} f}_{x_{a b} \in f \mathcal{A} f} \psi\left(e_{1 b}\right) \in \mathcal{A}
$$

so that

$$
\begin{aligned}
\operatorname{rk}_{\mathcal{Q}}(x-\widetilde{x}) \leq & \sum_{a, b=1}^{p} \operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{a 1}\right) f^{\prime} \rho\left(e_{1 a}\right) x^{\prime} \rho\left(e_{b 1}\right) f^{\prime} \rho\left(e_{1 b}\right)-\psi\left(e_{a 1}\right) f x_{1 a} x^{\prime} x_{b 1} f \psi\left(e_{1 b}\right)\right) \\
\leq & \sum_{a, b=1}^{p}\left(\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{a 1}\right)-\psi\left(e_{a 1}\right)\right)+\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{1 b}\right)-\phi\left(e_{1 b}\right)\right)+2 \mathrm{rk}_{\mathcal{Q}}\left(f-f^{\prime}\right)\right. \\
& \left.+\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{1 a}\right)-x_{1 a}\right)+\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{b 1}\right)-x_{b 1}\right)\right)<p^{2}(4 K(p)+2) \varepsilon<5 p^{2} K(p) \varepsilon
\end{aligned}
$$

using $K(p) \geq 4$ for the last inequality. Now if we recall that $f \mathcal{A} f \cong M_{r_{1}}(K) \times \cdots \times M_{r_{k}}(K)$, we can write each $x_{a b} \in f \mathcal{A} f$ in the form

$$
x_{a b}=\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}} \lambda(a, b)_{j j^{\prime}}^{(i)} f_{j j^{\prime}}^{(i)}
$$

for some scalars $\lambda(a, b)_{j j^{\prime}}^{(i)} \in K$. Take the element

$$
y=\sum_{a, b=1}^{p} e_{a b} \otimes\left(\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}} \lambda(a, b)_{j j^{\prime}}^{(i)}\left(\sum_{l=1}^{p_{i}^{\prime}} e_{\left(j, j^{\prime}\right),(l, l)}^{(i, i)}\right)\right) \in M_{p^{\prime}}(K)
$$

Denoting

$$
c_{b i j^{\prime}}=\sum_{a=1}^{p} \sum_{j=1}^{r_{i}} \psi\left(e_{a 1}\right) \lambda(a, b)_{j j^{\prime}}^{(i)} f_{j 1}^{(i)}, \quad d_{b i j^{\prime}}=f_{11}^{(i)} \psi\left(e_{1 b}\right),
$$

we can rewrite

$$
\widetilde{x}=\sum_{b=1}^{p} \sum_{i=1}^{k} \sum_{j^{\prime}=1}^{r_{i}} c_{b i j^{\prime}} f_{11}^{(i)} d_{b i j^{\prime}}, \quad \rho^{\prime}(y)=\sum_{b=1}^{p} \sum_{i=1}^{k} \sum_{j^{\prime}=1}^{r_{i}} c_{b i j^{\prime}}\left(\sum_{l=1}^{p_{i}^{\prime}} h_{(1,1),(l, l)}^{(i, i)}\right) d_{b i j^{\prime}},
$$

so that

$$
\operatorname{rk}_{\mathcal{Q}}\left(\widetilde{x}-\rho^{\prime}(y)\right) \leq \sum_{b=1}^{p} \sum_{i=1}^{k} \sum_{j^{\prime}=1}^{r_{i}} \operatorname{rk}_{\mathcal{Q}}\left(c_{b i j^{\prime}}\left(f_{11}^{(i)}-\sum_{l=1}^{p_{i}^{\prime}} h_{(1,1),(l, l)}^{(i, i)}\right) d_{b i j^{\prime}}\right) \leq p \sum_{i=1}^{k} r_{i} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}-\sum_{l=1}^{p_{i}^{\prime}} h_{(1,1),(l, l)}^{(i, i)}\right) .
$$

Taking into account that all the idempotents $h_{(1,1),(l, l)}^{(i, i)}=e_{l}^{(i)}$ are pairwise orthogonal and $\sum_{l=1}^{p_{i}^{\prime}} e_{l}^{(i)} \leq f_{11}^{(i)}$, the rank of the difference $f_{11}^{(i)}-\sum_{l=1}^{p_{i}^{\prime}} e_{l}^{(i)}$ is the difference of the ranks, so

$$
\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}-\sum_{l=1}^{p_{i}^{\prime}} e_{l}^{(i)}\right)=\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\sum_{l=1}^{p_{i}^{\prime}} \operatorname{rk}_{\mathcal{Q}}\left(e_{l}^{(i)}\right)=\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{p_{i}^{\prime}}{q^{\prime}}
$$

Hence the previous computation gives

$$
\operatorname{rk}_{\mathcal{Q}}\left(\widetilde{x}-\rho^{\prime}(y)\right) \leq p \sum_{i=1}^{k} r_{i}\left(\operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{p_{i}^{\prime}}{q^{\prime}}\right)=p \sum_{i=1}^{k} r_{i} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{p^{\prime}}{q^{\prime}}=p\left(\sum_{i=1}^{k} r_{i} \operatorname{rk}_{\mathcal{Q}}\left(f_{11}^{(i)}\right)-\frac{1}{q}\right)+\left(\frac{p}{q}-\frac{p^{\prime}}{q^{\prime}}\right) .
$$

Using 4.2.7 and 4.2.11, we get

$$
\mathrm{rk}_{\mathcal{Q}}\left(\widetilde{x}-\rho^{\prime}(y)\right)<p K(p) \varepsilon+\frac{7}{8}\left(\frac{p}{q}-\theta\right) \leq \frac{1}{48 p}\left(\frac{p}{q}-\theta\right)+\frac{7}{8}\left(\frac{p}{q}-\theta\right) \leq \frac{43}{48}\left(\frac{p}{q}-\theta\right) .
$$

Putting everything together,
$\operatorname{rk}_{\mathcal{Q}}\left(x-\rho^{\prime}(y)\right) \leq \operatorname{rk}_{\mathcal{Q}}(x-\widetilde{x})+\operatorname{rk}_{\mathcal{Q}}\left(\widetilde{x}-\rho^{\prime}(y)\right)<5 p^{2} K(p) \varepsilon+\frac{43}{48}\left(\frac{p}{q}-\theta\right)<\frac{5}{48}\left(\frac{p}{q}-\theta\right)+\frac{43}{48}\left(\frac{p}{q}-\theta\right)=\frac{p}{q}-\theta$,
as required.
4) Suppose now that $x=\rho(z)$ for some $z=\sum_{a, b=1}^{p} \mu_{a b} e_{a b} \in M_{p}(K)$, with $\mu_{a b} \in K$. Then we can see that, using the same construction of $y$ given in 3), we obtain that $\lambda(a, b)_{j j^{\prime}}^{(i)}=\mu_{a b}$ for all $1 \leq i \leq k$, $1 \leq j, j^{\prime} \leq r_{i}$. Therefore here

$$
\begin{aligned}
y & =\sum_{a, b=1}^{p} e_{a b} \otimes\left(\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}} \mu_{a b}\left(\sum_{l=1}^{p_{i}^{\prime}} e_{\left(j, j^{\prime}\right),(l, l)}^{(i, i)}\right)\right) \\
& =\left(\sum_{a, b=1}^{p} \mu_{a b} e_{a b}\right) \otimes\left(\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} e_{\left(j, j^{\prime}\right),(l, l)}^{(i, i)}\right)=z \otimes\left(\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}} \sum_{l=1}^{p_{i}^{\prime}} e_{\left(j, j^{\prime}\right),(l, l)}^{(i, i)}\right)=\gamma(z)
\end{aligned}
$$

since $\sum_{i=1}^{k} \sum_{j, j^{\prime}=1}^{r_{i}}\left(\sum_{l=1}^{p_{i}^{\prime}} e_{\left(j, j^{\prime}\right),(l, l)}^{(i, i)}\right)$ is the unit of $M_{g}(K)$.
5) and 6) To conclude the proof, just take $\varepsilon^{\prime}>0$ satisfying $\varepsilon^{\prime}<\frac{1}{48 K\left(p^{\prime}\right) p^{\prime 2}}\left(\frac{p^{\prime}}{q^{\prime}}-\theta\right)$ and, using condition (3) in Theorem 4.2.2 consider a matricial $K$-subalgebra $\mathcal{A}^{\prime}$ such that $\left\{\rho^{\prime}\left(e_{i j}^{\prime}\right) \mid i, j=1, \ldots, p^{\prime}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$ and $\operatorname{span}\left\{x_{1}, \ldots, x_{m}, x_{m+1}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$.

### 4.3 D-rings

Let $D$ be a division ring. A $D$-ring is a unital ring $R$ together with a unital ring homomorphism $\iota: D \rightarrow R$. If $\left(R_{1}, \iota_{1}\right)$ and $\left(R_{2}, \iota_{2}\right)$ are $D$-rings, a $D$-ring homomorphism $\varphi: R_{1} \rightarrow R_{2}$ is a ring homomorphism such that $\iota_{2}=\varphi \circ \iota_{1}$. A matricial $D$-ring is a $D$-ring $\mathcal{A}$ which is isomorphic, as a $D$-ring, to a finite direct product

$$
M_{n_{1}}(D) \times \cdots \times M_{n_{r}}(D)
$$

where the structure of $D$-ring of the latter is the canonical one, i.e. viewing $d \in D$ inside the matrix product as the element $\left(d \operatorname{Id}_{n_{1}}, \ldots, d \operatorname{Id}_{n_{r}}\right)$. A $D$-ring $\mathcal{A}$ is an ultramatricial $D$-ring if it is isomorphic, as a $D$-ring, to a direct limit $\lim _{n} \mathcal{A}_{n}$ of a sequence $\left(\mathcal{A}_{n}, \varphi_{n}\right)$ of matricial $D$-rings $\mathcal{A}_{n}$ and $D$-ring homomorphisms $\varphi_{n}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n+1}$.

We now consider a generalization of Theorem 4.2 .2 to $D$-rings. We have not found a reasonable analogue of the local condition (3) in this setting, but we are able to extend condition (2). The reason we consider this generalization is the question raised by Elek and Jaikin-Zapirain of whether the completion of the $*$-regular closure of the group algebra of a countable amenable ICC-group is isomorphic to either $M_{n}(D), n \geq 1$, or to $\mathcal{M}_{D}$, for some division ring $D$. Here $\mathcal{M}_{D}$ stands for the completion of $\lim _{n} M_{2^{n}}(D)$ with respect to its unique rank function rk, which will be denoted inside the completion by $\mathrm{rk}_{\mathcal{M}_{D}}$.

Throughout this section, $D$ will denote a division ring, and $K$ will stand for the center of $D$. We start with a simple lemma concerning the $D$-ring $D \otimes_{K} \mathcal{M}_{K}$. Here $\iota: D \rightarrow D \otimes_{K} \mathcal{M}_{K}$ is given by $d \mapsto d \otimes 1$. Note that, even though $\underset{\lim _{n}}{ } M_{2^{n}}(D) \cong \underset{\longrightarrow}{\lim }\left(D \otimes_{K} M_{2^{n}}(K)\right) \cong D \otimes_{K}\left(\underset{\longrightarrow}{\lim } M_{2^{n}}(K)\right)$, it may happen that $\mathcal{M}_{D}$ is not isomorphic to $\vec{D}^{n} \otimes_{K} \mathcal{M}_{K}$, so a priori we cannot infer anything about the possible rank functions on $D \otimes_{K} \mathcal{M}_{K}$.

Lemma 4.3.1. There is a unique rank function $\mathrm{rk}_{\otimes}$ on the (possibly nonregular) simple $D$-ring $D \otimes_{K} \mathcal{M}_{K}$, and $D \otimes_{K}\left(\underset{\longrightarrow}{\lim } M_{2^{n}}(K)\right) \cong \varliminf_{n} M_{2^{n}}(D)$ is dense in $D \otimes_{K} \mathcal{M}_{K}$ with respect to the $\mathrm{rk}_{\otimes}$-metric.

Proof. The ring $D \otimes_{K} \mathcal{M}_{K}$ is simple by [19, Corollary 7.1.3].
We denote by $\mathrm{rk}_{\mathcal{M}_{K}}$ the unique rank function on $\mathcal{M}_{K}$. Let $x=\sum_{i=1}^{k} d_{i} \otimes x_{i} \in D \otimes_{K} \mathcal{M}_{K}$. Since $x_{i} \in \mathcal{M}_{K}$, we can take elements $\left\{x_{i, m}\right\}_{m} \subseteq \lim _{\rightarrow n} M_{2^{n}}(K)$ approximating $x_{i}$ in rank, that is $\mathrm{rk}_{\mathcal{M}_{K}}\left(x_{i}-x_{i, m}\right) \xrightarrow{m} 0$. For each $m$, set

$$
x_{m}:=\sum_{i=1}^{k} d_{i} \otimes x_{i, m} \in D \otimes_{K}\left(\underset{n}{\lim } M_{2^{n}}(K)\right) \cong \underset{n}{\lim _{n}} M_{2^{n}}(D) .
$$

Then, for any rank function $S$ on $D \otimes_{K} \mathcal{M}_{K}$, we have

$$
\begin{aligned}
\left|S(x)-S\left(x_{m}\right)\right| & \leq S\left(x-x_{m}\right) \leq \sum_{i=1}^{k} S\left(d_{i} \otimes\left(x_{i}-x_{i, m}\right)\right) \\
& \leq \sum_{i=1}^{k} S\left(\left(d_{i} \otimes 1\right)\left(1 \otimes\left(x_{i}-x_{i, m}\right)\right)\right) \leq \sum_{i=1}^{k} S\left(1 \otimes\left(x_{i}-x_{i, m}\right)\right)
\end{aligned}
$$

The function $S(1 \otimes-)$ defines a rank function on $\mathcal{M}_{K}$, so by uniqueness we must have $S(1 \otimes-)=\mathrm{rk}_{\mathcal{M}_{K}}(-)$. Therefore

$$
\left|S(x)-S\left(x_{m}\right)\right| \leq \sum_{i=1}^{k} \operatorname{rk}_{\mathcal{M}_{K}}\left(x_{i}-x_{i, m}\right) \leq \max _{i=1, \ldots, k}\left\{\operatorname{rk}_{\mathcal{M}_{K}}\left(x_{i}-x_{i, m}\right)\right\} \xrightarrow{m} 0
$$

This ensures that $S(x)$ is completely determined by the values of $S$ over $\underset{\rightarrow}{\lim _{n}} M_{2^{n}}(D)$. Since the restriction $S \mid$ of $S$ over this ring gives again a rank function, by uniqueness of the rank function rk on $\underset{\rightarrow}{\lim } M_{2^{n}}(D)$ we must have $S \mid=$ rk. This tells us that

$$
S(x)=\lim _{m} \mathrm{rk}_{D}\left(x_{m}\right) .
$$

This shows at once that there is a unique rank function, which will be denoted by $\mathrm{rk}_{\otimes}$, on $D \otimes_{K} \mathcal{M}_{K}$, and that $D \otimes_{K}\left(\underset{\longrightarrow}{\lim _{n}} M_{2^{n}}(K)\right) \cong \lim _{n} M_{2^{n}}(D)$ is dense in $D \otimes_{K} \mathcal{M}_{K}$ with respect to the $\mathrm{rk}_{\otimes}$-metric.

Theorem 4.3.2. Let $\mathcal{A}$ be an ultramatricial D-ring, and let $\mathrm{rk}_{\mathcal{A}}$ be an extremal pseudo-rank function on $\mathcal{A}$ such that the completion $\mathcal{Q}$ of $\mathcal{A}$ with respect to $\mathrm{rk}_{\mathcal{A}}$ is a continuous factor. Then there is an isomorphism of D-rings $\mathcal{Q} \cong \mathcal{M}_{D}$.

Proof. We can assume that $\mathcal{A}=\lim _{\rightarrow n}\left(\mathcal{A}_{n}, \varphi_{n}\right)$, where each $\mathcal{A}_{n}$ is a matricial $D$-ring

$$
\mathcal{A}_{n}=M_{m_{1}}(D) \times \cdots \times M_{m_{r_{n}}}(D)
$$

with the canonical structure of $D$-rings, and each map $\varphi_{n}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n+1}$ is an injective morphism of $D$-rings.
Write $\mathcal{B}_{n}=C_{\mathcal{A}_{n}}(D)$ for the centralizer of $D$ in $\mathcal{A}_{n}$, i.e. all the elements of $\mathcal{A}_{n}$ that commute with $D$. It can be explicitly computed in this case, giving

$$
\mathcal{B}_{n}=C_{\mathcal{A}_{n}}(D)=C_{M_{m_{1}}(D)}(D) \times \cdots C_{M_{m_{r_{n}}}(D)}(D)=M_{m_{1}}(K) \times \cdots \times M_{m_{r_{n}}}(K)
$$

since each $C_{M_{m_{i}}(D)}(D)=M_{m_{i}}(K)$ because $K$ is the center of $D$. Hence each $\mathcal{B}_{n}$ is a matricial $K$-algebra, and

$$
D \otimes_{K} \mathcal{B}_{n}=D \otimes_{K}\left(M_{m_{1}}(K) \times \cdots \times M_{m_{r_{n}}}(K)\right) \cong\left(D \otimes_{K} M_{m_{1}}(K)\right) \times \cdots \times\left(D \otimes_{K} M_{m_{r_{n}}}(K)\right) \cong \mathcal{A}_{n}
$$

Moreover, we have $\varphi_{n}\left(\mathcal{B}_{n}\right) \subseteq \mathcal{B}_{n+1}$ for all $n \geq 1$, so we obtain an inductive limit of matricial $K$-algebras $\mathcal{B}=\lim _{\rightarrow n}\left(\mathcal{B}_{n},\left.\left(\varphi_{n}\right)\right|_{\mathcal{B}_{n}}\right)$, which is such that

$$
D \otimes_{K} \mathcal{B}=D \otimes_{K}\left(\underset{n}{\lim } \mathcal{B}_{n}\right) \cong \underset{n}{\lim } D \otimes_{K} \mathcal{B}_{n} \cong \underset{n}{\lim } \mathcal{A}_{n}=\mathcal{A}
$$

From now on we will simply identify $\mathcal{A}=D \otimes_{K} \mathcal{B}$. Now, since $\mathcal{B} \subseteq \mathcal{A}$, we have an induced map $\mathbb{P}(\mathcal{A}) \rightarrow \mathbb{P}(\mathcal{B})$ sending (pseudo-)rank functions of $\mathcal{A}$ to (pseudo-)rank functions of $\mathcal{B}$ given by restriction on $\mathcal{B}$. In fact, using that each factor $M_{m}(K), M_{m}(D)$ has a unique rank function, compatible with respect to the isomorphism $M_{m}(D) \cong D \otimes_{K} M_{m}(K)$, it is clear that each rank function on $\mathcal{B}_{n}$ can be uniquely extended to a rank function on $\mathcal{A}_{n}$, and therefore each rank function on $\mathcal{B}$ extends uniquely to a rank function on $\mathcal{A}$. This shows that the previous map $\mathbb{P}(\mathcal{A}) \rightarrow \mathbb{P}(\mathcal{B})$ is bijective, and it is straightforward to show that it is in fact an affine homeomorphism. Consequently, the restriction $\operatorname{rk}_{\mathcal{B}}$ of $\mathrm{rk}_{\mathcal{A}}$ to $\mathcal{B}$ is also an extremal pseudo-rank function on $\mathcal{B}$.

Moreover, since $\operatorname{rk}_{\mathcal{A}}(\mathcal{A})=\operatorname{rk}_{\mathcal{A}}(\mathcal{B})$, it follows that $\mathrm{rk}_{\mathcal{A}}(\mathcal{B})$ is a dense subset of the unit interval, which implies that the completion $\mathcal{Q}_{\mathcal{B}}$ of $\mathcal{B}$ in the $\mathrm{rk}_{\mathcal{B}}$-metric is a continuous factor over $K$. We can then apply Theorem 4.2 .2 to $\mathcal{Q}_{\mathcal{B}}$, to conclude that there is an algebra isomorphism $\psi^{\prime}: \mathcal{M}_{K} \rightarrow \mathcal{Q}_{\mathcal{B}}$, which induces naturally an isomorphism of $D$-rings

$$
\psi:=\operatorname{id}_{D} \otimes \psi^{\prime}: D \otimes_{K} \mathcal{M}_{K} \rightarrow D \otimes_{K} \mathcal{Q}_{\mathcal{B}}
$$

Observe that $D \otimes_{K} \mathcal{Q}_{\mathcal{B}}$ can be realized as a subset of $\mathcal{Q}$, since for an element $d \otimes x \in D \otimes_{K} \mathcal{Q}_{\mathcal{B}}$, there exists a sequence $\left\{x_{m}\right\}_{m} \subseteq \mathcal{B}$ approximating $x$ in rank. Hence, the sequence of elements $d \otimes x_{m} \in D \otimes_{K} \mathcal{B}=\mathcal{A}$ is Cauchy in rank:

$$
\operatorname{rk}_{\mathcal{A}}\left(d \otimes x_{m}-d \otimes x_{m^{\prime}}\right)=\operatorname{rk}_{\mathcal{A}}\left((d \otimes 1)\left(1 \otimes\left(x_{m}-x_{m^{\prime}}\right)\right)\right) \leq \operatorname{rk}_{\mathcal{B}}\left(x_{m}-x_{m^{\prime}}\right) \xrightarrow{m, m^{\prime}} 0
$$

so convergent inside $\mathcal{Q}$, where we identify its limit to be the previous element $d \otimes x$, but inside $\mathcal{Q}$. Since

$$
\mathcal{A}=D \otimes_{K} \mathcal{B} \subseteq D \otimes_{K} \mathcal{Q}_{\mathcal{B}} \subseteq \mathcal{Q}
$$

it follows that $\psi\left(D \otimes_{K} \mathcal{M}_{K}\right)=D \otimes_{K} \mathcal{Q}_{\mathcal{B}}$ is dense in $\mathcal{Q}$. By Lemma 4.3.1 $\psi\left(D \otimes_{K}\left(\lim _{\rightarrow n} M_{2^{n}}(K)\right)\right)$ is dense in $\psi\left(D \otimes_{K} \mathcal{M}_{K}\right)$ with respect to the restriction of $\mathrm{rk}_{\mathcal{Q}}$ to it, therefore $\psi\left(D \otimes_{K}\left(\underset{\rightarrow}{\lim _{n}} \overrightarrow{M_{2^{n}}} n(K)\right)\right)$ is dense in $\mathcal{Q}$. Hence, the restriction of $\psi$ to $D \otimes_{K}\left(\underset{\longrightarrow}{\lim } M_{2^{n}}(K)\right) \cong{\underset{\longrightarrow}{l}}_{\underline{l_{2}}}(D)$ gives a rank-preserving isomorphism of $D$ rings from $\underset{\longrightarrow}{\lim } M_{2^{n}}(D)$ onto a dense $\vec{D}$-subring of $\mathcal{Q}$, and thus it can be uniquely extended to an isomorphism from $\mathcal{M}_{D} \overrightarrow{\text { onto }}^{n} \mathcal{Q}$.

### 4.4 Fields with involution

In this section, we will consider the corresponding problem for $*$-algebras. Again, the motivation comes from the theory of group algebras. If $K$ is a subfield of $\mathbb{C}$ closed under complex conjugation, and $G$ is a countable discrete group, then there is a natural involution on the group algebra $K[G]$, and the completion of the $*$-regular closure of $K[G]$ in $\mathcal{U}(G)$ is a $*$-regular ring containing $K[G]$ as a $*$-subalgebra. It would be thus desirable to find conditions under which this completion is $*$-isomorphic to $\mathcal{M}_{K}$, where $\mathcal{M}_{K}$ is endowed with the involution induced from the involution on $\lim _{\rightarrow} M_{2^{n}}(K)$, which is in turn obtained by endowing each algebra $M_{2^{n}}(K)$ with the $*$-transpose involution.

We will work with $*$-algebras over a field with positive definite involution $(F, *)$. The involution on $M_{n}(F)$ will always be the $*$-transpose involution.

A *-algebra $\mathcal{A}$ is standard matricial if

$$
\mathcal{A}=M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)
$$

for some positive integers $n_{1}, \ldots, n_{r}$.
Let $\mathcal{A}=M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F), \mathcal{B}=M_{m_{1}}(F) \times \cdots \times M_{m_{s}}(F)$ be two standard matricial $*$-algebras. A standard map between $\mathcal{A}$ and $\mathcal{B}$ is a block-diagonal $*$-homomorphism $\Phi: \mathcal{A} \rightarrow \mathcal{B}$, i.e. of the form

For more information, see [2, p.232].
A standard ultramatricial $*$-algebra is a direct limit of a sequence $\mathcal{A}_{1} \xrightarrow{\Phi_{1}} \mathcal{A}_{2} \xrightarrow{\Phi_{2}} \mathcal{A}_{3} \xrightarrow{\Phi_{3}} \cdots$ of standard matricial $*$-algebras $\mathcal{A}_{n}$ and standard maps $\Phi_{n}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n+1}$. An ultramatricial $*$-algebra is a $*$-algebra which is $*$-isomorphic to the direct limit of a sequence of standard matricial $*$-algebras $\mathcal{A}_{n}$ and $*$-algebra homomorphisms $\Phi_{n}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n+1}$.

Let $\mathcal{A}$ be a $*$-algebra which is $*$-isomorphic to a standard matricial algebra, through a $*$-isomorphism

$$
\psi: \mathcal{A} \rightarrow M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)
$$

We say that a projection (i.e. a self-adjoint idempotent) $p$ in $\mathcal{A}$ is standard (with respect to $\psi$ ) in case that for each $1 \leq i \leq r$, the $i^{\text {th }}$ component $\psi(p)_{i}$ of $\psi(p)$ is a diagonal projection in $M_{n_{i}}(F)$.

Recall that two idempotents $e, f$ in a ring $R$ are equivalent, written $e \sim f$, if there are elements $x \in e R f$ and $y \in f R e$ such that $e=x y$ and $f=y x$. If moreover $e, f$ are projections of a $*$-ring $R$, then we say that $e$ is $*$-equivalent to $f$, written $e \stackrel{*}{\sim} f$, in case there is an element $x \in e R f$ such that $e=x x^{*}$ and $f=x^{*} x$. Due to Theorem 1.2.11 in a $*$-regular ring, for every element $x \in R$ there exist unique projections $e=\operatorname{LP}(x)$ and $f=\operatorname{RP}(x)$, called the left and the right projections of $x$, such that $x R=e R$ and $R x=R f$. Furthermore, there exists a unique element $y \in f R e$, termed the relative inverse of $x$, such that $x y=e$ and $y x=f$. It is denoted simply by $\bar{x}$.

Definition 4.4.1. A *-regular ring $R$ satisfies the condition $\mathrm{LP} \stackrel{*}{\sim} \mathrm{RP}$ in case the $*$-equivalence $\operatorname{LP}(x) \stackrel{*}{\sim} \operatorname{RP}(x)$ holds for each $x \in R$.

Observe that $R$ satisfies LP $\stackrel{*}{\sim}$ RP if and only if equivalent projections of $R$ are $*$-equivalent ([2] Lemma 1.1]). In general this condition is not satisfied for a $*$-regular ring, but many $*$-regular rings satisfy it. It is worth to mention that for a field $F$ with positive definite involution, $M_{n}(F)$ satisfies LP $\stackrel{*}{\sim}$ RP for all $n \geq 1$ if and only if $F$ is $*$-Pythagorean [47, Theorem 4.9] (see also [46, Theorem 4.5], [2, Theorem 1.12]).

The following result is relevant for our purposes.
Theorem 4.4.2 (Theorem 3.5 of [2]). Let $(F, *)$ be a field with positive definite involution, let $\mathcal{A}$ be a standard ultramatricial $*$-algebra, and let rk be a pseudo-rank function on $\mathcal{A}$. Then the type II part of the rank completion of $\mathcal{A}$ is a *-regular ring satisfying $\mathrm{LP} \stackrel{*}{\sim} \mathrm{RP}$.

As a consequence of this result, the $*$-algebra $\mathcal{M}_{F}$ always satisfies LP $\stackrel{*}{\sim} \mathrm{RP}$, independently of whether the field $F$ is *-Pythagorean or not. Hence, if we want to find an analogue of Theorem 4.2.2, we need to find a condition that guarantees the fulfillment of the property LP $\stackrel{*}{\sim} \mathrm{RP}$ on $\mathcal{Q}$.

We collect, for the convenience of the reader, some properties of a pseudo-rank function on a $*$-regular ring.

Lemma 4.4.3. Let rk be a pseudo-rank function on a *-regular ring R. The following hold:
i) The involution is isometric, that is, $\operatorname{rk}\left(r^{*}\right)=\operatorname{rk}(r)$ for each $r \in R$.
ii) $\operatorname{rk}(\bar{r}-\bar{s}) \leq 3 \operatorname{rk}(r-s)$ for all $r, s \in R$.
iii) $\operatorname{rk}(\operatorname{LP}(r)-\operatorname{LP}(s)) \leq 4 \operatorname{rk}(r-s)$, and $\operatorname{rk}(\operatorname{RP}(r)-\operatorname{RP}(s)) \leq 4 \operatorname{rk}(r-s)$ for all $r, s \in R$.
iv) Suppose that $e_{1}, e_{2}, f_{1}, f_{2}$ are projections in $R$ such that $f_{1} \stackrel{*}{\sim} f_{2}$ and $\operatorname{rk}\left(e_{i}-f_{i}\right) \leq \varepsilon$ for $i=1,2$. Then there exist subprojections $e_{i}^{\prime} \leq e_{i}$ such that $e_{1}^{\prime} \stackrel{*}{\sim} e_{2}^{\prime}$ and $\operatorname{rk}\left(e_{i}-e_{i}^{\prime}\right) \leq 5 \varepsilon$ for $i=1,2$.

Proof. (a) See the proof of Proposition 1 in [45], or [52, Proposition 5.11].
(b) In [10, p.310], it is shown that $\operatorname{rk}(\bar{r}-\bar{s}) \leq 19 \mathrm{rk}(r-s)$, and the authors comment that K. R. Goodearl has reduced 19 to 5 . Here we show that indeed it can be reduced to 3 .

Let $e=r \bar{r}, f=\bar{r} r, g=s \bar{s}$ and $h=\bar{s} s$. We claim that the element $r^{*} r+(1-f)$ is invertible in $R$. Since $R$ is $*$-regular, it follows that $R r^{*} r=R f$ (see the proof of Theorem 1.2.11). Take $x \in R$ such that $x r^{*} r=f$, and we can further assume that $f x=x$. Then $r^{*} r x^{*}=f$ too. We compute:

$$
\left(r^{*} r+(1-f)\right)\left((1-f)+f x^{*}\right)=r^{*} r(1-f)+r^{*} r f x^{*}+(1-f)=f+(1-f)=1
$$

since $r^{*} r f=r^{*} r$. The claim now follows. Analogously, we find that the element $s s^{*}+(1-g)$ is invertible in R.

Hence, using that $r^{*} e=r^{*}$ and $h s^{*}=s^{*}$, we get

$$
\begin{aligned}
\operatorname{rk}(\bar{r}-\bar{s}) & =\operatorname{rk}\left(\left(r^{*} r+(1-f)\right)(\bar{r}-\bar{s})\left(s s^{*}+(1-g)\right)\right)=\operatorname{rk}\left(r^{*} s s^{*}+r^{*}(1-g)-r^{*} r s^{*}-(1-f) s^{*}\right) \\
& \leq \operatorname{rk}\left(r^{*} s s^{*}-r^{*} r s^{*}\right)+\operatorname{rk}\left(r^{*}(1-g)-(1-f) s^{*}\right)=\operatorname{rk}(r-s)+\operatorname{rk}\left(r^{*}-s^{*}\right)+\operatorname{rk}\left(f s^{*}-r^{*} g\right) \\
& =2 \operatorname{rk}(r-s)+\operatorname{rk}\left(f\left(s^{*}-r^{*}\right) g\right) \leq 3 \operatorname{rk}(r-s)
\end{aligned}
$$

as required.
(c) Using (b), we get

$$
\operatorname{rk}(\mathrm{RP}(r)-\operatorname{RP}(s))=\operatorname{rk}(\bar{r} r-\bar{s} s) \leq \operatorname{rk}((\bar{r}-\bar{s}) r)+\operatorname{rk}(\bar{s}(r-s)) \leq 3 \operatorname{rk}(r-s)+\operatorname{rk}(r-s)=4 \operatorname{rk}(r-s)
$$

The proof for LP is similar.
(d) We follow the idea in [2, proof of Lemma 2.6]. Since $f_{1} \stackrel{*}{\sim} f_{2}$, there exists a partial isometry $w \in f_{1} R f_{2}$ such that $f_{1}=w w^{*}$ and $f_{2}=w^{*} w$. Consider the self-adjoint element $a=e_{1}-e_{1} w w^{*} e_{1}$ and set $p_{1}:=\operatorname{LP}(a)$. Since it is self-adjoint, we have $\operatorname{LP}(a)=\operatorname{RP}\left(a^{*}\right)=\operatorname{RP}(a)$, and $p_{1} \leq e_{1}$ because $e_{1} a=a e_{1}=a$. Then

$$
\operatorname{rk}\left(p_{1}\right)=\operatorname{rk}(a)=\operatorname{rk}\left(e_{1}-e_{1} f_{1} e_{1}\right) \leq \operatorname{rk}\left(e_{1}-f_{1}\right) \leq \varepsilon .
$$

Set $p_{1}^{\prime}:=e_{1}-p_{1}$. Then $\operatorname{rk}\left(e_{1}-p_{1}^{\prime}\right)=\operatorname{rk}\left(p_{1}\right) \leq \varepsilon$ and, since $p_{1}^{\prime} a p_{1}^{\prime}=\left(e_{1}-p_{1}\right) a\left(e_{1}-p_{1}\right)=0$, if we set $w^{\prime}:=p_{1}^{\prime} w$ we realize that

$$
w^{\prime}\left(w^{\prime}\right)^{*}=p_{1}^{\prime} w w^{*} p_{1}^{\prime}=p_{1}^{\prime} e_{1} p_{1}^{\prime}=p_{1}^{\prime}
$$

Now observe that $\left(w^{\prime}\right)^{*} w^{\prime}=w^{*} p_{1}^{\prime} w \leq w^{*} w=f_{2}$. Consider the elements

$$
b=e_{2}-e_{2}\left(w^{\prime}\right)^{*} w^{\prime} e_{2}, \quad e_{2}^{\prime \prime}=\operatorname{LP}(b)=\operatorname{RP}\left(b^{*}\right)=\operatorname{RP}(b)
$$

We have $e_{2}^{\prime \prime} \leq e_{2}$ because $e_{2} b=b e_{2}=b$, and we can also give an estimate of its rank:

$$
\begin{aligned}
\operatorname{rk}\left(e_{2}^{\prime \prime}\right) & =N(b)=\operatorname{rk}\left(e_{2}-e_{2}\left(w^{\prime}\right)^{*} w^{\prime} e_{2}\right) \leq \operatorname{rk}\left(e_{2}-\left(w^{\prime}\right)^{*} w^{\prime}\right) \leq \operatorname{rk}\left(e_{2}-f_{2}\right)+\operatorname{rk}\left(w^{*} w-w^{*} p_{1}^{\prime} w\right) \\
& \leq \varepsilon+\operatorname{rk}\left(w^{*} f_{1} w-w^{*} p_{1}^{\prime} w\right) \leq \varepsilon+\operatorname{rk}\left(f_{1}-p_{1}^{\prime}\right) \leq \varepsilon+\operatorname{rk}\left(f_{1}-e_{1}\right)+\operatorname{rk}\left(e_{1}-p_{1}^{\prime}\right) \leq 3 \varepsilon
\end{aligned}
$$

Set $e_{2}^{\prime}=e_{2}-e_{2}^{\prime \prime}$. As before, since $e_{2}^{\prime} b e_{2}^{\prime}=\left(e_{2}-e_{2}^{\prime \prime}\right) b\left(e_{2}-e_{2}^{\prime \prime}\right)=0$, if set set $w^{\prime \prime}:=w^{\prime} e_{2}^{\prime}$ we get

$$
\left(w^{\prime \prime}\right)^{*} w^{\prime \prime}=e_{2}^{\prime}\left(w^{\prime}\right)^{*} w^{\prime} e_{2}^{\prime}=e_{2}^{\prime} e_{2} e_{2}^{\prime}=e_{2}^{\prime}
$$

and $\operatorname{rk}\left(e_{2}-e_{2}^{\prime}\right)=\operatorname{rk}\left(e_{2}^{\prime \prime}\right) \leq 3 \varepsilon$. Write $e_{1}^{\prime}=w^{\prime \prime}\left(w^{\prime \prime}\right)^{*}$. Then $e_{i}^{\prime} \leq e_{i}$ for $i=1,2, e_{1}^{\prime} \stackrel{*}{\sim} e_{2}^{\prime}$, and

$$
\begin{aligned}
\operatorname{rk}\left(e_{1}-e_{1}^{\prime}\right) & =\operatorname{rk}\left(e_{1}-p_{1}^{\prime}\right)+\operatorname{rk}\left(p_{1}^{\prime}-e_{1}^{\prime}\right) \leq \varepsilon+\operatorname{rk}\left(w^{\prime}\left(w^{\prime}\right)^{*}-w^{\prime \prime}\left(w^{\prime \prime}\right)^{*}\right)=\varepsilon+\operatorname{rk}\left(w^{\prime} f_{2}\left(w^{\prime}\right)^{*}-w^{\prime} e_{2}^{\prime}\left(w^{\prime}\right)^{*}\right) \\
& \leq \varepsilon+\operatorname{rk}\left(f_{2}-e_{2}^{\prime}\right) \leq \varepsilon+\operatorname{rk}\left(f_{2}-e_{2}\right)+\operatorname{rk}\left(e_{2}-e_{2}^{\prime}\right) \leq 5 \varepsilon
\end{aligned}
$$

Lemma 4.4.4. Let $R$ be $a$ *-regular ring, and assume that $R$ is complete with respect to a rank function rk. Then $R$ satisfies LP $\stackrel{*}{\sim}$ RP if and only if, given equivalent projections $p, q \in R$ and $\varepsilon>0$, there exist *-equivalent subprojections $p^{\prime} \leq p$ and $q^{\prime} \leq q$ such that $\operatorname{rk}\left(p-p^{\prime}\right)<\varepsilon, \operatorname{rk}\left(q-q^{\prime}\right)<\varepsilon$.

Proof. The "only if" direction follows trivially from [2, Lemma 1.1].
For the "if" direction, suppose that $p$ and $q$ are equivalent projections of $R$. By hypothesis, there are *-equivalent subprojections $p_{1} \leq p$ and $q_{1} \leq q$ such that

$$
\operatorname{rk}\left(p_{1}-p\right)<2^{-1}, \quad \operatorname{rk}\left(q_{1}-q\right)<2^{-1}
$$

Set $p_{1}^{\prime}:=p-p_{1}$ and $q_{1}^{\prime}:=q-q_{1}$. We obtain decompositions $p R=p_{1}^{\prime} R \oplus p_{1} R$ and $q R=q_{1}^{\prime} R \oplus q_{1} R$. Since $p \sim q$ and $p_{1} \sim q_{1}$, we have isomorphisms $p R \cong q R$ and $p_{1} R \cong q_{1} R$, so by [39, Theorems 19.7 and 4.14] we obtain an isomorphism $p_{1}^{\prime} R \cong q_{1}^{\prime} R$ which gives rise to an equivalence $p_{1}^{\prime} \sim q_{1}^{\prime}$. By hypothesis, there are again *-equivalent subprojections $p_{2} \leq p_{1}^{\prime}$ and $q_{2} \leq q_{1}^{\prime}$ such that

$$
\operatorname{rk}\left(p-\left(p_{1}+p_{2}\right)\right)=\operatorname{rk}\left(p_{1}^{\prime}-p_{2}\right)<2^{-2}, \quad \operatorname{rk}\left(q-\left(q_{1}+q_{2}\right)\right)=\operatorname{rk}\left(q_{1}^{\prime}-q_{2}\right)<2^{-2}
$$

Note that $p_{1}, p_{2}$ are orthogonal projections, such like $q_{1}, q_{2}$. By applying the same procedure, we can inductively construct a sequence $\left\{p_{n}\right\}_{n}$ of pairwise orthogonal subprojections of $p$, and $\left\{q_{n}\right\}_{n}$ pairwise orthogonal subprojections of $q$ such that $p_{n} \leq p-\sum_{i=1}^{n-1} p_{i}, q_{n} \leq q-\sum_{i=1}^{n-1} q_{i}, p_{n} \stackrel{*}{\sim} q_{n}$ and

$$
\operatorname{rk}\left(p-\sum_{i=1}^{n} p_{i}\right)<2^{-n}, \quad \operatorname{rk}\left(q-\sum_{i=1}^{n} q_{i}\right)<2^{-n}
$$

for every $n \geq 1$. In particular, $p=\lim _{n} \sum_{i=1}^{n} p_{i}$ and $q=\lim _{n} \sum_{i=1}^{n} q_{i}$. Let $w_{n} \in p_{n} R q_{n}$ be partial isometries realizing the equivalences $p_{n} \stackrel{*}{\sim} q_{n}$, so $p_{n}=w_{n} w_{n}^{*}$ and $q_{n}=w_{n}^{*} w_{n}$. Then for $n \geq m$,

$$
\operatorname{rk}\left(\sum_{i=1}^{n} w_{i}-\sum_{j=1}^{m} w_{j}\right) \leq \sum_{i=m+1}^{n} \operatorname{rk}\left(w_{i}\right) \leq \sum_{i=m+1}^{n} \operatorname{rk}\left(p_{i}\right) \leq \sum_{i=m+1}^{n} \operatorname{rk}\left(p-\sum_{j=1}^{i-1} p_{j}\right)<\sum_{i=m+1}^{n} 2^{-i+1}<2^{-m+1} .
$$

It follows that the sequence $\left\{\sum_{i=1}^{n} w_{i}\right\}_{n}$ converges to an element $w \in R$, and moreover

$$
\left(\sum_{i=1}^{n} w_{i}\right)\left(\sum_{j=1}^{n} w_{j}\right)^{*}=\sum_{i, j=1}^{n} w_{i} q_{i} q_{j} w_{j}^{*}=\sum_{i=1}^{n} w_{i} w_{i}^{*}=\sum_{i=1}^{n} p_{i} \xrightarrow{n} p
$$

Hence $w w^{*}=p$. Similarly we obtain $w^{*} w=q$. Therefore $R$ satisfies condition LP $\stackrel{*}{\sim}$ RP (by [2, Lemma 1.1]).

In order to state the local condition in our main result of this section, we need the following somewhat technical definition.

Definition 4.4.5. Let $R$ be a unital *-regular ring with a pseudo-rank function rk, and let $\mathcal{A}$ be a unital *-subalgebra which is $*$-isomorphic to a standard matricial $*$-algebra. We say that a projection $p \in \mathcal{A}$ is hereditarily quasi-standard if
a) $p$ is $*$-equivalent in $\mathcal{A}$ to a standard projection of $\mathcal{A}$, and
b) for each subprojection $p^{\prime} \leq p, p^{\prime} \in \mathcal{A}$, and each $\varepsilon>0$ there exists a unital $*$-subalgebra $\mathcal{A}^{\prime}$ of $R$ and a projection $p^{\prime \prime} \in \mathcal{A}^{\prime}$ satisfying the following properties:

1) $\mathcal{A}^{\prime}$ is $*$-isomorphic to a standard matricial $*$-algebra,
2) $p^{\prime \prime}$ is $*$-equivalent in $\mathcal{A}^{\prime}$ to a standard projection of $\mathcal{A}^{\prime}$,
3) $p^{\prime \prime} \leq p^{\prime}$ and $\operatorname{rk}\left(p^{\prime}-p^{\prime \prime}\right)<\varepsilon$, and
4) $\mathcal{A} \subseteq \mathcal{A}^{\prime}$.

We can now state the following analogue of Theorem 4.2.2. By a continuous $*$-factor over $F$ we mean a *-regular ring $\mathcal{Q}$ which is a $*$-algebra over $F$, and which is a continuous factor in the sense of Definition 4.2.1.

Theorem 4.4.6. Let $(F, *)$ be a field with positive definite involution. Let $\mathcal{Q}$ be a continuous $*$-factor over $F$, and assume that there exists a dense $F$-subalgebra (with respect to the $\mathrm{rk}_{\mathcal{Q}}$-metric topology) $\mathcal{Q}_{0} \subseteq \mathcal{Q}$ of countable F-dimension. The following are equivalent:
(1) $\mathcal{Q} \cong \mathcal{M}_{F}$ as $*$-algebras.
(2) $\mathcal{Q}$ is isomorphic, as a $*$-algebra, to $\overline{\mathcal{B}}$ for a certain standard ultramatricial $*$-algebra $\mathcal{B}$, where the completion of $\mathcal{B}$ is taken with respect to the metric induced by an extremal pseudo-rank function on $\mathcal{B}$.
(3) For every $\varepsilon>0$, elements $x_{1}, \ldots, x_{n} \in \mathcal{Q}$, and projections $p_{1}, p_{2} \in \mathcal{Q}$, there exist a *-subalgebra $\mathcal{A}$ of $\mathcal{Q}$ which is $*$-isomorphic to a standard matricial $*$-algebra, elements $y_{1}, \ldots, y_{n} \in \mathcal{A}$, and hereditarily quasi-standard projections $q_{1}, q_{2} \in \mathcal{A}$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(p_{j}-q_{j}\right)<\varepsilon \quad \text { for } j=1,2, \quad \text { and } \quad \operatorname{rk}_{\mathcal{Q}}\left(x_{i}-y_{i}\right)<\varepsilon \quad \text { for } 1 \leq i \leq n
$$

Proof. Clearly $(1) \Longrightarrow(2)$, since $\mathcal{M}_{F}$ is already the completion of the standard ultramatricial *-algebra $\lim _{\longrightarrow n} M_{2^{n}}(F)$ with respect to its unique rank function, which is extremal.

Let's prove $(2) \Longrightarrow(3)$. Write $\mathcal{B}=\lim _{n} \mathcal{B}_{n}$ as a direct limit of a sequence of standard matricial $*$-algebras $\mathcal{B}_{n}$ and standard maps $\Phi_{n}: \mathcal{B}_{n} \rightarrow \mathcal{B}_{n+1}{ }^{\longrightarrow}$. Write $\Phi_{j i}: \mathcal{B}_{i} \rightarrow \mathcal{B}_{j}$ for the composition maps $\Phi_{j-1} \circ \cdots \circ \Phi_{i}$ for $i<j$, and write $\theta_{i}: \mathcal{B}_{i} \rightarrow \overline{\mathcal{B}} \cong \mathcal{Q}$ for the canonical map. We identify $\mathcal{Q}$ with $\overline{\mathcal{B}}$.

We will show that the desired $*$-subalgebra $\mathcal{A}$ satisfying the required conditions is of the form $\theta_{j}\left(\mathcal{B}_{j}\right)$. Note that these $*$-subalgebras are indeed $*$-isomorphic to $\mathcal{B}_{j}$, which are standard matricial $*$-algebras.

For a given $\varepsilon>0$ and elements $x_{1}, \ldots, x_{n} \in \mathcal{Q}$, there are elements $y_{1}, \ldots, y_{n} \in \mathcal{B}=\underset{\longrightarrow}{\lim } \mathcal{B}_{n}$ being close to the $x_{i}$ up to $\varepsilon$ in rank, that is

$$
\operatorname{rk}_{\mathcal{Q}}\left(x_{i}-y_{i}\right)<\varepsilon \quad \text { for } i=1, \ldots, k
$$

Since $y_{1}, \ldots, y_{n} \in \underset{\longrightarrow}{\lim } \mathcal{B}_{n}$, there exists an integer $N \geq 1$ such that $\theta_{N}\left(\mathcal{B}_{N}\right)$ contains all of them. Now the projections. Note that, since the algebras of the form $\theta_{j}\left(\mathcal{B}_{j}\right)$ form an increasing sequence, it is enough to deal with a single projection, since if we can find, for $i=1,2$, hereditarily quasi-standard projections $q_{i}$ satisfying the required properties and belonging to some $\theta_{N_{i}}\left(\mathcal{B}_{N_{i}}\right)$, then $\theta_{N}\left(\mathcal{B}_{N}\right), \theta_{N_{i}}\left(\mathcal{B}_{N_{i}}\right) \subseteq \theta_{M}\left(\mathcal{B}_{M}\right)$ for $M \geq N, N_{i}$, and the required $*$-subalgebra $\mathcal{A}$ could be chosen to be $\theta_{M}\left(\mathcal{B}_{M}\right)$.

Let then $p$ be a projection in $\mathcal{Q}$ and let $\varepsilon>0$. There exists an integer $i \geq 1$ and an element $x \in \mathcal{B}_{i}$ such that $\mathrm{rk}_{\mathcal{Q}}\left(p-\theta_{i}(x)\right)<\frac{\varepsilon}{8}$. Write $p^{\prime}:=\operatorname{LP}(x) \in \mathcal{B}_{i}$. We first claim that $\theta_{i}\left(p^{\prime}\right)=\theta_{i}(\operatorname{LP}(x))=\operatorname{LP}\left(\theta_{i}(x)\right)$. To prove this, by uniqueness of the projection LP, it is enough to prove that $\theta_{i}\left(p^{\prime}\right)$ is a projection satisfying $\theta_{i}\left(p^{\prime}\right) \mathcal{B}=\theta_{i}(x) \mathcal{B}$. But this is easy: $\theta_{i}\left(p^{\prime}\right)$ is clearly a projection since the $\theta_{i}$ 's are $*$-homomorphisms, and if $\bar{x}$ is the relative inverse of $x$, then

$$
\theta_{i}(x)=\theta_{i}\left(p^{\prime} x\right)=\theta_{i}\left(p^{\prime}\right) \theta_{i}(x), \quad \theta_{i}\left(p^{\prime}\right)=\theta_{i}(x \bar{x})=\theta_{i}(x) \theta_{i}(\bar{x})
$$

This proves the equality of $\mathcal{B}$-modules $\theta_{i}\left(p^{\prime}\right) \mathcal{B}=\theta_{i}(x) \mathcal{B}$, as required.
Therefore $\theta_{i}\left(p^{\prime}\right)=\operatorname{LP}\left(\theta_{i}(x)\right)^{2}$. Now, using Lemma 4.4.3 we can estimate

$$
\operatorname{rk}_{\mathcal{Q}}\left(p-\theta_{i}\left(p^{\prime}\right)\right)=\operatorname{rk}_{\mathcal{Q}}\left(\operatorname{LP}(p)-\theta_{i}(\operatorname{LP}(x))\right)=\operatorname{rk}_{\mathcal{Q}}\left(\operatorname{LP}(p)-\operatorname{LP}\left(\theta_{i}(x)\right)\right) \leq 4 \operatorname{rk}_{\mathcal{Q}}\left(p-\theta_{i}(x)\right)<\frac{\varepsilon}{2}
$$

so that $\operatorname{rk}_{\mathcal{Q}}\left(p-\theta_{i}\left(p^{\prime}\right)\right)<\frac{\varepsilon}{2}$.
Since $\mathcal{B}_{i}$ is standard matricial, it is of the form $M_{m_{1}}(F) \times \cdots \times M_{m_{r}}(F)$ for some positive integers $m_{1}, \ldots, m_{r}$. Each component $p_{j}^{\prime}$ of $p^{\prime} \in \mathcal{B}_{i}$ is a projection inside $M_{m_{j}}(F)$, so there exists an invertible matrix $x_{j} \in M_{m_{j}}(F)$ such that $x_{j} p_{j}^{\prime} x_{j}^{-1}$ is diagonal, hence a standard projection $g_{j}$ inside $M_{m_{j}}(F)$. We then observe that the elements $x=\left(x_{j} p_{j}^{\prime}\right)_{j}, y=\left(x_{j}^{-1} g_{j}\right)_{j} \in \mathcal{B}_{i}$ define an equivalence between the projections $p^{\prime}$ and $g=\left(g_{j}\right)_{j}$, since $x y=\left(x_{j} p_{j}^{\prime} x_{j}^{-1} g_{j}\right)_{j}=\left(g_{j}\right)_{j}=g$ and $y x=\left(x_{j}^{-1} g_{j} x_{j} p_{j}^{\prime}\right)_{j}=\left(p_{j}^{\prime}\right)_{j}=p^{\prime}$. By the proof of [2, Theorem 3.5], there are $j>i$ and projections $\widetilde{p}, \widetilde{g} \in \mathcal{B}_{j}$ such that $\widetilde{p} \leq \Phi_{j i}\left(p^{\prime}\right), \widetilde{g} \leq \Phi_{j i}(g)$ with $\widetilde{g}$ a standard projection, $\widetilde{p} \stackrel{*}{\sim} \widetilde{g}$, and moreover

$$
\operatorname{rk}_{\mathcal{Q}}\left(\theta_{i}\left(p^{\prime}\right)-\theta_{j}(\widetilde{p})\right)<\frac{\varepsilon}{2} \quad \text { and } \quad \operatorname{rk}_{\mathcal{Q}}\left(\theta_{i}(g)-\theta_{j}(\widetilde{g})\right)<\frac{\varepsilon}{2}
$$

[^41]As a consequence, $\widetilde{p}$ is $*$-equivalent to a standard projection in $\mathcal{B}_{j}$, and

$$
\operatorname{rk}_{\mathcal{Q}}\left(p-\theta_{j}(\widetilde{p})\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(p-\theta_{i}\left(p^{\prime}\right)\right)+\operatorname{rk}_{\mathcal{Q}}\left(\theta_{i}\left(p^{\prime}\right)-\theta_{j}(\widetilde{p})\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

Take $\mathcal{A}:=\theta_{j}\left(\mathcal{B}_{j}\right)$ and $q:=\theta_{j}(\widetilde{p})$. To conclude, we need to show that $q$ is indeed a hereditarily quasi-standard projection. Clearly, property $a$ ) in Definition 4.4.5 is satisfied. To show property $b$ ), take a subprojection $q^{\prime}=\theta_{j}\left(\widetilde{p}^{\prime}\right)$ of $q=\theta_{j}(\widetilde{p})$, where $\widetilde{p}^{\prime}$ is a subprojection of $\widetilde{p}$, and $\delta>0$. We then use the same argument as above but now applied to the projection $\widetilde{p}^{\prime}$ of $\mathcal{B}_{j}$ and to $\delta>0$ to obtain $k \geq j$ and a projection $\theta_{k}\left(\widetilde{p}^{\prime \prime}\right)$ in the *-subalgebra $\theta_{k}\left(\mathcal{B}_{k}\right)$ such that the pair $\left(\theta_{k}\left(\widetilde{p}^{\prime \prime}\right), \theta_{k}\left(\mathcal{B}_{k}\right)\right)$ satisfies properties 1) - 4) in Definition 4.4.5 (with $\varepsilon$ replaced with $\delta$ ).

Finally we prove $(3) \Longrightarrow(1)$. We first show that $\mathcal{Q}$ satisfies LP $\stackrel{*}{\sim}$ RP. Let $p_{1}, p_{2}$ be equivalent projections of $\mathcal{Q}$ and $\varepsilon>0$. We will apply Lemma 4.4.4.

Since $p_{1}, p_{2}$ are equivalent projections, we can choose $x \in p_{1} \mathcal{Q} p_{2}$ and $y \in p_{2} \mathcal{Q} p_{1}$ such that $x y=p_{1}$ and $y x=p_{2}$. Observe that, by uniqueness, necessarily $y=\bar{x}$, the relative inverse of $x$ in $\mathcal{Q}$. Using (3), we can find a $*$-subalgebra $\mathcal{A}$ of $\mathcal{Q}$, which is $*$-isomorphic to a standard matricial $*$-algebra, hereditarily quasi-standard projections $q_{1}, q_{2} \in \mathcal{A}$ such that $\mathrm{rk}_{\mathcal{Q}}\left(p_{i}-q_{i}\right)<\varepsilon$ and $q_{i} \stackrel{*}{\sim} e_{i}$ in $\mathcal{A}$ for some standard projections $e_{1}, e_{2} \in \mathcal{A}$, and an element $x_{1} \in \mathcal{A}$ such that $\mathrm{rk}_{\mathcal{Q}}\left(x-x_{1}\right)<\varepsilon$.

Now set $x_{1}^{\prime}:=q_{1} x_{1} q_{2} \in \mathcal{A}$, and note that we have the estimate

$$
\begin{aligned}
\operatorname{rk}_{\mathcal{Q}}\left(x-x_{1}^{\prime}\right) & \leq \operatorname{rk}_{\mathcal{Q}}\left(p_{1} x p_{2}-p_{1} x q_{2}\right)+\operatorname{rk}_{\mathcal{Q}}\left(p_{1} x q_{2}-q_{1} x q_{2}\right)+\operatorname{rk}_{\mathcal{Q}}\left(q_{1} x q_{2}-q_{1} x_{1} q_{2}\right) \\
& \leq \operatorname{rk}_{\mathcal{Q}}\left(p_{2}-q_{2}\right)+\operatorname{rk}_{\mathcal{Q}}\left(p_{1}-q_{1}\right)+\operatorname{rk}_{\mathcal{Q}}\left(x-x_{1}\right) \leq \varepsilon+\varepsilon+\varepsilon=3 \epsilon .
\end{aligned}
$$

It follows from part iii) of Lemma 4.4.3 that, with $q_{1}^{\prime \prime}:=\operatorname{LP}\left(x_{1}^{\prime}\right) \in \mathcal{A}$ and $q_{2}^{\prime \prime}:=\operatorname{RP}\left(x_{1}^{\prime}\right) \in \mathcal{A}$,

$$
\operatorname{rk}_{\mathcal{Q}}\left(p_{i}-q_{i}^{\prime \prime}\right) \leq 4 \operatorname{rk}_{\mathcal{Q}}\left(x-x_{1}^{\prime}\right)<12 \varepsilon \quad \text { for } i=1,2
$$

Observe that $q_{1}^{\prime \prime}=L P\left(x_{1}^{\prime}\right) \sim R P\left(x_{1}^{\prime}\right)=q_{2}^{\prime \prime}$ (so they have the same rank), that $q_{i}^{\prime \prime} \leq q_{i}$, and the complement of $q_{i}^{\prime \prime}$ in $q_{i}$ is "small" in rank:

$$
\operatorname{rk}_{\mathcal{Q}}\left(q_{i}-q_{i}^{\prime \prime}\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(q_{i}-p_{i}\right)+\operatorname{rk}_{\mathcal{Q}}\left(p_{i}-q_{i}^{\prime \prime}\right)<\varepsilon+12 \varepsilon=13 \varepsilon .
$$

We still need to modify the projections $q_{i}^{\prime \prime}$ in order to get $*$-equivalence of these, rather than just equivalence.
Since $q_{i} \stackrel{*}{\sim} e_{i}$ in $\mathcal{A}$, there exist partial isometries $w_{i} \in q_{i} \mathcal{A} e_{i}$ such that $w_{i} w_{i}^{*}=q_{i}$ and $w_{i}^{*} w_{i}=e_{i}$. Then $e_{i}^{\prime \prime}:=w_{i}^{*} q_{i}^{\prime \prime} w_{i}$ are equivalent projections in $\mathcal{A}$ such that $e_{i}^{\prime \prime} \leq e_{i}$, and moreover

$$
\operatorname{rk}_{\mathcal{Q}}\left(e_{i}-e_{i}^{\prime \prime}\right)=\operatorname{rk}_{\mathcal{Q}}\left(w_{i}^{*} q_{i} w_{i}-w_{i}^{*} q_{i}^{\prime \prime} w_{i}\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(q_{i}-q_{i}^{\prime \prime}\right)<13 \varepsilon .
$$

A schematic for our actual situation is as follows.

$$
\begin{array}{rl}
q_{1}^{\prime \prime} & \leq q_{1} \stackrel{*}{\sim} e_{1} \geq e_{1}^{\prime \prime} \\
2 & 2 \\
q_{2}^{\prime \prime} & \leq q_{2} \stackrel{*}{\sim} e_{2} \geq e_{2}^{\prime \prime}
\end{array}
$$

We now use the fact that $\mathcal{A}$ is (*-isomorphic to) a standard matricial $*$-algebra: the restriction of $\mathrm{rk}_{\mathcal{Q}}$ to $\mathcal{A}$ is a convex combination of the normalized rank functions on the different simple factors of $\mathcal{A}$, so the above information enables us to build standard projections $e_{i}^{\prime} \leq e_{i}$ such that $e_{1}^{\prime} \stackrel{*}{\sim} e_{2}^{\prime}$, and

$$
\operatorname{rk}_{\mathcal{Q}}\left(e_{i}-e_{i}^{\prime}\right)<13 \varepsilon \quad \text { for } i=1,2 .
$$

This in turn gives us projections $q_{i}^{\prime} \leq q_{i}$ (through the $*$-equivalences $q_{i} \stackrel{*}{\sim} e_{i}$ ) such that $q_{1}^{\prime} \stackrel{*}{\sim} q_{2}^{\prime}$ and

$$
\operatorname{rk}_{\mathcal{Q}}\left(q_{i}-q_{i}^{\prime}\right)<13 \varepsilon \quad \text { for } i=1,2 .
$$

The last step is to transfer these to $p_{1}, p_{2}$. For this, observe that

$$
\operatorname{rk}_{\mathcal{Q}}\left(p_{i}-q_{i}^{\prime}\right) \leq \operatorname{rk}_{\mathcal{Q}}\left(p_{i}-q_{i}\right)+\operatorname{rk}_{\mathcal{Q}}\left(q_{i}-q_{i}^{\prime}\right)<\varepsilon+13 \varepsilon=14 \varepsilon
$$

Since moreover $q_{1}^{\prime}$ and $q_{2}^{\prime}$ are *-equivalent, it follows from part $i v$ ) of Lemma 4.4.3 that there exist projections $p_{i}^{\prime} \leq p_{i}$ in $\mathcal{Q}$ such that $p_{1}^{\prime} \stackrel{*}{\sim} p_{2}^{\prime}$ and

$$
\mathrm{rk}_{\mathcal{Q}}\left(p_{i}-p_{i}^{\prime}\right)<5 \cdot 14 \varepsilon=70 \varepsilon
$$

We can now apply Lemma 4.4.4 to conclude that $\mathcal{Q}$ satisfies LP $\stackrel{*}{\sim}$ RP.
Now (1) is shown by using the same method employed in Section 4.2. The first thing to notice here is that exactly the same proof given in [44], showing that there is an isomorphism $\mathcal{M}_{F} \cong \varlimsup_{\longrightarrow} M_{p_{n}}(F)$ for any factor sequence $\left(p_{i}\right)_{i}$, works for fields with positive definite involution, provided that one replaces 'idempotents' by 'projections', and 'homomorphisms' by ' $*$-homomorphisms'. We henceforth will identify $\mathcal{M}_{F}$ with the $*$-algebra $\varliminf_{\longrightarrow} M_{p_{n}}(F)$.

We only need to prove a variant of Lemma 4.2.4 with *-algebra homomorphisms $\rho_{i}: M_{p_{i}}(F) \rightarrow \mathcal{Q}$ instead of just algebra homomorphisms. For this, new versions of Lemmas 4.2.5 and 4.2.6 are required, as follows.
Lemma 4.4.7 ( $*$-version of Lemma 4.2.5). Let $p$ be a positive integer. Then there exists a constant $K^{*}(p)$, depending only on $p$, such that
i) for any field with involution $(F, *)$,
ii) any $\varepsilon>0$,
iii) any pair $\mathcal{A} \subseteq \mathcal{B}$ where $\mathcal{B}$ is a unital $*$-algebra over $F$ and $\mathcal{A}$ is a unital $*$-regular subalgebra of $\mathcal{B}$,
iv) any pseudo-rank function rk on $\mathcal{B}$ such that $\operatorname{rk}\left(b^{*}\right)=\operatorname{rk}(b)$ for all $b \in \mathcal{B}$, and
v) any *-algebra homomorphism $\rho: M_{p}(F) \rightarrow \mathcal{B}$ such that

$$
\left\{\rho\left(e_{i j}\right)\right\}_{1 \leq i, j \leq p} \subseteq_{\varepsilon} \mathcal{A}
$$

with respect to the rk-metric (where $e_{i j}$ denote the canonical matrix units in $M_{p}(K)$ ),
there exists a*-algebra homomorphism $\psi: M_{p}(F) \rightarrow \mathcal{A}$ which is close to $\rho$ in rank, namely

$$
\operatorname{rk}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)<K^{*}(p) \varepsilon \quad \text { for } 1 \leq i, j \leq p
$$

If, in addition, we are given a projection $f \in \mathcal{A}$ such that $\operatorname{rk}\left(\rho\left(e_{11}\right)-f\right)<\varepsilon$, then the map $\psi$ can be built with the additional property that $\psi\left(e_{11}\right) \leq f$.

Proof of Lemma 4.4.7. The proof follows the same steps as the proof of Lemma 4.2.5. There is only an additional degree of approximation due to the fact that we need projections instead of idempotents. Proceeding by induction on $p$, just as in the proof of Lemma 4.2.5. we start with $*$-matrix units $\left\{x_{i j}\right\}$ for $1 \leq i, j \leq p-1$, so that $x_{i j}^{*}=x_{j i}$ for all $i, j$, and we have to define new elements $y_{1 i}$, for $i=1, \ldots, p$, so that the family $y_{i j}=y_{1 i}^{*} y_{1 j}, 1 \leq i, j \leq p$, is the desired new family of $*$-matrix units. To this end, one only needs to replace the idempotents $g_{i}$ found in that proof by the projections $\mathrm{LP}\left(g_{i}\right)$. Using Lemma 4.4.3, one can easily control the corresponding ranks.

The last part is proven by the same kind of induction, starting with $\psi(1)=f$ for the case $p=1$.

Lemma 4.4.8 (*-version of Lemma 4.2.6). Assume that $\mathcal{Q}$ satisfies condition (3) in Theorem 4.4.6. Let $\theta \in(0,1)$, and let $\left\{x_{n}\right\}_{n}$ be an $F$-basis of $\mathcal{Q}_{0}$.

Let $p$ be a positive integer such that there exist a*-algebra homomorphism $\rho: M_{p}(F) \rightarrow \mathcal{Q}, a *$-subalgebra $\mathcal{A} \subseteq \mathcal{Q}$ which is $*$-isomorphic to a standard matricial $*$-algebra, a hereditarily quasi-standard projection $g \in \mathcal{A}$, a positive integer $m$ and $\varepsilon>0$ such that
i) $\operatorname{rk}_{\mathcal{Q}}(\rho(1))=\frac{p}{q}>\theta$ for some positive integer $q$.
ii) $\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{11}\right)-g\right)<\varepsilon$, where $\left\{e_{i j} \mid i, j=1, \ldots, p\right\}$ are the canonical matrix units of $M_{p}(F)$.
iii) $\left\{\rho\left(e_{i j}\right) \mid i, j=1, \ldots, p\right\} \subseteq_{\varepsilon} \mathcal{A}$, and $\operatorname{span}\left\{x_{1}, \ldots, x_{m}\right\} \subseteq_{\varepsilon} \mathcal{A}$.
iv) $\varepsilon<\frac{1}{48 K^{*}(p) p^{2}}\left(\frac{p}{q}-\theta\right)$, where $K^{*}(p)$ is the constant introduced in Lemma 4.4.7.

Then there exist positive integers $p^{\prime}, t, q^{\prime}$, with $p^{\prime}=t p$, a real number $\varepsilon^{\prime}>0$, a $*$-algebra homomorphism $\rho^{\prime}: M_{p^{\prime}}(F) \rightarrow \mathcal{Q}, a *$-subalgebra $\mathcal{A}^{\prime} \subseteq \mathcal{Q}$, which is $*$-isomorphic to a standard matricial $*$-algebra and a hereditarily quasi-standard projection $g^{\prime} \in \mathcal{A}^{\prime}$ such that the following conditions hold:

1) $\operatorname{rk}_{\mathcal{Q}}\left(\rho^{\prime}(1)\right)=\frac{p^{\prime}}{q^{\prime}}$.
2) 

$$
0<\frac{p^{\prime}}{q^{\prime}}-\theta<\frac{1}{2}\left(\frac{p}{q}-\theta\right)
$$

3) For each $x \in \rho(1) \mathcal{A} \rho(1)$ there exists $y \in M_{p^{\prime}}(F)$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(x-\rho^{\prime}(y)\right)<\frac{p}{q}-\theta
$$

4) For each $z \in M_{p}(F)$, we have

$$
\mathrm{rk}_{\mathcal{Q}}\left(\rho(z)-\rho^{\prime}(\gamma(z))\right)<\frac{p}{q}-\theta
$$

where $\gamma: M_{p}(F) \rightarrow M_{p^{\prime}}(F)$ is the canonical unital $*$-homomorphism sending $z$ to $\left(\begin{array}{lll}z & & \mathbf{0} \\ & \cdot & t \\ \mathbf{0} & & \\ \mathbf{0} & & z\end{array}\right)$.
5) $\operatorname{rk}_{\mathcal{Q}}\left(\rho^{\prime}\left(e_{11}^{\prime}\right)-g^{\prime}\right)<\varepsilon^{\prime}$, where $\left\{e_{i j}^{\prime} \mid i, j=1, \ldots, p^{\prime}\right\}$ are the canonical matrix units of $M_{p^{\prime}}(F)$.
6) $\left\{\rho^{\prime}\left(e_{i j}^{\prime}\right) \mid i, j=1, \ldots, p^{\prime}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$, and $\operatorname{span}\left\{x_{1}, \ldots, x_{m}, x_{m+1}\right\} \subseteq_{\varepsilon^{\prime}} \mathcal{A}^{\prime}$.
7) $\varepsilon^{\prime}<\frac{1}{48 K^{*}\left(p^{\prime}\right) p^{\prime 2}}\left(\frac{p^{\prime}}{q^{\prime}}-\theta\right)$.

Proof of Lemma 4.4.8. The proof is very similar to the proof of Lemma 4.2.6, so we will only indicate the points where the proof has to be modified.

We denote by $e_{i j}$, for $1 \leq i, j \leq p$, the canonical matrix units in $M_{p}(F)$. Note that $e_{i j}^{*}=e_{j i}$ for all $i, j$. Set $f^{\prime}:=\rho\left(e_{11}\right)$, which is a projection in $\mathcal{Q}$. By $\left.i\right)$,

$$
\operatorname{rk}_{\mathcal{Q}}\left(f^{\prime}\right)=\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{11}\right)\right)=\frac{1}{p}\left(\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{11}\right)\right)+\cdots+\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{p p}\right)\right)\right)=\frac{1}{q}
$$

By hypothesis, there is a hereditarily quasi-standard projection $g$ in the $*$-subalgebra $\mathcal{A}$ such that $\mathrm{rk}_{\mathcal{Q}}\left(f^{\prime}-g\right)<$ $\varepsilon$. Now because of $i i i$ ) we can apply Lemma 4.4.7 to obtain a $*$-algebra homomorphism $\psi: M_{p}(F) \rightarrow \mathcal{A}$ such that $\psi\left(e_{11}\right) \leq g$ and $\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)<K^{*}(p) \varepsilon$ for all $1 \leq i, j \leq p$.

Due to condition b) in Definition 4.4.5, there exists another $*$-subalgebra $\mathcal{A}^{\prime}$ of $\mathcal{Q}$ which is *-isomorphic to a standard matricial $*$-algebra and contains $\mathcal{A}$, and a projection $f \in \mathcal{A}^{\prime}$, which is $*$-equivalent in $\mathcal{A}^{\prime}$ to a standard projection of $\mathcal{A}^{\prime}$, such that $f \leq \psi\left(e_{11}\right)$ and $\operatorname{rk}_{\mathcal{Q}}\left(\psi\left(e_{11}\right)-f\right)<K^{*}(p) \varepsilon-\mu$, where

$$
\mu=\max \left\{\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right) \mid 1 \leq i, j \leq p\right\} .
$$

Now, by setting $\psi^{\prime}\left(e_{i j}\right)=\psi\left(e_{i 1}\right) f \psi\left(e_{1 j}\right)$, we obtain that $\psi^{\prime}$ is a $*$-algebra homomorphism $M_{p}(F) \rightarrow \mathcal{A}^{\prime}$, and that

$$
\begin{aligned}
\operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi^{\prime}\left(e_{i j}\right)\right) & \leq \operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)+\operatorname{rk}_{\mathcal{Q}}\left(\psi\left(e_{i 1}\right) \psi\left(e_{11}\right) \psi\left(e_{1 j}\right)-\psi\left(e_{i 1}\right) f \psi\left(e_{1 j}\right)\right) \\
& \leq \operatorname{rk}_{\mathcal{Q}}\left(\rho\left(e_{i j}\right)-\psi\left(e_{i j}\right)\right)+\operatorname{rk}_{\mathcal{Q}}\left(\psi\left(e_{11}\right)-f\right)<\mu+\left(K^{*}(p) \varepsilon-\mu\right)=K^{*}(p) \varepsilon
\end{aligned}
$$

so that, after changing notation, we may assume that $f=\psi\left(e_{11}\right)$, and that $f$ is $*$-equivalent in $\mathcal{A}$ to a standard projection of $\mathcal{A}$.

Since $\mathcal{A}$ is a standard matricial $*$-algebra, we can write

$$
f=f_{1}+\cdots+f_{k},
$$

where $f_{1}, \ldots, f_{k}$ are nonzero mutually orthogonal projections belonging to different simple factors of $\mathcal{A}$. Since $f$ is $*$-equivalent in $\mathcal{A}$ to a standard projection, there exists, for each $1 \leq i \leq k$, a set of $*$-matrix units
$\left\{f_{j l}^{(i)}\right\}_{1 \leq j, l \leq r_{i}}$ inside $f_{i} \mathcal{A} f_{i}$ such that each $f_{j j}^{(i)}$ is a minimal projection in the simple factor to which $f_{i}$ belongs, and such that

$$
\sum_{j=1}^{r_{i}} f_{j j}^{(i)}=f_{i}, \text { the unit of the corner } f_{i} \mathcal{A} f_{i}
$$

Now the proof follows the same steps as the one of Lemma 4.2.6. The idempotent $e$ built in that proof can be replaced now by a projection since $\mathcal{Q}$ is *-regular and, since $\mathcal{Q}$ satisfies $\mathrm{LP} \stackrel{*}{\sim} \mathrm{RP}$, we can construct $p_{i}^{\prime}$ mutually orthogonal subprojections of $f_{11}^{(i)}$. Using this and the fact that $\left(f_{j l}^{(i)}\right)^{*}=f_{l j}^{(i)}$ for all $i, j, l$, one builds a system of matrix units inside $f \mathcal{Q} f$

$$
\left\{h_{\left(j_{1}, j_{2}\right),\left(u_{1}, u_{2}\right)}^{\left(i_{1}, i_{2}\right)} \mid 1 \leq 1 i_{1}, i_{2} \leq 1 k, 1 \leq 1 j_{1} \leq 1 r_{i_{1}}, 1 \leq 1 j_{2} \leq 1 r_{i_{2}}, 1 \leq 1 u_{1} \leq 1 p_{i_{1}}^{\prime}, 1 \leq 1 u_{2} \leq 1 p_{i_{2}}^{\prime}\right\}
$$

satisfying all the conditions stated in the proof of Lemma 4.2.6, and in addition

$$
\left(h_{\left(j_{1}, j_{2}\right),\left(u_{1}, u_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right)^{*}=h_{\left(j_{2}, j_{1}\right),\left(u_{2}, u_{1}\right)}^{\left(i_{2}, i_{1}\right)}
$$

for all allowable indices.
We can now define a $*$-algebra homomorphism $\rho^{\prime}: M_{p^{\prime}}(F)=M_{p}(F) \otimes M_{t}(F) \rightarrow \mathcal{Q}$ by the rule

$$
\rho^{\prime}\left(e_{i j} \otimes e_{\left(j_{1}, j_{2}\right),\left(u_{1}, u_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right)=\psi\left(e_{i 1}\right) h_{\left(j_{1}, j_{2}\right),\left(u_{1}, u_{2}\right)}^{\left(i_{1}, i_{2}\right)} \psi\left(e_{1 j}\right),
$$

where $\left\{e_{\left(j_{1}, j_{2}\right),\left(u_{1}, u_{2}\right)}^{\left(i_{1}, i_{2}\right)}\right\}$ is a complete system of $*$-matrix units in $M_{t}(F)$. The verification of properties 1)-7) is done in the same way, using condition (3), as in the proof of Lemma 4.2.6.

Lemma 4.4.9 ( $*$-version of Lemma 4.2.4). Let $\theta \in(0,1)$, and let $\left\{x_{n}\right\}_{n}$ be an $F$-basis of $\mathcal{Q}_{0}$. Assume that we have constructed two strictly increasing sequences $\left(q_{i}\right)_{i}$ and $\left(p_{i}\right)_{i}$ of natural numbers such that each $p_{i}$ divides $p_{i+1}$ and satisfying
a) $1>\frac{p_{1}}{q_{1}}>\cdots>\frac{p_{i}}{q_{i}}>\frac{p_{i+1}}{q_{i+1}}>\cdots>\theta, \lim _{i \rightarrow \infty} \frac{p_{i}}{q_{i}}=\theta$ and
b) $\frac{p_{i+1}}{q_{i+1}}-\theta<\frac{1}{2}\left(\frac{p_{i}}{q_{i}}-\theta\right)$ for $i \geq 0$.

We also demand $p_{0}=q_{0}=1$. Suppose further that there exists a sequence of positive numbers $\varepsilon_{i}<\frac{p_{i}}{q_{i}}-\theta$ and $*$-subalgebras $\mathcal{A}_{i} \subseteq \mathcal{Q}$ which are $*$-isomorphic to standard matricial $*$-algebras, together with $*$-algebra homomorphisms $\rho_{i}: M_{p_{i}}(F) \rightarrow \mathcal{Q}$ satisfying the following properties:
i) $\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(1)\right)=\frac{p_{i}}{q_{i}}$ for all $i$.
ii) For each $i$ and each $x \in \rho_{i}(1) \mathcal{A}_{i} \rho_{i}(1)$, there exists $y \in M_{p_{i}+1}(F)$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(x-\rho_{i+1}(y)\right)<\frac{p_{i}}{q_{i}}-\theta
$$

iii) For each $z \in M_{p_{i}}(F)$, we have

$$
\operatorname{rk}_{\mathcal{Q}}\left(\rho_{i}(z)-\rho_{i+1}\left(\gamma_{i+1, i}(z)\right)\right)<\frac{p_{i}}{q_{i}}-\theta
$$

iv) $\operatorname{span}\left\{x_{1}, \ldots, x_{i}\right\} \subseteq_{\varepsilon_{i}} \mathcal{A}_{i}$.

Then there exists a $*$-isomorphism $\psi: \mathcal{M}_{F} \rightarrow p \mathcal{Q} p$, with $p \in \mathcal{Q}$ a projection such that $\mathrm{rk}_{\mathcal{Q}}(p)=\theta$.
Proof. Again, the proof is very similar to the proof of Lemma 4.2 .4 so we will only indicate the points where the proof has to be modified.

Using $i i i$ ), it is easy to show that the sequence $\left\{\rho_{j}\left(\gamma_{j, i}(z)\right)\right\}_{j \geq i}$ is Cauchy in $\mathcal{Q}$, so convergent. The algebra homomorphisms $\psi_{i}: M_{p_{i}}(F) \rightarrow \mathcal{Q}$ defined by

$$
\psi_{i}(z)=\lim _{j} \rho_{j}\left(\gamma_{j, i}(z)\right)
$$

turn out to be $*$-algebra homomorphisms (since the involution is isometric by part $i$ ) of Lemma 4.4.3) commuting with the $\gamma$ 's, so we get a $*$-algebra homomorphism $\psi: \lim _{\rightarrow n} M_{p_{n}}(F) \rightarrow \mathcal{Q}$ defined by

$$
\psi\left(\gamma_{\infty, i}(z)\right)=\psi_{i}(z) \quad \text { for } z \in M_{p_{i}}(F)
$$

Following the same steps as in the proof of Lemma 4.2.4, we obtain that $\mathrm{rk}_{\mathcal{Q}}(\psi(x))=\theta \cdot \mathrm{rk}_{\mathcal{M}_{F}}(x)$ for all $x \in \lim _{n} M_{p_{n}}(F)$, so $\psi$ can be extended to a unital *-algebra homomorphism $\psi: \mathcal{M}_{F} \rightarrow p \mathcal{Q} p$, where $p:=$ $\psi(1)=\lim _{n} \rho_{n}(1)$, which also satisfies the identity $\operatorname{rk}_{\mathcal{Q}}(\psi(z))=\theta \cdot \operatorname{rk}_{\mathcal{M}_{F}}(z)$ for all $z \in \mathcal{M}_{F}$. In particular, $\mathrm{rk}_{\mathcal{Q}}(p)=\theta$. Injectivity and surjectivity of $\psi$ follows exactly as in the proof of Lemma 4.2.4.

Now take $\theta=\frac{1}{2}$. Lemma 4.4.8 enables us to build the sequence of $*$-algebra homomorphisms $\rho_{i}: M_{p_{i}}(F) \rightarrow$ $\mathcal{Q}$ satisfying the properties stated in Lemma 4.4.9, so we obtain a $*$-isomorphism $\psi: \mathcal{M}_{F} \rightarrow p \mathcal{Q} p$, where $\operatorname{rk}_{\mathcal{Q}}(p)=\frac{1}{2}$. In particular, $\operatorname{rk}_{\mathcal{Q}}(p)=\frac{1}{2}=\operatorname{rk}_{\mathcal{Q}}(1-p)$, so $p \sim 1-p$. Since $\mathcal{Q}$ satisfies LP $\stackrel{*}{\sim} \mathrm{RP}, p \stackrel{*}{\sim} 1-p$, so that there exists a partial isometry $w \in p \mathcal{Q}(1-p)$ such that $p=w w^{*}$ and $1-p=w^{*} w$. We then obtain a *-isomorphism $\mathcal{Q} \cong M_{2}(p \mathcal{Q} p)$ by the rule $\alpha \mapsto\left(\begin{array}{cc}p \alpha p & p \alpha w^{*} \\ w \alpha p & w \alpha w^{*}\end{array}\right)$, and this gives rise to a chain of $*$-isomorphisms

$$
\mathcal{M}_{F} \cong M_{2}\left(\mathcal{M}_{F}\right) \cong M_{2}(p \mathcal{Q} p) \cong \mathcal{Q},
$$

where the first one is given by extending to the respective rank completions the $*$-isomorphism $\underset{\rightarrow}{\lim _{n}} M_{2^{n}}(F) \rightarrow$ $M_{2}\left(\lim _{\longrightarrow} M_{2^{n}}(F)\right), x \mapsto\left(\begin{array}{cc}x & 0 \\ 0 & x\end{array}\right)$. This proves the theorem.

In case the base field with involution $(F, *)$ is $*$-Pythagorean, we can derive a result which is completely analogous to Theorem 4.2.2 as follows.
Corollary 4.4.10. Let $(F, *)$ be $a *$-Pythagorean field with positive definite involution. Let $\mathcal{Q}$ be a continuous *-factor over $F$, and assume that there exists a dense $F$-subalgebra (with respect to the $\mathrm{rk}_{\mathcal{Q}}$-metric topology) $\mathcal{Q}_{0} \subseteq \mathcal{Q}$ of countable $F$-dimension. Then the following are equivalent:
(1) $\mathcal{Q} \cong \mathcal{M}_{F}$ as $*$-algebras.
(2) $\mathcal{Q}$ is isomorphic, as a*-algebra, to $\overline{\mathcal{B}}$ for a certain ultramatricial $*$-algebra $\mathcal{B}$, where the completion of $\mathcal{B}$ is taken with respect to the metric induced by an extremal pseudo-rank function on $\mathcal{B}$.
(3) For every $\varepsilon>0$ and elements $x_{1}, \ldots, x_{n} \in \mathcal{Q}$, there exist a matricial $*$-subalgebra $\mathcal{A}$ of $\mathcal{Q}$, and elements $y_{1}, \ldots, y_{n} \in \mathcal{A}$ such that

$$
\operatorname{rk}_{\mathcal{Q}}\left(x_{i}-y_{i}\right)<\varepsilon \quad \text { for } i=1, \ldots, k .
$$

Proof. This follows from Theorem 4.4.6, by using the fact that $M_{n}(F)$ satisfies LP $\stackrel{*}{\sim} \mathrm{RP}$ for all $n \geq 1$ (47, Theorem 4.9]) and [2, Proposition 3.3]. Note that, since $M_{n}(F)$ satisfies LP $\stackrel{*}{\sim}$ RP for all $n \geq 1$, every projection of a standard matricial $*$-algebra is hereditarily quasi-standard.

## Chapter 5

## KMS states on groupoids over graph algebras

In this last chapter we change our topics from the previous chapters and we concentrate on the study of the structure of KMS states over some particular $C^{*}$-algebras, namely the ones arising from groupoids and actions of groupoids on graphs. We will not review all the theory of $C^{*}$-algebras needed, the reader may consult [26, 55, 56, 76, 84 , for an extensive source of this theory.

The main result of this chapter is Theorem 5.2.1, which leads some light on the structure of the simplex of normalized traces of the groupoid $C^{*}$-algebra $C^{*}(\mathcal{G})$.

Almost the entire work from this chapter has been done during a research stay of four months ${ }^{11}$ at the School of Mathematics and Applied Statistics from the University of Wollongong, New South Wales (Australia), under the co-supervision of the Professor Aidan Sims. The author would like to thank him and the people from the department in general for their kind hospitality.

### 5.1 Introduction and preliminaries

There has been a lot of recent interest in the structure of KMS states for the natural gauge actions on $C^{*}-$ algebras associated to algebraic and combinatorial objects (see, for example, [1, 15, 23, 33, 49, 50, 51, [57, 56]). The theme is that there is a critical inverse temperature $\beta_{c}$ below which the system admits no KMS states, and above this critical inverse temperature the structure of the KMS simplex reflects some of the underlying combinatorial data. For example, for $C^{*}$-algebras of strongly-connected finite directed graphs, the critical inverse temperature is the logarithm of the spectral radius of the graph, there is a unique KMS state at this inverse temperature, and at supercritical inverse temperatures the extreme KMS states are parametrized by the vertices of the graph [31, 49].

A particularly striking instance of this phenomenon appeared recently in the context of $C^{*}$-algebras associated to self-similar groups [81, 62] and, more generally, self-similar actions of groupoids on graphs in a recent work by Laca, Raeburn, Ramagge and Whittaker 63]. Roughly speaking, a self-similar action of a groupoid on a finite directed graph $E$ consists of a discrete groupoid $\mathcal{G}$ with unit space identified with $E^{0}$ and a left action of $\mathcal{G}$ on the path-space of $E$ with the property that for each groupoid element $g$ and each path $\mu$ for which $g \cdot \mu$ is defined, there is a unique groupoid element $\left.g\right|_{\mu}$ such that

$$
g \cdot(\mu \nu)=(g \cdot \mu)\left(\left.g\right|_{\mu} \cdot \nu\right) \quad \text { for any other path } \nu
$$

In [63], the authors first show that at supercritical inverse temperatures, the KMS states on the Toeplitz algebra $\mathcal{T}(\mathcal{G}, E)$ of the self-similar action are determined by their restrictions to the embedded copy of $C^{*}(\mathcal{G})$. They then show that the self-similar action can be used to transform an arbitrary trace on $C^{*}(\mathcal{G})$ into a new trace on the same $C^{*}$-algebra that extends to a KMS state on the Toeplitz algebra $\mathcal{T}(\mathcal{G}, E)$, and that this transformation is an isomorphism of the trace simplex of $C^{*}(\mathcal{G})$ onto the KMS-simplex of $\mathcal{T}(\mathcal{G}, E)$. The transformation is quite natural: given a trace $\tau$ on $C^{*}(\mathcal{G})$ and given $g \in \mathcal{G}$, the value of the transformed trace

[^42]at the generator $u_{g} \in C^{*}(\mathcal{G})$ is a weighted infinite sum of the values of the original trace on restrictions $\left.g\right|_{\mu}$ of $g$ such that $g \cdot \mu=\mu$; so the transformed trace at $u_{g}$ reflects the proportion - as measured by the initial trace - of the path-space of $E$ that is fixed by $g$. Building on this analysis, Laca, Raeburn, Ramagge and Whittaker proved that if $E$ is strongly connected and the self-similar action satisfies an appropriate finite-state condition, then $\mathcal{T}(\mathcal{G}, E)$ admits a unique KMS state at the critical inverse temperature and this is the only state that factors through the quotient $\mathcal{O}(\mathcal{G}, E)$ determined by the Cuntz-Krieger relations for $E$. So the KMS structure picks out a "preferred trace" on the groupoid $C^{*}$-algebra $C^{*}(\mathcal{G})$, namely the restriction of the above mentioned KMS state. Some enlightening examples of this are discussed in [63, Section 9].

This chapter is motivated by the observation that, for a fixed inverse temperature $\beta>\beta_{c}$, the transformation described in the preceding paragraph is a self-mapping $\chi_{\beta}$ of the simplex of normalized traces of $C^{*}(\mathcal{G})$, and so can be iterated. This raises a natural question: for which initial traces $\tau$ and at which supercritical inverse temperatures $\beta$ does the sequence $\left\{\chi_{\beta}^{n}(\tau)\right\}_{n \geq 1}$ converge, and what information about the self-similar action do the limit traces - that is, the fixed points for $\chi_{\beta}$ - encode? Our main result, Theorem 5.2.1, gives a very satisfactory answer to this question: the hypotheses of [63] (namely that $E$ is strongly connected and the action $\mathcal{G} \curvearrowright E$ satisfies the finite-state condition) seem to be exactly the hypotheses needed to guarantee that $\chi_{\beta}$ admits a unique fixed point for every supercritical $\beta$, that this fixed point is a universal attractor for $\chi_{\beta}$, and that it is precisely the preferred trace that extends to a KMS state at the critical inverse temperature.

After this introduction, we would like to devote the rest of the section to give some preliminary definitions and results concerning self-similar actions of groupoids on graphs and KMS states on $C^{*}$-algebras.

### 5.1.1 A survey on KMS states

Consider a $C^{*}$-algebra $A$ together with a strongly continuous homomorphism $\alpha: \mathbb{R} \rightarrow \operatorname{Aut}(A)$. An element $x \in A$ is called analytic if the function $t \mapsto \alpha_{t}(x)$ extends to an analytic function from $\mathbb{C}$ to $A$. The set $A^{a}$ of analytic elements is a dense ${ }^{*}$-subalgebra of $A$ (see for example [84, Chapter 8]).

Definition 5.1.1. We say that a stat ${ }^{2}$ d of $A$ satisfies the Kubo-Martin-Schwinger (KMS) condition at inverse temperature $\beta \in[0, \infty)$ with respect to $\alpha$ if it satisfies

$$
\phi(x y)=\phi\left(y \alpha_{i \beta}(x)\right) \quad \text { for all analytic } x \in A \text { and all } y \in A
$$

We call such a $\phi$ a $K M S_{\beta}$ state for $(A, \alpha)$. For $\beta=0$ we also required $\alpha$-invariance of $\phi$, that is $\phi \circ \alpha_{t}=\phi$ for all $t \in \mathbb{R}$.

Note that this condition generalizes the trace condition in the presence of the dynamics $\alpha$, but part of it is twisted by $\alpha$ along 'imaginary time'. In statistical mechanics, the dynamics $\alpha$ describes the time evolution of a system, and the KMS condition is considered to be a condition characterizing the state of the system at thermal equilibrium.

It is well-known that a state $\phi$ is $\mathrm{KMS}_{\beta}$ if and only if there exists a set $S$ of analytic elements such that $\operatorname{span} S$ is an $\alpha$-invariant dense subspace of $A$, and $\phi$ satisfies the KMS condition at all $x, y \in S$ (cf. 84 , Proposition 8.12.3]).

Proposition 5.1.2. If $\phi$ is a $K M S_{\beta}$ state, then $\phi$ is $\alpha$-invariant.
Proof. See [84, Proposition 8.12.4].

## Examples 5.1.3.

1) Let $A=M_{n}(\mathbb{C})$ a finite-dimensional $C^{*}$-algebra, with canonical trace Tr. For each positive matrix $a \in A$, define the state

$$
\phi_{a}: A \rightarrow \mathbb{C}, \quad \phi_{a}(x)=\frac{\operatorname{Tr}(a x)}{\operatorname{Tr}(a)}
$$

Since any $*$-automorphism of $A$ is given by conjugation with some unitary in $A$, any time evolution $\alpha: \mathbb{R} \rightarrow \operatorname{Aut}(A)$ arises as $\alpha_{t}(x)=e^{i t H} x e^{-i t H}$ for some self-adjoint matrix $H \in A$ (also called a Hamiltonian). We show that $\phi_{a}$ is a $\mathrm{KMS}_{\beta}$ state with respect to $\alpha$ if and only if $a=e^{-\beta H}$.

[^43]Clearly if $a=e^{-\beta H}$,

$$
\phi_{a}\left(y \alpha_{i \beta}(x)\right)=\frac{\operatorname{Tr}\left(e^{-\beta H} y e^{-\beta H} x e^{\beta H}\right)}{\operatorname{Tr}(a)}=\frac{\operatorname{Tr}\left(e^{-\beta H} x y\right)}{\operatorname{Tr}(a)}=\phi_{a}(x y)
$$

so $\phi_{a}$ is a $\operatorname{KMS}_{\beta}$ state. Conversely, if $\phi_{a}(x y)=\phi_{a}\left(y \alpha_{i \beta}(x)\right)$ for all positive matrix $x \in A$ and all matrix $y \in A$, we have

$$
\operatorname{Tr}\left(\left(a x-e^{-\beta H} x e^{\beta H} a\right) y\right)=\operatorname{Tr}(a)\left(\phi_{a}(x y)-\phi_{a}\left(y \alpha_{i \beta}(x)\right)\right)=0
$$

for all matrix $y \in A$. Hence $a x=e^{-\beta H} x e^{\beta H} a$ for all positive matrix $x \in A$. Equivalently, $e^{\beta H} a$ commutes with all positive matrix $x \in A$, and hence commutes with any element in $A$. Therefore $e^{\beta H} a$ must be a multiple of the identity matrix $\operatorname{Id}_{n}$, i.e. $a=\lambda e^{-\beta H}$ for $\lambda \in \mathbb{C} \backslash\{0\}$. Noticing that $\phi_{\mu a}=\phi_{a}$ for any $\mu \neq 0$, we can assume that $a=e^{-\beta H}$, as required.
2) Recall the construction of the hyperfinite $I I_{1}$ factor $\mathscr{R}$ preceding Theorem 2.1.3 we have the sequence of $C^{*}$-algebras $M_{2}(\mathbb{C}) \hookrightarrow M_{4}(\mathbb{C}) \hookrightarrow M_{8}(\mathbb{C}) \hookrightarrow \cdots$ with connecting maps

$$
\varphi_{n}: M_{2^{n}}(\mathbb{C}) \hookrightarrow M_{2^{n+1}}(\mathbb{C}), \quad x \mapsto\left(\begin{array}{ll}
x & 0 \\
0 & x
\end{array}\right)
$$

The norm at each $M_{2^{n}}(\mathbb{C})$ defines a norm $\|\cdot\|_{2^{\infty}}$ on the inductive limit. Its completion $\varlimsup_{\underset{n}{ } M_{2^{n}}(\mathbb{C})}^{l \cdot \|_{2} \infty}$ is sometimes called the Fermion algebra, and is denoted by $M_{2^{\infty}}$. We can also view each $M_{2^{n}}(\mathbb{C})=$ $\bigotimes_{k=1}^{n} M_{2}(\mathbb{C})$, so that $M_{2 \infty}={\overline{\bigotimes_{k \geq 1}} M_{2}(\mathbb{C})}_{\|\cdot\|_{2 \infty}}$.
For a fixed sequence $\left\{\mu_{n}\right\}_{n \geq 1}$ in $\mathbb{R}^{+}$, we can define a dynamics $\alpha: \mathbb{R} \rightarrow$ Aut $\left(M_{2} \infty\right)$, uniquely characterized by the fact that for each $t \in \mathbb{R}$, the dynamics $\alpha_{t}$ is given on each simple factor $M_{2^{n}}(\mathbb{C})$ by conjugation with the element $u_{t}^{n}=\bigotimes_{k=1}^{n}\left(\begin{array}{cc}1 & 0 \\ 0 & \mu_{n}^{i t}\end{array}\right)$, that is

$$
\alpha_{t}: M_{2^{n}}(\mathbb{C}) \rightarrow M_{2^{n}}(\mathbb{C}), \quad A \mapsto u_{t}^{n} A u_{-t}^{n}
$$

We show that there exists $\mathrm{KMS}_{\beta}$ states for every value of $\beta$. Recall that we have a unique tracial state $\tau$ on $M_{2^{\infty}}$, obtained by extending by continuity the tracial state $\operatorname{tr}$ on the inductive limit ${\underset{\longrightarrow}{\lim }}_{n} M_{2^{n}}(\mathbb{C})$, where each $\operatorname{tr}_{n}: M_{2^{n}}(\mathbb{C}) \rightarrow \mathbb{C}$ is the normalized tracial state $\operatorname{tr}_{n}=\frac{1}{2^{n}} \operatorname{Tr}$. $\tau$ is an example of a $\mathrm{KMS}_{0}$ state.
Now fix $\beta>0$, and consider the sequence of matrices

$$
h_{n}=\bigotimes_{k=1}^{n}\left(\begin{array}{cc}
\frac{2 \mu_{k}^{\beta}}{1+\mu_{k}^{\beta}} & 0 \\
0 & \frac{2}{1+\mu_{k}^{\beta}}
\end{array}\right) \in M_{2^{n}}(\mathbb{C}) .
$$

We define a state on $M_{2^{n}}(\mathbb{C})$ by $\phi_{n}(A)=\operatorname{tr}_{n}\left(h_{n} A\right)$. It is straightforward to see that it gives rise, by continuity, to a $\mathrm{KMS}_{\beta}$ state $\phi: M_{2 \infty} \rightarrow \mathbb{C}$ with respect to $\alpha$.

### 5.1.2 A survey on self-similar groupoids

A groupoid is a countable small category $\mathcal{G}$ with inverses. Equivalently, a groupoid can be seen as a group where the operation is no longer defined for all the elements of $\mathcal{G}$. In this chapter, we will use $d$ and $c$ for the domain and codomain maps $\mathcal{G} \rightarrow \mathcal{G}^{(0)}$ to distinguish them from the range and source maps on directed graphs, where $\mathcal{G}^{(0)}$ denotes the set of objects. We also write $\mathcal{G}^{(2)}=\{(g, h) \mid d(g)=c(h)\}$ for the set of composable elements $g, h \in \mathcal{G}$, so $g h$ is defined if and only if $(g, h) \in \mathcal{G}^{(2)}$. For $u \in \mathcal{G}^{(0)}$, we write

$$
\mathcal{G}_{u}=\{g \in \mathcal{G} \mid d(g)=u\} \quad \text { and } \quad \mathcal{G}^{u}=\{g \in \mathcal{G} \mid c(g)=u\}
$$

Consider a finite directed graph $E=\left(E^{0}, E^{1}, r, s\right)$. For $n \geq 2$, write $E^{n}$ for the paths of length $n$ in $E$, that is $E^{n}=\left\{e_{1} e_{2} \ldots e_{n} \mid e_{i} \in E^{1}, r\left(e_{i+1}\right)=s\left(e_{i}\right)\right\}$. We write $E^{*}:=\bigcup_{n \geq 0} E^{n}$. We can visualize the set $E^{*}$ as indexing the vertices of a forest $T=T_{E}$ given by

$$
T^{0}=E^{*} \quad \text { and } \quad T^{1}=\left\{(\mu, \mu e) \in E^{*} \mid \mu \in E^{*}, e \in E^{1} \text { and } s(\mu)=r(e)\right\}
$$

Example 5.1.4. For the graph $E$ given by

we have the forest $T_{E}$ given by


Throughout this chapter, we write $A_{E}$ for the adjacency matrix of a directed graph $E$, that is the integer $\left|E^{0}\right| \times\left|E^{0}\right|$ matrix with entries $A_{E}(v, w)=\left|v E^{1} w\right|$ for $v, w \in E^{0}$.

We are interested in self-similar actions of groupoids on directed graphs $E$ as introduced and studied in [63]. To describe these, first recall that a partial isomorphism of the forest $T_{E}$ corresponding to a directed graph $E$ as above consists of a pair $(v, w) \in E^{0} \times E^{0}$ and a bijection $g: v E^{*} \rightarrow w E^{*}$ such that
a) $\left.g\right|_{v E^{k}}: v E^{k} \rightarrow w E^{k}$ is bijective for $k \geq 1$.
b) $g(\mu e) \in g(\mu) E^{1}$ for $\mu \in v E^{*}$ and $e \in E^{1}$ with $r(e)=s(\mu)$.

It turns out that the set of partial isomorphisms, denoted by $\operatorname{PIso}\left(T_{E}\right)$, can be endowed with a groupoid structure, as the following propositions shows.

Proposition 5.1.5 (Proposition 3.2 of [63]). The set of partial isomorphisms of $T_{E}$ forms a groupoid, with
(i) unit space $E^{0}$, where the identify morphisms are the partial isomorphisms $i d_{v}: v E^{*} \rightarrow v E^{*}$ given by the identity map on $v E^{*}$ for every $v \in E^{0}$,
(ii) the inverse of a partial isomorphism $g: v E^{*} \rightarrow w E^{*}$ is the standard inverse map $g^{-1}: w E^{*} \rightarrow v E^{*}$, and
(iii) the groupoid multiplication given by composition of maps.

We define the domain and codomain maps $d, c: \operatorname{PIso}\left(T_{E}\right) \rightarrow E^{0}$ by $d(g)=v$ and $c(g)=w$ for $g$ a partial isomorphism $g: v E^{*} \rightarrow w E^{*}$.

Definition 5.1.6. Let $E$ be a directed graph, and let $\mathcal{G}$ be a groupoid with unit space $E^{0}$. A faithful action of $\mathcal{G}$ on $T_{E}$ is an injective groupoid homomorphism $\theta: \mathcal{G} \rightarrow \operatorname{PIso}\left(T_{E}\right)$ that is the identity map on unit spaces. We write $g \cdot \mu$ rather than $\theta_{g}(\mu)$ for $g \in \mathcal{G}$ and $\mu \in E^{*}$ with $d(g)=r(\mu)$. The action $\theta$ is self-similar if for each $g \in \mathcal{G}$ and $\mu \in d(g) E^{*}$ there exists $\left.g\right|_{\mu} \in \mathcal{G}$ such that $d\left(\left.g\right|_{\mu}\right)=s(\mu)$ and

$$
\begin{equation*}
g \cdot(\mu \nu)=(g \cdot \mu)\left(\left.g\right|_{\mu} \cdot \nu\right) \quad \text { for all } \nu \in s(\mu) E^{*} . \tag{5.1.1}
\end{equation*}
$$

We also say that $\theta$ is finite-state if for every element $g \in \mathcal{G}$, the set $\left\{\left.g\right|_{\mu} \mid \mu \in d(g) E^{*}\right\}$ is a finite subset of $\mathcal{G}$.

The faithfulness condition ensures that for each $g \in \mathcal{G}$ and $\mu \in d(g) E^{*}$, there is a unique element $\left.g\right|_{\mu} \in \mathcal{G}$ satisfying (5.1.1). Throughout this chapter, we will write $\mathcal{G} \curvearrowright E$ to indicate that the groupoid $\mathcal{G}$ acts faithfully on the directed graph $E$.

By Proposition 3.6 of [63], self-similar groupoid actions have the following properties, which we will use without comment henceforth: for $g, h \in \mathcal{G}, \mu \in d(g) E^{*}$, and $\nu \in s(\mu) E^{*}$,
a) $\left.g\right|_{\mu \nu}=\left.\left(\left.g\right|_{\mu}\right)\right|_{\nu}$,
b) $\left.\operatorname{id}_{r(\mu)}\right|_{\mu}=\operatorname{id}_{s(\mu)}$,
c) if $(g, h) \in \mathcal{G}^{(2)}$, then $\left(\left.g\right|_{h \cdot \mu},\left.h\right|_{\mu}\right) \in \mathcal{G}^{(2)}$, and $\left.(g h)\right|_{\mu}=\left.\left.g\right|_{h \cdot \mu} h\right|_{\mu}$, and
d) $\left.\left(g^{-1}\right)\right|_{\mu}=\left(\left.g\right|_{g^{-1} \cdot \mu}\right)^{-1}$.

Example 5.1.7. Consider the same graph $E$ as in Example 5.1.4. We define two partial isomorphisms of $T_{E}$, $\{a, b\}$, by the rules

$$
\begin{cases}a \cdot 1=3, & \left.a\right|_{1}=a \\ a \cdot 2=2, & \left.a\right|_{2}=\operatorname{id}_{v_{2}} \\ b \cdot 3=4, & \left.b\right|_{3}=a\end{cases}
$$

that is, $a: v_{1} E^{*} \rightarrow v_{2} E^{*}$ and $b: v_{2} E^{*} \rightarrow v_{3} E^{*}$ are defined recursively by $a \cdot(1 \mu)=3(a \cdot \mu)$ for all $\mu \in v_{1} E^{*}$ and $a \cdot(2 \mu)=2 \mu$ for all $\mu \in v_{2} E^{*}$, and $b \cdot(3 \mu)=4(a \cdot \mu)$ for all $\mu \in v_{1} E^{*}$. It is then easily verified that the subgroupoid $\mathcal{G}_{E}$ of $\operatorname{PIso}\left(T_{E}\right)$ generated by the set of partial isomorphisms $\left\{a, b, \operatorname{id}_{v_{1}}, \mathrm{id}_{v_{2}}, \mathrm{id}_{v_{3}}\right\}$ is self-similar and acts faithfully on $E$.

### 5.1.3 The Toeplitz $C^{*}$-algebra of a self-similar groupoid

The Toeplitz algebra of a self-similar action $\mathcal{G} \curvearrowright E$ is defined in [63] as follows (see also [36]). A Toeplitz representation $(v, q, t)$ of $(\mathcal{G}, E)$ in a unital $C^{*}$-algebra $B$ is a triple of maps $v: \mathcal{G} \rightarrow B, q: E^{0} \rightarrow B$, $t: E^{1} \rightarrow B$ such that
a) $(q, t)$ is a Toeplitz-Cuntz-Krieger family in $B$, that is
(V) $\left\{q_{v}\right\}_{v \in E^{0}}$ is a family of pairwise orthogonal projections,
(E) $t_{e} q_{s(e)}=q_{r(e)} t_{e}=t_{e}$ for all edges $e \in E^{1}$,
(TCK1) $t_{e}^{*} t_{f}=\delta_{e, f} q_{s(e)}$ for all $e, f \in E^{1}$, and
(TCK2) $\left\{t_{e} t_{e}^{*}\right\}_{e \in E^{1}}$ is a family of pairwise orthogonal projections satisfying $t_{e} t_{e}^{*} \leq q_{r(e)}$ for every $e \in E^{1}$, and it is also required that $\sum_{w \in E^{0}} q_{w}=1_{B}$;
b) $\left\{v_{g}: g \in \mathcal{G}\right\}$ is a family of partial isometries on $B$ satisfying $v_{g} v_{h}=\delta_{d(g), t(h)} v_{g h}$ and $v_{g^{-1}}=v_{g}^{*}$ for all $g, h \in \mathcal{G}$, and $v_{w}=q_{w}$ for $w \in \mathcal{G}^{(0)}=E^{0} ;$
c) $v_{g} t_{e}=\delta_{d(g), r(e)} t_{g \cdot e} v_{\left.g\right|_{e}}$ for $g \in \mathcal{G}$ and $e \in E^{1}$; and
d) $v_{g} q_{w}=\delta_{d(g), w} q_{g \cdot w} v_{g}$ for all $g \in \mathcal{G}$ and $w \in E^{0}$.

Definition 5.1.8. Standard arguments show that there exists a universal $C^{*}$-algebra $\mathcal{T}(\mathcal{G}, E)$ generated by a Toeplitz representation $\{u, p, s\}$; we call it the Toeplitz algebra of the self-similar action $\mathcal{G} \curvearrowright E$.

We have

$$
\mathcal{T}(\mathcal{G}, E)=\overline{\operatorname{span}}\left\{s_{\mu} u_{g} s_{\nu}^{*} \mid \mu, \nu \in E^{*}, g \in \mathcal{G}_{s(\nu)}^{s(\mu)}\right\}
$$

by [63, Proposition 4.5]. The argument of the paragraph following the statement of [63, Theorem 6.1] applied with $\pi_{\tau}$ replaced by a faithful representation of $C^{*}(\mathcal{G})$ shows that there is an embedding

$$
C^{*}(\mathcal{G}) \hookrightarrow \mathcal{T}(\mathcal{G}, E) \quad \text { via } \quad \delta_{g} \mapsto u_{g}
$$

We also find a copy of the Toeplitz algebra $\mathcal{T} C^{*}(E)$ considered in [49], which is the $C^{*}$-subalgebra of $\mathcal{T}(\mathcal{G}, E)$ generated by the universal Toeplitz-Cuntz-Krieger family $(p, s)$.
Definition 5.1.9. Following [63, Proposition 4.7], the Cuntz-Pimsner algebra of $(\mathcal{G}, E)$, denoted $\mathcal{O}(\mathcal{G}, E)$, is defined to be the quotient of $\mathcal{T}(\mathcal{G}, E)$ by the ideal $I$ generated by $\left\{p_{v}-\sum_{e \in v E^{1}} s_{e} s_{e}^{*} \mid v \in E^{0}\right\}$.

Note that $1_{\mathcal{O}(\mathcal{G}, E)}=\sum_{\mu \in E^{n}} s_{\mu} s_{\mu}^{*}$ for any $n \geq 1$.

### 5.1.4 Dynamics on $\mathcal{T}(\mathcal{G}, E)$ and $\mathcal{O}(\mathcal{G}, E)$

The universal property of $\mathcal{T}(\mathcal{G}, E)$ yields a strongly continuous gauge action $\gamma: \mathbb{T} \rightarrow \operatorname{Aut}(\mathcal{T}(\mathcal{G}, E))$ such that

$$
\gamma_{z}\left(u_{g}\right)=u_{g}, \quad \gamma_{z}\left(q_{v}\right)=q_{v}, \quad \text { and } \quad \gamma_{z}\left(t_{e}\right)=z t_{e}
$$

for all $t \in \mathbb{R}, g \in \mathcal{G}, v \in E^{0}$ and $e \in E^{1}$. It gives rise to a dynamics $\sigma: \mathbb{R} \rightarrow \operatorname{Aut}(\mathcal{T}(\mathcal{G}, E))$ via $\sigma_{t}=\gamma_{e^{i t}}$ for $t \in \mathbb{R}$. Note that, since each $p_{v}-\sum_{e \in v E^{1}} s_{e} s_{e}^{*}$ is fixed by $\sigma$, the dynamics $\sigma$ descends to a dynamics, also denoted by $\sigma$, on $\mathcal{O}(\mathcal{G}, E)$.

### 5.2 A fixed-point theorem, and the preferred trace on $C^{*}(\mathcal{G})$

As we have already explained at the beginning of this chapter, recent results of Laca, Raeburn, Ramagge and Whittaker [63] show that any self-similar action of a groupoid on a graph $\mathcal{G} \curvearrowright E$ determines a 1-parameter family of self-mappings of the trace space of the groupoid $C^{*}$-algebra $C^{*}(\mathcal{G})$. More specifically, if we let $\rho\left(A_{E}\right)$ denote the spectral radius of the adjacency matrix $A_{E}$, then Proposition 5.1 of 63] shows that there are no $\mathrm{KMS}_{\beta}$ states for $(\mathcal{T}(\mathcal{G}, E), \sigma)$ for $\beta<\log \rho\left(A_{E}\right)$, and in [63] Theorem 6.1], given a trace $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, the authors show that for $\beta>\log \rho\left(A_{E}\right)$, the series

$$
Z(\beta, \tau):=\sum_{k=0}^{\infty} e^{-\beta k} \sum_{\mu \in E^{k}} \tau\left(u_{s(\mu)}\right)
$$

converges to a positive real number, and that there is a $\operatorname{KMS}_{\beta}$ state $\Psi_{\beta, \tau}$ on the Toeplitz algebra $\mathcal{T}(\mathcal{G}, E)$ given by

$$
\begin{equation*}
\Psi_{\beta, \tau}\left(s_{\mu} u_{g} s_{\nu}^{*}\right)=\delta_{\mu, \nu} e^{-\beta|\mu|} Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\substack{\lambda \in s(\mu) E^{k} \\ g \cdot \lambda=\lambda}} \tau\left(u_{\left.g\right|_{\lambda}}\right)\right) . \tag{5.2.1}
\end{equation*}
$$

They show that the map $\tau \mapsto \Psi_{\beta, \tau}$ is a homeomorphism from the simplex of tracial states of $C^{*}(\mathcal{G})$ to the $\mathrm{KMS}_{\beta}$-simplex of $\mathcal{T}(\mathcal{G}, E)$. In particular, it is easy to see that the map

$$
\begin{equation*}
\left.\tau \mapsto \Psi_{\beta, \tau}\right|_{C^{*}(\mathcal{G})} \tag{5.2.2}
\end{equation*}
$$

determines a self-mapping $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$. We investigate the fixed points for these self-mappings parametrized by $\beta>\log \rho\left(A_{E}\right)$, under the same hypotheses that Laca et al. used to prove that $\mathcal{T}(\mathcal{G}, E)$ admits a unique $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state. We prove that for any supercritical value of the parameter $\beta$, the associated self-mapping admits a unique fixed point, which is in fact a universal attractor. This fixed point is precisely the trace that extends to a $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state on $\mathcal{T}(\mathcal{G}, E)$.

Our main theorem is the following; its proof occupies the remainder of the section.
Theorem 5.2.1. Let $E$ be a finite strongly connected grap $\ell^{3}$, suppose that $\mathcal{G} \curvearrowright E$ is a faithful self-similar action of a groupoid $\mathcal{G}$ on $E$, and suppose that $\beta>\log \rho\left(A_{E}\right)$. If $\mathcal{G} \curvearrowright E$ is finite state, then
(1) the map $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ of (5.2.2 has a unique fixed point $\theta$;
(2) for any $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ we have $\chi_{\beta}^{n}(\tau) \xrightarrow{w^{*}} \theta$;
(3) $\theta$ is the unique trace on $C^{*}(\mathcal{G})$ that extends to a $K M S_{\log \rho\left(A_{E}\right)}$ state of $\mathcal{T}(\mathcal{G}, E)$.

We start with a straightforward observation about the map $\chi_{\beta}$ of (5.2.2).
Lemma 5.2.2. Let $\mathcal{G} \curvearrowright E$ be a faithful self-similar action of a groupoid $\mathcal{G}$ on a finite strongly connected graph $E$, and suppose that $\beta>\log \rho\left(A_{E}\right)$. Then the map $\chi_{\beta}$ is weak*-continuous. Moreover, if $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ is such that the sequence $\left\{\chi_{\beta}^{n}(\tau)\right\}_{n \geq 1}$ weak*-converges to some $\theta$, then $\theta \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ and $\chi_{\beta}(\theta)=\theta$.

[^44]Proof. The map $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{KMS}(\mathcal{T}(\mathcal{G}, E)), \tau \mapsto \Psi_{\beta, \tau}$ is a homeomorphism and hence continuous, and restriction of states to a subalgebra is clearly continuous, so $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ is continuous. Hence if $\chi_{\beta}^{n}(\tau) \xrightarrow{w^{*}} \theta$, then $\theta \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ because the trace simplex of a unital $C^{*}$-algebra is weak*-compact, and then $\chi_{\beta}(\theta)=\chi_{\beta}\left(\lim _{n} \chi_{\beta}^{n}(\tau)\right)=\lim _{n} \chi_{\beta}^{n+1}(\tau)=\theta$.
Proposition 5.2.3. Let $\mathcal{G} \curvearrowright E$ be a faithful self-similar action of a groupoid $\mathcal{G}$ on a finite graph $E$, and fix $\beta>\log \rho\left(A_{E}\right)$. Let $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ be the map 5.2.2). For $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, define

$$
N(\beta, \tau):=e^{\beta}\left(1-Z(\beta, \tau)^{-1}\right)
$$

(i) If $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ is a fixed point for $\chi_{\beta}$, then for each $g \in \mathcal{G}$, we have

$$
\begin{equation*}
N(\beta, \tau)^{n} \tau\left(u_{g}\right)=\sum_{\mu \in E^{n} \mid g \cdot \mu=\mu} \tau\left(u_{\left.g\right|_{\mu}}\right) \quad \text { for all } n \geq 1 \tag{5.2.3}
\end{equation*}
$$

(ii) If $E$ is strongly connected with adjacency matrix $A_{E}$, and $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ satisfies (5.2.3), then $m:=$ $\left(\tau\left(u_{v}\right)\right)_{v \in E^{0}}$ is the Perron-Frobenius eigenvector of $A_{E}{ }^{4}$, and $N(\beta, \tau)=\rho\left(A_{E}\right)$.
Proof. (i) For each $g \in \mathcal{G}$ we have

$$
\begin{aligned}
\tau\left(u_{g}\right) & =\chi_{\beta}(\tau)\left(u_{g}\right)=Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\substack{\mu \in E^{k} \\
g \cdot \mu=\mu}} \tau\left(u_{\left.g\right|_{\mu}}\right)\right) \\
& =Z(\beta, \tau)^{-1}\left[\tau\left(u_{g}\right)+e^{-\beta} \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\substack{\mu \in E^{k+1} \\
g \cdot \mu=\mu}} \tau\left(u_{\left.g\right|_{\mu}}\right)\right)\right] .
\end{aligned}
$$

Note that the map $(e, \nu) \mapsto e \nu$ is a bijection between the sets $\left\{(e, \nu) \in E^{1} \times E^{k} \mid s(e)=r(\nu), g \cdot e=\right.$ $e$ and $\left.\left.g\right|_{e} \cdot \nu=\nu\right\}$ and $\left\{\mu \in E^{k+1} \mid g \cdot \mu=\mu\right\}$, so the definition of $\Psi_{\beta, \tau}$ yields

$$
\begin{align*}
\tau\left(u_{g}\right) & =Z(\beta, \tau)^{-1} \tau\left(u_{g}\right)+\sum_{\substack{e \in E^{1} \\
g \in e=e}}\left(Z(\beta, \tau)^{-1} e^{-\beta} \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\substack{\left.\nu \in s(e) E^{k} \\
g\right|_{e} \cdot \nu=\nu}} \tau\left(u_{\left.\left(\left.g\right|_{e}\right)\right|_{\nu}}\right)\right)\right) \\
& =Z(\beta, \tau)^{-1} \tau\left(u_{g}\right)+\sum_{\substack{e \in E^{1} \\
g \cdot e=e}} \Psi_{\beta, \tau}\left(s_{e} u_{\left.g\right|_{e}} s_{e}^{*}\right) . \tag{5.2.4}
\end{align*}
$$

We have $\Psi_{\beta, \tau}\left(s_{e} u_{\left.g\right|_{e}} s_{e}^{*}\right)=\delta_{s(e), c(g)} \delta_{s(e), d(g)} e^{-\beta} \Psi_{\beta, \tau}\left(u_{\left.g\right|_{e}}\right)=e^{-\beta} \chi_{\beta}(\tau)\left(u_{\left.g\right|_{e}}\right)$; applying this and rearranging (5.2.4) gives

$$
e^{\beta}\left(1-Z(\beta, \tau)^{-1}\right) \tau\left(u_{g}\right)=\sum_{\substack{e \in E^{1} \\ g \cdot e=e}} \chi_{\beta}(\tau)\left(u_{\left.g\right|_{e}}\right)=\sum_{\substack{e \in E^{1} \\ g \cdot e=e}} \tau\left(u_{\left.g\right|_{e}}\right)
$$

Statement (i) now follows from an induction on $n$.
(ii) Using 5.2 .3 for $\tau$ with $n=1$ at the first step, we see that for $v \in E^{0}$,

$$
m_{v}=N(\beta, \tau)^{-1} \sum_{e \in v E^{1}} \tau\left(u_{s(e)}\right)=N(\beta, \tau)^{-1} \sum_{w \in E^{0}} A_{E}(v, w) \tau\left(u_{w}\right)=N(\beta, \tau)^{-1}\left(A_{E} m\right)_{v}
$$

Hence, since $1=\tau(1)=\sum_{v \in E^{0}} m_{v}$, the vector $m$ is a unimodular nonnegative eigenvector for the irreducible matrix $A_{E}$ and has eigenvalue $N(\beta, \tau)$. So the Perron-Frobenius theorem [93, Theorem 1.6] shows that $m$ is the Perron-Frobenius eigenvector, and $N(\beta, \tau)=\rho\left(A_{E}\right)$.

We now turn our attention to the situation where $E$ is strongly connected and $\mathcal{G} \curvearrowright E$ is finite-state, and aim to show that $\chi_{\beta}$ admits a unique fixed point. The strategy is to show that if $C^{*}(\mathcal{G})$ admits a trace $\theta$ satisfying (5.2.3), then for any other trace $\tau$ we have $\chi_{\beta}^{n}(\tau) \xrightarrow{w^{*}} \theta$. From this it will follow first that $\chi_{\beta}^{n}$ admits at most one fixed point, and second that a trace $\theta$ is a fixed point for $\chi_{\beta}$ if and only if it satisfies (5.2.3). We start with an easy result from Perron-Frobenius theory.

[^45]Lemma 5.2.4. Let $A \in M_{n}(\mathbb{R})$ be an irreducible matrix, and take $\beta>\log \rho(A)$.
i) The matrix $I-e^{-\beta} A$ is invertible, and $A_{v N}:=\left(I-e^{-\beta} A\right)^{-1}$ is primitive; indeed, every entry of $A_{v N}$ is strictly positive.
ii) Let $m^{A}$ be the Perron-Frobenius eigenvector of $A$. Then $m^{A}$ is also the Perron-Frobenius eigenvector of $A_{v N}$, and $\rho\left(A_{v N}\right)=\left(1-e^{-\beta} \rho(A)\right)^{-1}$.

Proof. The proof of $i$ ) is easy. The matrix $I-e^{-\beta} A$ is invertible because $e^{\beta}>\rho(A)$, and so $e^{\beta}$ does not belong to the spectrum of $A$. As in, for example, [27, Section VII.3.1], we have

$$
A_{v N}:=\left(I-e^{-\beta} A\right)^{-1}=\sum_{k=0}^{\infty} e^{-k \beta} A^{k}
$$

Fix two indices $1 \leq i, j \leq n$. Since $A$ is irreducible, we have $\left(A^{k}\right)_{i, j}>0$ for some $k=k_{i, j} \geq 0$, and since $A_{i, j}^{l} \geq 0$ for all $l \geq 1$, we deduce that $\left(A_{v N}\right)_{i, j} \geq e^{-k \beta}\left(A^{k}\right)_{i, j}>0$.

For ii), we compute $A_{v N}^{-1} m^{A}=\left(I-e^{-\beta} A\right) m^{A}=\left(1-e^{-\beta} \rho(A)\right) m^{A}$. Multiplying through by $(1-$ $\left.e^{-\beta} \rho(A)\right)^{-1} A_{v N}$ shows that $m^{A}$ is a positive eigenvector of $m^{A}$ with eigenvalue $\left(1-e^{-\beta} \rho(A)\right)^{-1}$, so the result follows from uniqueness of the Perron-Frobenius eigenvector of $A_{v N}$ (cf. [93, Theorem 1.6]).

Notation 5.2.5. Henceforth, given a self-similar action $\mathcal{G} \curvearrowright E$ of a groupoid $\mathcal{G}$ on a finite graph $E$ and a trace $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right.$ ), we will denote by $x^{\tau} \in[0,1]^{E^{0}}$ the vector

$$
x^{\tau}=\left(\tau\left(u_{v}\right)\right)_{v \in E^{0}}
$$

Proposition 5.2.6. Let $\mathcal{G} \curvearrowright E$ be a faithful self-similar action of a groupoid $\mathcal{G}$ on a finite strongly connected graph E. Fix $\beta>\log \rho\left(A_{E}\right)$, and let $A_{v N}:=\left(I-e^{-\beta} A_{E}\right)^{-1}$. Let $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ be the map 5.2.2. Fix $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$. Then

$$
\begin{equation*}
x^{x_{\beta}^{n}(\tau)}=\left\|A_{v N}^{n} x^{\tau}\right\|_{1}^{-1} A_{v N}^{n} x^{\tau} \tag{5.2.5}
\end{equation*}
$$

Proof. For $v \in E^{0}$, the definition of $\chi_{\beta}$ gives

$$
\begin{aligned}
x_{v}^{\chi_{\beta}(\tau)} & =\chi_{\beta}(\tau)\left(u_{v}\right)=Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\mu \in v E^{k}} \tau\left(u_{s(\mu)}\right)\right) \\
& =Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{w \in E^{0}} A_{E}^{k}(v, w) \tau\left(u_{w}\right) \\
& =Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k}\left(A_{E}^{k} x^{\tau}\right)_{v}=Z(\beta, \tau)^{-1}\left(A_{v N} x^{\tau}\right)_{v}
\end{aligned}
$$

so an induction gives $x^{\chi_{\beta}^{n}(\tau)}=Z\left(\beta, \chi_{\beta}^{n-1}(\tau)\right)^{-1} \cdots Z(\beta, \tau)^{-1} A_{v N}^{n} x^{\tau}$. Since both $x^{\chi_{\beta}^{n}(\tau)}$ and $x^{\tau}$ have unit 1-norm, we have $Z\left(\beta, \chi_{\beta}^{n-1}(\tau)\right)^{-1} \cdots Z(\beta, \tau)^{-1}=\left\|A_{v N}^{n} x^{\tau}\right\|_{1}^{-1}$, and the result follows.

Our next result shows that for any $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, the sequence $x^{x_{\beta}^{n}(\tau)}$ converges exponentially fast to the Perron-Frobenius eigenvector of $A_{E}$.

Theorem 5.2.7. Let $\mathcal{G} \curvearrowright E$ be a faithful self-similar action of a groupoid $\mathcal{G}$ on a finite strongly connected graph E. Fix $\beta>\log \rho\left(A_{E}\right)$, and let $A_{v N}:=\left(I-e^{-\beta} A_{E}\right)^{-1}$ and $m=m^{E}$ be the Perron-Frobenius eigenvector of $A_{E}$. Let $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right.$ ) be the map 5.2.2. Fix $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$. Then $x^{\chi_{\beta}^{n}(\tau)} \xrightarrow{n} m^{E}$ exponentially fast and $Z\left(\beta, \chi_{\beta}^{n}(\tau)\right) \xrightarrow{n} \rho\left(A_{v N}\right)$ exponentially fast.

Proof. Since $E$ is strongly connected, Lemma 5.2.4 shows that $m$ is the (right) Perron-Frobenius eigenvector of $A_{v N}:=\left(I-e^{-\beta} A_{E}\right)^{-1}$. Write $\tilde{m}$ for the left Perron-Frobenius eigenvector of $A_{v N}$ such that $\widetilde{m} \cdot m=1$. Let $r:=\widetilde{m} \cdot x^{\tau}$. Then $r>0$ because every entry of $\widetilde{m}$ is strictly positive, and $x^{\tau}$ is a nonnegative nonzero vector.

Proposition 5.2 .6 implies that

$$
\begin{equation*}
x_{v}^{\chi_{\beta}^{n}(\tau)}-m_{v}=\frac{\rho\left(A_{v N}\right)^{n}}{\left\|A_{v N}^{n} x^{\tau}\right\|_{1}}\left[\left(\rho\left(A_{v N}\right)^{-n} A_{v N}^{n} x^{\tau}-r m\right)_{v}+\left(r-\left\|\left(\rho\left(A_{v N}\right)^{-n} A_{v N}^{n} x^{\tau}\right)\right\|_{1}\right) m_{v}\right] . \tag{5.2.6}
\end{equation*}
$$

By [93, Theorem 1.2], there exist a real number $0<\lambda<1$, a positive constant $C$, and an integer $s \geq 0$ such that for large $n$ we have

$$
\rho\left(A_{v N}\right)^{-n}\left(A_{v N}^{n}\right)_{i, j}-\left(m \cdot \widetilde{m}^{t}\right)_{i, j} \leq C n^{s} \lambda^{n} \quad \text { for all indices } i, j
$$

Moreover, since $C n^{s}\left(\lambda^{\prime} / \lambda\right)^{n} \rightarrow 0$ for any $0<\lambda^{\prime}<\lambda<1$, we can assume that $C=1$ and $s=0$. So for large $n$, we have

$$
\left|\rho\left(A_{v N}\right)^{-n}\left(A_{v N}^{n} x^{\tau}\right)_{v}-r m_{v}\right| \leq \lambda^{n} .
$$

Since $v \in E^{0}$ was arbitrary, by summing up over all the vertices we deduce that

$$
\left|\rho\left(A_{v N}\right)^{-n}\left\|A_{v N}^{n} x^{\tau}\right\|_{1}-r\right| \leq\left|E^{0}\right| \lambda^{n}
$$

Hence $\rho\left(A_{v N}\right)^{-n}\left\|A_{v N}^{n} x^{\tau}\right\|_{1} \xrightarrow{n} r$ exponentially fast. Making this approximation twice in (5.2.6), we obtain

$$
\left|x_{v}^{\chi_{\beta}^{n}(\tau)}-m_{v}\right| \leq \frac{\left(1+\left|E^{0}\right|\right)}{\rho\left(A_{v N}\right)^{-n}\left\|A_{v N}^{n} x^{\tau}\right\|_{1}} \lambda^{n}
$$

which converges exponentially fast to 0 . Hence $x^{\chi_{\beta}^{n}(\tau)} \rightarrow m$ exponentially fast.
For the second statement, using Proposition 5.2.6 at the third equality, we calculate

$$
\begin{aligned}
Z\left(\beta, \chi_{\beta}^{n}(\tau)\right) & =\sum_{k=0}^{\infty} e^{-\beta k} \sum_{\mu \in E^{k}} \chi_{\beta}^{n}(\tau)\left(u_{s(\mu)}\right) \\
& =\left\|A_{v N} x^{\chi_{\beta}^{n}(\tau)}\right\|_{1}=\frac{\left\|A_{v N}^{n+1} x^{\tau}\right\|_{1}}{\left\|A_{v N}^{n} x^{\tau}\right\|_{1}}=\frac{\rho\left(A_{v N}\right)^{-(n+1)}\left\|A_{v N}^{n+1} x^{\tau}\right\|_{1}}{\rho\left(A_{v N}\right)^{-n}\left\|A_{v N}^{n} x^{\tau}\right\|_{1}} \rho\left(A_{v N}\right)
\end{aligned}
$$

We saw that $\rho\left(A_{v N}\right)^{-(n+1)}\left\|A_{v N}^{n+1} x^{\tau}\right\|_{1}$ converges to $r>0$ exponentially fast, so the ratio

$$
\frac{\rho\left(A_{v N}\right)^{-(n+1)}\left\|A_{v N}^{n+1} x^{\tau}\right\|_{1}}{\rho\left(A_{v N}\right)^{-n}\left\|A_{v N}^{n} x^{\tau}\right\|_{1}}
$$

converges exponentially fast to 1 .
The following estimate is needed for our key technical result, Theorem 5.2.9.
Lemma 5.2.8. Let $\mathcal{G} \curvearrowright E$ be a faithful finite-state self-similar action of a groupoid $\mathcal{G}$ on a finite strongly connected graph E. Fix $\beta>\log \rho\left(A_{E}\right)$, and let $A_{v N}:=\left(I-e^{-\beta} A_{E}\right)^{-1}$ and $m=m^{E}$ be the Perron-Frobenius eigenvector of $A_{E}$. For $g \in \mathcal{G} \backslash E^{0}, v \in E^{0}$, and $k \geq 0$, define

$$
\mathcal{G}_{g}^{k}(v):=\left\{\mu \in d(g) E^{k} v \mid g \cdot \mu=\mu\right\} \quad \text { and } \quad \mathcal{F}_{g}^{k}(v):=\left\{\mu \in \mathcal{G}_{g}^{k}(v)|g|_{\mu}=v\right\}
$$

Then for $g \in \mathcal{G}$, we have the estimate

$$
\sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)\right| m_{v}<\rho\left(A_{v N}\right) m_{d(g)}
$$

Proof. The argument of [63, Lemma 8.7] shows that there exists $k=k(g)>0$ such that

$$
\sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{n k}(v) \backslash \mathcal{F}_{g}^{n k}(v)\right| m_{v} \leq\left(\rho\left(A_{E}\right)^{k(g)}-1\right)^{n} m_{d(g)}
$$

for all $n \geq 0$. For each $k \in \mathbb{N}$ we also have

$$
\sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{k}(v)\right| m_{v} \leq \sum_{v \in E^{0}}\left|d(g) E^{k} v\right| m_{v}=\left(A_{E}^{k} m\right)_{d(g)}=\rho\left(A_{E}\right)^{k} m_{d(g)}
$$

Combining these estimates and using Lemma 5.2.4 ii) at the final step, we obtain

$$
\begin{aligned}
\sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)\right| m_{v} & =\sum_{k \neq k(g)} e^{-\beta k} \sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)\right| m_{v}+e^{-\beta k(g)} \sum_{v \in E^{0}}\left|\mathcal{G}_{g}^{k(g)}(v) \backslash \mathcal{F}_{g}^{k(g)}(v)\right| m_{v} \\
& \leq \sum_{k \neq k(g)} e^{-\beta k} \rho\left(A_{E}\right)^{k} m_{d(g)}+e^{-\beta k(g)}\left(\rho\left(A_{E}\right)^{k(g)}-1\right) m_{d(g)} \\
& <\sum_{k=0}^{\infty} e^{-\beta k} \rho\left(A_{E}\right)^{k} m_{d(g)}=\rho\left(A_{v N}\right) m_{d(g)}
\end{aligned}
$$

We are now ready to prove a converse to Proposition 5.2.3 $i$, under the hypotheses that $E$ is strongly connected and the action of $\mathcal{G}$ on $E$ is finite-state.
Theorem 5.2.9. Let $\mathcal{G} \curvearrowright E$ be a faithful finite-state self-similar action of a groupoid $\mathcal{G}$ on a finite strongly connected graph E. Fix $\beta>\log \rho\left(A_{E}\right)$. Let $\chi_{\beta}: \operatorname{Tr}\left(C^{*}(\mathcal{G})\right) \rightarrow \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ be the map 5.2.2. Suppose that $\theta \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$ satisfies 5.2.3). Then for any $\tau \in \operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$, we have $\chi_{\beta}^{n}(\tau) \xrightarrow{w^{*}} \theta$. In particular, $\theta$ is a fixed point for $\chi_{\beta}$.

Proof. We will prove that for each $g \in \mathcal{G}$ there are constants $0<\lambda<1$ and $K, D>0$ such that

$$
\left|\chi_{\beta}^{n}(\tau)\left(u_{g}\right)-\theta\left(u_{g}\right)\right|<(n K+D) \lambda^{n-1} m_{d(g)}
$$

for all $n \geq 0$. Since $(n K+D) K \lambda^{n-1} \xrightarrow{n} 0$ exponentially fast in $n$, the first statement will then follow from an $\frac{\varepsilon}{3}$-argument, since $\operatorname{span}\left\{u_{g}\right\}_{g \in \mathcal{G}}$ is a dense subset for $C^{*}(\mathcal{G})$.

To simplify notation, define $\tau_{0}:=\tau$ and $\tau_{n}:=\chi_{\beta}^{n}(\tau)$ for $n \geq 1$. For $g \in \mathcal{G}$ and $n \geq 0$, let

$$
\Delta_{n}(g):=\tau_{n}\left(u_{g}\right)-\theta\left(u_{g}\right)
$$

Fix $g \in \mathcal{G}$; note that, if $c(g) \neq d(g)$, then $\tau_{n}\left(u_{g}\right)=\theta\left(u_{g}\right)=0$ by [63, Proposition 7.2], so we may assume that $c(g)=d(g)$. Since the action is finite-state, the set $\left\{\left.g\right|_{\mu} \mid \mu \in d(g) E^{*}\right\}$ is finite. By Lemma 5.2.8 there is a constant $\alpha<1$ such that

$$
\begin{equation*}
\sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left|\mathcal{G}_{\left.g\right|_{\mu}}^{k}(v) \backslash \mathcal{F}_{\left.g\right|_{\mu}}^{k}(v)\right| m_{v} \leq \alpha \rho\left(A_{v N}\right) m_{d\left(\left.g\right|_{\mu}\right)} \tag{5.2.7}
\end{equation*}
$$

for all $\mu \in E^{*}$. Also, since $\theta$ satisfies (5.2.3), we have

$$
\theta\left(u_{g}\right)=N(\beta, \theta)^{-k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \theta\left(u_{\left.g\right|_{\mu}}\right) \quad \text { for all } k \geq 0
$$

Consequently,

$$
\sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \theta\left(u_{\left.g\right|_{\mu}}\right)=\sum_{k=0}^{\infty} e^{-\beta k} N(\beta, \theta)^{k} \theta\left(u_{g}\right)=\left(1-e^{-\beta} N(\beta, \theta)\right)^{-1} \theta\left(u_{g}\right) .
$$

Since $N(\beta, \theta)=e^{\beta}\left(1-Z(\beta, \theta)^{-1}\right)$ by definition, we can rearrange to obtain

$$
\theta\left(u_{g}\right)=Z(\beta, \theta)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \theta\left(u_{\left.g\right|_{\mu}}\right)
$$

Using this, and applying the definition of $\chi_{\beta}$ at the third equality, we calculate

$$
\begin{aligned}
\Delta_{n+1}(g) & =\tau_{n+1}\left(u_{g}\right)-\theta\left(u_{g}\right)=\chi_{\beta}\left(\tau_{n}\right)\left(u_{g}\right)-Z(\beta, \theta)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\
g \cdot \mu=\mu}} \theta\left(u_{\left.g\right|_{\mu}}\right) \\
& =Z\left(\beta, \tau_{n}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\
g \cdot \mu=\mu}} \tau_{n}\left(u_{\left.g\right|_{\mu}}\right)-Z(\beta, \theta)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\
g \cdot \mu=\mu}} \theta\left(u_{\left.g\right|_{\mu}}\right) .
\end{aligned}
$$

Since the sums are absolutely convergent, we can rewrite each $\theta\left(u_{\left.g\right|_{\mu}}\right)$ as $\tau_{n}\left(u_{\left.g\right|_{\mu}}\right)-\Delta_{n}\left(\left.g\right|_{\mu}\right)$ and rearrange to obtain

$$
\begin{equation*}
\Delta_{n+1}(g)=\left(Z\left(\beta, \tau_{n}\right)^{-1}-Z(\beta, \theta)^{-1}\right) \sum_{k=0}^{\infty} e^{-\beta k}\left(\sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \tau_{n}\left(u_{\left.g\right|_{\mu}}\right)\right)+Z(\beta, \theta)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \Delta_{n}\left(\left.g\right|_{\mu}\right) \tag{5.2.8}
\end{equation*}
$$

Now, $\theta$ satisfies (5.2.3), so Proposition 5.2.3(ii) combined with the definition of $N(\beta, \theta)$ imply that $Z(\beta, \theta)=$ $\left(1-e^{-\beta} N(\beta, \theta)\right)^{-1}=\left(1-e^{-\beta} \rho(A)\right)^{-1}$, and then Lemma 5.2.4 ii) gives $Z(\beta, \theta)=\rho\left(A_{v N}\right)$. Also, by definition of $\chi_{\beta}$, we have

$$
\sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \tau_{n}\left(u_{\left.g\right|_{\mu}}\right)=Z\left(\beta, \tau_{n}\right) \tau_{n+1}\left(u_{g}\right)
$$

Making these substitutions in 5.2.8, we obtain

$$
\Delta_{n+1}(g)=\left(Z\left(\beta, \tau_{n}\right)^{-1}-\rho\left(A_{v N}\right)^{-1}\right) Z\left(\beta, \tau_{n}\right) \tau_{n+1}\left(u_{g}\right)+\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\substack{\mu \in E^{k} \\ g \cdot \mu=\mu}} \Delta_{n}\left(\left.g\right|_{\mu}\right)
$$

With $\mathcal{G}_{g}^{k}(v)$ and $\mathcal{F}_{g}^{k}(v)$ defined as in Lemma 5.2.8 the preceding expression for $\Delta_{n+1}(g)$ becomes

$$
\begin{align*}
\Delta_{n+1}(g)=( & \left.Z\left(\beta, \tau_{n}\right)^{-1}-\rho\left(A_{v N}\right)^{-1}\right) Z\left(\beta, \tau_{n}\right) \tau_{n+1}\left(u_{g}\right) \\
& +\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left(\sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)} \Delta_{n}\left(\left.g\right|_{\mu}\right)+\sum_{\mu \in \mathcal{F}_{g}^{k}(v)} \Delta_{n}\left(\left.g\right|_{\mu}\right)\right) . \tag{5.2.9}
\end{align*}
$$

The Cauchy-Schwarz inequality implies that for any $h \in \mathcal{G}$,

$$
\left|\tau_{n+1}\left(u_{h}\right)\right|^{2}=\left|\tau_{n+1}\left(u_{h}^{*} u_{c(h)}\right)\right|^{2} \leq \tau_{n+1}\left(u_{h}^{*} u_{h}\right) \tau\left(u_{c(h)}^{*} u_{c(h)}\right)=\tau_{n+1}\left(u_{d(h)}\right) \tau_{n+1}\left(u_{c(h)}\right)
$$

Since our fixed $g$ satisfies $d(g)=c(g)$, taking square roots in the preceding estimate gives $\left|\tau_{n+1}\left(u_{g}\right)\right| \leq$ $\tau_{n+1}\left(u_{d(g)}\right)$. Applying this combined with the triangle inequality to the right-hand side of (5.2.9), we obtain

$$
\begin{aligned}
&\left|\Delta_{n+1}(g)\right| \leq\left|Z\left(\beta, \tau_{n}\right)^{-1}-\rho\left(A_{v N}\right)^{-1}\right| Z\left(\beta, \tau_{n}\right) \tau_{n+1}\left(u_{d(g)}\right) \\
&+\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left(\sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right|+\sum_{\mu \in \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right|\right),
\end{aligned}
$$

which, using that $\left.g\right|_{\mu}=v$ for $\mu \in \mathcal{F}_{g}^{k}(v)$, becomes

$$
\begin{aligned}
\left|\Delta_{n+1}(g)\right| \leq \mid & Z\left(\beta, \tau_{n}\right)^{-1}-\rho\left(A_{v N}\right)^{-1} \mid Z\left(\beta, \tau_{n}\right) \tau_{n+1}\left(u_{d(g)}\right) \\
& +\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right| \\
& +\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\mu \in \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}(v)\right|
\end{aligned}
$$

Since $\left(Z\left(\beta, \tau_{n}\right)^{-1}-\rho\left(A_{v N}\right)^{-1}\right) Z\left(\beta, \tau_{n}\right)=\rho\left(A_{v N}\right)^{-1}\left(\rho\left(A_{v N}\right)-Z\left(\beta, \tau_{n}\right)\right)$, we obtain

$$
\begin{aligned}
&\left|\Delta_{n+1}(g)\right| \leq \rho\left(A_{v N}\right)^{-1}\left|\rho\left(A_{v N}\right)-Z\left(\beta, \tau_{n}\right)\right| \tau_{n+1}\left(u_{d(g)}\right) \\
&+\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right| \\
&+\rho\left(A_{v N}\right)^{-1} \sum_{\mu \in d(g) E^{*}} e^{-\beta|\mu|}\left|\Delta_{n}(s(\mu))\right| .
\end{aligned}
$$

By Theorem 5.2.7 there are positive constants $\lambda_{0}, K_{1}$ and $K_{2}$ with $\lambda_{0}<1$ such that $\left|\rho\left(A_{v N}\right)-Z\left(\beta, \tau_{n}\right)\right|<$ $K_{1} \lambda_{0}^{n}$ for all $n \geq 0$ and $\left|\Delta_{n}(v)\right|=\left|\tau_{n}\left(u_{v}\right)-m_{v}\right|<K_{2} \lambda_{0}^{n}$ for all $v \in E^{0}$ and $n \geq 0$. Thus we obtain

$$
\begin{aligned}
\left|\Delta_{n+1}(g)\right| \leq & K_{1} \lambda_{0}^{n} \rho\left(A_{v N}\right)^{-1} \tau_{n+1}\left(u_{d(g)}\right) \\
& +\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right| \\
& +K_{2} \lambda_{0}^{n} \rho\left(A_{v N}\right)^{-1} \sum_{\mu \in d(g) E^{*}} e^{-\beta|\mu|}
\end{aligned}
$$

Theorem 3.1(a) of [49] shows that $\sum_{\mu \in d(g) E^{*}} e^{-\beta|\mu|}$ converges, and since the entries of the Perron-Frobenius eigenvector $m$ are strictly positive, $l:=\max _{v \in E^{0}}\left\{m_{v}^{-1}\right\}$ is finite. So $K:=\frac{2 l}{\rho\left(A_{v N}\right)} \max \left\{K_{1}, K_{2} \sum_{\mu \in E^{*}} e^{-\beta|\mu|}\right\}$ satisfies

$$
\begin{equation*}
\left|\Delta_{n+1}(g)\right| \leq K \lambda_{0}^{n} m_{d(g)}+\rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\mu \in \mathcal{G}_{g}^{k}(v) \backslash \mathcal{F}_{g}^{k}(v)}\left|\Delta_{n}\left(\left.g\right|_{\mu}\right)\right| \tag{5.2.10}
\end{equation*}
$$

Since both $\lambda_{0}$ and the constant $\alpha$ of (5.2.7) are less than 1 , the quantity $\lambda:=\max \left\{\lambda_{0}, \alpha\right\}$ is less than 1 . Let $D:=l \max _{\mu \in d(g) E^{*}}\left\{\left|\tau\left(u_{\left.g\right|_{\mu}}\right)\right|+\left|\theta\left(u_{\left.g\right|_{\mu}}\right)\right|\right\}$, which is finite because $\mathcal{G} \curvearrowright E$ is finite state. Let $\left.g\right|_{E^{*}}:=\left\{\left.g\right|_{\mu} \mid \mu \in\right.$ $\left.E^{*}\right\} \subseteq \mathcal{G}$. We will prove by induction that $\left|\Delta_{n}(h)\right| \leq(n K+D) \lambda^{n-1} m_{d(h)}$ for all $n \geq 0$ and for all $\left.h \in g\right|_{E^{*}}$.

The base case $n=0$ is trivial because each $\left|\Delta_{0}(h)\right|=\left|\tau\left(u_{h}\right)-\theta\left(u_{h}\right)\right| \leq\left|\tau\left(u_{h}\right)\right|+\left|\theta\left(u_{h}\right)\right| \leq D l^{-1} \leq$ $D \lambda^{-1} m_{d(h)}$. Now suppose as an inductive hypothesis that $\left|\Delta_{n}(h)\right| \leq(n K+D) \lambda^{n-1} m_{d(h)}$ for all $\left.h \in g\right|_{E^{*}}$, and fix $\left.h \in g\right|_{E^{*}}$. Applying the inductive hypothesis on the right-hand side of (5.2.10), and then using that $\left.\left.h\right|_{E^{*}} \subseteq g\right|_{E^{*}}$ and invoking 5.2 .7 gives

$$
\begin{aligned}
\left|\Delta_{n+1}(h)\right| & \leq K \lambda_{0}^{n} m_{d(h)}+(n K+D) \lambda^{n-1} \rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}} \sum_{\nu \in \mathcal{G}_{h}^{k}(v) \backslash \mathcal{F}_{h}^{k}(v)} m_{d\left(\left.h\right|_{\nu}\right)} \\
& =K \lambda_{0}^{n} m_{d(h)}+(n K+D) \lambda^{n-1} \rho\left(A_{v N}\right)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{v \in E^{0}}\left|\mathcal{G}_{h}^{k}(v) \backslash \mathcal{F}_{h}^{k}(v)\right| m_{v} \\
& \leq K \lambda_{0}^{n} m_{d(h)}+(n K+D) \lambda^{n-1} \alpha m_{d(h)}
\end{aligned}
$$

and since $\lambda_{0}, \alpha \leq \lambda$ we deduce that

$$
\left|\Delta_{n+1}(h)\right| \leq((n+1) K+D) \lambda^{n} m_{d(h)}
$$

The claim follows by induction, and in particular we have $\left|\Delta_{n}(g)\right| \leq(n K+D) \lambda^{n-1} m_{d(g)}$ for all $n \geq 0$, as claimed. This proves the first statement.

The second statement follows immediately from Lemma 5.2.2
Proof of Theorem 5.2.1. (1) Let $m=m^{E}$ be the Perron-Frobenius eigenvector of $A_{E}$. For $v \in \mathcal{G}^{(0)}=E^{0}$, let $c_{v}:=m_{v}$. Fix $g \in \mathcal{G} \backslash E^{0}$. By [63] Proposition 8.2], the sequence

$$
\left(\rho\left(A_{E}\right)^{-n} \sum_{v \in E^{0}}\left|\left\{\mu \in E^{n}|g \cdot \mu=\mu, g|_{\mu}=v\right\}\right| m_{v}\right)_{n \geq 1}
$$

converges to some $c_{g} \in\left[0, m_{d(g)}\right]$. By [63, Theorem 8.3], there is a $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state $\psi$ of $\mathcal{T}(\mathcal{G}, E)$ that factors through $(\mathcal{O}(\mathcal{G}, E))$. This $\psi$ satisfies

$$
\psi\left(s_{\mu} u_{g} s_{\nu}^{*}\right)=\left\{\begin{array}{ll}
\rho\left(A_{E}\right)^{-|\mu|} c_{g} & \text { if } \mu=\nu \text { and } d(g)=c(g)=s(\mu) \\
0 & \text { otherwise }
\end{array} .\right.
$$

In particular, $\theta:=\left.\psi\right|_{C^{*}(\mathcal{G})}$ belongs to $\operatorname{Tr}\left(C^{*}(\mathcal{G})\right)$. We claim that $\theta$ is a fixed point for $\chi_{\beta}$. By the final statement of Theorem 5.2.9 it suffices to show that $\theta$ satisfies 5.2.3. Proposition 8.1 of 63 shows that $x^{\theta}=\left(\theta\left(u_{v}\right)\right)_{v \in E^{0}}$
is equal to $m$. Using this, we see that

$$
\begin{aligned}
Z(\beta, \theta) & =\sum_{v \in E^{0}} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\mu \in v E^{k}} \theta\left(u_{s(\mu)}\right)=\sum_{v \in E^{0}} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{w \in E^{0}} A_{E}^{k}(v, w) m_{w} \\
& =\sum_{v \in E^{0}} \sum_{k=0}^{\infty} e^{-\beta k}\left(A_{E}^{k} m\right)_{v}=\sum_{k=0}^{\infty} e^{-\beta k} \rho\left(A_{E}\right)^{k} \sum_{v \in E^{0}} m_{v}=\left(1-e^{-\beta} \rho\left(A_{E}\right)\right)^{-1} .
\end{aligned}
$$

Hence $N(\beta, \theta)=e^{\beta}\left(1-Z(\beta, \theta)^{-1}\right)=\rho\left(A_{E}\right)$. Since $1_{\mathcal{O}(\mathcal{G}, E)}=\sum_{v \in E^{0}} p_{v}=\sum_{e \in E^{1}} s_{e} s_{e}^{*}$, we have

$$
\begin{aligned}
\theta\left(u_{g}\right) & =\psi\left(u_{g}\right)=\sum_{e \in E^{1}} \psi\left(u_{g} s_{e} s_{e}^{*}\right)=\sum_{e \in E^{1}} \delta_{d(g), r(e)} \psi\left(s_{g \cdot e} u_{\left.g\right|_{e}} s_{e}^{*}\right) \\
& =\sum_{e \in E^{1}} \delta_{d(g), r(e)} \delta_{g \cdot e, e} \delta_{d\left(\left.g\right|_{e}\right), s(e)} \delta_{t\left(\left.g\right|_{e}\right), s(e)} \rho\left(A_{E}\right)^{-1} \theta\left(u_{\left.g\right|_{e}}\right)=N(\beta, \theta)^{-1} \sum_{\substack{e \in E^{1} \\
g \cdot e=e}} \theta\left(u_{\left.g\right|_{e}}\right)
\end{aligned}
$$

Now an easy induction shows that $\theta$ satisfies relation 5.2.3.
It remains to prove that $\theta$ is the unique fixed point for $\chi_{\beta}$. For this, suppose that $\theta^{\prime}$ is a fixed point for $\chi_{\beta}$, so $\chi_{\beta}^{n}\left(\theta^{\prime}\right) \xrightarrow{w^{*}} \theta^{\prime}$. Since $\theta$ satisfies 5.2 .3 , Theorem 5.2.9 shows that $\chi_{\beta}^{n}\left(\theta^{\prime}\right) \xrightarrow{w^{*}} \theta$, so $\theta^{\prime}=\theta$.
(2) This follows immediately from Theorem 5.2.9 because $\theta$ satisfies 5.2.3.
(3) The trace $\theta$ of part (1) extends to a $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state of $\mathcal{T}(\mathcal{G}, E)$ by construction. If $\phi$ is any $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state of $\mathcal{T}(\mathcal{G}, E)$, then it restricts to a $\mathrm{KMS}_{\log \rho\left(A_{E}\right)}$ state of the $C^{*}$-subalgebra $\mathcal{T} C^{*}(E)$, so it follows from [49, Theorem 4.3(a)] that $\phi$ agrees with $\psi$ on $\mathcal{T} C^{*}(E)$, and in particular $\left(\phi\left(u_{v}\right)\right)_{v \in E^{0}}$ is equal to the Perron-Frobenius eigenvector $m^{E}$. So [63, Proposition 8.1] shows that $\phi$ factors through $\mathcal{O}(\mathcal{G}, E)$. By construction, $\psi$ also factors through $\mathcal{O}(\mathcal{G}, E)$. By [63, Theorem 8.3(2)], there is a unique KMS state on $\mathcal{O}(\mathcal{G}, E)$, and we deduce that $\phi=\psi$. In particular, $\left.\phi\right|_{C^{*}(\mathcal{G})}=\left.\psi\right|_{C^{*}(\mathcal{G})}=\theta$.

### 5.3 The lamplighter group as a self-similar group(oid)

To conclude this chapter, we would like to connect the study already made in Chapter 3 of the lamplighter group, which is given by the wreath product $\Gamma=\mathbb{Z}_{2} \imath \mathbb{Z}$, see Example 3.1.2.

Let $E_{\Gamma}$ be the finite graph given by one vertex $v$ and two loops 0,1 around $v$, namely


Its forest $T_{E_{\Gamma}}$ is easy to describe:


Since the graph $E_{\Gamma}$ contains only one vertex, the set of partial isomorphisms $\operatorname{PIso}\left(T_{E_{\Gamma}}\right)$ forms not even a groupoid, but a group under composition of maps. We define two (partial) isomorphisms $a, b: v E^{*} \rightarrow v E^{*}$ recursively by the rules

$$
\left\{\begin{array} { l } 
{ a \cdot ( 0 \mu ) = 1 ( b \cdot \mu ) , } \\
{ a \cdot ( 1 \mu ) = 0 ( a \cdot \mu ) }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
b \cdot(0 \mu)=0(b \cdot \mu), \\
b \cdot(1 \mu)=1(a \cdot \mu)
\end{array}\right.\right.
$$

for all paths $\mu \in v E^{*}$. By a theorem of Grigorchuk and Żuk [42, Theorem 2], the subgroup $\mathcal{G}_{E_{\Gamma}}$ of PIso( $T_{E_{\Gamma}}$ ) generated by $\{a, b\}$ is isomorphic to the lamplighter group $\Gamma$, through the isomorphism

$$
\mathcal{G}_{E_{\Gamma}} \cong \Gamma, \quad b^{-1} a \mapsto a_{0}, b \mapsto t .
$$

In particular, $\Gamma$ is a self-similar group(oid) which acts faithfully on $E_{\Gamma}$. Note that $A_{E}=(2)$ here, so $\rho\left(A_{E}\right)=2$.
Proposition 5.3.1. For $\Gamma$ the lamplighter group, the trace $\theta$ from Theorem 5.2.1.3) equals the canonical trace $\operatorname{tr}_{\Gamma}$ defined on $C^{*}(\Gamma)$ by the rule $\operatorname{tr}\left(u_{g}\right)=\delta_{g, e}$, where $e$ is the unit element of $\Gamma$, and $\delta$ is the Kronecker delta.

Proof. By a reformulation, in our notation, of the proof of [42, Proposition 9], we deduce that for an element $g \in \Gamma$ different from the identity element, there exists an integer $n_{0} \geq 1$ such that

$$
\left|\Gamma_{g}^{k n_{0}}\right| \leq\left(2^{n_{0}}-1\right)^{k} \quad \text { for any } k \geq 0,
$$

where $\Gamma_{g}^{n}=\left\{\mu \in E^{n} \mid g \cdot \mu=\mu\right\}$. Therefore by [63, Proposition 8.2],

$$
c_{g}=\lim _{k} 2^{-k n_{0}}\left|\left\{\mu \in E^{k n_{0}}|g \cdot \mu=\mu, g|_{\mu}=v\right\}\right| \leq \lim _{k} 2^{-k n_{0}}\left|\Gamma_{g}^{k n_{0}}\right| \leq \lim _{k}\left(1-2^{-n_{0}}\right)^{k}=0 .
$$

Of course, for $g=e \in \Gamma, c_{e}=\lim _{n} 2^{-n}\left|E^{n}\right|=1$. This tells us precisely that $\theta\left(u_{g}\right)=c_{g}=\delta_{g, e}=\operatorname{tr}_{\Gamma}\left(u_{g}\right)$ for all $g \in \Gamma$, as required.

Recall from Section 1.1 .2 that the canonical trace $\operatorname{tr}_{\Gamma}$ over the group algebra $\mathbb{C}[\Gamma]$ can be extended to a trace over $k \times k$ matrices $M_{k}(\mathbb{C}[\Gamma])$, and this in turn extends to a normal, faithful and positive trace over the von Neumann algebra $\mathcal{N}_{k}(\Gamma)$ of $M_{k}(\mathbb{C}[\Gamma])$ inside $\mathcal{B}\left(l^{2}(\Gamma)\right.$ ) (see Proposition 1.1.4.

Since the von Neumann dimension of an element $T \in M_{k}(\mathbb{C}[\Gamma])$ is defined to be the trace of the projection onto its kernel (Definition 1.1.7), Proposition 5.3.1 opens a possible analytical approach to attack the problem of computing $l^{2}$-Betti numbers arising from $\Gamma$, by trying to study the role of the unique $\mathrm{KMS}_{\log 2}$ state that its restriction gives back the trace $\operatorname{tr}_{\Gamma}$.
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[^0]:    ${ }^{1}$ Here rk denotes the canonical rank function on $\mathcal{U}(\Gamma)$ defined through the trace $\operatorname{tr}_{\mathcal{N}(\Gamma)}$, see Section 1.2 .2 ,

[^1]:    ${ }^{2}$ A field with involution $(K, *)$ is called $*-P y t h a g o r e a n$ if for any $x, y \in K$, there always exists an element $z \in K$ such that $z^{*} z=x^{*} x+y^{*} y$.

[^2]:    ${ }^{3}$ The stay had been partitioned into two parts: the first part had a duration of two months and was conducted in 2016, September-October; the second part also had a duration of two months, and was conducted in 2017, September-October.

[^3]:    ${ }^{1}$ We refer the reader to [35, Chapter 4] for more information about Pontryagin duality.

[^4]:    ${ }^{2}$ See Definition 1.2 .1 d) for the definition of a complement.

[^5]:    ${ }^{3}$ Since the definition of regularity on a unital ring does not concert the unit itself, the notion of a regular ideal is analogous: for any element $x$ of the ideal, there exists another element $y$, also in the ideal, such that $x=x y x$.

[^6]:    ${ }^{4}$ A unital ring $R$ is called directly finite if whenever one has $x y=1$ for some $x, y \in R$, then $y x=1$.
    ${ }^{5}$ A ring $R$ is called purely infinite if there are no directly finite central idempotents.

[^7]:    ${ }^{6}$ This can be proved by using the polar decomposition of elements of $\mathcal{U}$ and the spectral theorem for unbounded operators.

[^8]:    ${ }^{7}$ This is a general fact: if $e \in R$ is a central idempotent in a $*$-regular ring $R$, then the computation $\left(e-e e^{*}\right)\left(e-e e^{*}\right)^{*}=0$ together with the fact that the involution is proper implies that $e=e e^{*}=e^{*}$, so $e$ is also a projection.

[^9]:    ${ }^{8}$ We define multiplicative in the same manner as for the commutative case: $1 \in S, 0 \notin S$ and closed under multiplication.

[^10]:    ${ }^{9}$ See Section 1.2 .1 for more information about the $*$-regular closure of a $*$-subring of a $*$-regular ring.

[^11]:    ${ }^{1}$ A tracial state on a unital $C^{*}$-algebra $\mathcal{B}$ is a positive linear functional $\tau: \mathcal{B} \rightarrow \mathbb{C}$ such that $\tau(1)=1$ and $\tau(a b)=\tau(b a)$ for all $a, b \in \mathcal{B}$.

[^12]:    ${ }^{2}$ Recall that this inequality states that $|\tau(x y)|^{2} \leq \tau\left(x x^{*}\right) \tau\left(y^{*} y\right)$ for any elements $x, y$ in the $C^{*}$-algebra.

[^13]:    ${ }^{3}$ It is not true in general that an ergodic $T$-invariant measure is full. For instance, take $T=I d$ and any one-point mass measure.

[^14]:    ${ }^{4}$ For an idempotent $e$ in a ring $R$, we say that $e$ is minimal if the ideal $e R$ is simple as a right $R$-module.

[^15]:    ${ }^{5}$ We refer the reader to Section 1.2 for the definition of $\mathbb{P}(\mathcal{A})$.

[^16]:    ${ }^{6}$ This, of course, is true up to a set of measure zero.

[^17]:    ${ }^{7} \mathrm{~A} C^{*}$-algebra is called an $A F$-algebra if it is an inductive limit of finite-dimensional $C^{*}$-algebras.

[^18]:    ${ }^{8}$ Here Rk denotes the usual rank function of matrices $M \in M_{|W|}(K)$.

[^19]:    ${ }^{9}$ In fact, for $x \in \Re_{n}$ already, $\operatorname{rk}_{\mathfrak{R}_{\infty}}\left(j_{n, \infty}(x)\right)=\operatorname{rk}_{\Re_{n}}(x)$ where $j_{n, \infty}$ denotes the canonical map $\Re_{n} \rightarrow \Re_{\infty}$.

[^20]:    ${ }^{10}$ See Section 1.2 specifically the paragraph preceding Proposition 1.2.4.
    ${ }^{11}$ We can reduce to this case by multiplying to the right the element $a$ by a suitable power of $u$.

[^21]:    ${ }^{12}$ For a compact convex set $\Delta$, the notation $\partial_{e} \Delta$ refers to the set of extreme points of $\Delta$.

[^22]:    ${ }^{13}$ See Sections 1.1.2 and 1.1 .4 for a survey on group von Neumann algebras.

[^23]:    ${ }^{14}$ Recall that under the injection $\mathcal{A} \hookrightarrow \Re_{\mathrm{rk}}, t$ is identified with $u$.

[^24]:    ${ }^{15}$ Compare with $\mathcal{R}$ from Proposition 2.4 .5

[^25]:    ${ }^{16}$ Note that, in the notation used in Section $2.4 \mathcal{R}_{\mathcal{B}}=\mathcal{R}_{n}$ in case $\mathcal{B}$ is one of the $*$-subalgebras $\mathcal{A}_{n}$.

[^26]:    ${ }^{17}$ See Section 1.3 .3 for the definition of the division closure.

[^27]:    ${ }^{18}$ See Section 1.3 .3 for the definition of the rational closure.
    ${ }^{19}$ The proof of this general fact is straightforward and left as an easy exercise.

[^28]:    ${ }^{20}$ Recall that these are the sets of the form $\sqrt{2.2 .7}$, together with the set $S_{0} \cup T^{-1}\left(S_{1}\right)$.

[^29]:    ${ }^{21}$ Note that the condition $\delta_{W, W(S)}$ already encodes the fact that the term is 0 if $|W| \neq i+1$.

[^30]:    ${ }^{1}$ This crossed product construction can be generalized by replacing $\mathbb{Z}$ with any other countable discrete group $\Lambda$, as in 8 Section 2]. However, we will stick into the $\Lambda=\mathbb{Z}$ case for our purposes.

[^31]:    ${ }^{2}$ This is the reason for keeping the notation $\widehat{\mu}$ for such a measure.

[^32]:    ${ }^{3}$ See Section 2.2 for the construction of the algebraic crossed product.

[^33]:    ${ }^{4}$ Recall Proposition 2.4 .3

[^34]:    ${ }^{5}$ Of course this has to be the case, since $\mu$ as taken is exactly the normalized Haar measure of the group $X=\prod_{i \in \mathbb{Z}} \mathbb{Z}_{2}$.
    ${ }^{6}$ It can also be done by taking an even number of one's at each level $n$; we are taking an odd number for comfort.

[^35]:    ${ }^{7}$ Compare with [6], where the authors study the algebra $\mathcal{A}_{1}$.
    ${ }^{8}$ This sequence is also known in the literature as the $m$-step Fibonacci sequence.

[^36]:    ${ }^{9}$ Note that in this particular case the sets $S_{0}$ and $T^{-1}\left(S_{1}\right)$ defining the special element of degree 0 coincide, giving the set [1... $1 \ldots 11]$.

[^37]:    ${ }^{10}$ Note, however, that the notation used in that section is different from the one we are using now: in the new one we are emphasizing the clopen $E \subseteq X$.

[^38]:    ${ }^{11}$ Recall that $\mathrm{rk}_{\mathcal{A}}$ is the unique Sylvester matrix rank function associated to the normalized Haar measure on $X=\prod_{i \in \mathbb{Z}} \mathbb{Z}_{2}$, see Proposition 3.1.4

[^39]:    ${ }^{12}$ See Proposition 3.1.1

[^40]:    ${ }^{1}$ It is possible that $f_{i}$ coincides with the unit of the simple factor $\mathcal{A}_{i}$, but in general it may not be the case, so we should consider the corner $f_{i} \mathcal{A} f_{i} \cong M_{r_{i}}(K)$, which is isomorphic to a corner of the full matrix algebra $M_{n_{i}}(K)$.

[^41]:    ${ }^{2}$ Note that this is general, i.e. if $f: A \rightarrow B$ is a $*$-homomorphism between two $*$-regular rings, then for any element $x \in A$, one has the equality $f(\operatorname{LP}(x))=\operatorname{LP}(f(x))$. The same holds for $R P$.

[^42]:    ${ }^{1}$ The stay had been partitioned into two parts: the first part had a duration of two months and was conducted in 2016, September-October; the second part also had a duration of two months, and was conducted in 2017, September-October.

[^43]:    ${ }^{2}$ That is, a positive linear functional of $A$ of norm 1.

[^44]:    ${ }^{3}$ This means that every vertex is reachable from every other vertex. Equivalently, $A_{E}$ is an irreducible matrix, i.e. for each pair of indices $i, j$ there exists a power of $A_{E}$ such that the $(i, j)$-component of it is strictly positive, that is $\left(A_{E}^{k}\right)_{i, j}>0$ for some integer $k \geq 1$.

[^45]:    ${ }^{4}$ That is, the unique unimodular eigenvector whose components are strictly positive.

