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�A mathematical theory is not to be considered complete until you have made it so clear that you can explain
it to the �rst man whom you meet on the street.�

David Hilbert (1862-1943)
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Introduction

All of the work presented in this thesis appeared while working on the following question.

Question. Which is the set of l2-Betti numbers arising from the lamplighter group Γ?

This question was the initial problem of this thesis. Historically, M. Atiyah [7] introduced in 1976 these
particular numbers as homological invariants of a certain kind of homology (nowadays called l2-homology) in
order to study Riemannian manifolds M endowed with a free cocompact action of a countable discrete group
G. His motivation was to generalize the Atiyah-Singer Index Theorem to the noncompact setting.

The l2-Betti numbers can be de�ned purely in terms of the countable discrete group G. Given a sub�eld
K ⊆ C closed under complex conjugation, one can consider the group algebra K[G] and, more generally,
matrix algebras over K[G]. Each matrix operator T ∈ Mn(K[G]) can be thought of as a bounded operator
T : l2(G)n → l2(G)n acting on the left. It turns out that the projection pT onto ker(T ) belongs to the group
von Neumann algebra Nn(G) of Mn(K[G]), which is in fact a �nite von Neumann algebra, thus endowed with
a faithful positive trace TrNn(G). The l2-Betti numbers are precisely those values that arise when computing
the traces of the projections pT , T ∈Mn(K[G]).

De�nition. A real positive number r is called an l2-Betti number arising from G, with coe�cients in K, if for
some integer n ≥ 1 there exists a matrix operator T ∈Mn(K[G]) such that

TrNn(G)(pT ) = r,

where pT : l2(G)n → l2(G)n denotes the projection onto ker(T ).

Atiyah computed several l2-Betti numbers in numerous examples, and all of them turned out to be rational,
thus giving rise to one of the original questions posted by Atiyah about l2-Betti numbers.

Question. Is it possible to obtain irrational values of l2-Betti numbers?

That question motivated a large number of research projects in which stronger statements were formulated
(and in some cases proved). One of the strongest versions of Atiyah's original question is the so-called Strong
Atiyah Conjecture.

Strong Atiyah Conjecture. Is it true that the set of values of l2-Betti numbers is contained in the subgroup
of Q generated by all the elements 1

|H| , where H ranges over the �nite subgroups of G?

The lamplighter is precisely the �rst counterexample to the Strong Atiyah Conjecture, as proven by R. I.
Grigorchuk and A. �uk [42], followed by W. Dicks and T. Schick [25]. More recently, the original Atiyah's
question has been solved in the negative, and some authors, including Austin [8], Grabowski [40, 41] and
Pichot, Schick and �uk [86] have found examples of groups having irrational values of l2-Betti numbers. In
particular, Grabowski shows in [41] that there are transcendental numbers that appear as l2-Betti numbers of
the lamplighter group.

Nevertheless, the Strong Atiyah Conjecture is still open for the class of groups such that there exists an upper
bound on the orders of their �nite subgroups. In particular it is open for torsion-free groups. For an extensive
study of Atiyah's original question and strong versions of it, see [8, 40, 43, 52, 53, 66, 67, 69, 70, 71, 72, 74].

As already said, the initial problem of this thesis was to determine the set of l2-Betti numbers arising from
the lamplighter group Γ, denoted by C(Γ,K). This group is de�ned to be the semidirect product of Z copies
of the �nite group Z2 by Z, i.e.

Γ =
⊕
i∈Z

Z2 oρ Z

whose automorphism ρ implementing the semidirect product is the well-known Bernoulli shift. A precursor
of our work here can be found in the paper [6] by Ara and Goodearl. In this article, the authors attack
this problem algebraically, by trying to uncover the structure of what is called the ∗-regular closure RK[Γ] of
the lamplighter group algebra K[Γ] inside U(Γ), the algebra of (unbounded) a�liated operators of the group
von Neumann algebra N (Γ) or, more algebraically, the classical ring of quotients of N (Γ) (see Section 1.1.2).
The precise connection between the ∗-regular closure RK[Γ] and the set of l2-Betti numbers C(Γ,K) has been
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provided recently by a result of Jaikin-Zapirain [53], which states that the rank function rkRK[Γ]
, obtained

from rk1 by restriction on RK[Γ], is completely determined by its values on matrices over K[Γ]. Since RK[Γ]

is regular, this can be rephrased in the form

φ(K0(RK[Γ])) = G(Γ,K),

where φ is the state on K0(RK[Γ]) induced by rkK[Γ], and G(Γ,K) the subgroup of R generated by C(Γ,K).
As one of the main results in [6], the authors uncover a portion of the algebraic structure of RK[Γ] by studying
the ∗-regular closure R0 of a certain ∗-subalgebra A0 of K[Γ] in U(G), and this study leads them to conclude
that G(Γ,K) must contain all the rational numbers, namely Q ⊆ G(Γ,K) [6, Corollary 6.14].

Our initial strategy in this work was to extend the work done by Ara and Goodearl, by considering an
increasing sequence of ∗-subalgebras An of K[Γ] such that its inductive limit A∞ becomes 'big enough' inside
K[Γ]. While working on this problem we realized that there was a natural way of thinking about these
'approximating' ∗-subalgebras An in terms of a concrete dynamical system. The key observation was to realize
that the lamplighter group algebra, being a semidirect product of the abelian torsion group

⊕
i∈Z Z2 by Z, can

be thought of as a Z-crossed product ∗-algebra

K[Γ] ∼= K[
⊕
i∈Z

Z2] oρ Z ∼= CK(X) oT Z

through the Fourier transform F : K[
⊕

i∈Z Z2] → CK(X), where X =
∏
i∈Z Z2 is the Pontryagin dual of

the group
⊕

i∈Z Z2, identi�ed topologically with the Cantor set, CK(X) denotes the set of locally constant
functions f : X → K, and T : X → X is the homeomorphism of X given by the Bernoulli shift. There
is a natural measure µ on X, namely the usual product measure where we take the

(
1
2 ,

1
2

)
-measure on each

component {0, 1}, which is ergodic, full and T -invariant. This enables us to study the Z-crossed product
algebra CK(X) oT Z by giving 'µ-approximations' of the space X (see Section 2.2), which at the level of the
algebra correspond to the 'approximating' ∗-subalgebras An given in K[Γ] under the previous identi�cation.
This construction is motivated by a construction given by Putnam [87, 88].

In the group algebra K[Γ] one has a canonical Sylvester matrix rank function rkK[Γ], inherited from the one
existing in the ∗-regular ring U(Γ). We can transfer rkK[Γ] to a Sylvester matrix rank function on CK(X)oTZ by
pulling it back through the previous identi�cation, and this gives rise to a T -invariant probability measure µ on
X. With this observation we have been able to construct, from a �xed T -invariant, full and ergodic probability
measure and using the construction involving the 'approximating' ∗-subalgebras of A = CK(X)oT Z developed
in Chapter 2, a canonical faithful Sylvester matrix rank function rkA on A not only when K ⊆ C and T is the
Bernoulli shift, but in the more general setting ofK being an arbitrary �eld and T an arbitrary homeomorphism
on a Cantor set X. As mentioned, this construction requires the existence of a T -invariant probability measure
µ on X which must be ergodic and full. The corresponding Sylvester matrix rank function rkA turns out to be
unique with respect to the property that the rank of any characteristic function χU , being U ⊆ X any clopen
set, must equal the measure of U (these results are Theorem 2.3.7 and Proposition 2.3.8). This rank function
on A = CK(X) oT Z gives us a way to de�ne 'l2-Betti numbers' arising from the algebra A which, in the
particular case of the lamplighter group algebra, coincide with the l2-Betti numbers arising from Γ (see Section
3.2).

In Section 2.3.3 we obtain some results on the structure of the compact convex set P(A) of Sylvester matrix
rank functions on A. We show in Theorem 2.3.15 that, when X is a totally disconnected metrizable compact
space (not necessarily in�nite) and T : X → X is any homeomorphism on X, then every rank function rk on
the crossed product algebra A = CK(X) oT Z is induced by some regular ring.

During the course of developing the construction given in Chapter 2, new work by Grabowski on the
searching of l2-betti numbers arising from the lamplighter group Γ appeared [41]. In this article, the author
proved the existence of irrational l2-Betti numbers arising from Γ, exhibiting a concrete example in [41, Theorem
2]. Very roughly, his idea is to compute l2-Betti numbers by means of decomposing them as an in�nite sum
of (normalized) dimensions of kernels of �nite-dimensional operators (i.e. matrices), and then analyzing the
behavior of these �nite-dimensional matrices by means of certain graphs in order to determine the global
behavior of the dimension of their kernels. We use these ideas in Section 3.2.2, but applied to our construction of
Chapter 2. In particular, our main Theorem 3.2.10 gives a whole family of irrational (and even transcendental)
l2-Betti numbers arising from Γ.

1Here rk denotes the canonical rank function on U(Γ) de�ned through the trace trN (Γ), see Section 1.2.2.
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Another source of inspiration for the work of this thesis is the work of Elek [29]. To introduce it, we need
a historical motivation of the problem.

Murray and von Neumann [80, Theorem XII] proved a uniqueness result for approximately �nite von
Neumann algebra factors of type II1. This unique factor R (called the hyper�nite II1-factor) plays a central
role in the theory of von Neumann algebras. Von Neumann also considered a purely algebraic analogue of this
situation, which we brie�y explain here. For a �eld K, one considers the sequence

M2(K)→M4(K)→ · · · →M2n(K)→ · · ·

with respect to the block-diagonal embeddings x 7→
(

x 02n

02n x

)
. Its direct limit lim−→n

M2n(K) turns out to

be a regular ring which admits a unique rank function rk. The completion of lim−→n
M2n(K) with respect to the

induced rank metric, denoted byMK , is a complete regular ring with a unique rank function, again denoted
by rk, which is a continuous factor, i.e. a right and left self-injective ring where the set of values of the rank
function �lls the unit interval [0, 1].

It is expected (see e.g. [28, 29, 30]) that the factorMK could play a role in algebra which is similar to the
role played by the unique hyper�nite factor R in the theory of operator algebras. In particular, Elek has shown
in [29] that, if Γ is the lamplighter group, then the continuous factor obtained by taking the rank completion
of the ∗-regular closure of C[Γ] in the ∗-algebra U(Γ) is isomorphic toMC.

This raises the question of what uniqueness properties the von Neumann factorMK has. As von Neumann
had already shown,MK is isomorphic to the factor obtained from any factor sequence (pi)i, that is,

MK
∼= lim−→

n

Mpn(K),

where (pi)i is a sequence of positive integers converging to in�nity and such that pi divides pi+1 for all i.
We address this question in Chapter 4, showing in Theorem 4.2.2 that if B is an ultramatricial K-algebra

and rkB is a nondiscrete extremal pseudo-rank function on B, then the completion of B with respect to rkB is
necessarily isomorphic toMK . We also derive a characterization of the factorMK by a local approximation
property. Using the latter characterization, we prove in Theorem 4.2.2 that the completion of the algebras
A = CK(X)oT Z considered before with respect to the metric induced by the rank function rkA is exactly the
algebraMK . This is connected with a result of Elek [29]

Elek and Jaikin-Zapirain have recently raised the question of whether, for any sub�eld K of C closed under

complex conjugation, and any countable amenable ICC-group G, the rank completion Rrk

K[G] of the ∗-regular
closure of K[G] in U(G) is either of the form Mn(D) or of the formMD := D⊗KMK , where D is a division
ring with center K. In view of this question, it is natural to obtain uniqueness results in the more general
setting of D-rings over a division ring D, and also in the setting of rings with involution. We address these
questions in the �nal two sections of Chapter 4.

Contents of the thesis

This thesis consists on �ve chapters, the �rst one giving the preliminary background needed in order to follow
the other four chapters, which contain the innovative work of the thesis. We start Chapter 1 by providing a
brief introduction to von Neumann dimensions (whose values are, in a di�erent context, also called l2-Betti
numbers), together with the statements of the Atiyah Conjectures, which concern the question of what kind
of values these dimensions can achieve.

We also introduce the notion of von Neumann regular and ∗-regular rings, which play a central role in
the next chapters. Many rings of this type carry a natural rank function, which can be used to construct a
dimension function over the set of �nitely generated (right) projective modules over it. One of the simplest
examples one can think about this kind of rings are the matrix algebras over an arbitrary �eld, together with
the usual (normalized) rank of matrices. A not-so-trivial example is given by the algebra of (unbounded)
a�liated operators of a �nite von Neumann algebraM. In section 1.2.2 we study this example in detail, while
we will make use of it later on at this thesis, in Chapters 2 and 3, where it plays a key role.

An important notion introduced in this chapter is the notion of ∗-regular closure of a set inside a ∗-regular
ring. There is a whole theory in development concerning the study of the ∗-regular closure, initiated by Jaikin-
Zapirain in [53]. As mentioned above, there is a close connection between this construction and the possible
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range of values that any Sylvester matrix rank function de�ned on it can achieve, which is crucial in motivating
the reason for studying it.

We end the �rst chapter by discussing a little bit the di�erent (noncommutative) theories about localization
in noncommutative rings, ranging from the universal localization (which gives us the Ore localization in some
special cases) to other localization theories such as the rational closure and the division closure (see eg. [18, 20]).

In Chapter 2, we consider the crossed product ∗-algebra A := CK(X) oT Z induced by a homeomorphism
T : X → X on a totally disconnected, compact, metrizable space X. We also assume that X is a measurable
space with measure µ, being µ an ergodic, full T -invariant probability measure on X.

In Section 2.2 we present a general construction of approximating A by a suitable subalgebra A(E,P) by
means of approximating the space X. We �x a nonempty clopen subset E of X, and a �nite partition P of
the complement X\E. Then A(E,P) is de�ned to be the unital ∗-subalgebra of A generated by the partial
isometries χZt, Z ∈ P . From Proposition 2.2.7 we get that A(E,P) can be realized as a partial crossed product
∗-algebra, thus interpreting it as an approximation of our crossed product algebra A. We show in Proposition
2.2.14 that A(E,P) is embeddable into a (possibly in�nite) matrix product algebra.

By applying our construction to a decreasing sequence of nonempty clopen sets {En}n and taking compatible
partitions Pn of the complements X\En (and provided that X be an in�nite space), we construct a sequence
of approximating ∗-subalgebras An which are embeddable into (possibly in�nite) matrix product algebras Rn,
such that its limit A∞ = lim−→n

An is 'big enough' inside A (see Proposition 2.3.5), and �ts insideR∞ = lim−→n
Rn.

Since each matrix product algebra Rn carries natural rank functions (satisfying certain compatibility relations
concerning the measure µ on X), it is possible to de�ne a rank function rkR∞ on R∞, thus a Sylvester matrix
rank function rkA∞ on A∞.

This process enables us to embed the whole ∗-algebra A not into R∞ itself, but into the rank completion
Rrk of R∞, as we show in Theorem 2.3.7. The natural rank function rkRrk

induces a Sylvester matrix rank
function on A, which can be shown to be the unique Sylvester matrix rank function on A satisfying a certain
compatibility property with the measure µ (Proposition 2.3.8). Moreover, using Theorem 4.2.2, we can iden�ty
Rrk with the well-known von Neumann continuous factor MK , thus providing an embedding A ↪→MK . It
turns out thatMK is in fact also the rank completion of A. This result is comparable with a well-known result,
due to Murray, von Neumann and Connes (Theorem 2.1.3), which states similar results but in a C∗-algebraic
setting. We give some �avour of it in Section 2.1.

We also study the relations between Sylvester matrix rank functions and probability measures on X. In
particular, Proposition 2.3.10 reveals that one can reverse the above process, namely that if one starts with an
extremal and faithful Sylvester matrix rank function on A, one can construct an ergodic, full and T -invariant
probability measure on X, uniquely determined by exactly the same compatibility property as before.

After that, we devote subsection 2.3.3 to study the structure of the compact convex set P(A) of Sylvester
matrix rank function on A. Our main result in this subsection is Theorem 2.3.15, which states that any
Sylvester matrix rank function rk on A is induced by a regular ring, namely that rk is obtained by pulling
back a rank function rkS de�ned on a regular ring S through a homomorphism A → S. This result does not
require X to be in�nite.

To conclude, we initiate the study of the ∗-regular closure of A insideMK in order to obtain information
about the possible numbers that the rank function rkA can achieve. We show that the above approximating
sequence of ∗-subalgebras An of A gives rise to an approximating sequence of ∗-regular rings Rn of R in a
suitable sense, more speci�ed in Propositions 2.4.5 and 2.4.9. In subsection 2.4.1 we focus basically on uncover
a portion of the ∗-regular closures Rn, shedding some light on it in Proposition 2.4.21.

In Chapter 3 we apply our whole machinery from Chapter 2 in order to study some group algebras arising
as Z-crossed product algebras, such as the lamplighter group algebra.

We �rst show how one can relate, in the particular case that K is a sub�eld of the complex numbers closed
under complex conjugation, the group algebra of some special crossed product groups G = HoρZ by means of
a Z-crossed product algebra through Fourier transform. It is well-known that when H is a countable, discrete
and torsion group, then its Pontryagin dual Ĥ becomes a totally disconnected, compact metrizable space. We
show in Proposition 3.1.1 that, under further hypotheses on the �eld K, we can identify the group algebra of
H with the algebra of locally constant functions over Ĥ under Fourier transform. In these cases, we obtain an
identi�cation

K[G] ∼= K[H] oρ Z ∼= CK(Ĥ) oT Z,
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where T : Ĥ → Ĥ is induced by ρ : Z y H. We observe (Remark 3.1.3) that the resulting explicit formulas
for the Fourier transform F and its inverse F−1 remain valid in any �eld with involution (K, ∗) of arbitrary
characteristic p, provided that K satisfy the required hypotheses given in Proposition 3.1.1, so the previous
identi�cation K[G] ∼= CK(Ĥ) oT Z remain valid if we replace K ⊆ C by any �eld with involution (K, ∗)
satisfying some additional hypotheses.

Going back to the case K ⊆ C, the canonical rank function rkK[G] on K[G] inherited from U(G) (the
algebra of unbounded operators a�liated to the group von Neumann algebra N (G)) gives rise to a T -invariant
probability measure µ̂ on Ĥ, which coincides with the normalized Haar measure on Ĥ (Proposition 3.1.4).
Once more, this leads us to conclude that for an arbitrary �eld with involution (K, ∗) (satisfying the same
hypotheses as mentioned above), and by assuming ergodicity of µ̂, one can construct a canonical Sylvester
matrix rank function on K[G] by applying our construction from Chapter 2 to obtain a Sylvester matrix rank
function rkA on A = CK(Ĥ) oT Z, and pulling it back through the Fourier transform F : K[G] → A, so we
have indeed reversed the process of �nding a suitable rank function, starting with A and ending with K[G]. In
this setting, the Atiyah problem for our group algebra K[G](cf. Section 1.1.4) can be translated to a problem
on computing ranks inside the Z-crossed product algebra. We also show in Theorem 3.1.6 that, under the
identi�cation of K[G] and A through F , the ∗-regular closure RK[G] of the group algebra K[G] inside U(G)
(as de�ned for example in [6, 29, 53]) can be identi�ed with our already de�ned ∗-regular closure RA of the
crossed product A = CK(Ĥ)oT Z inside its rank completion Rrk, thus giving an alternative way of interpreting
it in some cases of interest.

As a particular example, we apply our methods to study the lamplighter group algebra K[Γ] in Section 3.2.
As mentioned above, this algebra is important because, among other things, it gave the �rst counterexample
to the Strong Atiyah Conjecture, see for example [42], [25]. By using ideas of Grabowski [41] combined with
our relation with l2-Betti numbers and values of our canonical Sylvester rank function on A, we have been able
to �nd a whole class of irrational (and even transcendental) l2-Betti numbers arising from Γ, giving explicit
descriptions of the elements, inside matrix algebras over K[Γ], that give rise to such values. This is the main
result of this section, Theorem 3.2.10.

To end this chapter, we apply our methods to study the particular case of the odometer algebra CK(X)oT Z
with X =

∏
i∈N{0, 1}, where T is the automorphism X → X given by addition of (1, 0, ...) with carry over, see

Section 3.3. Although it is not possible in this case to realize this crossed product algebra as a group algebra
(simply because the crossed product algebra obtained here is simple, see [17]), this example is interesting
in its own right because we have been able to completely determine the structure of its ∗-regular closure in
Theorem 3.3.8, and thus giving a complete description of the set of l2-Betti numbers arising from the algebra
K[Z(2∞)] oρ Z in Theorem 3.3.9. This example has also been studied by Elek in [29], although in there the
author does not compute exactly the ∗-regular closure RA; instead, he computes its rank completion, which
he shows that it must be isomorphic to the von-Neumann continuous factor MK again. After studying this
particular odometer, we realized that the same techniques could also be used to study the general odometer
algebra O(n), and we do so in Section 3.4, thus giving a complete description of its ∗-regular closure in Theorem
3.4.4 and completely determining the set of l2-Betti numbers arising from the general odometer algebra O(n)
in Theorem 3.3.9. In particular, it is worth mentioning that from this Theorem it follows that all the (positive
part of the) subgroups of Q containing 1 can appear as the set of l2-Betti numbers arising from some odometer
algebra.

Chapter 4 concerns the characterization of the rank completion of some ultramatricial K-algebras, being
K an arbitrary �eld. As already mentioned, von Neumann had already shown (and was published later by
Halperin [44]) that when one completes any inductive limit of matrix algebras

lim−→
n

Mpn(K)

constructed by means of a factor sequence (pi)i (so that each pi is a positive integer dividing pi+1), the resulting
completion is always a continuous factor, and in fact isomorphic to the von-Neumann continuous factorMK ,
independently of the factor sequence chosen. We present in Theorem 4.2.2 a generalization of this result,
namely that whenever the rank completion of an ultramatricial K-algebra becomes a continuous factor (i.e.
when the rank function is nondiscrete and extremal), then this rank completion is necessarily isomorphic to
MK . In fact, we also characterize such K-algebras by means of a local property.

We extend, in Section 4.3, the previous result to D-rings, being D a division ring. The motivation for

doing so is, as explained, a recent question raised by Elek and Jaikin of whether the rank completion Rrk

K[G]
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of the group algebra of an ICC-group G (being in this case K a sub�eld of the complex numbers closed under
complex conjugation) is either of the form Mn(D) orMD := D ⊗KMK , being D a division ring with center
K. We have been able to extend condition (2) of Theorem 4.2.2, but we have not found a reasonable analogue
of the local condition (3) in this setting. Theorem 4.3.2 provides the main result of that section.

To conclude the chapter, we have considered the corresponding problem for ∗-algebras. Again, the mo-
tivation comes from the theory of group algebras: for K ⊆ C closed under complex conjugation and G a
countable discrete group, its group algebra K[G] can be endowed with a natural involution extending the one
from K, and the completion of the ∗-regular closure of K[G] inside U(G) is a ∗-regular ring containing K[G] as
a ∗-subalgebra. It is then desirable to obtain analogous results as in Theorem 4.2.2 of whether the completion
of a standard ultramatricial ∗-algebra A gives back MK again as ∗-algebras. The main results are collected
in Theorem 4.4.6, where we have been able to extend condition (2) of Theorem 4.2.2, and also condition (3)
although in a somewhat technical way. In the case, however, of K being a ∗-Pythagorean �eld2, we can derive
a result which is completely analogous to Theorem 4.2.2, and we present it in Corollary 4.4.10.

The results of this chapter have been published in an article at the Canadian Journal of Mathematics (2018)
[5].

In the last chapter we change our topics from the previous chapters and we concentrate on the study of the
structure of KMS states over some particular C∗-algebras, namely the ones arising from groupoids and actions
of groupoids on graphs.

A KMS state on a C∗-algebra A can be thought of as a generalization of a tracial state, but the trace
condition is generalized in the presence of dynamics α : R y A. For a state φ on A, we say that φ satis�es the
KMS condition at inverse temperature β ∈ [0,∞) with respect to the dynamics α if

φ(xy) = φ(yαiβx)

for every y ∈ A and analytic x ∈ A, meaning that the function R→ A, t 7→ αt(x) can be extended to the whole
complex plane C. The theme is that there is always a critical inverse temperature βc below which there are
no KMSβ states, and above βc the structure of the KMS simplex re�ects some of the underlying combinatorial
data.

This is in particular the case in our context, where C∗-algebras associated to self-similar groupoids are
considered [63]. Roughly speaking, a self-similar action of a groupoid on a �nite graph E consists of a discrete
groupoid G with unit space identi�ed with the vertices of the graph, and a left action G y E∗ of the groupoid
on the path-space E∗ of E, with the property that for each element g ∈ G and each path µ ∈ E∗ for which
g · µ is de�ned, there is a unique element g|µ ∈ G such that

g · (µν) = (g · µ)(g|µ · ν)

for any other path ν ∈ E∗. This re�ects the self-similarity of the action. In [63], the authors show that the
self-similar action can be used to transform an arbitrary trace on C∗(G) into a new trace that extends to a KMS
state on the Toeplitz algebra T (G, E)(see subsection 5.1.2), and that this transformation is an isomorphism of
the simplex of normalized traces Tr(C∗(G)) onto the KMS-simplex of T (G, E). This chapter is motivated by
the observation that this transformation can be considered as a self-mapping of the simplex Tr(C∗(G)), and
so can be iterated. The main result of this chapter is Theorem 5.2.1, which sheds some light on Tr(C∗(G)).
We show that, under certain hypotheses, there exists a 'preferred' trace de�ned over the groupoid C∗-algebra
C∗(G), which turns out to be the �xed point of the previous self-mapping Tr(C∗(G)) → Tr(C∗(G)), and that
it is precisely the unique trace that extends to a KMS state at the critical inverse temperature βc, see Section
5.1.

The main motivation for doing so was to observe that the lamplighter group Γ can be thought of as a
self-similar group(oid) acting faithfully on a speci�c graph EΓ given by one vertex and two loops (see Section
5.3), so the hypotheses of our main result applies, giving a 'preferred' trace over C∗(Γ) which coincides with
the canonical trace tr de�ned on C∗(Γ) by the rule tr(ug) = δg,e, where e is the unit element of Γ, and δ is the
Kronecker delta. This result is given in Proposition 5.3.1. This connection between the canonical trace over
K[Γ] ⊆ C∗(Γ) and KMS states over a bigger C∗-algebra opens a possible analytical approach to attack the
problem of computing l2-Beti numbers arising from Γ, since they are de�ned to be the value of the trace on
the von Neumann group algebra extending the canonical trace tr on projections.

2A �eld with involution (K, ∗) is called ∗-Pythagorean if for any x, y ∈ K, there always exists an element z ∈ K such that
z∗z = x∗x+ y∗y.
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The results of this chapter have been published in an article at the Journal of Mathematical Analysis and
Applications (2018) [16].

Almost the entire work from this last chapter has been done during a research stay of four months3 at the
School of Mathematics and Applied Statistics from the University of Wollongong, New South Wales (Australia),
under the supervision of Professor Aidan Sims. The author would like to thank him and the people from the
department in general for their kind hospitality.

3The stay had been partitioned into two parts: the �rst part had a duration of two months and was conducted in 2016,
September-October; the second part also had a duration of two months, and was conducted in 2017, September-October.
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Chapter 1

Preliminaries

In this �rst chapter we will cover the basic notions and theory needed to follow the other chapters of the
thesis. We will start by providing a brief introduction about the von Neumann dimension (whose values are,
in di�erent contexts, also called l2-Betti numbers), together with the statements of the Atiyah problem, which
concern about the question of what kind of values these dimensions can achieve.

We will also introduce the notion of von Neumann regular and ∗-regular rings, which play a central role in
the following chapters, especially Chapters 2, 3 and 4. Special rings of this type carry a natural rank function,
which can be used to construct a dimension function over the set of �nitely generated (right) projective modules
over it. One of the simplest examples one can think about these kind of rings are the matrix algebras over an
arbitrary �eld, together with the usual rank of matrices. A not-so-trivial example is given by the algebra of
(unbounded) a�liated operators of a pre�xed �nite von Neumann algebraM. In section 1.2.2 we study this
example in detail, while we will make use of it later on in Chapter 3.

We end this chapter by discussing a little bit the di�erent (noncommutative) theories about localization
and quasi-invertibility in noncommutative rings, ranging from classical theories to modern ones.

1.1 l2 -Betti numbers and the Atiyah problem

When studying Riemannian manifoldsM endowed with a free cocompact action GyM of a discrete countable
group G, Michael Atiyah introduced in 1976 [7] a certain kind of homology on M , which is nowadays called
l2-homology. Atiyah's main motivation was to generalize the Atiyah-Singer Index Theorem to the noncompact
setting. Due to its de�nition, we can apply di�erent tools from functional analysis, for example the theory
of von Neumann algebras and Hilbert modules, in order to de�ne a notion of dimension on the resulting
l2-homology. This new notion of dimension turned out to be a homological invariant.

Atiyah computed several values of dimensions of this kind, called l2-Betti numbers, in numerous examples,
and all of them turned out to be rational numbers. This gave rise to the following natural question.

Question 1.1.1 (Atiyah). Is it possible to obtain irrational values of l2-Betti numbers?

That question was the beginning of what is now called the Atiyah Conjecture, sometimes also called the
Atiyah problem. Since then, this question has evolved, and di�erent researchers on this topic asked more
concrete questions about the possible values of such numbers; the collection of all these questions are referred
to as the Atiyah problem. We will give an overview of the problem in Section 1.1.4.

We would like to de�ne l2-Betti numbers from a historical point of view by �rst de�ning the classical Betti
numbers, followed by an equivalent de�nition of l2-Betti numbers that the one given by Atiyah. We refer the
reader to the original paper of Atiyah [7] and to Lück's book [73] for di�erent de�nitions of l2-Betti numbers
and their equivalence, together with an extensive theory and applications of them to the �elds of geometry and
K-theory.
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Chapter 1. Preliminaries The Atiyah problem

1.1.1 Classical Betti numbers

Let X be a �nite CW-complex, and write X =
⋃n
k=0X

k where Xk denotes the kth skeleton of X. So Xk\Xk−1

consists exactly on the k-dimensional cells ek1 , ..., e
k
nk
. The Euler characteristic χ(X) of X is de�ned to be the

alternating sum
∑n
k=0(−1)knk. It generalizes the familiar formula vertices - edges + faces for polyhedra.

We put Ck(X) for the free Z-module with basis the k-cells {ek1 , ..., eknk}, that is Ck(X) =
⊕nk

i=1 Zeki . After
choosing a particular orientation on each k-dimensional cell, we get a chain complex

· · · → Ck+1(X)
∂k+1−−−→ Ck(X)

∂k−→ Ck−1(X)→ · · ·

where each connecting map is de�ned by ∂k(eki ) =
∑
{j:ek−1

j ∈∂eki }
εje

k−1
j , where εj is either 1 or −1 depending

on the orientation chosen for the cell ek−1
j . Therefore we can consider the kth homology group

Hk(X;Z) = ker(∂k)/Im(∂k+1),

which has the structure of an abelian group, or Z-module. The kth Betti number βk(X;C) of X is de�ned to
be the C-dimension of the complexi�cation Hk(X;Z)⊗Z C, i.e. βk(X) = dimC(Hk(X;Z)⊗Z C). Equivalently,
it is the rank of Hk(X;Z) as a Z-module.

Examples 1.1.2.

1) For the torus X = S1 × S1, one has H0(X;Z) ∼= Z, H1(X;Z) ∼= Z⊕ Z, H2(X;Z) ∼= Z and Hk(X;Z) = 0
for k ≥ 3, so

β0(X) = 1, β1(X) = 2, β2(X) = 1 and βk(X) = 0 for k ≥ 3.

More generally, for the n-torus X = Tn = S1× n· · · ×S1 one makes use of the Künneth's formula

Hk(X;Z) ∼=
⊕

i1+···+il=k

Hi1(S1;Z)⊗ · · · ⊗Hil(S
1;Z)

to obtain the homology of X: it is given by Hk(X;Z) ∼= Z(nk) for 0 ≤ k ≤ n and 0 otherwise, so

βk(X) =

(
n

k

)
for 0 ≤ k ≤ n, and 0 otherwise.

2) For the n-sphere X = Sn, one has H0(X,Z) ∼= Z, Hn(X;Z) ∼= Z and the others are 0, so

β0(X) = 1, βn(X) = 1 and 0 otherwise.

When tensoring Hk(X;Z) with C we are getting rid of the torsion part of the kth homology group, so the
Betti numbers do not take into account any torsion in the homology. Nevertheless, they are useful topological
invariants.

Theorem 1.1.3 (Properties of Betti numbers). Let X,Y be two �nite connected CW-complexes.

(1) Homotopy invariance: if X,Y are homotopy equivalent, then βk(X) = βk(Y ).

(2) Euler-Poincaré formula: we have χ(X) =
∑n
k=0(−1)kβk(X).

(3) Poincaré duality: if X = M is a closed manifold of dimension n, then βk(M) = βn−k(M).

(4) Künneth's formula: βk(X × Y ) =
∑
i+j=k βi(X)βj(Y ).

(5) β0(X) = 1.

Proof. These are well-known results and their proofs can be found in any Algebraic Topology introductory
book.

However, given an invariant for a �nite CW-complex X, one can extract much more information by passing
to the universal cover X̃ of X and de�ning an analogous invariant taking into account the action of the
fundamental group π = π1(X) on X̃. The l2-Betti numbers arise from this principle applied to the classical
Betti numbers.
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Chapter 1. Preliminaries The Atiyah problem

1.1.2 Digression on group von Neumann algebras and Hilbert modules

Let G be a discrete countable group. For any subring R ⊆ C closed under complex conjugation, one can form
the group ∗-ring of G with coe�cients in R, R[G], de�ned to be the set of �nite R-combinations of elements
of G, i.e. consisting of formal �nite sums

∑
γ aγγ with aγ ∈ R. The sum operation is de�ned pointwise, the

product is induced by the group multiplications (and distributive with respect to the sum), and the ∗-operation
is de�ned towards the rule (aγγ)∗ = aγγ

−1.
One can also form the Hilbert space l2(G) consisting of all square-summable functions f : G → C with

obvious addition and scalar product, and inner product de�ned by 〈f, g〉l2(G) =
∑
γ f(γ)g(γ). It has a natural

basis, naturally identi�ed with G, consisting of indicator functions ξγ ∈ l2(G), de�ned to be 1 over the element
γ and 0 otherwise.

Observe that G acts faithfully on l2(G) by right and left multiplication, giving representations of G as
bounded operators on l2(G). We will denote these representations by ρ : G→ B(l2(G)) and λ : G→ B(l2(G))
respectively. They are commonly called the right/left regular representations of G respectively, and their actions
are given speci�cally by

(ρ(γ)f)(δ) = f(δγ) and (λ(γ)f)(δ) = f(γ−1δ), for f ∈ l2(G), δ ∈ G.

Note that either λ or ρ extend to actions of R[G] on l2(G) preserving the ∗-operation, namely for an element
T ∈ R[G], the adjoint operator of λ(T ) (resp. ρ(T )) is precisely λ(T ∗) (resp. ρ(T ∗)), so we can actually identify
R[G] with the image of λ (resp. the image of ρ) inside B(l2(G)).

We denote byN (G) the weak-completion of λ(C[G]) inside B(l2(G)), which is called the group von Neumann
algebra of G. An equivalent algebraic de�nition can be given, as follows. For a G-equivariant bounded operator
T we mean a bounded operator on l2(G) such that T (ρ(γ)f) = ρ(γ)T (f) for every f ∈ l2(G) and γ ∈ G
(equivalently, ρ(γ) ◦T = T ◦ ρ(γ) for every γ ∈ G). Then N (G) consists exactly on the set of all G-equivariant
bounded operators, sometimes denoted also by B(l2(G))G.

An important property of the group von Neumann algebra is that it carries a canonical trace trN (G) :
N (G)→ C, de�ned through the inner product on l2(G) by

trN (G)(T ) = 〈T (ξe), ξe〉l2(G).

Note that for an element T =
∑
γ aγγ ∈ R[G] its trace is simply trN (G)(T ) = ae, the coe�cient of the unit

element e ∈ G. In the next proposition we show that this trace is:

a) normal, in the sense of [84, Section 3.6]: for each bounded, monotone increasing net of self-adjoint
operators {Tα}α in N (G) with strong limit T ∈ N (G), the net {trN (G)(Tα)}α converges to trN (G)(T );

b) positive: trN (G)(T
∗T ) ≥ 0 for every T ∈ N (G);

c) faithful: if trN (G)(T
∗T ) = 0 for some T ∈ N (G), then T = 0.

Proposition 1.1.4. The trace trN (G) is normal, faithful and positive. Therefore N (G) becomes a �nite von
Neumann algebra. In fact N (G) is a type II1 factor if and only if all nontrivial conjugacy classes of G are
in�nite (that is, G is what is called an ICC group).

Proof. Note that, if {Tn}n is a sequence of operators inside λ(C[G]) converging weakly to T ∈ N (G), then by
de�nition trN (G)(Tn) = 〈Tn(ξe), ξe〉l2(G)

n−→ 〈T (ξe), ξe〉l2(G) = trN (G)(T ). Hence to prove the trace property
it is enough to prove it for elements from C[G], because for general operators T, S ∈ N (G) just take two
sequences Tn

n−→ T , Sm
m−→ S inside C[G], and then

trN (G)(TS) = lim
n

lim
m

trN (G)(TnSm) = lim
n

lim
m

trN (G)(SmTn) = trN (G)(ST ).

By linearity of trN (G), it is enough to prove the equality trN (G)(γδ) = trN (G)(δγ) for γ, δ ∈ G; but this is
straightforward:

trN (G)(γδ) = 〈ξγδ, ξe〉 = δγ,δ−1 = 〈ξδγ , ξe〉 = trN (G)(δγ).

Hence trN (G) is indeed a trace. Normality is proven in exactly the same way as the �rst computation of the
above argument. Let {Tα}α be a bounded, monotone increasing net of self-adjoint operators in N (G) with
strong limit T ∈ N (G), so that Tα(f)

α−→ T (f) for every f ∈ l2(G); then

trN (G)(Tα) = 〈Tα(ξe), ξe〉l2(G)
α−→ 〈T (ξe), ξe〉l2(G) = trN (G)(T ),
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and trN (G) is normal. For positivity, note that for T ∈ N (G), trN (G)(T
∗T ) = 〈T ∗T (ξe), ξe〉 = ||T (ξe)||2 ≥ 0.

Finally, faithfulness follows from this last computation: T ∈ N (G) satis�es trN (G)(T
∗T ) = 0 if and only if

T (ξe) = 0, if and only if 0 = ρ(γ−1)T (ξe) = T (ρ(γ−1)ξe) = T (ξγ) for all γ ∈ G, if and only if T = 0.
The last statement can be found, for example, in [56, Section 8.6].

Remark 1.1.5. All the above statements can be easily extended to k × k matrices: the ring Mk(R[G]) acts
faithfully on l2(G)k in a natural way by letting a matrix act on a column by left multiplication, and then each
entry of Mk(R[G]) acts on l2(G) by the right or left regular representations ρ, λ. We denote these extended
actions by ρk, λk. We can therefore identify Mk(R[G]) with its image λk(Mk(R[G])) ⊆ B(l2(G)k). We will
denote by Nk(G) the weak-completion of Mk(C[G]) inside B(l2(G)k), which is easily seen to be equal to
Mk(N (G)). The previous trace can be extended to a (unnormalized) trace in Nk(G) by setting, for a matrix
T = (Tij) ∈ NK(G),

TrNk(G)(T ) =
k∑
i=1

trN (G)(Tii).

A �nitely generated Hilbert (right) G-module will be any closed subspace V of l2(G)k for some k ≥ 1,
invariant by the right action ρk of Mk(C[G]), namely for v ∈ V , ρk(T )(v) ∈ V for every T ∈ Mk(C[G]). It is
enough to demand that ρk(γ · eij)(v) ∈ V for every γ ∈ G and every matrix unit eij .

For a Hilbert G-module V , we can decompose our Hilbert space as an orthogonal sum l2(G)k = V ⊕ V ⊥.
Let pV : l2(G)k → l2(G)k be the corresponding projection onto V .

Lemma 1.1.6. pV belongs to Nk(G).

Proof. Since V is invariant under ρk, so is V ⊥. Therefore for f = fV + fV ⊥ ∈ l2(G)k and T ∈ Mk(C[G]), we
have the decomposition ρk(T )f = ρk(T )fV + ρk(T )fV ⊥ ∈ V ⊕ V ⊥, hence

pV (ρk(T )f) = ρk(T )fV = ρk(T )pV (f).

This says that pV is a G-equivariant bounded operator, so it belongs to Nk(G).

De�nition 1.1.7. Let V ≤ l2(G)k be a Hilbert G-module. We de�ne its von Neumann dimension as the trace
of the projection pV ,

dimvN (V ) = TrNk(G)(pV ).

Examples 1.1.8.

1) For G a �nite group, l2(G) =
⊕

γ∈G Cξγ ∼= C|G|. If we restrict to the case when R = C, we have an
isomorphism of C-vector spaces C[G] ∼= l2(G) given by γ 7→ ξγ . In this case B(l2(G)) = M|G|(C), and
N (G) = C[G] itself.

Take V ≤ l2(G) a Hilbert G-module, and write {v1, ..., vn} for an orthonormal basis of V (so dimC(V ) =
n). Write vi =

∑
γ∈G〈vi, ξγ〉ξγ . Since they form an orthonormal basis, we compute

1 = 〈vi, vi〉 =
∑
γ∈G
|〈vi, ξγ〉|2.

Here the projection pV : l2(G) → l2(G) is given by pV (f) =
∑n
i=1〈f, vi〉vi ∈ V . By invariance of V , pV

is a G-equivariant operator, so 〈pV (ξγ), ξγ〉 = 〈ρ(γ)pV (ξe), ρ(γ)ξe〉 = 〈pV (ξe), ξe〉. Hence

dimvN (V ) = trN (G)(pV ) = 〈pV (ξe), ξe〉 =
1

|G|
∑
γ∈G
〈pV (ξγ), ξγ〉 =

1

|G|

n∑
i=1

∑
γ∈G
|〈vi, ξγ〉|2 =

n

|G|
=

dimC(V )

|G|
.

In conclusion, for �nite G we recover the normalized dimension of V as a C-vector space.

2) Take G to be an abelian group. One can de�ne its Pontryagin dual Ĝ, which is the set of continuous
homomorphisms φ : G → T, also called characters. With the compact convergence topology, it is well-
known that Ĝ becomes a topological abelian group1. In fact, since G has the discrete topology, Ĝ is
compact, so it carries a normalized Haar measure µ.

1We refer the reader to [35, Chapter 4] for more information about Pontryagin duality.
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Fourier transform gives an isomorphism between Hilbert spaces F : l2(G) → L2(Ĝ, µ), ξγ 7→ γ̂, where
γ̂(φ) = φ(γ). Observe that F is unitary. This induces an isomorphism of operator algebras B(l2(G))→
B(L2(Ĝ, µ)) given by conjugation by F , T 7→ FTF∗. Recall that L∞(Ĝ, µ) ⊆ B(L2(Ĝ, µ)) as an abelian
∗-subalgebra, consisting of multiplication-by-f operators Mf : L2(Ĝ, µ) → L2(Ĝ, µ) for f ∈ L∞(Ĝ, µ).
Under this identi�cation, it turns out that FN (G)F∗ = L∞(Ĝ, µ).

The trace trL∞(Ĝ,µ) : L∞(Ĝ, µ) ∼= N (G)→ C becomes

trL∞(Ĝ,µ)(f) = 〈F∗MfF(ξe), ξe〉l2(G) = 〈MfF(ξe),F(ξe)〉L2(Ĝ,µ) =

∫
Ĝ

f(φ)dµ(φ) for f ∈ L∞(Ĝ, µ).

In the particular case G = Z, we have Ĝ = T and the trace becomes

trL∞(T,µ)(f) =

∫
T
f(z)dµ(z).

For any Borel subset U ⊆ T, we can form a Hilbert Z-module V = VU = L2(U , µ) ≤ L2(T, µ) whose
projection is simply pV = MχU , where χU denotes the characteristic function of U . Therefore its von
Neumann dimension is

dimvN (V ) = trL∞(Ĝ,µ)(pV ) =

∫
T
χUdµ(z) = µ(U).

So in this particular case every real number t ∈ [0, 1] can occur as the von Neumann dimension of some
Hilbert Z-module.

1.1.3 Cellular l2-Betti numbers

Let's return to our previous setting. From now on X will be a CW-complex of �nite type (meaning that each
skeleton Xk is �nite dimensional, but X itself may be in�nite dimensional). Let p : X̃ → X be its universal
covering, and put π = π1(X) the fundamental group of X. We know that π acts on X̃ by deck transformations,
so that X is the quotient of X̃ under this action.

The action π y X̃ induces an action of π on the Z-module Ck(X̃), taking k-cells to k-cells ẽki 7→ ẽki ·γ. With
this action, we can turn Ck(X̃) into a right Z[π]-module, where the boundary maps ∂k : Ck(X̃) → Ck−1(X̃)
become Z[π]-homomorphisms. Hence we obtain a cellular Z[π]-chain complex

· · · → Ck+1(X̃)
∂k+1−−−→ Ck(X̃)

∂k−→ Ck−1(X̃)→ · · ·

Equivalently, one views Ck(X̃) as the free Z[π]-module generated by the (lifts under p of) k-cells of X, so
Ck(X̃) ∼= Ck(X)⊗Z Z[π].

De�nition 1.1.9. We de�ne the cellular l2-chain complex of X̃ by

C
(2)
k (X̃) = Ck(X̃)⊗Z[π] l

2(π),

where we take the Z[π]-module structure on l2(π) given by the left action λ : Z[π]→ B(l2(π)).

If we pick a cellular basis for Ck(X̃) one obtain isomorphisms C(2)
k (X̃) ∼= l2(π)k as right Z[π]-modules. This

induces the structure of a Hilbert π-module on C(2)
k (X̃), and the previous cellular Z[π]-chain complex becomes

a Hilbert chain complex

· · · → C
(2)
k+1(X̃)

∂
(2)
k+1−−−→ Ck(X̃)(2) ∂

(2)
k−−→ C

(2)
k−1(X̃)→ · · ·

that is, every map ∂(2)
k = ∂k ⊗ id is a bounded, π-equivariant operator between Hilbert π-modules. One can

therefore de�ne the l2-homology groups H
(2)
k (X̃) = ker(∂(2)

k )/Im(∂
(2)
k+1). Since we are modding out by the

closure of the image of the operator ∂(2)
k+1, this has the e�ect that H

(2)
k (X̃) inherits the structure of a Hilbert

π-module, since it is in fact isometrically isomorphic to ker(∂(2)
k ) ∩ Im(∂

(2)
k+1)⊥.
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De�nition 1.1.10. We de�ne the kth l2-Betti number of X to be the von Neumann dimension of the kth

l2-homology group,
β

(2)
k (X̃) = dimvN (H

(2)
k (X̃)).

Theorem 1.1.11 (Properties of l2-Betti numbers). Let X,Y be two �nite connected CW-complexes, and let

X̃, Ỹ be the corresponding universal coverings.

(1) Homotopy invariance: if X,Y are homotopy equivalent, then β
(2)
k (X̃) = β

(2)
k (Ỹ ).

(2) Euler-Poincaré formula: we have χ(X) =
∑n
k=0(−1)kβ

(2)
k (X̃).

(3) Poincaré duality: if X = M a closed manifold of dimension n, then β
(2)
k (M̃) = β

(2)
n−k(M̃).

(4) Künneth's formula: β
(2)
k (X̃ × Y ) =

∑
i+j=k β

(2)
i (X̃)β

(2)
j (Ỹ ).

(5) β
(2)
0 (X̃) = 1

|π| , where we use the convention that 1
|π| = 0 if |π| =∞.

(6) Finite coverings: if X → Y is a �nite covering with d sheets, then β
(2)
k (X̃) = d · β(2)

k (Ỹ ).

Proof. [73, Theorem 1.35].

Observe that when π is a �nite group, in view of Example 1.1.8.1),

β
(2)
k (X̃) = dimvN (H

(2)
k (X̃)) =

1

|π|
dimC(H

(2)
k (X̃)) =

1

|π|
βk(X̃)

and we recover the classical Betti numbers for the space X̃.
Historically, the l2-Betti numbers of the universal cover M̃ →M of a closed Riemannian manifold M were

�rst de�ned by Atiyah in [7] in connection with his L2-Index Theorem, by using the heat kernel de�ned on
k-forms on M̃ . We refer the reader to [73, Chapter 1] for the connection between Atiyah's original de�nition
of l2-Betti numbers and our de�nition using cellular Hilbert chain complexes.

1.1.4 l2-Betti numbers for group rings and the Atiyah problem

Let G be again a discrete, countable group. In the particular case of matrix group rings Mk(K[G]), being K
a sub�eld of the complex numbers closed under complex conjugation, every matrix operator A ∈ Mk(K[G])
gives rise to an l2-Betti number, in the following way: consider A as an operator A : l2(G)k → l2(G)k acting on
the left and take pA ∈ Nk(G) to be the projection onto the kernel of A, which is a Hilbert G-module (so indeed
pA belongs to the von Neumann algebra Nk(G)). Therefore one can consider the von Neumann dimension of
ker(A), which is simply the trace of the projection pA.

De�nition 1.1.12. A real positive number r is called an l2-Betti number arising from G with coe�cients in
K if for some integer k ≥ 1, there exists a matrix operator A ∈Mk(K[G]) such that

dimvN (ker(A)) = TrNk(G)(pA) = r.

We denote the set of all l2-Betti numbers arising from G with coe�cients in K by C(G,K). It should be noted
that this set is always a subsemigroup of (R+,+), for if A1 ∈Mk1

(K[G]) and A2 ∈Mk2
(K[G]) are two matrix

operators such that dimvN (ker(A1)) = r1 and dimvN (ker(A2)) = r2, then
(
A1 0
0 A2

)
∈Mk1+k2(K[G]) has von

Neumann dimension r1 + r2.

One of the main problems (following this line) is to actually compute the whole set C(G,K) for �xed G, K.
We are now ready to state the Atiyah Conjecture.

Conjecture 1.1.13 (The Atiyah Conjecture). Let A ∈Mk(Q[G]). Then dimvN (ker(A)) ∈ Q.

It is now a well-known fact that this conjecture is false, see for example [8], [41]. However, while some
researchers were working on the conjecture before knowing that it was false, they proposed other re�ned
versions of it, and nowadays some of them are still open.
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Conjecture 1.1.14 (The Strong Atiyah Conjecture with coe�cients in K). Let A ∈ Mk(K[G]). Then
dimvN (ker(A)) belongs to the subgroup of Q generated by all the elements 1

|H| , where H ranges over all the

�nite subgroups of G.

In this generality, the Strong Atiyah Conjecture does not hold, as proven by R. I. Grigorchuk and A. �uk
in [42], followed by W. Dicks and T. Schick ([25]). Nevertheless, the conjecture is still open for the class of
groups such that there exists an upper bound on the orders of their �nite subgroups.

Conjecture 1.1.15 (The Strong Atiyah Conjecture with coe�cients in K, re�ned). Let A ∈ Mk(K[G]).
Assume that there exists an upper bound for the orders of �nite subgroups of G, and let lcm(G) be the least
common multiple of such orders. Then dimvN (ker(A)) ∈ 1

lcm(G)Z.

This version of the Strong Atiyah Conjecture has been veri�ed in many cases, see for example [71].
We are not going to study these conjectures in full generality. In fact, in Chapter 3 we will exhibit some

positive real numbers (most of them irrational and even transcendental) that can appear in C(Γ,K), where Γ
is the so-called lamplighter group, and K ⊆ C is any sub�eld of the complex numbers closed under complex
conjugation.

Actually, in the same chapter, we will de�ne an analogous set (denoted by C(A)) consisting of positive real
numbers that can be achieved by taking ranks of matrices over A; we will explain all the details more carefully
in the subsequent chapters, but here A will denote a speci�c Z-crossed product ∗-algebra, endowed with a
'natural' rank function rkA, which we will construct in Chapter 2. In fact, due to Proposition 3.1.4, we will
deduce that C(A) and C(G,K) actually coincide in some cases of interest, hence giving an alternative way of
computing C(Γ,K).

1.2 Von Neumann regular rings, ∗-regular rings and rank functions

J. Von Neumann introduced the concept of regular rings in his study of rings of operators on Hilbert spaces ([77,
78, 79, 80]), which lead him and F. J. Murray to the discovery of a new mathematical structure which possessed
a dimension function. This work led him to the discovery of a new structure with properties resembling those
of the lattice Ln that one can form by taking all the linear subspaces of an n-dimensional projective space.
Previously, K. Menger and G. Birkho� ([75], [14]) already did this step: they characterized these lattices,
forming a class which we will denote by Lf , to be exactly the class of all complemented, modular, irreducible
lattices satisfying some chain condition, so any such a lattice is isomorphic to Ln for some �nite n ≥ 1. These
lattices were called projective geometries.

In his book [83], Von Neumann dropped this last assumption and added two weaker axioms (that the
chain condition already implies), namely the completeness property and a certain continuity condition. The
corresponding lattices satisfying such axioms but not satisfying the chain condition were called continuous ge-
ometries, which forms a class denoted by L∞. These new structures resemble the well-known �nite dimensional
projective geometries Ln.

It turns out that one can construct a dimension function (uniquely determined by some normalization
conditions) on either projective or continuous geometries, and the surprise was that in this new setting, the
set of real numbers achieved from the dimension function constructed for a lattice L ∈ L∞ was seen to �ll
the whole interval [0, 1], rather than taking only a �nite set of values

{
0, 1

n , ...,
n−1
n , 1

}
, which was already

the case for the lattices Ln ∈ Lf . Such a dimension function can be constructed after de�ning the notion of
equidimensionality between elements x, y ∈ L ∈ Lf ∪ L∞:

x, y ∈ L are said to be equidimensional if they have a common complement z ∈ L.2

As its own de�nition suggests, x, y are equidimensional if and only if their dimensions are the same. We will
give the notion of a dimension function later on.

From now on we will follow von Neumann's book [83] on continuous geometries. Just for completeness, we
state the de�nition given by von Neumann of his new axiomatization of lattices. For us, a continuous geometry
will be a lattice satisfying this de�nition, so the projective geometries are also included.

2See De�nition 1.2.1 d) for the de�nition of a complement.
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De�nition 1.2.1. A lattice (L,≤) is called complete, complemented, continuous, modular and irreducible (or
simply a continuous geometry) if the following axioms are satis�ed:

a) Modularity: x ≤ z implies (x ∨ y) ∧ z = x ∨ (y ∧ z) for every y ∈ L.

b) Completeness: for every subset S ⊆ L, there exists an element
∨
S ∈ L which is a least upper bound for

S. Dually, there exists an element
∧
S ∈ L which is a greatest lower bound for S. We set 0 =

∧
L and

1 =
∨
L.

We will also denote by S1 ∨ S2 the element
∨

(S1 ∪ S2), and dually for ∧.

c) Continuity: for every net {xα}α of elements of L satisfying either (i) α < β implies xα ≤ xβ or (ii) α < β
implies xα ≥ xβ , then for every y ∈ L(∨

{xα}α
)
∧ y =

∨
({xα}α ∧ y) and

(∧
{xα}α

)
∨ y =

∧
({xα}α ∨ y).

d) Complementation: for every x ∈ L there exists an element y ∈ L satisfying x ∨ y = 1 and x ∧ y = 0. We
refer to such an element y as a complement of x.

e) Irreducibility: if x ∈ L has a unique complement, then either x = 0 or 1.

As we have already mentioned, it is possible to de�ne a normalized dimension function over L, namely a
map dim : L→ [0, 1] satisfying the following properties:

a) dim(0) = 0, dim(1) = 1.

b) Two elements x, y ∈ L are equidimensional if and only if dim(x) = dim(y).

c) If x ≤ y, then dim(x) ≤ dim(y).

d) dim(x ∧ y) + dim(x ∨ y) = dim(x) + dim(y) for every x, y ∈ L.

Theorems 6.9 and 7.4 of [83] guarantees the existence and uniqueness of a dimension function de�ned over L.
It was well-known, before the work of von Neumann, that the lattice Ln of an n-dimensional projective

space gives rise to a division algebra D sharing a close connection with Ln, and in fact he proved that, for
n ≥ 4, Ln can be isomorphically identi�ed with the lattice of all principal right ideals of Mn(D) ([83, Part
II, Chapter I]). This observation gave rise to the natural question of whether the same is true for the lattices
L ∈ L∞, so one faces the problem of �nding a ring R whose lattice of principal right ideals is isomorphic to L.
It turns out that this can be indeed achieved, provided that the ring R is regular. This was the beginning of a
whole new theory.

We will review the general theory of regular rings, ∗-regular rings and rank functions de�ned on them. The
major reference of this theory is Goodearl's book [39], apart from von Neumann's book [83].

A unital ring R is called a regular ring if for every element x ∈ R there exists y ∈ R such that x = xyx.
Note that, in this case, the element e = xy is an idempotent and generates the same (right) ideal as x. In fact,
a characterization for regular rings is that every �nitely generated (right) ideal of R is generated by a single
idempotent (see [39, Theorem 1.1]). Regularity is closed under taking extensions, ideals3, direct products,
matrices, direct limits, among others.

Two idempotents e, f ∈ R are said to be equivalent, denoted by e ∼ f , if there exists an isomorphism
eR ∼= fR as right R-modules. Equivalently, e ∼ f if there exist elements x ∈ eRf , y ∈ fRe such that e = xy
and f = yx. To see this equivalence, note �rst that if e = xy, f = yx for some elements x ∈ eRf , y ∈ fRe, then
one can de�ne a right R-module homomorphism ϕ : eR→ fR given by left multiplication by y, so ϕ(α) = yα.
It is clearly an isomorphism of R-modules with inverse given by left multiplication by x.

Conversely, if we take an isomorphism of R-modules ϕ : eR → fR, then ϕ(e) = fỹe for some ỹ ∈ R.
Analogously ϕ−1(f) = ex̃f for some x̃ ∈ R. Then the elements x = ex̃f , y = fỹe satisfy the required
properties, since

e = ϕ−1(ϕ(e)) = ϕ−1(fỹe) = ex̃f ỹe = xy, f = ϕ−1(ϕ(f)) = ϕ−1(ex̃f) = fỹex̃f = yx.

3Since the de�nition of regularity on a unital ring does not concert the unit itself, the notion of a regular ideal is analogous:
for any element x of the ideal, there exists another element y, also in the ideal, such that x = xyx.
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Regular rings have a rich structure concerning projective modules and idempotents; as one can notice
directly from the de�nition, every element x ∈ R gives rise to an idempotent, so we have (in principle) a huge
source of idempotents in R. We state some of the important results. For a �nitely generated (right) projective
module P over R, we denote by L(PR) the set of all �nitely generated submodules of P , partially ordered by
inclusion, which becomes a complemented, modular lattice with operations

A ∨B = A+B, A ∧B = A ∩B for A,B ∈ L(PR)

([39, Theorem 2.3], [83, Theorem 2.4 of Part II]). In the case P = R, since every �nitely generated submodule
of R is a right ideal of R and R is regular, L(RR) consists of all principal right ideals generated by a single
idempotent, that is L(RR) = {eR | e ∈ R is idempotent}. If R is simple, it is in particular indecomposable (as
a ring), so by [83, Theorem 2.9 of Part II] L(RR) is irreducible. In this case the lattice satis�es axioms a), b)
(for �nite sets), d) and e).

We now introduce the notion of pseudo rank functions on a regular ring R. In fact they can also be de�ned
over any unital ring, but for now we are going to concentrate mainly in the regular case, because of their
connection with dimension functions.

De�nition 1.2.2. A pseudo-rank function on a (regular) ring is a real-valued function rk : R→ [0, 1] satisfying
the following properties:

a) rk(0) = 0, rk(1) = 1.

b) rk(xy) ≤ rk(x), rk(y) for every x, y ∈ R.

c) If e, f are orthogonal idempotents, then rk(e+ f) = rk(e) + rk(f).

If rk satis�es the additional property

d) rk(x) = 0 if and only if x = 0,

then rk is called a rank function on R.

For general properties of pseudo-rank functions over regular rings one can consult [39, Chapter 16]. We
summarize some of them into the following proposition.

Proposition 1.2.3. Let R be a regular ring and rk a pseudo-rank function on R.

(i) For elements x1, ..., xn, y1, ..., ym ∈ R, if x1R ⊕ · · · ⊕ xnR is isomorphic, as a right R-module, to a
submodule of y1R⊕ · · · ⊕ ymR, then

n∑
i=1

rk(xi) ≤
m∑
j=1

rk(yj).

If moreover it is isomorphic to the full right R-module y1R⊕ · · · ⊕ ymR, then we have equality above.

(ii) For any elements x, y ∈ R, rk(x+ y) ≤ rk(x) + rk(y).

(iii) If u ∈ R is a unit in R, then rk(x) = rk(ux) for every x ∈ R. As a consequence rk(x) = 1 if x is itself a
unit. If moreover rk is a rank function, then the converse of this last statement holds, i.e. if rk(x) = 1
for x ∈ R, then x is itself a unit in R.

Proof. For (i) and (ii) see [39, Proposition 16.1].
(iii) Take v ∈ R such that 1 = vu. Then rk(x) = rk(vux) ≤ rk(ux) ≤ rk(x), so we have equality. If x ∈ R

is itself a unit, so that 1 = yx for some unit y ∈ R, then rk(x) = rk(yx) = rk(1) = 1. Now assume that rk is a
rank function, and consider an idempotent e ∈ R such that xR = eR. Then by (i), 1 = rk(x) = rk(e), so that
rk(1 − e) = 1 − rk(e) = 0. Since rk is a rank function, we must have e = 1, so xR = R. Analogously we get
Rx = R, so x is a unit in R.

9
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Every pseudo-rank function rk on a regular ring R de�nes a pseudo-rank metric d on R by the rule d(x, y) =
rk(x− y). If moreover rk is a rank function, then d is a metric. Note that we can always achieve the situation
where d is indeed a metric by factoring through the set of elements having zero rank, i.e. R → R/ker(rk).
Since the ring operations are continuous with respect to this metric, one can consider the completion R of R
with respect to d. R is again a regular ring, and rk can be extended continuously to a rank function rk on R
such that, with the new metric induced by rk, R is also complete, and coincides with the natural metric on
R inherited from the completion process. It turns out that the completion R is endowed with an additional
ring-theoretic structure, as stated in the next proposition.

Proposition 1.2.4 (Theorems 19.6 and 19.7 of [39]). Let R be a regular ring with a pseudo-rank function rk.
Then the rk-completion R of R is a regular, right and left self-injective ring. Moreover, rk extends uniquely to
a continuous rank function rk on R, and R is complete in the rk-metric.

The space of pseudo-rank functions P(R) on a regular ring R is a Choquet simplex ([39, Theorem 17.5]),
and the completion R of R with respect to rk ∈ P(R) is a simple ring if and only if rk is an extreme point in
P(R) ([39, Theorem 19.14]).

Regular self-injective rings have a structure theory which somehow resembles the one classifying the factors
in the theory of von Neumann algebras. We would like to give a summary of this classi�cation in the ring-
theoretic setting of regularity. From now on, R will be a regular, right self-injective ring. An idempotent e ∈ R
is said to be abelian/directly �nite if the corner eRe, which has e as unit, is an abelian/directly �nite ring4. e
is called faithful if the only central idempotent orthogonal to e is 0.

I) R is of Type I if there exists a faithful abelian idempotent e ∈ R. It is of type If if R is directly �nite,
and of type I∞ if it is purely in�nite5.

II) R is of Type II if there are no nonzero abelian idempotents, but there exists a faithful directly �nite
idempotent e ∈ R. It is of type IIf if R is directly �nite, and of type II∞ if it is purely in�nite.

III) R is of Type III if there are no nonzero directly �nite idempotents.

A characterization for Type If is given in [39, Theorem 10.24]: every direct product of matrix rings∏∞
k=1Mnk(Rk), where each Rk is abelian, is of Type If , and conversely every Type If ring R is isomorphic to

a ring of this form. In general, R can be decomposed as a direct product of rings of each type purely.

Theorem 1.2.5 (Theorem 10.22, together with Theorems 10.13 and 10.21 of [39]). Any regular, right self-
injective ring R can be decomposed as

R = (R1f ×R1∞)× (R2f ×R2∞)×R3

where R1f is of type If and R1∞ is of type I∞, R2f is of type IIf and R2∞ is of type II∞, and R3 is of type
III.

In the special case that R admits a rank function, R becomes directly �nite, for if x, y are elements of R
satisfying xy = 1, then 1 = rk(xy) ≤ rk(x) ≤ 1, so rk(x) = 1 and part (iii) of Proposition 1.2.3 tells us that
x is a unit in R. The relation xy = 1 then implies that y = x−1 is the inverse of x, so yx = x−1x = 1. As a
consequence, if R is a regular, right self-injective ring admitting a rank function, then R can be decomposed
(following the notation above) as

R = R1f ×R2f .

As a particular case, due to Proposition 1.2.4, any rank completion (R, rk) of a regular ring R with pseudo-rank
function rk is directly �nite, so can be decomposed as

R = R1f ×R2f .

A regular ring R is said to satisfy the comparability axiom if for every x, y ∈ R, either xR is isomorphic to
a submodule of yR or the other way around. Notationally, either xR . yR or yR . xR. More generally, R
satis�es general comparability if for every x, y ∈ R there exists a central idempotent e ∈ R such that exR . eyR
and (1 − e)yR . (1 − e)xR. It is clear that the comparability axiom implies general comparability (take, for
instance, either e = 0 or 1).

In fact, if a regular ring R satis�es the comparability axiom (or general comparability), we can also compare
�nitely generated projective R-modules.

4A unital ring R is called directly �nite if whenever one has xy = 1 for some x, y ∈ R, then yx = 1.
5A ring R is called purely in�nite if there are no directly �nite central idempotents.
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Proposition 1.2.6 (Propositions 8.2 and 8.8 of [39]). Let R be a regular ring satisfying (1) the comparability
axiom or (2) general comparability, and let P,Q be two �nitely generated projective (right) R-modules. Then

(i) If R satis�es (1), then P and Q are comparable, in the sense that either P . Q or Q . P .

(ii) If R satis�es (2), then there exists a central idempotent e ∈ R such that eP . eQ and (1−e)Q . (1−e)P .

By [39, Theorem 9.14], every regular, right self-injective ring R satis�es general comparability. If moreover
R is simple, then R satis�es the comparability axiom, since in this case the only central idempotents of R are
0 and 1: if e ∈ R is any central idempotent, then R = eR ⊕ (1 − e)R, so R being simple implies that either
e = 0 or 1− e = 0. In this case, if R carries a rank function rk, we can characterize equivalence of idempotents
in terms of the values of their ranks only.

Proposition 1.2.7. Let R be a regular ring satisfying the comparability axiom and admitting a rank function
rk. Then two idempotents e, f ∈ R are equivalent if and only if rk(e) = rk(f). Moreover, rk is the unique rank
function that R can admit.

In particular, this is the case when R is a simple, regular, right and left self-injective ring.

Proof. By part (i) of Proposition 1.2.3, if two idempotents are equivalent then they have the same rank.
Conversely, assume that rk(e) = rk(f). Since R satis�es the comparability axiom then either eR . fR

or fR . eR. We can assume without loss of generality that eR . fR. Take an injective right R-module
homomorphism ϕ : eR → fR. Then ϕ(eR) = ϕ(e)R, so eR ∼= ϕ(e)R as right R-modules. Take g̃ ∈ fR an
idempotent such that ϕ(e)R = g̃R ≤ fR. Then g := g̃f is an idempotent (g2 = g̃f g̃f = g̃f = g) such that
gf = g̃f = g, fg = fg̃f = g̃f = g, so g ≤ f . Moreover, gg̃ = g̃f g̃ = g̃ and g̃g = g̃f = g, so g̃R = gR.
Therefore we obtain the decomposition

fR = gR⊕ (f − g)R = ϕ(e)R⊕ (f − g)R.

By taking ranks and applying part (i) of Proposition 1.2.3 twice,

rk(e) = rk(f) = rk(ϕ(e)) + rk(f − g) = rk(e) + rk(f − g).

Hence rk(f − g) = 0. Since rk is a rank function, necessarily f = g, and we are done: eR ∼= ϕ(e)R = fR.
We have already observed that any regular ring R admitting a rank function rk is directly �nite, so by [39,

Theorem 16.14] rk is the unique rank function that R can admit.
In the particular case that R is a simple, regular, right and left self-injective ring, by [39, Corollary 21.14],

there exists a (unique) rank function rk on R, so the proposition follows for R.

Let now R be a regular, right and left self-injective, simple ring. By [39, Corollary 13.5], the lattice L(RR)
satis�es all the axioms of a complemented, continuous, modular, irreducible, complete lattice, so one can apply
all the theory on continuous geometries to the lattice L(RR). In particular, every rank function rk on R gives
rise to a normalized dimension function de�ned over L(RR) by the rule

dim : L(RR)→ [0, 1], dim(eR) = rk(e).

We check the properties to be a normalized dimension function given after De�nition 1.2.1.

a) dim(0) = rk(0) = 0 and dim(R) = rk(1) = 1.

b) eR, fR ∈ L(RR) are equidimensional if and only if eR ∼= fR, if and only if rk(e) = rk(f) by Proposition
1.2.7, if and only if dim(eR) = dim(fR).

c) If eR ⊆ fR, then fe = e and so dim(eR) = rk(e) = rk(fe) ≤ rk(f) = dim(fR).

d) Let eR, fR ∈ L(RR). We must show that

dim(eR+ fR) + dim(eR ∩ fR) = dim(eR) + dim(fR).

Take g, h ∈ R idempotents such that eR + fR = gR and eR ∩ fR = hR. Let's �rst assume that h = 0.
In this case eR⊕ fR = gR, and part (i) of Proposition 1.2.3 says

dim(eR) + dim(fR) = rk(e) + rk(f) = rk(g) = dim(gR) = dim(eR+ fR).

11
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For the general case, take h ∈ R an idempotent such that hR is a complement of hR in fR, that is
hR⊕ hR = fR. Hence

dim(fR) = rk(f) = rk(h) + rk(h) = dim(hR) + rk(h) = dim(eR ∩ fR) + rk(h).

But since hR ⊆ fR, we compute {0} = hR ∩ hR = hR ∩ eR ∩ fR = hR ∩ eR, and also gR = eR+ fR =
eR+ hR+ hR = eR+ hR = eR⊕ hR. Therefore

dim(eR+ fR) = dim(gR) = rk(g) = rk(e) + rk(h) = dim(eR) + rk(h).

Putting everything together,

dim(eR+ fR) + dim(eR ∩ fR) = dim(eR) + dim(fR).

Therefore by [83, Theorems 7.3 and 7.4 of Part I] the range of rk can be

a) either a �nite set of values of the form
{

0, 1
n , ...,

n−1
n , 1

}
for some natural number n ≥ 1, or

b) the whole interval [0, 1].

The pseudo-rank function will be called discrete or continuous depending on whether its range takes a
discrete or a continuous set of values, respectively.

Examples 1.2.8.

1) The most common examples of regular rings with a discrete rank function are the �nite-dimensional
matrix algebras Rn = Mn(K) over an arbitrary �eld K. It admits a unique rank function rkn = Rk

n ,
where Rk is the usual rank de�ned over matrices. It is clear that the possible set of values for rkn is the
�nite set

{
0, 1

n , ...,
n−1
n , 1

}
. In fact, if we denote by eij to be the standard matrix units in Mn(K), then

for 1 ≤ m ≤ n one computes

rkn(e11 + · · ·+ emm) =
Rk(e11 + · · ·+ emm)

n
=
m

n
,

so every possible value for rkn can be achieved.

2) The following example was due to von Neumann (cf. [82]), and gives an example of a continuous geometry.
For a �eld K, take the direct limit lim−→M2n(K) of the sequence

M2(K)→M4(K)→M8(K)→ · · · →M2n(K)→ · · ·

with respect to the block-diagonal embeddings x 7→
(

x 02n

02n x

)
. It is a regular ring since each matrix

factor M2n(K) is, and admits a unique rank function rk de�ned on an element x = lim−→xn to be rk(x) =

limn rkn(xn), where rkn = Rk
2n is the usual normalized rank on M2n(K). The completion of lim−→M2n(K)

with respect to the induced rank metric, denoted here byMK , is a complete regular ring with a unique
rank function, again denoted by rk, which is a continuous factor, i.e. a (right and left) self-injective
simple regular ring of type IIf , and the set of values of the rank function �lls the unit interval [0, 1]. To
see this, note �rst that any dyadic rational number m

2n with 0 ≤ m ≤ 2n can occur as the rank of some
element, for example take x = Idm ⊕ 02n−m ∈ M2n(K). Since the dyadic rational numbers are dense in
[0, 1], the range of rk cannot be a �nite set of the form

{
0, 1

N , ...,
N−1
N , 1

}
; therefore in must be the whole

interval [0, 1].

Regular rings are also of great interest since every (pseudo-)rank function rk on R can be uniquely extended
to a (pseudo-)rank function on matrices over R (see e.g. [39, Corollary 16.10]). This is no longer true if we do
not assume R to be regular. The de�nition that seems to �t in the general setting is the notion of Sylvester
matrix rank functions.
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De�nition 1.2.9. Let R be a unital ring. A Sylvester matrix rank function rk on R is a function that assigns
a nonnegative real number to each matrix over R and satis�es the following conditions:

a) rk(M) = 0 if M is a zero matrix, and rk(1) = 1.

b) rk(M1M2) ≤ rk(M1), rk(M2) for any matrices M1 and M2 which can be multiplied.

c) rk

(
M1 0
0 M2

)
= rk(M1) + rk(M2) for matrices M1 and M2.

d) rk

(
M1 M3

0 M2

)
≥ rk(M1) + rk(M2) for any matrices M1, M2 and M3 of appropriate sizes.

For more theory about Sylvester matrix rank functions we refer the reader to [53] and [92, Part I, Chapter
7]. We summarize some of their properties in the following proposition.

Proposition 1.2.10. Let R be a unital ring and rk a Sylvester matrix rank function on R.

(i) For any matrices A,B ∈M(R) of the same size, rk(A+B) ≤ rk(A) + rk(B).

(ii) If A ∈ GLn(R), then rk(A) = n. Moreover, rk(AB) = rk(B) for any matrix B that can be multiplied to
the right with A.

(iii) For any elements x, y ∈ R, rk(xy) ≥ rk(x) + rk(y)− 1.

(iv) If e ∈ R is a central idempotent, then rk(x) = rk(ex) + rk((1− e)x) for every x ∈ R.

Proof. (i) rk(A + B) = rk

(
A+B 0

0 0

)
= rk

((1 1
0 0

)(
A 0
0 B

)(
1 0
1 0

))
≤ rk

(
A 0
0 B

)
= rk(A) + rk(B).

(ii) n = rk(Idn) = rk(AA−1) ≤ rk(A) ≤ rk(Idn) = n, so rk(A) = n. Moreover,

rk(B) = rk(A−1AB) ≤ rk(AB) ≤ rk(B).

(iii) rk(xy) + 1 = rk

(
xy 0
0 1

)
= rk

((x −1
1 0

)(
y 1
0 x

)(
1 0
−y 1

))
. Both matrices

(
x −1
1 0

)
and

(
1 0
−y 1

)
are invertible in M2(R), so by (ii) we obtain

rk(xy) + 1 = rk

(
y 1
0 x

)
≥ rk(x) + rk(y).

(iv) Fix e ∈ R a central idempotent. Then the matrix
(

e 1− e
−(1− e) e

)
is invertible in M2(R) with inverse(

e −(1− e)
1− e e

)
, so we have, using (ii),

rk(x) = rk

(
x 0
0 0

)
= rk

((
e −(1− e)

1− e e

)(
x 0
0 0

)(
e 1− e

−(1− e) e

))
= rk

(
exe ex(1− e)

(1− e)xe (1− e)x(1− e)

)
= rk

(
ex 0
0 (1− e)x

)
= rk(ex) + rk((1− e)x).

We denote by P(R) the compact convex set of Sylvester matrix rank functions on R. It is well-known (see
for example [39, Proposition 16.20]) that, in case R is a regular ring, this space coincides with the space of
pseudo-rank functions on R.

As in the case of pseudo-rank functions on a regular ring, a Sylvester matrix rank function rk on a unital
ring R gives rise to a pseudo-metric by the rule d(x, y) = rk(x− y) for x, y ∈ R. We call it faithful if its kernel
ker(rk), de�ned as the set of all element x ∈ R with zero rank, is exactly {0}. In this case, d becomes a metric
on R.

We can always obtain a faithful Sylvester rank function by passing to the quotient R → R/ker(rk). The
ring operations are continuous with respect to this metric, so one can consider the completion R of R with
respect to d. It is routine to check that rk de�nes a new Sylvester rank function rk on R.
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1.2.1 ∗-regular rings and the ∗-regular closure
We now introduce the notion of a ∗-regular ring, and state some facts about them and their completions with
respect to a pseudo-rank function (see for instance [2, 9]). A ∗-regular ring is a regular ring endowed with a
proper involution, that is, an involution ∗ such that x∗x = 0 implies x = 0.

The involution is called positive de�nite in case the condition

n∑
i=1

x∗i xi = 0 =⇒ xi = 0 for all 1 ≤ i ≤ n

holds for each positive integer n. If R is a ∗-regular ring with positive de�nite involution, thenMn(R), endowed
with the ∗-transpose involution, is also a ∗-regular ring.

For ∗-regular rings, we have a strong property concerning idempotents generating principal right/left ideals
of R. In fact, if we demand these idempotents to be projections (i.e. elements e ∈ R such that e = e2 = e∗),
then it turns out that there exist unique projections generating a given principal right/left ideal. More generally,
we have the following theorem.

Theorem 1.2.11. For a ∗-regular ring R, the following hold:

(1) For each element x ∈ R, there are unique projections e, f ∈ R such that xR = eR and Rx = Rf ;
moreover,

(2) there exists a unique element y ∈ fRe such that xy = e and yx = f .

We will denote by LP(x) the projection e, called the left projection of x, and by RP(x) the projection f , called
the right projection of x. Moreover, the unique element y of part (2) is denoted by x, and called the relative
inverse of x.

Proof. Let's prove (1). Since R is regular, there exists an element w ∈ R such that (x∗x)w(x∗x) = x∗x. In
this case x∗x(wx∗x− 1) = 0, so

(wx∗x− 1)∗x∗x(wx∗x− 1) = 0.

Since the involution is proper, we must have x(wx∗x − 1) = 0, or x = (xwx∗)x. Applying ∗ we also get
x∗ = x∗(xw∗x∗). Consider e := xwx∗. Note that

e2 = xwx∗xwx∗ = xwx∗ = e and ee∗ = xwx∗xw∗x∗ = xwx∗ = e,

so e∗ = ee∗ = e, and e is a projection. It is clear that xR = eR, since x = ex. By applying the same
construction with x replaced by x∗, we obtain a projection f such that x∗R = fR. If we take ∗ we obtain
Rx = Rf , as desired.

For the uniqueness part, suppose that there is another projection e′ ∈ R such that eR = xR = e′R. In this
case we have e = ee′ and e′ = e′e, so e = e∗ = (ee′)∗ = e′e = e′. Analogously we get uniqueness for f .

For (2), since xR = eR and Rx = Rf , ex = x = xf , and we can write e = xz, f = wx for some z, w ∈ R.
Note that e = e2 = xze = x(fze). Consider the element y = fze ∈ fRe. By construction, it satis�es xy = e.
For the other equality, we compute

f − yx = f(f − yx) = wx(f − yx) = w(xf − xyx) = w(x− ex) = 0.

Hence yx = f , as required. For uniqueness, suppose that y′ ∈ fRe is another element such that xy′ = e,
y′x = f . Then y′ = y′e = y′xy = fy = y.

If e, f are projections in a ∗-ring R, then we say that e is ∗-equivalent to f , written e ∗∼ f , in case there is
x ∈ eRf such that e = xx∗ and f = x∗x.

For any subset S ⊆ R of a ∗-regular ring, there exists a smallest ∗-regular subring, denoted by R(S,R) and
termed the ∗-regular closure of S in R, of R containing S ([6, Proposition 6.2], see also [72, Proposition 3.1]).
In fact, R(S,R) =

⋃
n≥0Rn(S,R), where Rn+1(S,R) is generated by Rn(S,R) and the relative inverses in R

of the elements of Rn(S,R), and R0(S,R) is the ∗-subring of R generated by the set S. It was observed in [53]
that Rn+1(S,R) can be described as the subring of R generated by the elements of Rn(S,R) and the relative
inverses of the elements of the form x∗x for x ∈ Rn(S,R).

Some properties of the ∗-regular closure are given in the next lemma.
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Lemma 1.2.12. Let S be a unital ∗-subring of a ∗-regular ring R, and let R = R(S,R) be the ∗-regular closure
of S in R. Write also Rn = Rn(S,R). The following holds.

i) R(R, R) = R = R(S,R).

ii) Let J be an ideal of S, and let I be the ideal of R generated by J . Then I =
⋃
n≥0 Jn, where Jn+1 is the

ideal of Rn+1 generated by Jn, which coincides with the ideal of Rn+1 generated by Jn and the relative
inverses in R of the elements of Jn, and J0 = J .

Proof. The proofs are routine, but we include them for the convenience of the reader.
For part i), note that S ⊆ R ⊆ R. By de�nition R(S,R) ⊆ R, and for the other inclusion note that

R(S,R) is a ∗-regular subring of R containing S, so R ⊆ R(S,R). The other equality is proved analogously.
For part ii), observe that I = RJR and each Jn+1 = Rn+1JnRn+1. Since each Rn ⊆ Rn+1, we have

Jn ⊆ Jn+1.
If a ∈ I, we can write it as a �nite combination a =

∑m
j=1 rjbjsj with rj , sj ∈ R and bj ∈ J . There

exists then an index n0 ≥ 0 such that rj , sj ∈ Rn0 for all j = 1, ...,m. Hence a =
∑m
j=1 rjbjsj ∈ Rn0JRn0 ⊆

Rn0
Jn0−1Rn0

= Jn0
, and we obtain the inclusion I ⊆

⋃
n≥0 Jn.

Conversely, since each Rn ⊆ Rn+1,

Jn = RnJn−1Rn = RnRn−1 · · ·R1JR1 · · ·Rn−1Rn ⊆ RnJRn ⊆ RJR = I.

The result follows. Note that if r ∈ Jn and r is the quasi-inverse of r in S, then r ∈ Rn+1 and r = rrr belongs
to the ideal of Rn+1 generated by Jn, that is, r ∈ Jn+1.

There is a whole theory in development concerning the study of the ∗-regular closure, initiated by Jaikin-
Zapirain in [53]. A very useful result connecting the ∗-regular closure and the possible values of any Sylvester
matrix rank function de�ned on it is given in the following proposition, which can be thought of as an analogue
of the classical Cramer's rule (see Proposition 1.3.8).

Proposition 1.2.13 (Corollary 6.2 of [53]). Let S be a unital ∗-subring of a ∗-regular ring R, and let R =
R(S,R) be the ∗-regular closure of S in R.

Then for any matrices r1, ..., rk ∈Mn×m(R), there exists a matrix M ∈Ma×b(S) and matrices A1, ..., Ak ∈
Mn×b(S) such that, for any other square-matrices T1, ..., Tk ∈ Mn(S) and any Sylvester matrix rank function
rk de�ned on R,

rk(T1r1 + · · ·+ Tkrk) = rk

(
M

T1A1 + · · ·+ TkAk

)
− rk(M).

In particular, any Sylvester matrix rank function on R is completely determined by its values on matrices over
S.

1.2.2 The algebra of (unbounded) a�liated operators of a �nite von Neumann
algebra

This will be our main example for the rest of the section. Let H be a Hilbert space. For an (unbounded)
operator we will understand a linear map T : dom(T ) → H, being dom(T ) ⊆ H a (not necessarily closed)
subspace.

We can still de�ne two operations on the set of (unbounded) operators, namely the usual sum and product
(composition) of operators, but with domains given by

T + S : dom(T + S)→ H, with dom(T + S) = dom(T ) ∩ dom(S),

TS : dom(TS)→ H, with dom(TS) = S−1(dom(T )).

When T : dom(T )→ ran(T ), being ran(T ) := Im(T ), is injective, we can still de�ne an inverse operator for T ,
with domain ran(T ):

T−1 : ran(T )→ dom(T ) ⊆ H.
We say that T : dom(T ) → H is closed if the graph of T , de�ned by G(T ) = {(x, Tx) | x ∈ dom(T )}, is

a closed subspace of H ⊕ H. Note that, by the Closed Graph Theorem, if dom(T ) = H and T is a closed
operator, then T is bounded. So we are interested in studying those operators for which dom(T ) is a (possibly)
proper subspace of H. We call T a densely de�ned operator if dom(T ) is a dense subspace of H.
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De�nition 1.2.14. Let (M, tr) be a �nite von Neumann algebra on H, that is a unital ∗-subalgebra of B(H)
closed under the weak (or even strong) operator topology, together with a faithful, normal tracial state tr.

We de�ne U to be the set of (unbounded) operators T such that

a) T is a closed operator.

b) T is densely de�ned.

c) T is a�liated toM, meaning that for every bounded operator S commuting with all the operators ofM,
we have ST ⊂ TS, i.e. the operator TS extends the operator ST in the sense that dom(ST ) ⊆ dom(TS)
and TS|dom(ST ) = ST .

By [89, Note 2.11], U becomes a ∗-regular ring, which is in fact characterized algebraically to be the classical
ring of quotients ofM (see [89, Proposition 2.8], also Section 1.3.2). In fact, all the projections p ∈ U belong
toM itself6, so it is possible to de�ne a rank function on U by means of the trace tr: for an element u ∈ U ,
since U is ∗-regular, by Theorem 1.2.11 there are unique projections p := LP(u), q := RP(u) ∈ U such that
uU = pU and Uu = Uq. Hence p, q ∈M and they are equivalent, so they have the same trace tr(p) = tr(q).
We thus de�ne the rank of u to be the value of this trace over the projections p, q:

rkU (u) := tr(p) = tr(q).

Lemma 1.2.15. rkU de�nes a rank function on U .

Proof. Clearly rk(0) = 0 and rk(1) = 1.
First, note that the rank function satis�es rk(u∗) = rk(u) for every u ∈ U . To see this, note that if p is the

unique projection in M satisfying uU = pU , then by applying ∗ we get Uu∗ = Up, so by uniqueness of the
projection rk(u∗) = tr(p) = rk(u).

Now for u, v ∈ U write uvU = p′U and uU = pU for some projections p, p′ ∈M. Then p′U = uvU ⊆ uU =
pU , so pp′ = p′. By taking ∗ we obtain p′p = p′. Hence p′ ≤ p, and tr(p′) ≤ tr(p). We compute

rk(uv) = tr(p′) ≤ tr(p) = rk(u).

By applying the same reasoning with the element v∗u∗, we obtain

rk(uv) = rk(v∗u∗) ≤ rk(v∗) = rk(v).

Now take e, f ∈ U orthogonal idempotents, and let p, q, p be projections in U such that (e + f)U = pU ,
eU = pU and fU = qU . Then pU = (e+ f)U = eU ⊕ fU = pU ⊕ qU . De�ne p ∨ q to be the least projection
which is greater than p and q; dually, de�ne p ∧ q to be the greatest projection which is smaller than p and
q. On one hand, pU , qU ⊆ (p ∨ q)U , so pU = pU ⊕ qU ⊆ (p ∨ q)U and we get p ≤ p ∨ q. On the other
hand, since pU , qU ⊆ pU , we have that p, q ≤ p, so by de�nition p ∨ q ≤ p and we obtain equality. Also
(p ∧ q)U = pU ∩ qU = {0}, so necessarily p ∧ q = 0. Finally,

rk(e+ f) = tr(p) = tr(p ∨ q) = tr(p ∨ q) + tr(p ∧ q) = tr(p) + tr(q) = rk(e) + rk(f)

as required, were we have used the well-known fact that for �nite von Neumann algebras, tr(p∨ q)+tr(p∧ q) =
tr(p) + tr(q) for any projections p, q ∈M.

To conclude, if u ∈ U is such that rk(u) = 0, then by taking p the unique projection in U such that uU = pU
we get 0 = rk(u) = tr(p) = tr(p∗p). Since tr is a faithful trace, p = 0, and so u = 0.

Theorem 1.2.16. U becomes a ∗-regular, right and left self-injective ring. Also, U is complete in the rkU -
metric.

If moreoverM is a II1 factor, then U becomes a continuous factor, i.e. a self-injective, simple regular ring
of type IIf , and the set of values achieved by its rank function �lls the unit interval [0, 1].

Proof. We have already observed that the projections of U coincide with the projections ofM. By [58, Theorem
6.5], the lattice of projections Proj(M) of M form a (not necessarily irreducible) continuous geometry; in
particular it is continuous. Since the algebra of (unbounded) a�liated operators of M2(M) can be canonically

6This can be proved by using the polar decomposition of elements of U and the spectral theorem for unbounded operators.
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identi�ed with M2(U), the lattice of projections Proj(M2(U)) = Proj(M2(M)) is continuous (apply the same
Theorem above, [58, Theorem 6.5]), hence by a theorem of Utumi ([97, Corollary 7.5]) the ring U is right and
left self-injective. Therefore U becomes a ∗-regular, right and left self-injective ring.

Let now {en}n≥1 ⊆ U be central orthogonal idempotents, and note that they are in particular central
orthogonal projections7. De�ne the projections fn := e1 + · · ·+ en, e :=

∨
n≥1 en. The weak continuity of the

trace gives
rkU (fn) = tr(fn)

n−→ tr(e) = rkU (e),

so by [39, Theorem 21.7 and Proposition 21.8], U is complete in the rkU -metric.
For the last part of the theorem, we have commented that U can be also constructed as the classical ring

of quotients ofM, and in fact it is true that its center Z(M) is the classical ring of quotients of the center of
M. IfM is a II1 factor, then Z(M) = C, and so Z(U) = C. By [39, Proposition 19.13 and Theorem 19.14],
this implies that U is a simple ring, and in fact due to the characterization of regular, right self-injective rings
(Theorem 1.2.5) and the fact that U possesses a rank function, it can be decomposed as

U = U1f × U2f

where U1f is of type If and U2f is of type IIf . SinceM is assumed to be a II1 factor, it necessarily implies
that U = U2f , so it is of type IIf . In particular, the set of values achieved by its rank function �lls the unit
interval [0, 1].

1.3 Noncommutative localization of rings

In this last section we would like to discuss some techniques for inverting elements in a not necessarily com-
mutative ring R.

Classically, for a commutative ring R with unit 1 which is an integral domain we can construct its classical
ring of quotients Q(R), de�ned to be the set of equivalence classes ab−1 of elements a, b ∈ R, with b 6= 0,
and two classes a1b

−1
1 , a2b

−1
2 being considered the same if and only if a1b2 = a2b1. As a prototypical example,

Q(Z) = Q. The fact that R is commutative enables us to de�ne natural operations of sum and product inside
Q(R), which turn it a commutative ring containing R via the embedding R ↪→ Q(R) given by a 7→ a1−1.
Roughly speaking, we are just inverting all the elements of R that are not zero-divisors.

More generally, if one would like to invert a speci�c set of elements S ⊆ R, one must impose some conditions
on the set S in order to the inverses be well-de�ned. That is, one requires that the set S be multiplicative:
1 ∈ S, 0 /∈ S, and closed under taking products. These conditions are natural since one want to construct a
new ring where the elements of S will become units, and units must be closed under multiplication. One can
then construct the localization of R with respect to S, denoted by RS−1, as de�ned to be the set of equivalence
classes as−1 of elements a ∈ R, s ∈ S, and such that two classes a1s

−1
1 , a2s

−1
2 are considered the same class if

and only if there exists an element t ∈ S satisfying t(a1s2−a2s1) = 0 (the presence of t is necessary if one wants
to ensure transitivity of such equivalence). Again, the commutativity of R gives rise to well-de�ned operations
of sum and product on RS−1, turning it into a commutative ring with a natural morphism ι : R→ RS−1 given
by a 7→ a1−1, but this time not necessarily injective (its kernel consist of the elements a ∈ R such that as = 0
for some element s ∈ S, so one deduce that it is injective if and only if S does not contain zero-divisors). In
particular, any element of RS−1 can be written in the form as−1 with a ∈ R, s ∈ S.

The pair (RS−1, ι) is universal with respect to the property of inverting elements from S, that is, if one
has another morphism ϕ : R→ T from R to another ring T such that all the elements of S become invertible
in T under ϕ, one can then uniquely extend the morphism to another one de�ned over RS−1, ϕ : RS−1 → T ,
satisfying the usual commutation property ϕ ◦ ι = ϕ.

When R is a domain, the previous construction Q(R) is a particular case of this one, taking the set S to
be the set of all elements of R that are not zero-divisors (which in such a case is clearly a multiplicative set).

That was a short overview about the topic of localizing elements in the commutative case. It is then
natural to try to extend these notions in the noncommutative setting, but things turn out to be much harder
to de�ne because of the lack of commutativity. All the theory that we will discuss can be found extensively in
[18, 19, 20, 64]. One can also take a look at [68] for noncommutative localization in the special case of group
rings.

7This is a general fact: if e ∈ R is a central idempotent in a ∗-regular ring R, then the computation (e − ee∗)(e − ee∗)∗ = 0
together with the fact that the involution is proper implies that e = ee∗ = e∗, so e is also a projection.

17



Chapter 1. Preliminaries The Atiyah problem

1.3.1 Universal localization

Let R be a (not necessarily commutative) ring with unit 1. Given a multiplicative set S ⊆ R8, we aim to
construct a new ring containing the inverses of elements of S. This can be achieved by using a construction
with generators and relations, which yields a universal property for such a ring.

Theorem 1.3.1 (Proposition 9.2 of [64]). Following the foregoing notation, there exists a ring S−1R and
a S-inverting morphism ι : R → S−1R (all the elements of ι(S) are invertible inside S−1R) with the usual
universal property: given any morphism ϕ : R → T to another ring T such that ϕ(S) consists of invertible
elements in T , there exists a unique morphism ϕS : S−1R→ T such that ϕS ◦ ι = ϕ.

As usual, the pair (S−1R, ι) is unique up to unique isomorphism. This is called the universal localization of
R with respect to S. The construction is not so hard: one just add extra elements and relations to R in order
to achieve invertibility of elements of S.

One can easily deduce from this construction that it is very di�cult to handle elements of S−1R in practice.
For instance, due to the noncommutativity of R, the elements of S−1R cannot be written in the simpli�ed
form ι(a)ι(s)−1 anymore; instead, they are sums of products of such elements, like

ι(a1)ι(s1)−1ι(a2)ι(s2)−1 + ι(s3)−1ι(a3)ι(s4)−1 − ι(s5)−1

and even the kernel of ι does not have an easy description anymore. Nevertheless, the universal localization
behaves nicely under taking quotients. Formally, we have the following

Proposition 1.3.2. Let I be a two-sided ideal of R, and let S−1I denote the two-sided ideal of S−1R generated

by the elements of ι(I). We have a natural isomorphism S−1R/S−1I ∼= S
−1

(R/I), where S denotes the image
of the set S under the quotient map π : R→ R/I.

Proof. Since ι(I) ⊆ S−1I, the map ι induces a well-de�ned morphism ιI : R/I → S−1R/S−1I given by the
commutative diagram

R
ι //

π

��

S−1R

πS

��

R/I
ιI // S−1R/S−1I.

It su�ces to check that the pair (S−1R/S−1I, ιI) is universal with respect to the set S. So let ϕ : R/I → T
be a morphism such that the elements of ϕ(S) become invertible in the ring T . Consider the composition
ϕ = ϕ ◦ π : R→ T , which satis�es that the elements of ϕ(S) = ϕ(S) become invertible in T . By the universal
property of the pair (S−1R, ι), there exists a unique morphism ϕS : S−1R → T such that ϕ = ϕS ◦ ι. Note
that the elements of S−1I are in the kernel of ϕS , since ϕS(ι(a)) = ϕ(a) = ϕ(π(a)) = 0. Therefore ϕS factors
through the quotient morphism πS , and gives a morphism ϕS : S−1R/S−1I → T satisfying ϕS = ϕS ◦ πS .
Putting everything together, we get

ϕ ◦ π = ϕS ◦ πS ◦ ι = ϕS ◦ ιI ◦ π

so that ϕ = ϕS ◦ ιI . It is easily checked that ϕS is unique using the fact that ϕS is unique.

Hence the pair (S−1R/S−1I, ιI) is universal, so isomorphic to (S
−1

(R/I), ι) where ι : R/I → S
−1

(R/I) is
the natural morphism given by Theorem 1.3.1 for the ring R/I and the multiplicative set S.

1.3.2 Classical rings of quotients: Ore localization

Although it is obviously important to have a universal way to formally invert elements of R, we have seen that
this construction is not so useful when trying to handle concrete elements from S−1R. In fact, it can happen
that the previous construction leads to the zero ring, even though one starts with a nonzero ring: take for
instance R to be M2(K) for a �xed arbitrary �eld K, and S = {1, e11}, where e11 is the 2× 2 matrix

e11 =

(
1 0
0 0

)
.

8We de�ne multiplicative in the same manner as for the commutative case: 1 ∈ S, 0 /∈ S and closed under multiplication.
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Then in this case S−1R gives back the zero ring. Further, and unlike the commutative case, in general S−1R
may not be a domain even if R is.

In this section we shall see that, by imposing some conditions on the set S, one ends up with a nice
localization ring, called the (right/left) ring of quotients, or sometimes the (right/left) Ore localization ring
when S consists of all the element that are not (right/left) zero-divisors. We would like to maintain the features
that one has in classical commutative localization.

De�nition 1.3.3. Let R be a ring, S a multiplicative subset of R. A ring R is called a (right) ring of quotients
if there exists a S-inverting morphism ϕ : R→ R satisfying:

a) any element of R can be written of the form ϕ(a)ϕ(s)−1 for a ∈ R, s ∈ S;

b) the kernel of ϕ consists of all the elements a ∈ R such that as = 0 for some s ∈ S.

One can also de�ne the notion of left ring of quotients analogously.

Theorem 1.3.4 (Theorem 10.6 of [64]). A (right) ring of quotients for R with respect to S can be constructed
if and only if

(1) S is a right Ore set, meaning that for any elements a ∈ R and s ∈ S, aS ∩ sR 6= ∅.

(2) S is right reversible, meaning that for any a ∈ R, if sa = 0 for some s ∈ S, then also as′ = 0 for some
s′ ∈ S.

Moreover, if we denote by QrS(R) the ring obtained by this construction, there exists a S-inverting morphism
ε : R→ QrS(R) such that the pair (QrS(R), ε) is universal in the sense of Theorem 1.3.1.

An analogous result holds by replacing right by left. As a direct consequence of Theorem 1.3.4, we have
that if S is a right Ore set and right reversible (in this case one says that S is a right denominator set), then
there exists a unique isomorphism QrS(R) ∼= S−1R.

Proof of Theorem 1.3.4. We will not prove it in full generality, we only aim to give the de�nition of the
operations sum and product of elements of QrS(R).

First of all, one de�nes QrS(R) to be the set of equivalence classes as−1 of elements a ∈ R, s ∈ Σ, where
two classes a1s

−1
1 , a2s

−1
2 are considered the same if and only if there exist elements b1, b2 ∈ R such that

s1b1 = s2b2 ∈ S and a1b1 = a2b2 ∈ R.
To de�ne the sum, we use the fact that S is a right Ore set: for two classes a1s

−1
1 , a2s

−1
2 , take elements

b1 ∈ R, b2 ∈ S such that s = s1b1 = s2b2 ∈ S, so that

a1s
−1
1 + a2s

−1
2 = (a1b1)(s1b1)−1 + (a2s2)(s2b2)−1 = (a1b1 + a2b2)s−1.

For multiplication, the same property for S is needed: given a1s
−1
1 , a2s

−1
2 , take elements a3 ∈ R, s3 ∈ S such

that s1a3 = a2s3, so that
a1s
−1
1 · a2s

−1
2 = (a1a3)(s2s3)−1.

ε is then given by the natural morphism R→ QrS(R), a 7→ a1−1.

In the special case that S consists of all the elements that are neither left nor right zero-divisors, S is already
right and left reversible, so we only need to demand property (1) of Theorem 1.3.4 in order to ensure existence
of a (right) ring of quotients. In this case, we denote it by Qrcl(R), also called the (right) Ore localization ring,
or (right) classical ring of quotients of R.

Moreover, if R is a domain and S = R\{0} is a (right) Ore set, then the construction QrS(R) leads us to
a division ring, and the natural morphism ε : R → QrS(R) is an embedding of rings. Therefore we have been
able to embed R into a division ring.

1.3.3 Σ-rational closure and division closure

In the previous section we have studied a way of embedding R into a division ring when R is a domain and
S = R\{0} is a (right) Ore set. In the general setting when R need not be a domain nor R\{0} a (right) Ore
set, the S-inverting morphisms are not enough to guarantee the existence, or even good approximations, of
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such an embedding into a division ring. We shall remedy this by adjoining to R not only the inverses of a set
of elements, but of a set of square matrices over R (see [18]).

Let R be a ring, and take Σ ⊆ M(R) =
⋃∞
n=1Mn(R) a set of square matrices over R. A morphism

ϕ : R → T to another ring T is said to be Σ-invertible if every matrix of ϕ(Σ) becomes invertible in T . The
analogous concept for multiplicative sets in the case of matrices is the following.

De�nition 1.3.5. Σ is called multiplicative if the following conditions are satis�ed:

a) 1 ∈ Σ, and whenever A,B belongs to Σ, then
(
A C
0 B

)
belongs to Σ too, for any matrix C of appropriate

size.

b) If A belongs to Σ and one applies permutations of rows and columns, then the resulting matrix still
belongs to Σ.

It is also possible to construct a universal localization of R but for matrices instead of elements S ⊆ R.

Theorem 1.3.6. Following the foregoing notation, there exists a ring Σ−1R and a Σ-inverting morphism
ι : R → Σ−1R with the usual universal property: given any Σ-inverting morphism ϕ : R → T to another ring
T , there exists a unique morphism ϕΣ : Σ−1R→ T such that ϕ = ϕΣ ◦ ι.

This can be found in [18, Chapter 7], and is a generalization of Theorem 1.3.1. The pair (Σ−1R, ι) is unique
up to isomorphism, and it is called the universal Σ-inverting ring, or just the universal localization of R with
respect to Σ. We also have an analogue of Proposition 1.3.2, as follows.

Proposition 1.3.7. Let I be a two-sided ideal of R, and let Σ−1I denote the two-sided ideal of Σ−1R generated

by the elements of ι(I). We have a natural isomorphism Σ−1R/Σ−1I ∼= Σ
−1

(R/I), where Σ denotes the image
of Σ under the quotient map π : R→ R/I.

Let ϕ : R → T be a Σ-invertible morphism. We de�ne the Σ-rational closure of R in T , denoted by
RatΣ(R, T ) to be the set of all entries of inverses of matrices from ϕ(Σ). If Σ is multiplicative, by [18,
Theorem 7.1.2] RatΣ(R, T ) is a subring of T containing ϕ(R).

When Σ is the set of all square matrices over R that become invertible in T under a morphism ϕ, we denote
the Σ-rational closure of R in T by Rat(R, T ), and simply call it the rational closure of R in T . It is always a
subring of T containing ϕ(R) by [18, Proposition 7.1.1 and Theorem 7.1.2].

A useful result when studying rational closures is Cramer's rule.

Proposition 1.3.8 (Proposition 7.1.3 of [18]). Let A be an n × n matrix over RatΣ(R, T ). There exists an
integer m ≥ 1 and invertible matrices P,Q ∈ GLn+m(RatΣ(R, T )) such that

B := P (A⊕ Idm)Q is a (n+m)× (n+m) matrix with coe�cients in ϕ(R).

Another way of studying invertibility of elements is via the division closure of R. Let ϕ : R → T be a
morphism of rings. We de�ne the division closure of R in T , denoted by D(R, T ), to be the smallest subring of
T containing ϕ(R) and closed under taking inverses of elements, when they exist in T (that is, if a ∈ D(R, T )
is invertible in T with inverse a−1, then a−1 ∈ D(R, T )).

Lemma 1.3.9. If ϕ : R→ T is a morphism of rings, then:

i) D(D(R, T ), T ) = D(R, T ) = D(R,D(R, T )).

ii) Rat(Rat(R, T ), T ) = Rat(R, T ) = Rat(R,Rat(R, T )).

iii) D(R, T ) ⊆ Rat(R, T ).

Moreover, if T is ∗-regular, then the ∗-regular closure of R in T , denoted by R(R, T ), contains the rational
closure Rat(R, T )9.

9See Section 1.2.1 for more information about the ∗-regular closure of a ∗-subring of a ∗-regular ring.
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Proof. The proof of i) is immediate, and ii) can be found in [68, Proposition 3.3]. For iii), take x ∈ Rat(R, T )
which is invertible inside T . By Cramer's rule (Proposition 1.3.8), there exists an integer n ≥ 1 and invertible
matrices P,Q ∈ GLn+1(Rat(R, T )) such that the matrix P (x ⊕ Idn)Q has entries in ϕ(R). Therefore the
matrix Q−1(x−1 ⊕ Idn)P−1 belongs, by de�nition, to Mn+1(Rat(R, T )), so

x−1 ⊕ Idn = Q(Q−1(x−1 ⊕ Idn)P−1)P ∈Mn+1(Rat(R, T )).

Hence x−1 ∈ Rat(R, T ). This proves that the rational closure is closed under taking inverses of elements,
when they exist in T . Since it already contains ϕ(R), we deduce that D(R, T ) ⊆ Rat(R, T ) by de�nition of
the division closure.

To prove the �nal part, let x ∈ Rat(R, T ). By de�nition, x is an entry of some invertible n × n matrix
A−1, where A has entries in ϕ(R). Since ϕ(R) ⊆ R(R, T ) and Mn(R(R, T )) is regular, there exists a matrix
B ∈ Mn(R(R, T )) such that ABA = A. But inside Mn(T ), A is invertible with inverse A−1. Therefore
A−1 = B ∈Mn(R(R, T )). Since x was an entry of A−1, it follows that x ∈ R(R, T ).
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Chapter 2

Sylvester rank functions on Z-crossed
product ∗-algebras and an embedding

problem

This chapter, together with the next one, can be thought of as the core of this thesis. In this chapter we
concentrate on the study of certain crossed product ∗-algebras by means of a homeomorphism T : X → X
on a totally disconnected, compact, metrizable space X. We consider the crossed product A := CK(X) oT Z
induced by this homeomorphism and the possible Sylvester matrix rank functions that one can construct on
A by means of ergodic T -invariant probability measures µ on X.

We present a general construction of approximating A by a sequence of ∗-subalgebras An which are embed-
dable into (possibly in�nite) matrix product algebras, motivated by a construction given by Putnam [87, 88].
This will enable us to embed the whole ∗-algebra A intoMK , the well-known von Neumann continuous factor
over K (Theorems 2.3.7 and 2.3.9; also see Example 1.2.8 or Chapter 4 Section 4.2 for a detailed description
ofMK) and, sinceMK admits a unique Sylvester matrix rank function rkMK

, it can be restricted to a rank
function rkA over A. This process gives a way to obtain a unique Sylvester matrix rank function on A satisfying
a certain property (Proposition 2.3.8).

To conclude, we initiate the study of the ∗-regular closure of A insideMK in order to obtain information
about the possible numbers that the rank function rkA can achieve. In Proposition 2.4.2 we compute the rank
completion of this ∗-regular closure, which givesMK again.

2.1 Motivation coming from the theory of C∗-algebras

Here we collect some preliminary information on the relation between traces, measures and states. All this is
well-known, see for instance [85]. In this, and in the next chapters, when writing 'measure' we will mean 'Borel
regular measure'.

Let G be a countable discrete group acting on a compact metrizable space X. In this section, we will denote
by C(X) the C∗-algebra of complex-valued continuous functions on X. By a standard result (see e.g. [85,
Theorem 2.8]), the extreme points in the compact convex set of G-invariant probability measures on X are
precisely the ergodic invariant measures on X. By [85, Example 11.31], every G-invariant probability measure
µ on X can be extended to a tracial state1 τ on the reduced crossed product C(X)orG (using the conditional
expectation E onto C(X), see [85, De�nition 9.18]). By [85, Theorem 15.22], if the G-action is free, then all
the tracial states on C(X) or G are obtained this way.

We thus obtain the following well-known fact. Its proof is an easy adaptation of the proof of [85, Theorem
15.21].

1A tracial state on a unital C∗-algebra B is a positive linear functional τ : B → C such that τ(1) = 1 and τ(ab) = τ(ba) for all
a, b ∈ B.
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Theorem 2.1.1. Let µ be a G-invariant probability measure on X. Assume that µ is ergodic and almost
everywhere free (i.e. for each g ∈ G\{e} the set of �xed points of g has µ-measure 0). If τ is a tracial state on
C(X) or G such that τ(f) =

∫
X
fdµ for all f ∈ C(X), then necessarily τ is induced by µ, that is

τ(a) = τ(E(a)) =

∫
X

E(a)dµ

for all a ∈ C(X) or G, where E : C(X) or G→ C(X) is the canonical conditional expectation onto C(X).

Proof. Let a ∈ C(X) or G and ε > 0 be given. Since the reduced C∗-algebra C(X) or G is the completion of
the set of �nite formal sums ∑

g∈G �nite

bgug, bg ∈ C(X)

with respect to the reduced norm ‖ · ‖r, we can �nd an element b =
∑
g∈F bgug such that ‖a− b‖r < ε/3, where

F is a �nite subset of G containing the unit element e ∈ G, and bg ∈ C(X). Recall that the product of two
element bgug and bhuh is de�ned via the action of G on C(X), that is

(bgug)(bhuh) = bgαg(bh)ugh

where αg : C(X)→ C(X) is given by αg(f)(x) = f(g−1x).
Now, since F is a �nite set and µ is almost everywhere free, we can �nd an open subset U ⊆ X such that

µ(U) = 1, and such that gx 6= x for all g ∈ F\{e} and x ∈ U . By regularity of the measure, there exists a
compact subset K of X such that K ⊆ U and µ(U\K) < η2, where η is such that

0 < η <
ε

3
(∑

g∈F\{e} τ(b∗gbg)
1/2
) .

Using the same argument as in [85, Lemma 15.18] and the compactness of K, we can �nd s1, ..., sn ∈ C(X)
such that |sk(x)| = 1 for all k = 1, ..., n and all x ∈ X, and such that

1

n

n∑
k=1

sk(x)αg(s
∗
k)(x) = 0 for all x ∈ K and all g ∈ F\{e}.

We now consider the map P : C(X) or G → C(X) or G de�ned by P (x) = 1
n

∑n
k=1 skxs

∗
k. Observe that, for

x ∈ C(X) or G, τ(P (x)) = 1
n

∑n
k=1 τ(skxs

∗
k) = 1

n

∑n
k=1 τ(x) = τ(x) since τ is a tracial state and s∗ksk = 1 for

all k, so

|τ(a)− τ(E(a))| ≤ |τ(a− b)|+ |τ(b)− τ(E(b))|+ |τ(E(b)− E(a))|
≤ ‖a− b‖r + |τ(P (b))− τ(E(b))|+ ‖a− b‖r

<
2ε

3
+ |τ(P (b)− E(b))|.

Therefore in order to prove the theorem it only su�ces to check that |τ(P (b) − E(b))| < ε
3 , because in that

case |τ(a)− τ(E(a))| < ε and so τ(a) = τ(E(a)) =
∫
X
E(a)dµ, since E(a) ∈ C(X).

We compute E(b) = beue = 1
n

∑n
k=1 skbeues

∗
k, and

P (b)− E(b) =
1

n

n∑
k=1

sk

(∑
g∈F

bgug

)
s∗k −

1

n

n∑
k=1

skbeues
∗
k

=
1

n

n∑
k=1

sk

( ∑
g∈F\{e}

bgug

)
s∗k =

∑
g∈F\{e}

( 1

n

n∑
k=1

skαg(s
∗
k)
)
bgug

and thus, using the Cauchy-Schwartz inequality for τ 2, we obtain

|τ(P (b)− E(b))| ≤
∑

g∈F\{e}

∣∣∣τ(( 1

n

n∑
k=1

skαg(s
∗
k)
)
bgug

)∣∣∣
≤

∑
g∈F\{e}

τ
(( 1

n

n∑
k=1

skαg(s
∗
k)
)( 1

n

n∑
k=1

skαg(s
∗
k)
)∗) 1

2

τ(b∗gbg)
1
2 .

2Recall that this inequality states that |τ(xy)|2 ≤ τ(xx∗)τ(y∗y) for any elements x, y in the C∗-algebra.
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But now for each g ∈ F\{e}, we have

τ
(( 1

n

n∑
k=1

skαg(s
∗
k)
)( 1

n

n∑
k=1

skαg(s
∗
k)
)∗)

=

∫
X

∣∣∣ 1
n

n∑
k=1

sk(x)αg(s
∗
k)(x)

∣∣∣2dµ
=

∫
K

0 dµ+

∫
X\K

∣∣∣ 1
n

n∑
k=1

sk(x)αg(s
∗
k)(x)

∣∣∣2dµ ≤ µ(X\K) = 1− µ(K) < η2.

It follows that |τ(P (b)− E(b))| ≤
(∑

g∈F\{e} τ(b∗gbg)
1/2
)
η < ε

3 , as desired.

The above ergodic measures induce extremal tracial states on C(X) or G, as follows:

Proposition 2.1.2. For each ergodic and almost everywhere free G-invariant probability measure µ on X, we
de�ne ϕµ to be the induced tracial state on C(X) or G given by Theorem 2.1.1, that is

ϕµ(a) =

∫
X

E(a)dµ, a ∈ C(X) or G.

Then ϕµ is extremal. Moreover, ϕµ is a faithful state if and only if the support of µ is X (that is, µ(U) > 0
for all nonempty open subset U of X).

Proof. Write ϕ := ϕµ. Suppose that ϕ = ατ1 +βτ2 for some tracial states τi on C(X)orG and for nonnegative
numbers α, β such that α + β = 1. Then if we denote by τi| the restriction of τi on C(X), by the Riesz
Representation Theorem there are unique G-invariant probability measures µi on X such that each τi| is given
by

τi|(f) =

∫
X

fdµi, f ∈ C(X),

and it follows that µ = αµ1 + βµ2: indeed, for any continuous function f ∈ C(X), we have∫
X

fdµ = ϕ(f) = ατ1(f) + βτ2(f) = α

∫
X

fdµ1 + β

∫
X

fdµ2 =

∫
X

fd(αµ1 + βµ2),

so by the uniqueness part of the Riesz Representation Theorem, µ = αµ1 + βµ2. Since µ is extremal ([85,
Theorem 2.8]) it follows that either α = 0 or α = 1, or µ1 = µ2 . Thus either ϕ = τ1 or ϕ = τ2, or τ1| = τ2| are
given by integration against µ. But if τ1| = τ2| are given by integration against µ, then it follows from Theorem
2.1.1 that τ1 = τ2 is given by the formula τi(a) =

∫
X
E(a)dµ = ϕ(a). We have shown that ϕ is extremal in

Tr(C(X) or G), the space of tracial states of C(X) or G, and so τ1 = τ2 = ϕ.
Let's now prove the second part of the statement. If the support of µ is not X, there exists a nonempty open

subset U of X such that µ(U) = 0. Using Urysohn's Lemma, we can �nd a nonzero and positive continuous
function f ∈ C(X) with supp(f) ⊆ U . But then ϕ(f) =

∫
X
fdµ =

∫
supp(f)

fdµ = 0, so ϕ is not faithful.

Conversely, if the support of µ is X, then the restriction τ of ϕ to C(X) is a faithful state (given by
integration against µ). To see this, assume we have a continuous function f ∈ C(X) such that τ(f∗f) = 0 and
f 6= 0. Therefore f(x) 6= 0 for some point x ∈ X, and since f is continuous we can �nd an open set U ⊆ X
such that |f(x)| > 0 on x ∈ U . Now for any compact K ⊆ U , since f is continuous we can �nd a positive
constant λK > 0 such that |f(x)|2 ≥ λK for every x ∈ K. Then

0 = τ(f∗f) =

∫
X

|f |2dµ ≥
∫
K

|f |2dµ ≥ λKµ(K),

so µ(K) = 0. The regularity of the measure implies that µ(U) = 0. This contradicts the fact that the
support of µ is all of X, and so we have shown that τ is faithful. Finally, since the conditional expectation
E : C(X) or G→ C(X) is faithful ([85, Proposition 9.16]), it follows that ϕ is a faithful state.

One of our main motivations on writing down this theory comes from the following well-known theorem in
the theory of C∗-algebras. Recall that the celebrated Murray-von Neumann Theorem ([80]) states that all the
hyper�nite II1 factors on separable, in�nite-dimensional Hilbert spaces are ∗-isomorphic.

We brie�y present the typical model of such hyper�nite II1 factor, denoted by R.

25



Chapter 2. Sylvester rank functions on CK(X) oT Z and an embedding problem The Atiyah problem

Following Example 1.2.8.2), consider the sequence M2(C) ↪→ M4(C) ↪→ M8(C) ↪→ · · · with connecting
maps

ϕn : M2n(C) ↪→M2n+1(C), x 7→
(
x 0
0 x

)
thought as a sequence of (�nite-dimensional) C∗-algebras together with ∗-homomorphisms. The maps ϕn are
easily seen to be isometries, so the norm at each M2n(C) de�nes a norm on the inductive limit lim−→n

M2n(C) by
the rule ‖x‖2∞ := limn ‖xn‖2n . We de�ne the inductive limit C∗-algebra M2∞ to be the enveloping C∗-algebra
of lim−→n

M2n(C) with respect to the norm ‖ · ‖2∞ , i.e. we complete lim−→n
M2n(C) with respect to the metric

induced by the norm ‖ · ‖2∞ , so that M2∞ := lim−→n
M2n(C)

‖·‖2∞
.

For each n ≥ 1, let trn : M2n(C) → C denote the normalized trace trn = 1
2n Tr. They are tracial states

on M2n(C), and since trn+1(ϕn(x)) = trn(x) for x ∈ M2n(C), we get a unique tracial state on lim−→n
M2n(C)

which, by continuity, is extended to a unique tracial state τ onM2∞ . By using the GNS representation, we can
represent M2∞ as a set of operators acting on some Hilbert space Hτ ; in other words, we can �nd a Hilbert
space Hτ , a ∗-representation πτ : M2∞ ↪→ B(Hτ ) and a cyclic vector ξτ ∈ Hτ for πτ (M2∞) in such a way that
τ becomes

τ(x) = 〈πτ (x)(ξτ ), ξτ 〉Hτ .

We �nally let R be the von Neumann algebra generated byM2∞ inside B(Hτ ), R = πτ (M2∞)′′. τ then extends
to a normal tracial state τR by the above formula, so that (R, τR) becomes a �nite von Neumann algebra of
type II1. R is hyper�nite by construction, and it is fairly easy to see that R is indeed a factor.

Theorem 2.1.3. Let G be a countable discrete, amenable group acting on a compact metrizable space X. Let
µ be an ergodic, almost everywhere free G-invariant probability measure on X whose support is X, and let ϕµ
be the corresponding extremal tracial state on A = C(X) or G given by Theorem 2.1.1.

Then we can embed C(X) or G ↪→ R in such a way that ϕµ extends to the unique tracial state τR. In
particular, for any clopen subset U of X,

τR(χU ) = µ(U).

Proof. It is well-known that any II1 factor comes equipped with a unique normal tracial state, so the trace τR
already constructed is the unique tracial state on R.

We give a general result. Let A be a separable C∗-algebra, and let ϕ be any faithful tracial state on A. Let
(Hϕ, ξϕ, πϕ) be the associated GNS-representation, so πϕ : A ↪→ B(Hϕ) and

ϕ(a) = 〈πϕ(a)(ξϕ), ξϕ〉Hϕ for a ∈ A.

Then A ∼= πϕ(A) ⊆ πϕ(A)′′, so A can be embedded in the von Neumann algebra generated by itself inside
B(Hϕ). ϕ is an extremal tracial state if and only if πϕ(A)′′ is a factor ([76, Theorems 5.1.5 and 5.1.8]).
Moreover, if A is nuclear, then πϕ(A)′′ is injective ([12]), hence hyper�nite by the equivalence given by Connes
in [22]. Since ϕ can be extended to a normal tracial state on πϕ(A)′′, it becomes a hyper�nite II1 factor, hence
isomorphic to R.

Applying this result to A = C(X) or G, since it is a separable nuclear C∗-algebra ([12, Theorem 4.2.6])
and ϕµ is extremal and faithful (Proposition 2.1.2), we can embed C(X) or G into R, and moreover

ϕµ(a) = 〈πϕµ(a)(ξϕµ), ξϕµ〉Hϕµ = τR(πϕµ(a)) for a ∈ C(X) or G.

For the �nal part, note �rst that χU ∈ C(X) since U is clopen. If we identify C(X) or G ↪→ R, then

τR(χU ) = ϕµ(χU ) =

∫
X

χUdµ = µ(U).

One can see that the factor appearing in the GNS construction above is simply the von Neumann crossed
product L∞(X,µ) oG, known as the group measure construction in the literature.

We want to obtain analogous results in an algebraic setting: we want to replace traces by Sylvester rank
functions, and weak completions by rank completions. For this we will develop an internal construction, based
on the work of Putnam et al [87, 88].
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2.2 A �rst approximation for Z-crossed product ∗-algebras of the
form A := CK(X) oT Z

We will concentrate on the most basic dynamical system, the one provided by a single homeomorphism T : X →
X on a totally disconnected, compact metrizable space X. Recall that a probability measure µ on X is ergodic
if for every T -invariant Borel subset E of X we have that either µ(E) = 0 or µ(E) = 1. µ is said to be invariant
in case µ(T (E)) = µ(E) for every Borel subset E of X.

In what follows µ will be an ergodic, T -invariant probability measure on X. We will also often assume that
µ is full, that is, its support is the whole space X3.

The following is a simple application of Rokhlin's Lemma. We include a proof for the convenience of the
reader.

Lemma 2.2.1. Let µ be an ergodic T -invariant probability measure on X, and take E to be a Borel subset of
X with positive measure. Consider the �rst return map rE : E → N ∪ {∞}, de�ned by

rE(x) = min{l > 0 | T l(x) ∈ E}

in case there is l > 0 such that T l(x) ∈ E, and rE(x) = ∞ otherwise. For each k ∈ N, consider Y 0
k =

r−1
E ({k}), that is, the set of points of E that return to E for the �rst time after k iterations by T . Also let
Y∞ = E\

⊔
k∈N Y

0
k be the set of points of E that do not return to E. For each 1 ≤ l ≤ k−1, we set Y lk = T l(Y 0

k ).

Then we have that T (Y lk) = Y l+1
k for 0 ≤ l < k − 1, all the sets Y lk are mutually disjoint, and the set

Y = Y (E) =
⊔
k≥1

k−1⊔
l=0

Y lk

satis�es that µ(Y ) = 1. In particular, we get

∑
k≥1

k−1∑
l=0

µ(Y lk) =
∑
k≥1

kµ(Y 0
k ) = 1.

E

Y 0
1

Y 0
2

Y 0
3

Y 1
3

Y 2
3

Y 0
4

Y 1
4

Y 2
4

Y 3
4

Y∞

T

T

T

T

T

T

T

Figure 2.1: A schematic for the sets Y 0
k partitioning the set E (up to a set of measure

0) and the sets Y lk partitioning the whole space X (up to a set of measure 0).

Proof. Note that each Y 0
k is given by the set E ∩ T−1(X\E) ∩ · · · ∩ T−k+1(X\E) ∩ T−k(E), which are Borel

sets. Therefore Y∞ = E\
⊔
k∈N Y

0
k is also Borel. Moreover, if we choose E to be a clopen set, then all the Y lk

are also clopen sets, and Y∞ is a closed set.

3It is not true in general that an ergodic T -invariant measure is full. For instance, take T = Id and any one-point mass measure.
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We �rst prove that if Z is a Borel subset of X such that T (Z) ⊆ Z, then either µ(Z) = 0 or µ(Z) = 1. Take
Z0 =

⋂
j≥0 T

j(Z) ⊆ Z. Then clearly T (Z0) = Z0 since T (Z) ⊆ Z, so Z0 is a T -invariant Borel set. Hence by
ergodicity of the measure either µ(Z0) = 0 or µ(Z0) = 1. But by invariance and the fact that T j(Z) ⊆ Z for
all j ≥ 0,

µ(Z\Z0) = µ
( ⋃
j≥0

Z\T j(Z)
)
≤
∑
j≥0

µ(Z\T j(Z)) = 0,

so µ(Z) = µ(Z0) is either 0 or 1, as claimed.
We now show that di�erent sets Y lk , Y

l′

k′ are disjoint. Assume that we can �nd some element x ∈ X in the
intersection Y lk ∩ Y l

′

k′ , that is, such that x = T l(y) = T l
′
(y′) with y ∈ Y 0

k and 0 ≤ l ≤ k − 1, y′ ∈ Y 0
k′ and

0 ≤ l′ ≤ k′− 1. We can assume without loss of generality that l ≥ l′. If l > l′, y is such that T l−l
′
(y) = y′ ∈ E,

so since y ∈ Y 0
k we must have k ≤ l − l′ ≤ k − l′ − 1. This is absurd, so necessarily l = l′. But in this case

y = y′ ∈ Y 0
k ∩ Y 0

k′ . This is only possible for k = k′. This says that di�erent sets Y lk , Y
l′

k′ are disjoint.
Let's now prove that the T -translates of Y∞ are pairwise disjoint. Assume that we can �nd an element

x ∈ T l(Y∞) ∩ T l′(Y∞) for some 0 ≤ l, l′, and assume without loss of generality that l > l′. In this case, y ∈ E
is such that T l−l

′
(y) = y′ ∈ E, contradicting the fact that y ∈ Y∞. Hence the claim follows.

Finally, let's prove that the T -translates of Y∞ are pairwise disjoint with the sets Y lk . Take then an element
x ∈ Y lk ∩ T l

′
(Y∞), so x = T l(y) = T l

′
(z) with y ∈ Y 0

k and 0 ≤ l ≤ k − 1, z ∈ Y∞. If l < l′, T l
′−l(z) = y ∈ E,

which is not possible since z ∈ Y∞. If l = l′, z = y ∈ Y 0
k , so T

k(z) = T k(y) ∈ E, which is again not possible
since z ∈ Y∞. If l > l′, k− (l− l′) > 0, and so T k−(l−l′)(z) = T k(y) ∈ E, a contradiction again. This says that
the sets T l

′
(Y∞) and Y lk are disjoint.

We now consider

Z :=
( ⊔
j≥0

T j(Y∞)
)
t
( ⊔
k≥1

k−1⊔
l=0

Y lk

)
=
( ⊔
j≥0

T j(Y∞)
)
t Y.

which is Borel. We observe that T (Z) ⊆ Z. Indeed, it is clear that T (Y lk) ⊆ Z for 0 ≤ l < k − 1, and also,
T (Y k−1

k ) ⊆ E ⊆ Z. Therefore by the preceding observation either µ(Z) = 0 or µ(Z) = 1. But it cannot be
0, since it contains E, which has positive measure. Hence µ(Z) = 1. Note now that, since µ is a probability
measure,

1 ≥ µ
( ⊔
j≥0

T j(Y∞)
)

=
∑
j≥0

µ(T j(Y∞)) =
∑
j≥0

µ(Y∞)

which shows that µ(Y∞) = 0. It follows that

1 = µ(Z) = µ
( ⊔
j≥0

T j(Y∞)
)

+ µ(Y ) = µ(Y ) =
∑
k≥1

k−1∑
l=0

µ(Y lk).

We brie�y recall the general construction of the algebraic crossed product of an algebra A by Z. Let A be
an algebra and α : A→ A an automorphism of A. This automorphism induces a natural action of the in�nite
cyclic group Z on A by the rule

tn · a := αn(a), a ∈ A.

In this manner, we can form the algebraic crossed product algebra A oα Z, consisting of formal �nite sums∑
n∈Z ant

n where an ∈ A and t is a symbol, with componentwise addition and product given by

(atn)(a′tm) := a(tn · a′)tn+m = aαn(a′)tn+m, a, a′ ∈ A,n,m ∈ Z.

If moreover A is endowed with an involution ∗ providing the structure of a ∗-algebra and α is a ∗-isomorphism,
then Aoα Z has also the structure of a ∗-algebra, with involution given by

(atn)∗ := t−na∗ = α−n(a∗)t−n, a ∈ A,n ∈ Z.

For completeness, we also recall the de�nition of a partial algebraic crossed product by a Z-action. The
reader may consult [32] for more information.
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A partial action of Z on a ∗-algebra A is a pair φ = ({An}n∈Z, {φn}n∈Z) consisting of a collection of
self-adjoint two-sided ideals An of A and a collection of ∗-isomorphisms φn : A−n → An such that

a) A0 = A and φ0 is the identity map.

b) φn ◦ φm ⊆ φn+m, meaning that φn ◦ φm is de�ned on the largest possible domain where the composition
makes sense and φn+m extends it.

The partial algebraic crossed product of A by Z with respect to the partial action φ, denoted by A oφ Z,
is de�ned to be the set of all �nite formal sums

∑
n∈Z anδ

n with an ∈ An and δ a symbol, with the usual
componentwise addition and the product de�ned by the rule

(anδ
n)(bmδ

m) := φn(φ−n(an)bm)δn+m.

The involution is then de�ned through the rule

(anδ
n)∗ := φ−n(a∗n)δ−n.

We now return to our previous setting on dynamical systems. From now on K will denote an arbitrary
�eld. From the space X we can construct the algebra of locally constant continuous functions CK(X), that is,
the set of all functions f : X → K such that for any point x ∈ X, there exists an open neighborhood U of x
such that f is constant on U . In fact, we can think of CK(X) as the linear span of characteristic functions χU ,
being U a clopen subset of X. To see this, note that we can form an open cover of our space X =

⋃
x∈X Ux,

where each Ux is an open neighborhood of x such that f is constant on each Ux. Since our space X is compact,
X =

⋃n
i=1 Uxi for some �nite collection Ux1

, ..., Uxn . Now, f is constant on each Uxi , so we can assume (by
collecting those U 's on which f takes the same value) that the Uxi are disjoint, so X =

⊔n
i=1 Uxi . In this case

each Uxi is a clopen subset of X, and it is straightforward to see that

f =

n∑
i=1

λiχUxi ,

where λi ∈ K is the value of f on Uxi .
We can let our homeomorphism T act on CK(X) by the automorphism given by the rule

T (f)(x) := f(T−1(x)), f ∈ CK(X), x ∈ X.

Therefore we can apply the algebraic crossed product construction to get the algebra CK(X)oT Z. If moreover
K is endowed with an involution ¯, then CK(X) has the structure of a ∗-algebra by the rule

(f∗)(x) := f(x), f ∈ CK(X), x ∈ X.

Hence CK(X) oT Z becomes a ∗-algebra too, because T is a ∗-automorphism of CK(X):

T (f∗)(x) = f∗(T−1(x)) = f(T−1(x)) = T (f)(x) = T (f)∗(x) for every f ∈ CK(X), x ∈ X.

We start our construction by �rst approximating our space X, and then using this approximation to
construct a family of approximating algebras for CK(X) oT Z. First, some de�nitions.

De�nition 2.2.2. Let Y be a topological space, endowed with a probability measure µ.

a) By a partition of Y we will understand a �nite family P of nonempty, pairwise disjoint clopen subsets of
Y , such that Y =

⊔
Z∈P Z.

Given two partitions P1,P2 of Y , we say that P2 is �ner than P1 (or P1 is coarser than P2), written
P1 - P2, if every element Z ∈ P2 is contained in a (unique) element Z ′ ∈ P1, that is Z ⊆ Z ′.

b) By a quasi-partition of Y we will understand a �nite or countable family P of nonempty, pairwise disjoint

clopen subsets of Y , such that Y =
⊔
Z∈P Z up to a set of measure 0, that is µ

(
Y \
⊔
Z∈P Z

)
= 0.

Given two quasi-partitions P1,P2 of Y , we say that P2 is �ner than P1 (or P1 is coarser than P2),
written P1 - P2, if every element Z ∈ P2 is contained in a (unique) element Z

′ ∈ P1, that is Z ⊆ Z
′
.

Note that, in the hypotheses of Lemma 2.2.1, the family {Y lk} forms a quasi-partition of X.
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De�nition 2.2.3. Consider the ∗-algebra A := CK(X) oT Z. Let E be a nonempty clopen subset of X, and
let P be a partition of X\E. De�ne B := A(E,P) as the unital ∗-subalgebra of A generated by the partial
isometries χZ · t for Z ∈ P .

For example, inside B we can �nd all the characteristic functions χZ = (χZt)(χZt)
∗ ∈ B, together with the

element χX\Et =
∑
Z∈P χZt ∈ B which can be thought of as an approximation for t ∈ A.

Our �rst goal is to express B as a partial algebraic crossed product by a Z-action. Let B0 = CK(X) ∩ B
(that is, the set of elements of B that have degree 0 in t), which is a commutative ∗-subalgebra of B. We �rst
give a complete description of B0 in terms of characteristic functions.

Lemma 2.2.4. The ∗-algebra B0 is linearly spanned by 1 and the projections of the form

χT−r(Z−r)∩T−r+1(Z−r+1)∩···∩Z0∩T (Z1)∩···∩T s−1(Zs−1), (2.2.1)

where Z−r, ..., Z0, ..., Zs−1 ∈ P , and r, s ≥ 0.

Proof. Recall that for a clopen subset U of X, tχU t−1 = T (χU ) = χT (U). We have

(χZ0t)(χZ1t) · · · (χZs−1t)(χZs−1t)
∗ · · · (χZ0t)

∗ = χZ0∩T (Z1)∩···∩T s−1(Zs−1)

and
(χZ−1t)

∗ · · · (χZ−r t)∗(χZ−r t) · · · (χZ−1t) = χT−r(Z−r)∩···∩T−1(Z−1),

which shows that all the projections of the form (2.2.1) belong to B0.
Let F be the set of projections of the form (2.2.1) together with 0. Observe that the family F is closed

under products, for if we have two projections

χT−r(Z−r)∩T−r+1(Z−r+1)∩···∩Z0∩T (Z1)∩···∩T s−1(Zs−1), χT−r′ (Z−r′ )∩T−r
′+1(Z′−r′+1

)∩···∩Z′0∩T (Z′1)∩···∩T s′−1(Z′
s′−1

),

where Z−r, ..., Z0, ..., Zs−1, Z
′
−r′ , ..., Z

′
0, ..., Z

′
s′−1 ∈ P , and r, r′, s, s′ ≥ 0 with for example r > r′ and s > s′, its

product is given by

χT−r(Z−r)∩···∩T−r′ (Z−r′∩Z′−r′ )∩···∩(Z0∩Z′0)∩T (Z1∩Z′1)∩···∩T s′−1(Zs′−1∩Z′s′−1
)∩···∩T s−1(Zs−1).

Since P is a partition of X\E, it is again of the form (2.2.1) or zero. The other cases for di�erent r, r′, s, s′ are
similar.

Hence, to show the result, it is enough to prove that any product of generators a1 · · · an of degree 0 in t
is of the above form (here each ai is either of the form χZt or of the form (χZt)

∗ = t−1χZ , for Z ∈ P). An
immediate observation is that if a1 · · · an is of degree 0, then n must be even. We will proceed to show the
result by induction on n.

Clearly the result is true for n = 2, so assume n > 2 is even and that each product of at most n − 2
generators of degree 0 in t belongs to F . De�ne d(i) ∈ Z by d(i) = degt(a1 · · · ai). Suppose, for instance, that
d(1) = 1.

If there is r < n such that d(r) = 0, then since

0 = degt(a1 · · · an) = d(r) + degt(ar+1 · · · an) = degt(ar+1 · · · an),

we can use induction to conclude that the products a1 · · · ar and ar+1 · · · an belong to F , so since the set of
projections of the stated form is closed under products, we get the result.

Otherwise we must have d(r) > 0 for all r < n and since d(n) = 0 we must have that degt(an) = −1. Then
necessarily a1 = χZ1t and an = t−1χZ2 for some Z1, Z2 ∈ P , and thus

a1a2 · · · an−1an = χZ1(ta2 · · · an−1t
−1)χZ2 . (2.2.2)

By induction, the product a2 · · · an−1 belongs to F , and hence ta2 · · · an−1t
−1 either belongs to F or it is of

the form χT (Z′1)∩···∩T s−1(Z′s−1), for Z ′1, . . . , Z
′
s ∈ P . Therefore, the product (2.2.2) is zero if Z1 6= Z2 and, if

Z1 = Z2, it belongs to F . In either case, a1 · · · an belongs to F , as desired. The case where d(1) = −1 is
similar.

It then follows that B is the linear span of the given set of projections F . This concludes the proof of the
lemma.
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We now consider the structure of B as a partial algebraic crossed product by Z on B0. We claim that
we can write B =

⊕
i∈Z Biti, where Bi = χX\(E∪T (E)∪···∪T i−1(E))B0 and B−i = χX\(T−1(E)∪···∪T−i(E))B0 for

i > 0. Let's show this only for Bi with i > 0, being the other case analogous. Since an element of B is a linear
combination of products of generators a1 · · · an, being each aj either χZt or t−1χZ (Z ∈ P), it is enough to
show that if such a product has degree i in t, then it can be written as

a1 · · · an = bit
i, with bi ∈ B0 satisfying bi = χX\(E∪···∪T i−1(E))bi.

We will show this by induction on i > 0. For i = 1, take aj to be a generator such that degt(a1 · · · aj−1) = 0
and degt(a1 · · · aj−1aj) = 1. In this case aj = χZt for some Z ∈ P , and the products a1 · · · aj−1, aj+1 · · · an
both belong to B0, so

a1 · · · an = (a1 · · · aj−1)χZt(aj+1 · · · an) = (a1 · · · aj−1)(taj+1 · · · ant−1)χZ · χX\Et.

We observe that the claim is true in this case. Now assume that the result is true for i ≥ 1, and take a1 · · · an of
degree i+1 in t. As before, take aj to be a generator such that degt(a1 · · · aj−1) = i and degt(a1 · · · aj−1aj) = i+
1. In this case aj = χZt for some Z ∈ P , the product a1 · · · aj−1 is of the form bit

i with bi = χX\(E∪···∪T i−1(E))bi
by induction hypothesis, and aj+1 · · · an ∈ B0. We compute

a1 · · · an = (a1 · · · aj−1)χZt(aj+1 · · · an) = (bit
i)χZ · χX\Et(aj+1 · · · an)

= χX\(E∪···∪T i−1(E)∪T i(E)) · χT i(Z)bi(t
i+1aj+1 · · · ant−i−1)ti+1,

which is an element of the desired form. This concludes the induction, and the claim is proved.
Observe that if biti ∈ B then bi = χX\(E∪···∪T i−1(E))bi for i > 0 and bi = χX\(T−1(E)∪···∪T−i(E))bi for i < 0,

and so
bit

i = bi(χX\Et)
i, b−it

−i = b−i(t
−1χX\E)i for positive i.

In particular, it is true that Biti = B0(χX\Et)
i and B−it−i = B0(t−1χX\E)i for i > 0.

Observation 2.2.5. One needs to be careful with the term χX\Et because, although t is invertible with inverse
t−1 = t∗, this is not true for χX\Et. As a consequence, equalities like

(χX\Et)
i = (χX\Et)

i+j(χX\Et)
−j

are no longer true and even meaningful for i > j > 0. In the next lemma we summarize the basic arithmetics
that one can achieve with these powers.

From now on for i > 0, we will write (χX\Et)
−i for the element (t−1χX\E)i. We will also understand that

(χX\Et)
0 is 1.

Lemma 2.2.6. Fix i ≥ j ≥ 0. We have the following rules:

i) (χX\Et)
i = (χX\Et)

i−j(χX\Et)
j = (χX\Et)

j(χX\Et)
i−j.

ii) (χX\Et)
−i = (χX\Et)

−i+j(χX\Et)
−j = (χX\Et)

−j(χX\Et)
−i+j.

iii) (χX\Et)
i 6= (χX\Et)

i+j(χX\Et)
−j 6= (χX\Et)

−j(χX\Et)
i+j 6= (χX\Et)

i, but: we have the �rst equality
when multiplied (to the left) by the projection χX\(E∪···∪T i+j−1(E)); we have the second equality when mul-
tiplied (to the left) by the projection χX\(T−j(E)∪···∪T i+j−1(E)); we have the third equality when multiplied
(to the left) by the projection χX\(T−j(E)∪···∪T−1(E)).

iv) (χX\Et)
−i 6= (χX\Et)

−i−j(χX\Et)
j 6= (χX\Et)

j(χX\Et)
−i−j 6= (χX\Et)

−i, but: we have the �rst equality
when multiplied (to the right) by the projection χX\(T−j(E)∪···∪T−1(E)); we have the second equality when
multiplied (to the right) by the projection χX\(T−j(E)∪···∪T i+j−1(E)); we have the third equality when
multiplied (to the right) by the projection χX\(E∪···∪T i+j−1(E)).

The proof of Lemma 2.2.6 is purely computational, so we will not write it down. From now on, we will
make use of it without any further reference.

Note that each Bi,B−i is an ideal of B0. Let us de�ne the basic map of the partial action of Z on B0 as
conjugation by the approximation of t, χX\Et:

ϕ1 : B−1 → B1, ϕ1(b−1) = (χX\Et)b−1(χX\Et)
∗,
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which is a ∗-isomorphism between B−1 = χX\T−1(E)B0 and B1 = χX\EB0 with inverse given by conjugation
by (χX\Et)

−1 = t−1χX\E . Note that since b−1 ∈ B−1, b−1 = χX\T−1(E)b−1. In general for i 6= 0 we have a
∗-isomorphism ϕi from B−i onto Bi which is given by conjugation by (χX\Et)

i. Using these maps we build a
partial action ϕ of Z on B0, and we get the following result.

Proposition 2.2.7. There is a canonical ∗-isomorphism B0 oϕ Z ∼= B given by

Ψ: B0 oϕ Z→ B, Ψ
(∑
i∈Z

biδi
)

=
∑
i∈Z

bi(χX\Et)
i =

∑
i∈Z

bit
i,

where bi ∈ Bi for i ∈ Z. Recall that we are using the notation (χX\Et)
i = (t−1χX\E)−i for i < 0, and

(χX\Et)
0 = 1.

Proof. Routine. The only nontrivial thing may be to check that the products are preserved. The key observation
here is that the product biT i(bj) belongs to Bi+j for any integer values of i, j; this follows by a case-by-case
analysis using Lemma 2.2.6. After that, a direct computation shows that the products are indeed preserved
under Ψ:

Ψ((biδi)(bjδj)) = Ψ(ϕi(ϕ−i(bi)bj)δi+j) = ϕi(ϕ−i(bi)bj)(χX\Et)
i+j

= (χX\Et)
i(χX\Et)

−ibi(χX\Et)
ibj(χX\Et)

−i(χX\Et)
i+j

= biT
i(bj)(χX\Et)

i+j = biT
i(bj)t

i+j = Ψ(biδi)Ψ(bjδj).

From Proposition 2.2.7 we can deduce that we are approximating our crossed product ∗-algebra CK(X)oT Z
by a partial crossed product ∗-algebra B0 oϕ Z, where B0 is obtained from CK(X) by means of our nonempty
clopen set E and the partition P of the complement X\E.

We summarize in the next lemma the structure of the elements belonging to the ideals Bi, i ∈ Z, of B0.

Lemma 2.2.8. A nonzero element bi ∈ Bi (i ∈ Z) can be written as an orthogonal linear combination of
characteristic functions of nonempty sets of the following four di�erent types:

(I) T−N (Z−N ) ∩ · · · ∩ TM−1(ZM−1), with Zj ∈ P ;

(II) T−N (Z−N ) ∩ · · · ∩ T s−2(Zs−2) ∩ T s−1(E), for 0 ≤ s ≤M and Zj ∈ P ;

(III) T−r(E) ∩ T−r+1(Z−r+1) ∩ · · · ∩ TM−1(ZM−1), for 0 ≤ r ≤ N and Zj ∈ P ;

(IV ) T−r(E) ∩ T−r+1(Z−r+1) ∩ · · · ∩ T s−2(Zs−2) ∩ T s−1(E), for 0 ≤ r ≤ N, 0 ≤ s ≤M and Zj ∈ P ;

for some N,M ≥ 0, where if i < 0 then N ≥ −i and r ≥ −i in (III) and (IV), and if i > 0 then M ≥ i and
s ≥ i in (II) and (IV).

Proof. Due to Lemma 2.2.4, we can write a given bi ∈ Bi as a sum

bi = λ0 +
∑
S

λSχS

where the sets S are of the form (2.2.1), and λ0, λS ∈ K. Note that if i < 0 then we can take λ0 = 0 and all
the sets S as in (2.2.1) having r ≥ −i, and similarly if i > 0 we can take λ0 = 0 and all the sets S as in (2.2.1)
having s ≥ i.

Take N to be the maximum value of the r's while running through the sets S, and M to be the maximum
value of the s's. The idea is to expand the element 1 as an orthogonal sum of characteristic functions using
the partition P , namely by using the relation

1 = χE +
∑
Z∈P

χZ .

So for a �xed set S = T−r(Z−r) ∩ · · · ∩ T s−1(Zs−1) with 0 ≤ r < N , we can decompose its characteristic
functions as an orthogonal sum as follows:

χS = 1 · χS = χT−r−1(E)∩S +
∑
Z∈P

χT−r−1(Z−r−1)∩S .
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By further expanding the set T−r−1(E)∩S to the right, we will end up with a sum of terms of types (III) and
(IV); by expanding T−r−1(Z−r−1)∩S to both sides we will end up with a sum of terms of all types. Of course,
we discard the empty sets that appear in this process. Also, if one of the terms appearing in the expansion
of S coincides with another term appearing in the expansion of some other set S′, we simply collect them by
summing the corresponding coe�cients. Proceeding in this way, we will end up with an orthogonal sum of the
desired form.

2.2.1 A ∗-representation for B
We will assume for the rest of this section that µ is an ergodic T -invariant full probability measure on X. We
�rst apply the previous considerations given in Lemma 2.2.1 to the clopen set E, and we add into the picture
the partition P of X\E. That is, we consider the coarsest quasi-partition P of X such that

a) P ∪ {E} - P and {Y lk} - P , where {Y lk} is the quasi-partition introduced above in Lemma 2.2.1, and

b) if Z ∈ P and Z ⊆ Y 0
k for some k, then all its translates belong to the quasi-partition too, that is

T i(Z) ∈ P for every 1 ≤ i ≤ k − 1.

P can be obtained by re�ning, using P ∪{E}, the quasi-partition {Y lk}. It turns out that all the characteristic
functions χZ , with Z ∈ P , belong to B.

Lemma 2.2.9. The quasi-partition P above consists exactly of all the nonempty subsets of X of the form

W = E ∩ T−1(Z1) ∩ T−2(Z2) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E) (2.2.3)

for some k and some Z1, Z2, . . . , Zk−1 ∈ P and all its translates by T l, 0 ≤ l ≤ k − 1; that is, W consists on
the set of points x ∈ E such that T (x) ∈ Z1, T

2(x) ∈ Z2, ..., T
k−1(x) ∈ Zk−1 and T k(x) ∈ E again, so they

return to E for the �rst time after k iterations by T .

XEZ

Z ′

Z ′′W

T (W )
T2(W )

Tk−1(W )

T

T

· · ·T

T

Figure 2.2: A schematic for the quasi-partition P , consisting of the sets W and their
translates.

Moreover, each characteristic function χZ belongs to B for any Z ∈ P .

Proof. Let V denote the set of all the nonempty sets W of the form (2.2.3), and let P ′ be the family of all the
translates of all W ∈ V. For W = E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E) ∈ V we de�ne |W | = k, the
length of W . We will prove that P ′ = P . We �rst show:

(1) P ′ is a quasi-partition of X. Clearly, the sets in P ′ are mutually disjoint since P forms a partition of
X\E, and the nonempty sets of V form, for a �xed length k, a partition of Y 0

k = r−1
E ({k}). Indeed,⊔

W∈V
|W |=k

W =
⊔

Z1,...,Zk−1∈P
E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E)

= E ∩ (X\T−1(E)) ∩ · · · ∩ (X\T−k+1(E)) ∩ T−k(E) = Y 0
k .
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As a consequence, for a �xed 0 ≤ l ≤ k − 1, the T l-translates of the W ∈ V having length k form a
partition of Y lk = T l(Y 0

k ). Since the family {Y lk} forms a quasi-partition of X, this shows that P ′ is a
quasi-partition of X, because by Lemma 2.2.1,

⊔
k≥1

k−1⊔
l=0

⊔
W∈V
|W |=k

T l(W ) =
⊔
k≥1

k−1⊔
l=0

Y lk = Y (E).

(2) P ′ re�nes P ∪ {E} and the family {Y lk}. This is a direct consequence of part (1).

(3) For Z ∈ P ′ with Z ⊆ Y 0
k for some k, then T i(Z) ∈ P ′ for each 1 ≤ i ≤ k − 1. By construction, all the

sets Z ∈ P ′ with Z ⊆ Y 0
k for some k are theW ∈ V having length k. It is then clear that all its translates

T i(W ) ∈ P ′ for 1 ≤ i ≤ k − 1.

This shows that P - P ′. To show that P ′ - P , we only have to check that if Y ′ ⊆ Y 0
k is a nonempty clopen

set such that for each 1 ≤ i ≤ k − 1 the translate T i(Y ′) is contained in one of the sets of the partition P ,
then Y ′ ⊆ W for some W ∈ V. But this is clear, since if T i(Y ′) ⊆ Zi for i = 1, ..., k − 1 where Zi ∈ P , and
T k(Y ′) ⊆ E, then Y ′ ⊆ E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E). Hence P ′ = P .

We now check that χW belongs to B. First observe that χE = 1 − (χX\Et)(χX\Et)
∗ and χT−1(E) =

1 − (χX\Et)
∗(χX\Et) both belong to B. Now by Lemma 2.2.4, we have that χT−1(Z1)∩···∩T−k+1(Zk−1) ∈ B for

Z1, Z2, . . . , Zk−1 ∈ P . Therefore

χW = χE · χT−1(Z1)∩···∩T−k+1(Zk−1) · (t−1χX\E)k−1χT−1(E)(χX\Et)
k−1 ∈ B.

Also, for 1 ≤ l ≤ k − 1, observe that

(χX\Et)
lχW (t−1χX\E)l = χX\(E∪T (E)∪···∪T l−1(E)) · χT l(W ) = χT l(W ),

and so χT l(W ) ∈ B too.

Proposition 2.2.10. For each W ∈ V, we have ∗-isomorphisms

χWBχW ∼= K, BχWB ∼= M|W |(K).

Moreover, the element hW :=
∑|W |−1
l=0 χT l(W ) is a unit in the two-sided ideal BχWB, a central projection in

B, and
hWB ∼= M|W |(K).

In particular, χW is a minimal projection in B 4.

Proof. FixW ∈ V. We will prove a more general statement, that is χT l(W )BχT l(W )
∼= K for all 0 ≤ l ≤ |W |−1.

Write again B =
⊕

i∈Z Biti =
⊕

i∈Z B0(χX\Et)
i, so that χT l(W )BχT l(W ) =

⊕
i∈Z B0χT l(W )(χX\Et)

iχT l(W ).
For i > 0, note that

χT l(W )(χX\Et)
iχT l(W ) = χT l(W ) · χX\(E∪···∪T i−1(E))t

iχT l(W )

= χT l(W ) · χT l+i(W ) · χX\(E∪···∪T i−1(E))t
i

= χT l(W ) · χT l+i(W ) · χX\(E∪···∪T l+(i−1)(E))t
i = 0,

χT l(W )(t
−1χX\E)iχT l(W ) =

(
χT l(W )(χX\Et)

iχT l(W )

)∗
= 0.

Therefore χT l(W )BχT l(W ) = χT l(W )B0. Write now W = E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E) with
k = |W | and Z1, ..., Zk−1 ∈ P . By Lemma 2.2.4, B0 is linearly spanned by 1 and the projections of the form

p = χT−r(Z′−r)∩···∩Z′0∩T (Z′1)∩···∩T s−1(Z′s−1) with Z ′−r, ..., Z
′
s−1 ∈ P and r, s ≥ 0.

If s ≥ l, we directly compute p · χT l(W ) = 0 since χT l(Z′l)∩T l(W ) = 0. If 0 ≤ s < l,

p · χT l(W ) = χT−r(Z′−r)∩···∩Z′0∩···∩T s(Z′s) · χT l(E)∩T l−1(Z1)∩···∩T l−k+1(Zk−1)∩T l−k(E).

4For an idempotent e in a ring R, we say that e is minimal if the ideal eR is simple as a right R-module.
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This is 0 for r ≥ k− l, and for r < k− l, it can be either 0 or χT l(W ) again, since P forms a partition of X\E.
All these observations together imply that χT l(W )B0 = KχT l(W ), so χT l(W )BχT l(W ) = KχT l(W )

∼= K.
Now, by means of previous computations, it is straightforward to see that for general i, j ∈ Z, we have

(χX\Et)
iχW (t−1χX\E)j =

{
(χX\Et)

iχW (t−1χX\E)j for 0 ≤ i, j ≤ |W | − 1

0 otherwise
. (2.2.4)

We then consider
eij(W ) := (χX\Et)

iχW (t−1χX\E)j , 0 ≤ i, j ≤ |W | − 1.

Observe that ell(W ) = (χX\Et)
lχW (t−1χX\E)l = χT l(W ) for 0 ≤ l ≤ |W | − 1. We claim that the set

{eij(W )}0≤i,j≤|W |−1 is a complete system of matrix units for BχWB. Indeed, the de�ning relations for matrix
units are satis�ed:

eij(W )ekl(W ) = (χX\Et)
iχW (t−1χX\E)j(χX\Et)

kχW (t−1χX\E)l

= (χX\Et)
it−jχT j(W )∩Tk(W ) · χX\(E∪···∪Tmax{j,k}−1(E))t

k(t−1χX\E)l

= δj,k(χX\Et)
it−jχT j(W )t

j(t−1χX\E)l = δj,k(χX\Et)
iχW (t−1χX\E)l = δj,keil(W ),

and to prove that hW =
∑|W |−1
l=0 χT l(W ) =

∑|W |−1
l=0 ell(W ) is indeed a unit for BχWB, we �rst use (2.2.4) to

write

BχWB =
⊕
i,j∈Z
B0(χX\Et)

iχWB0(t−1χX\E)j =
⊕
i,j∈Z
B0(χX\Et)

iχW (t−1χX\E)j

=

|W |−1⊕
i,j≥0

B0eij(W ) =

|W |−1⊕
i,j≥0

(B0eii(W ))eij(W ) =

|W |−1⊕
i,j≥0

Keij(W )

where we have used that B0eii(W ) = Keii(W ). It is now clear that hW is a unit for BχWB. We thus get the
desired ∗-isomorphism by sending

BχWB →M|W |(K), eij(W ) 7→ eij (2.2.5)

where {eij}0≤i,j≤|W |−1 is a complete system of matrix units for M|W |(K).
For the second statement, since B =

⊕
i∈Z B0(χX\Et)

i, it is enough to show that hW commutes with all
the elements (χX\Et)

i for i ∈ Z. By applying the involution, we may assume without loss of generality that
i ≥ 1. By induction, we may further assume that i = 1. But for 0 ≤ l ≤ |W | − 1,

ell(W )·χX\Et = χT l(W ) · χX\Et

=

{
χX\Et · el−1,l−1(W ) if 1 ≤ l ≤ |W | − 1

0 otherwise
=

{
el,l−1(W ) if 1 ≤ l ≤ |W | − 1

0 otherwise
,

χX\Et · ell(W ) = (χX\Et)
l+1χW (t−1χX\E)l =

{
el+1,l(W ) if 0 ≤ l ≤ |W | − 2

0 otherwise
,

so by summing up over l and doing the change l+ 1 = l′, it is clear that hW ·χX\Et = χX\Et · hW . The result
follows.

For the last part, simply observe that the family {eij(W )}0≤i,j≤|W |−1 is also a complete system of matrix
units for the central factor hWB of B, so by [64, Theorem 17.5, see also Remark 17.6], there is an isomorphism
hWB ∼= M|W |(K) given by

hW b 7→
|W |−1∑
i,j=0

bijeij , with bij = e1i(W ) · b · ej1(W ) ∈ e11(W )Be11(W ) ∼= K

which is also a ∗-isomorphism. In fact, one should note that this ∗-isomorphism coincides with the ∗-
isomorphism given in (2.2.5), i.e. hWB = BχWB.

It is now straightforward to see that each χT l(W ) is a minimal projection in B.
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As a consequence of Proposition 2.2.10 we obtain a ∗-homomorphism from the algebra B into an in�nite
matrix product R := R(E,P) =

∏
W∈VM|W |(K) given by

π : B → R, π(b) = (hW · b)W .

We will show below that this homomorphism is injective, but for that we need a preliminary lemma.

Lemma 2.2.11. Suppose that b ∈ B0, b 6= 0 can be written as a �nite linear combination of the form

b =
∑
U∈U

λUχU ,

where the U ∈ U are nonempty disjoint clopen subsets of X, and λU ∈ K∗. Then there exists a W ∈ V such
that hW · b 6= 0.

Proof. Fix one U ∈ U . Since µ is a full measure, µ(U) > 0. Also by Lemma 2.2.9, the T -translates of elements
in V form a quasi-partition of X, so there exists a W ∈ V of length k ≥ 1 such that U ∩ T l(W ) 6= ∅ for some
0 ≤ l ≤ k − 1. But then

hW · χU∩T l(W )b = λUχU∩T l(W ) 6= 0.

It follows that hW · b 6= 0.

Before proving injectivity of π, we are �rst interested in computing some images of monomials biti of B
under π. So take biti (resp. b−jt−j) with bi ∈ Bi (resp. b−j ∈ B−j). By Lemma 2.2.4, we can write bi (resp.
bj) as a linear combination of characteristic functions of nonempty sets of the form

T s−1(Z ′s−1) ∩ T s−2(Z ′s−2) ∩ · · · ∩ Z ′0 ∩ T−1(Z ′−1) ∩ · · · ∩ T−r(Z ′−r), (2.2.6)

where r, s ≥ 0. So from now on we will assume that each bi (resp. bj) is the characteristic function of a set of
the form (2.2.6). Note that since bi = χX\(E∪T (E)∪···∪T i−1(E))bi (resp. b−j = χX\(T−1(E)∪···∪T−j(E))b−j), we
can (and will) assume, by expanding these sets if necessary, that s ≥ i (resp. r ≥ j).

De�nition 2.2.12. Assume that W is in standard form (2.2.3), i.e.

W = E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E)

for some k ≥ 1 and some Z1, ..., Zk−1 ∈ P . We say that a sequence (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) of elements of P

occurs in W if there exists l ≥ 0 such that

Zl+1 = Z ′s−1, Zl+2 = Z ′s−2, . . . , Zl+s = Z ′0, Zl+s+1 = Z ′−1, . . . , Zl+s+r = Z ′−r.

That is, if the sequence (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) occurs as a subsequence of (Z1, Z2, ..., Zk−1) displaced l po-

sitions to the right. In this case we say that l is an occurrence of (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) in W . Note that a

necessary condition for the sequence (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) to be an occurrence is that s+ r ≤ k − 1.

Observe that, by de�nition, if we let S = T s−1(Z ′s−1)∩ · · · ∩Z ′0 ∩ · · · ∩T−r(Z ′−r) be given by (2.2.6), then l
is an occurrence of (Z ′s−1, ..., Z

′
0, ..., Z

′
−r) in W if and only if s+ r ≤ k − 1 and T l+s(W ) ∩ S is nonempty, and

in this case necessarily T l+s(W ) ∩ S = T l+s(W ).

Lemma 2.2.13. Assume the above notation and that i, j ≥ 0. We have:

i) If bi = χS with S of the form (2.2.6), then hW · biti is nonzero if and only if (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r)

occurs in W , and in this case we have

hW · biti =
∑
l

el+s,l+s−i(W ),

where l ranges over the set of occurrences of (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) in W .

ii) Suppose that b−j = χS with S also given by (2.2.6). Then hW · b−jt−j is nonzero if and only if
(Z ′s−1, . . . , Z

′
0, . . . , Z

′
−r) occurs in W , and in this case we have

hW · b−jt−j =
∑
l

el+s,l+s+j(W ),

where l ranges over the set of occurrences of (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) in W .
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Observe that in any case the formula is valid, that is

hW · biti =
∑
l

el+s,l+s−i(W ) whenever i ∈ Z,

where l ranges over the set of occurrences of (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) in W .

Proof. i) This is a simple computation. Write bi = χS with S = T s−1(Z ′s−1) ∩ · · · ∩ Z ′0 ∩ · · · ∩ T−r(Z ′−r). We

compute hW · biti =
∑k−1
l=0 χT l(W )∩St

i. By the observation preceding the lemma this sum equals
∑
l χT l+s(W )t

i

where l ranges over the set of occurrences of (Z ′s−1, . . . , Z
′
0, . . . , Z

′
−r) in W . Since s ≥ i,

χT l+s(W )t
i = (χX\Et)

l+sχW (t−1χX\E)l+sti = tl+sχX\(T−1(E)∪···∪T−l−s(E)) · χW t−l−sti

= tl+sχX\(T−1(E)∪···∪T−l−s(E)) · χW · χX\(T−1(E)∪···∪T−l−s+i(E))t
−l−s+i

= (χX\Et)
l+sχW (t−1χX\E)l+s−i = el+s,l+s−i(W ).

The result follows from this computation. The proof of ii) is similar.

There are two relatively special elements inside B that we are interested in computing their images under
π for later use. These are the elements χE = 1 − (χX\Et)(χX\Et)

∗ and χT−1(E) = 1 − (χX\Et)
∗(χX\Et).

Their images under π are easy to compute: for W ∈ V, we have χW · χE = χW and χT l(W ) · χE = 0 for

1 ≤ l ≤ |W | − 1, so hW · χE =
∑|W |−1
l=0 χT l(W ) · χE = χW = e00(W ) and

π(χE) = (e00(W ))W .

Also χT l(W ) · χT−1(E) = 0 for 0 ≤ l ≤ |W | − 2 and χT |W |−1(W ) · χT−1(E) = χT |W |−1(W ), so hW · χT−1(E) =∑|W |−1
l=0 χT l(W ) · χT−1(E) = χT |W |−1(W ) = e|W |−1,|W |−1(W ) and

π(χT−1(E)) = (e|W |−1,|W |−1(W ))W .

Proposition 2.2.14. With the above hypothesis and notation, we have that the map π : B → R is injective.
Moreover, the socle of B is essential and coincides with the ideal generated by χW , for W ∈ V, that is

soc(B) =
⊕
W∈V
BχWB =

⊕
W∈V

hWB ∼=
⊕
W∈V

M|W |(K).

Proof. For injectivity, it is enough to show that the ideal
⊕

W∈V hWB is essential in B or, equivalently, that
for any nonzero element b ∈ B, we can always �nd a W ∈ V such that hW · b 6= 0. By writing b as a �nite sum

b =
m∑

i=−n
bi(χX\Et)

i =
m∑

i=−n
bit

i

with each bi ∈ Bi and b−n 6= 0 (where n ∈ Z), it is enough to show that there exists a W ∈ V such that
hW · b−n 6= 0. But this follows immediately from Lemmas 2.2.8 and 2.2.11. We obtain that π is injective, and
also that the ideal

⊕
W∈V hWB is essential in B.

Now since each χW is a minimal projection by Proposition 2.2.10, it follows that the ideal of B generated by
χW is contained in the socle of B. This says that

⊕
W∈V BχWB ⊆ soc(B). In particular, since hWB = BχWB

for any W ∈ V, this shows that soc(B) is essential in B, and from the general fact that the socle is contained in
any essential ideal ([64, Chapter 3, Exercise 6.12]), we conclude that

⊕
W∈V BχWB = soc(B), as required.

There are some terms biti which are special, in the sense that bi is exactly of the form χS , with

S = T i−1(Z ′i−1) ∩ T i−2(Z ′i−2) ∩ · · · ∩ Z ′0, (2.2.7)

that is s = i and r = 0 in (2.2.6), and moreover we ask that

E ∩ T−i(S) ∩ T−i−1(E) = E ∩ T−1(Z ′i−1) ∩ · · · ∩ T−i(Z ′0) ∩ T−i−1(E) 6= ∅.

The set of clopen subsets S of X of this form will be denoted by Wi.

37



Chapter 2. Sylvester rank functions on CK(X) oT Z and an embedding problem The Atiyah problem

Similarly, a term b−jt
−j is special in case it is of the form χS′ , with

S′ = T−1(Z ′−1) ∩ T−2(Z ′−2) ∩ · · · ∩ T−j(Z ′−j), (2.2.8)

that is r = j and s = 0 in (2.2.6), and moreover we ask that

E ∩ S′ ∩ T−j−1(E) = E ∩ T−1(Z ′−1) ∩ · · · ∩ T−j(Z ′−j) ∩ T−j−1(E) 6= ∅.

The set of clopen subsets S′ of X of this form will be denoted by W−j .
As a term of degree 0 in t we will consider χS0∪T−1(S1), where

S0 = E ∪
( ⋃

Z∈P
Z∩T−1(E) 6=∅

Z
)

and S1 = E ∪
( ⋃

Z∈P
T−1(Z)∩E 6=∅

Z
)
.

The corresponding clopen set S0 ∪ T−1(S1) forms a set denoted by W0.

Observation 2.2.15. It is clear that, for i ≥ 1, the set Wi is in bijection with the set of all W ∈ V having
length i+ 1, through the map

S 7→W (S) := E ∩ T−i(S) ∩ T−i−1(E).

The inverse map will be written as W 7→ S(W ), so that S(W (S)) = S and W (S(W )) = W .
Analogously, for j ≥, the same set of all W ∈ V having length j + 1 is in bijection with W−j through the

map
S′ 7→W (S′) := E ∩ S′ ∩ T−j−1(E).

Again, the inverse map will be also denoted by W 7→ S′(W ).
W0 contains only the clopen S0 ∪ T−1(S1) which, as a set, it is trivially in bijective correspondence with

the set consisting of the only clopen W ∈ V with length 1, namely W = E ∩ T−1(E), if nonempty. We will
continue using the previous notation, namely W 7→ S(W ) := S0 ∪ T−1(S1). Note that, by construction, the
element χS0∪T−1(S1) serves as a unit between the special terms, in the sense that

χS0∪T−1(S1) · χSti = χSt
i = χSt

i · χS0∪T−1(S1) and χS0∪T−1(S1) · χS′t−j = χS′t
−j = χS′t

−j · χS0∪T−1(S1),

for χS , χS′ special terms of degrees i, j ≥ 1, respectively.

The special terms are exactly detected by the representation π, as follows:

Lemma 2.2.16. With the previous notation,

i) Let bit
i = χSt

i be a special term, as in (2.2.7). Then hW · biti = ei,0(W ), where W = W (S). Moreover,
if W ′ 6= W is of length k for some k ≥ 0, then the component of ek−1,0(W ′) in hW ′ · biti is 0.

ii) Let b−jt
−j = χS′t

−j be a special term, as in (2.2.8). Then hW · b−jt−j = e0,j(W ), where W = W (S′).
Moreover, if W ′ 6= W is of length k for some k ≥ 0, then the component of e0,k−1(W ′) in hW ′ · b−jt−j
is 0.

iii) Let b0 = χS0∪T−1(S1) be the special term of degree 0. Then hW · b0 = e0,0(W ), where W = E ∩
T−1(E) in case being nonempty. Moreover, if W 6= E ∩ T−1(E), then the components of e0,0(W ) and
e|W |−1,|W |−1(W ) in hW · b0 are exactly 1.

Proof. We will only prove i), being the other ones analogous. Take W = W (S) = E ∩T−i(S)∩T−i−1(E), and
note that T l(W ) ∩ S = ∅ for 0 ≤ l ≤ i− 1. For l = i, it gives T i(W ) ∩ S = T i(W ). Hence

hW · biti =
i∑
l=0

χT l(W )∩St
i = χT i(W )t

i = (χX\Et)
iχW = ei,0(W ).

For the second part, it is enough to show that the product ek−1,k−1(W ′)
(
hW ′ · biti

)
e00(W ′) is zero. This is a

straightforward computation:

ek−1,k−1(W ′)
(
hW ′ · biti

)
e00(W ′) = χTk−1(W ′)

( k−1∑
l=0

χT l(W ′)∩St
i
)
χW ′ = χTk−1(W ′)∩T i(W ′)∩St

i.

ButW = E∩T−i(S)∩T−i−1(E), so T k−1(W ′)∩T i(W ′)∩S = (T k−1(W ′)∩T−1(E))∩ (T i(W ′)∩T i(E))∩S =
T k−1(W ′) ∩ T i(W ′ ∩W ) which is empty for W ′ 6= W . The result follows.
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2.3 Sylvester matrix rank functions on A and their relation with
measures on X

In this section we will make use of our previous construction given in De�nition 2.2.3 to give a more re�ned
approximation of our algebra A = CK(X) oT Z. This will enable us to construct, from our measure µ,
a Sylvester matrix rank function rkA on A, unique with respect to a speci�c condition implemented by µ
(Theorem 2.3.7 and Proposition 2.3.8). As these results show, the resulting Sylvester matrix rank function is
always faithful and extremal in the convex set P(A)5. In order for this to work, it is necessary to demand an
extra hypothesis to the space X: we need the condition that X be in�nite.

We will also analyze the converse relation, namely how a faithful, extremal Sylvester matrix rank function
rk on A can be used to construct an ergodic, full T -invariant probability measure on X.

2.3.1 Approximation algebras

Throughout this section, T will denote a homeomorphism of an in�nite, totally disconnected, compact metriz-
able space X, and µ will denote a full ergodic T -invariant Borel probability measure on X. Note that this
implies that µ is atomless, that is, µ({x}) = 0 for all x ∈ X. To see this, assume �rst that x ∈ X is not a
periodic point for T , and consider the Borel set B = {Tn(x)}n≥0. Then

1 ≥ µ(B) = µ
( ⊔
n≥0

{Tn(x)}
)

=
∑
n≥0

µ({Tn(x)}) =
∑
n≥0

µ({x}),

which implies µ({x}) = 0. Now if x is a periodic point for T of period n > 0, then B = {x, T (x), ..., Tn−1(x)}
is a T -invariant closed set, and so X\B is a T -invariant nonempty open set (since X is in�nite). By ergodicity,
and since µ is full, necessarily µ(X\B) = 1, and so

0 = µ(B) = µ({x}) + · · ·+ µ({Tn−1(x)}) = nµ({x}),

implying µ({x}) = 0, as claimed.
We now make our construction from Section 2.2.1 to depend on a point y ∈ X. We assume that {En}n≥1

is a decreasing sequence of clopen sets of X such that
⋂
n≥1En = {y}.

For each n ≥ 1, let Pn be a partition of X \En such that Pn+1 ∪ {En+1} is �ner than Pn ∪ {En}; so En is
the disjoint union of En+1 and some of the sets in Pn+1.

X

En

En+1

Z(n)

Z(n+1)

Z′
(n)

Z′
(n+1)

Z′′
(n)

Z′′
(n+1)

y

Figure 2.3: A schematic for the decreasing sequence {En}n and the partitions Pn of each
complement X\En.

Hypothesis 2.3.1. We require that
⋃
n≥1(Pn ∪ {En}) generates the topology of X.

Recalling Lemma 2.2.9, each quasi-partition Pn consists of all the T -translates of the nonempty subsets of
X of the form

W = En ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(En)

for some k ≥ 1 and some Z1, ..., Zk−1 ∈ Pn. We write Vn for the set of all the W ∈ Pn of the above form. We
thus have Pn = {T l(W ) |W ∈ Vn, 0 ≤ l ≤ |W | − 1} for all n, by Lemma 2.2.9.

5We refer the reader to Section 1.2 for the de�nition of P(A).
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In these conditions, it follows that the quasi-partition Pn+1 constructed from the partition Pn+1 ∪ {En+1}
is �ner than the quasi-partition Pn constructed from the partition Pn ∪ {En}. Indeed, let W ′ ∈ Vn+1 and
write it as

W ′ = En+1 ∩ T−1(Z ′1) ∩ · · · ∩ T−k+1(Z ′k−1) ∩ T−k(En+1) for Z ′1, ..., Z
′
k−1 ∈ Pn+1.

Since Pn+1 ∪ {En+1} is �ner than Pn ∪ {En}, there exist unique integers 1 ≤ k1 < · · · < kr < k and unique
elements Zj ∈ Pn for 1 ≤ j ≤ k − 1 such that

Z ′1 ⊆ Z1,

Z ′2 ⊆ Z2,

...

Z ′k1−1 ⊆ Zk1−1,

and Z ′k1
⊆ En;

Z ′k1+1 ⊆ Zk1+1,

Z ′k1+2 ⊆ Zk1+2,

...

Z ′k2−1 ⊆ Zk2−1,

and Z ′k2
⊆ En;

· · ·

Z ′kr+1 ⊆ Zkr+1,

Z ′kr+2 ⊆ Zkr+2,

...

Z ′k−1 ⊆ Zk−1.

Therefore

W ′ ⊆
(
En ∩ T−1(Z1) ∩ · · · ∩ T−k1+1(Zk1−1) ∩ T−k1(En)

)
∩ T−k1

(
En ∩ T−1(Zk1+1) ∩ · · · ∩ T−k2+k1+1(Zk2−1) ∩ T−k2+k1(En)

)
∩ · · ·

∩ T−kr
(
En ∩ T−1(Zkr+1) ∩ · · · ∩ T−k+kr+1(Zk−1) ∩ T−k+kr (En)

)
=W0 ∩ T−k1(W1) ∩ · · · ∩ T−kr (Wr),

(2.3.1)

where each Wi = En ∩T−1(Zki+1)∩ · · · ∩T−ki+1+ki+1(Zki+1−1)∩T−ki+1+ki(En) belongs to Vn, and that they
are not necessarily distinct. From here, it is clear that for 0 ≤ l ≤ k− 1, T l(W ′) is contained in some translate
of some Wi, and so Pn+1 is �ner than Pn.

In this way, we construct a sequence of approximating algebras An := A(En,Pn) such that An ⊆ An+1

given by the embeddings ιn(χZ · t) =
∑
Z′ χZ′ · t where the sum is over all the Z ′ ∈ Pn+1 contained in Z (since

Pn+1 is �ner than Pn, for a given Z ∈ Pn we can always �nd elements Z ′ ∈ Pn+1 whose union is Z up to a
µ-null set). By Proposition 2.2.14, we have embeddings πn : An → Rn where Rn =

∏
W∈VnM|W |(K), given

by πn(a) = (hW · a)W .
We build a generalized Bratteli diagram associated to such construction, such that each vertex receives a

�nite number of edges, and we can order this set of edges in the same way as for the case of an essentially
minimal homeomorphism, see for instance [48] for the latter. The only di�erence is that there are a possibly
in�nite number of vertices at each level, and that these vertices might emit in principle an in�nite number of
edges. This can be done as follows.

The vertices at the level n of this generalized Bratteli diagram are the sets W ∈ Vn, that is, the sets

W = En ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(En), (2.3.2)

where Z1, ..., Zk−1 ∈ Pn. There is an arrow from a vertex W ∈ Vn to a vertex W ′ ∈ Vn+1 if W appears as a
segment of the sequence corresponding to W ′; more precisely, if W equals to some Wi, being

W ′ ⊆W0 ∩ T−k1(W1) ∩ · · · ∩ T−kr (Wr)

as in (2.3.1). Equivalently, if W ′ ⊆ T−j′(W ) or even W ′ ∩ T−j′(W ) 6= ∅ for some 0 ≤ j′ < |W ′| − 1. If no such
j′ exists, then there are no arrows from W to W ′.

The edges ending at W ′ are linearly ordered according to the integers j′. Thus, the set of arrows W →W ′

is in bijective correspondence with the set J(W,W ′) = {0 ≤ j′ < |W ′|−1 |W ′ ⊆ T−j′(W )}. Clearly J(W,W ′)
is always a �nite set since W ′ has �nite length and the W are disjoint, and each W ′ receives at least one arrow.

An example of a diagram of this kind is as follows.
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En W1 W2 W3 W4 W5

En+1 W ′1 W ′2 W ′3 W ′4 W ′5 W ′6 W ′7

En+2 W ′′1 W ′′2 W ′′3

1 3 1 1 2
2 4 1 3

1
2
2

1 3 1

12 1
3 3 2 2

1
3
4

Here, the relations between the sets W,W ′ and W ′′ appearing are

W ′1 ⊆W1,

W ′2 ⊆W2 ∩ T−2(W3) ∩ T−5(W1) ∩ T−6(W3),

W ′3 ⊆W2,

W ′4 ⊆W3 ∩ T−3(W2) ∩ T−5(W3),

W ′5 ⊆W3 ∩ T−3(W4),

W ′6 ⊆W5 ∩ T−3(W3) ∩ T−6(W5),

W ′7 ⊆W5;

W ′′1 ⊆W ′3 ∩ T−2(W ′2) ∩ T−11(W ′5),

W ′′2 ⊆W ′1 ∩ T−1(W ′6) ∩ T−10(W ′4),

W ′′3 ⊆W ′7 ∩ T−3(W ′6) ∩ T−12(W ′7) ∩ T−15(W ′7).

The corresponding lengths of the cited W,W ′ and W ′′ are as follows:

|W1| = 1, |W2| = 2, |W3| = 3, |W4| = 4, |W5| = 3;

|W ′1| = 1, |W ′2| = 9, |W ′3| = 2, |W ′4| = 8, |W ′5| = 7, |W ′6| = 9, |W ′7| = 3;

|W ′′1 | = |W ′′2 | = |W ′′3 | = 18.

Proposition 2.3.2. Following the above notation, we can embed each Rn into Rn+1 via the construction of
the generalized Bratteli diagram just mentioned.

Proof. Recall that Rn =
∏
W∈VnM|W |(K), Rn+1 =

∏
W ′∈Vn+1

M|W ′|(K). Since each W ′ receives a �nite
number of arrows in the diagram, it will be su�cient to de�ne the connecting maps jn : Rn → Rn+1 on each
simple factor ϕW : M|W |(K)→ Rn+1, because in this case each jn will be de�ned as

jn : Rn → Rn+1, (aW )W 7→
∑
W

ϕW (aW ) (�nite sum on each W ′-component).

To get an insight of how we can de�ne each ϕW , we make an observation: since Pn+1 is a quasi-partition of

X, we can decompose our space X via X =
⊔
W ′∈Vn+1

⊔|W ′|−1
l=0 T l(W ′)6, so by intersecting with W one gets

W = W ∩X =
⊔

W ′∈Vn+1

|W ′|−1⊔
l=0

W ∩ T l(W ′) =
⊔

W ′∈Vn+1

⊔
j′∈J(W,W ′)

T j
′
(W ′) (2.3.3)

up to a set of measure 0, so that for a �xed W ′ ∈ Vn+1, hW ′ · χW =
∑
j′∈J(W,W ′) χT j′ (W ′).

We then de�ne ϕW to send e00(W ) to
(∑

j′∈J(W,W ′) ej′j′(W
′)
)
W ′

, and more generally, ϕW is given by the

block diagonal ∗-homomorphism

ϕW (eij(W )) :=
( ∑
j′∈J(W,W ′)

ei+j′,j+j′(W
′)
)
W ′
.

6This, of course, is true up to a set of measure zero.
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Pictorically, for a matrix M ∈M|W |(K),

ϕW (M)W ′ =


M 0

0
M

. . .
0 0

 ∈M|W ′|(K)

where we put M at each position j′ ∈ J(W,W ′). Since every W ∈ Vn always emits at least one arrow to
some W ′ ∈ Vn+1 (this is clear since the translates of the W ′ form a quasi-partition of X), the maps ϕW are
injective, and so jn is an embedding of ∗-algebras.

By construction, we obtain commutative diagrams

· · ·An
ιn //

πn

��

An+1
ιn //

πn+1

��

An+2 · · ·

πn+2

��

· · ·Rn
jn // Rn+1

jn+1
// Rn+2 · · ·

(2.3.4)

Set now R∞ = lim−→n
(Rn, jn) and A∞ = lim−→n

(An, ιn) =
⋃
n≥1An. Note that each Rn, being an in�nite

matrix product, is a regular ring (see Chapter 1, Section 1.2 for more information about regular rings), hence
so is its inductive limit R∞. Moreover, by the commutativity of the diagrams (2.3.4) and the fact that each
πn is injective, the algebra A∞ is obviously a ∗-subalgebra of R∞, through the limit map π∞ : A∞ → R∞.

A description of the algebra A∞ in terms of the crossed product is given as follows. For an open set U
of X, we denote by Cc,K(U) the ideal of CK(X) generated by the characteristic functions χV , where V is a
clopen subset of X such that V ⊆ U .

Lemma 2.3.3. Let Ay be the ∗-subalgebra of A = CK(X) oT Z generated by CK(X) and Cc,K(X\{y})t.
Then we have A∞ = Ay.

Proof. A∞ is generated, as a ∗-algebra, by 1 = χX ∈ A and the partial isometries χZt for every Z ∈
⋃
n≥1 Pn.

It is then clear that A∞ ⊆ Ay, because 1 = χX ∈ CK(X) and χZt ∈ Cc,K(X \ {y})t for every Z ∈
⋃
n≥1 Pn

since y ∈ En for all n ≥ 1.
For the other inclusion, we �rst check that Cc,K(X \ {y})t ⊆ A∞, so let C be a clopen subset of X such

that y /∈ C. Since C is closed and y /∈ C, there exists an index n0 ≥ 1 such that En0 ∩C = ∅, and so En∩C = ∅
for n ≥ n0 (because En ⊆ En0

for n ≥ n0). Since C is also open and
⋃
n≥n0

(Pn ∪{En}) generate the topology
of X, we can write C as a countable union C =

⋃
i≥1 Zi for Zi ∈

⋃
n≥n0

Pn. But C is also compact, so this
countable union is in fact �nite, and we can further assume without loss of generality that the Z ′is all belong
to the same PN , and thus are pairwise disjoint. Therefore C =

⊔s
i=1 Zi. But now we get that

χCt =
s∑
i=1

χZit ∈ AN ⊆ A∞.

This shows that Cc,K(X\{y})t ⊆ A∞. We next show that CK(X) ⊆ A∞. Indeed, if C is a clopen subset of
X and y /∈ C, then the above argument gives that χC = (χCt)(χCt)

∗ belongs to A∞. If y ∈ C then X\C is
a clopen set not containing y, so χX\C belongs to A∞. But then χC = 1 − χX\C ∈ A∞. This concludes the
proof.

Remark 2.3.4. An analogue of the algebra Ay appears in the theory of minimal Cantor systems, see e.g.
[87], [48], [37]. Let (X,ϕ) be a minimal Cantor system and take y ∈ X. In these papers, the C∗-subalgebra
Ay of the C∗-crossed product A = C(X) oϕ Z which is generated by C(X) and C(X \ {y})u, where u is the
canonical unitary in the crossed product implementing ϕ, is considered. It is shown that Ay is an AF-algebra7.

Although our algebra Ay is (in general) not ultramatricial, we have shown in Lemma 2.3.3 that Ay = A∞,
a direct limit of algebras An which are subalgebras of in�nite products of matrix algebras over K. This result
can be considered as a replacement of being just �nite products of full matrix algebras over K.

7A C∗-algebra is called an AF-algebra if it is an inductive limit of �nite-dimensional C∗-algebras.
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We may determine how big is the subalgebra Ay = A∞ inside the algebra A in some cases of interest,
namely in the case that our point y ∈ X is a periodic point for T . This is given in the next proposition.

Proposition 2.3.5. Let us assume the above notation. Suppose that y is a periodic point for T with period l.
Let I be the ideal of A generated by Cc,K(X\{y, T (y), . . . T l−1(y)}). Then:

(i) I is also an ideal of A∞, and we have ∗-algebra isomorphisms

A/I
∼=−→Ml(K[s, s−1]), A∞/I

∼=−→Ml(K).

(ii) There exists some M ≥ 0 such that for each n ≥ M there is exactly one Wn ∈ Vn of length l and
containing y, and such that the isomorphism hWn

An ∼= Ml(K) given during the proof of Proposition
2.2.10 coincides with the restriction of the projection map q : A∞ → A∞/I on hWn

An, that is the
following diagram commutes.

A∞
q
// A∞/I

∼=
��

hWn
An

∼= //
?�

OO

Ml(K)

(2.3.5)

Moreover, hW ∈ I for all W ∈ Vn, W 6= Wn, which means that hW is the zero matrix under the
composition A∞ → A∞/I ∼= Ml(K).

(iii) An/(I ∩An) ∼= A∞/I ∼= Ml(K) and (1− hWn)An = I ∩An for every n ≥M .

Proof. (i) It is clear that I ⊆ A∞ because the set X\{y, T (y), . . . , T l−1(y)} is an invariant open subset of
X and so all elements of I are of the form

∑n
i=−m fit

i where fi ∈ Cc,K(X\{y, T (y), . . . , T l−1(y)}) ⊆
CK(X) ⊆ Ay = A∞; hence if Ui denotes the support of fi, which is a clopen subset of X, then

fit
i = fi · χUiti = fi(χUit)(χT−1(Ui)t) · · · (χT−i+1(Ui)t) ∈ Ay = A∞.

De�ne a map Ψ: A→Ml(K[t, t−1]) by sending

f ∈ CK(X), f 7→


f(y) 0

f(T (y))
. . .

0 f(T l−1(y))

 , t 7→



0 0 t
t 0 0

. . .
. . .
. . . 0

0 t 0

 = u.

It can be veri�ed that uΨ(f)u−1 = Ψ(T (f)) by direct computation. It follows from the universal property
of the crossed product that there is a unique ∗-homomorphism Ψ : A→Ml(K[t, t−1]) extending the above
assignments. For an element fntn ∈ A with n ≥ 0 we have

Ψ(fnt
n) =



0n×(l−n)

fn(y)tn 0
. . .

0 fn(Tn−1(y))tn

fn(Tn(y))tn 0
. . .

0 fn(T l−1(y))tn
0(l−n)×n


where n denotes the unique integer 0 ≤ n ≤ l−1 such that n ≡ n modulo l. We can analogously compute
it for n < 0. In fact, for an arbitrary element x =

∑
n∈Z fnt

n ∈ A one can check that, for 0 ≤ i, j ≤ l−1,
the (i, j)-component of Ψ(x) is given by

(Ψ(x))i,j =
∑
n∈Z

fnl+(i−j)(T
i(y))tnl+(i−j) =

(∑
n∈Z

fnl+(i−j)(T
i(y))tnl

)
ti−j . (2.3.6)
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Observe that I ⊆ ker(Ψ) since every characteristic function χV , where V ⊆ X is a clopen subset of X
and y, T (y), ..., T l−1(y) /∈ V , vanishes over this set, and so Ψ(χV a) = 0 for any a ∈ A. Conversely, if
x =

∑
n∈Z fnt

n ∈ ker(Ψ), then for any 0 ≤ i, j ≤ l − 1

0 = (Ψ(x))i,j =
∑
n∈Z

fnl+(i−j)(T
i(y))tnl+(i−j),

which means that each function fn vanishes on the set {y, T (y), ..., T l−1(y)}, so fn ∈ I. Therefore x ∈ I.
It is clear that the image of Ψ is given by the subalgebra

Sl := {X ∈Ml(K[t, t−1]) | Xij ∈ K[tl, t−l]ti−j for all 0 ≤ i, j ≤ l − 1}.

That is, each entry is a polynomial in t, t−1 of the formXij = pij(t
l, t−l)ti−j , where pij(s, s−1) ∈ K[s, s−1].

We can construct a ∗-isomorphism between Sl and the ∗-algebra Ml(K[s, s−1]) by de�ning

Ψ : Sl →Ml(K[s, s−1]), X = (Xij) 7→ Y = (Yij) with Yij = pij(s, s
−1).

Putting everything together, we obtain a ∗-isomorphism A/I ∼= Sl ∼= Ml(K[s, s−1]), as desired.

Now, we restrict the map Ψ to A∞. Since I ⊆ A∞, the kernel of this restriction is again I, so we only
need to study its image. Take x =

∑
n∈Z fnt

n ∈ A∞, so x ∈ AN for some N ≥ 1. We see from the
restrictions of the coe�cients (see the paragraph just before Observation 2.2.5, also Lemma 2.3.3) that
fn = χX\(EN∪···∪Tn−1(EN ))fn and f−n = χX\(T−1(EN )∪···∪T−n(EN ))f−n for n ≥ 1, so by (2.3.6),

(Ψ(x))i,j = fi−j(T
i(y))ti−j .

It follows from this that the image of A∞ under the composition Ψ ◦Ψ is precisely Ml(K).

(ii) Take M ≥ 0 such that T (y), ..., T l−1(y) /∈ EM , so that T (y), ..., T l−1(y) /∈ En for n ≥M , since En ⊆ EM
in this case. From now on, �x n ≥ M . In this case, there are unique sets Z1, ..., Zl−1 ∈ Pn such that
T (y) ∈ Z1, ..., T

l−1(y) ∈ Zl−1. Take then

Wn := En ∩ T−1(Z1) ∩ · · · ∩ T−l+1(Zl−1) ∩ T−l(En),

which is nonempty since y ∈ Wn, and |Wn| = l. Note that Wn is the unique satisfying these properties,
because if there is another W ∈ Vn of length l of the form

W = En ∩ T−1(Z ′1) ∩ · · · ∩ T−l+1(Z ′l−1) ∩ T−l(En)

and containing y, then T (y) ∈ Z ′1, ..., T l−1(y) ∈ Z ′l−1, so by uniqueness Z ′i = Zi for 0 ≤ i ≤ l − 1, and
W = Wn.

In order to prove the commutativity of the diagram it is enough to prove that, for 0 ≤ i, j ≤ l − 1, the
elements eij(Wn) ∈ hWn

An ⊆ A∞ correspond to the matrix units eij under the composition A∞ →
A∞/I ∼= Ml(K). By (i), we have the following correspondences under Ψ:

(χX\Ent)
i 7→ ti(ei,0 + ei+1,1 + · · ·+ el−1,l−1−i),

(t−1χX\En)j 7→ t−j(e0,j + e1,j+1 + · · ·+ el−1−j,l−1),

χWn 7→ e00,

so that

eij(Wn) = (χX\Ent)
iχWn

(t−1χX\En)j
Ψ7−→ ti−jeij

Ψ7−→ eij

as we wanted to show. This proves the commutativity of the diagram (2.3.5). Therefore we obtain a
∗-isomorphism A∞/I ∼= hWn

An given by eij(Wn) + I 7→ eij(W ). For W ∈ Vn with W 6= Wn, the
idempotents hW and hWn

are orthogonal, and so hW is the zero matrix in hWn
An under the previous

∗-isomorphism. That means hW ∈ I, as required.
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(iii) Clearly 1− hWn ∈ An. Under A∞/I ∼= hWnAn ∼= Ml(K), the element (1− hWn) + I corresponds to the
zero matrix, so 1− hWn

∈ I too.

De�ne In = (1− hWn
)An. From the previous observation, In ⊆ I ∩An, and we aim to show the reverse

inclusion. Since hWn
is a central idempotent in An, we have a decomposition

An = (1− hWn)An ⊕ hWnAn = In ⊕ hWnAn

so hWn
An ∼= An/In through eij(Wn) 7→ eij(Wn) + In. Since In ⊆ I ∩An, by the modular law be have

I ∩An = I ∩ (In ⊕ hWnAn) = In ⊕ (hWnAn ∩ I).

Now, we also have a commutative diagram

An �
�

//

��

A∞

��

hWn
An

∼= // An/In // A∞/I, eij(Wn) 7→ eij(Wn) + In 7→ eij(Wn) + I.

(2.3.7)

But from (i), the composition hWn
An ∼= An/In → A∞/I, eij(Wn) 7→ eij(Wn) + I is already a ∗-

isomorphism. This has two consequences: �rst, An/In ∼= A∞/I canonically, and second, hWn
An ∩ I =

{0}, so In = I ∩An.

2.3.2 A rank function on A
We now study the possible rank functions that the ∗-algebras A∞, A can admit. To start this study, we �rst
concentrate our attention on the approximating algebras An and the embeddings of them into the in�nite
products of matrices πn : An ↪→ Rn already constructed.

We de�ne a rank function rkRn on Rn =
∏
W∈VnM|W |(K) by taking a concrete convex combination of the

normalized rank functions rk|W | = Rk
|W | on the matrix algebras M|W |(K)8. Namely, we take αW = |W |µ(W ),

where W ∈ Vn, and then we de�ne

rkRn(x) =
∑
W∈Vn

αW rk|W |(xW ) for x = (xW )W ∈ Rn.

Properties b), c) and d) of De�nition 1.2.2 are straightforward to check, rkRn(0) = 0 clearly, and for the property
rkRn(1) = 1 it is enough to observe that, due to Lemma 2.2.9, we have∑

W∈Vn

αW =
∑
k≥1

∑
W∈Vn
|W |=k

kµ(W ) = µ(X) = 1.

So rkRn is indeed a rank function on Rn, and a faithful one since αW 6= 0 for all W ∈ Vn. Moreover,
the embeddings jn : Rn → Rn+1 are rank-preserving. To show this, we only have to prove that µ(W ) =∑
W ′∈Vn+1

|J(W,W ′)|µ(W ′), since then for x ∈ Rn,

rkRn+1
(jn(x)) =

∑
W ′∈Vn+1

αW ′ rk|W ′|(jn(x)W ′) =
∑

W ′∈Vn+1

αW ′
( ∑
W∈Vn

rk|W ′|(ϕW (xW )W ′)
)

=
∑

W ′∈Vn+1

∑
W∈Vn

µ(W ′)|W ′| rk|W ′|(ϕW (xW )W ′) =
∑
W∈Vn

∑
W ′∈Vn+1

µ(W ′) Rk(ϕW (xW )W ′)

=
∑
W∈Vn

( ∑
W ′∈Vn+1

µ(W ′)|J(W,W ′)|
)

Rk(xW ) =
∑
W∈Vn

µ(W )|W | rk|W |(xW ) = rkRn(x).

But now suppose that W is as in (2.3.2). By virtue of (2.3.3), we can write

W =
⊔

W ′∈Vn+1

⊔
j′∈J(W,W ′)

T j
′
(W ′) up to a set of measure 0.

8Here Rk denotes the usual rank function of matrices M ∈M|W |(K).
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From this the above equality follows by invariance of µ:

µ(W ) =
∑

W ′∈Vn+1

∑
j′∈J(W,W ′)

µ(T j
′
(W ′)) =

∑
W ′∈Vn+1

|J(W,W ′)|µ(W ′).

With this, we can de�ne a faithful rank function over the inductive limit R∞ = lim−→(Rn, jn) by setting

rkR∞(x) = lim
n→∞

rkRn(xn) if x = lim−→
n

xn, xn ∈ Rn.
9

In the next lemma we show that we also have compatibility of our measure µ and this new rank function
de�ned over R∞.

Lemma 2.3.6. Let πn : An → Rn and π∞ : A∞ → R∞ be the canonical inclusions. Then:

i) The equality µ(Z) = rkRn(πn(χZ)) holds for all Z ∈ Pn ∪ {En}. Moreover,

ii) µ(U) = rkR∞(π∞(χU )) for all clopen subset U of X.

Proof. Let's prove the �rst formula. For Z = En, by the computation done after Lemma 2.2.13, πn(χEn) =
(e00(W ))W , so

rkRn(πn(χEn)) =
∑
W∈Vn

αW rk|W |(e00(W )) =
∑
W∈Vn

µ(W ) = µ
( ⊔
W∈Vn

W
)

= µ(En),

where we have used that the sets {W}W∈Vn forms a quasi-partition of En, see Lemma 2.2.9. For Z ∈ Pn, also
by Lemma 2.2.9 the set {Z ∩W}W∈Pn = {Z ∩ T l(W )} W∈Vn

0≤l≤|W |−1
is a quasi-partition of Z. Therefore if W is

as in (2.3.2), then hW · χZ =
∑
j:Zj=Z

ejj(W ), so

rkRn(πn(χZ)) =
∑
W∈Vn

αW rk|W |

( ∑
j:Zj=Z

ejj(W )
)

=
∑
W∈Vn

µ(W )|{j | Zj = Z}|

=
∑
W∈Vn

∑
j:Zj=Z

µ(T j(W ) ∩ Z) =
∑
W∈Vn

|W |−1∑
l=0

µ(T l(W ) ∩ Z)

= µ
( ⊔
W∈Vn

|W |−1⊔
l=0

T l(W ) ∩ Z
)

= µ(Z).

As a consequence, µ(Z) = rkR∞(π∞(χZ)) for all Z ∈
⋃
n≥1(Pn ∪ {En}). Since

⋃
n≥1(Pn ∪ {En}) generates

the topology of X, every clopen subset U of X can be written as a �nite (disjoint) union of elements of the
partitions Pn ∪ {En}, so we get that µ(U) = rkR∞(π∞(χU )).

Using this rank function we will de�ne rank functions over A∞,A. To this aim, we would like to embed
our whole algebra A inside R∞, but this is (in general) not possible. What we will do is to embed A inside
the rank completion Rrk of R∞ with respect to its rank function rkR∞ .

From now on we will not write down explicitly the maps πn, π∞ and jn, so we will identify

An �
�

//
� _

��

An+1� _

��

� � // An+2� _

��

� � // · · · �
�

// A∞� _

��

� � // A

Rn
� � // Rn+1

� � // Rn+2
� � // · · · �

�
// R∞

� � // Rrk

(2.3.8)

whenever convenient.

9In fact, for x ∈ Rn already, rkR∞ (jn,∞(x)) = rkRn (x) where jn,∞ denotes the canonical map Rn → R∞.
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Theorem 2.3.7. Let Rrk be the rank completion of the regular rank ring R∞ with respect to the rank function
rkR∞ . We denote by rkRrk

:= rkR∞ the rank function on Rrk extended from rkR∞
10. We then have an

embedding
A ↪→ Rrk

that induces a faithful Sylvester matrix rank function, denoted by rkA, on A. In turn, the natural inclusion
A∞ ⊆ A induces a faithful Sylvester matrix rank function, denoted by rkA∞ , on A∞.

Moreover, we have A∞
rkA∞ = ArkA

= Rrk.

Proof. The function rkR∞ is a faithful rank function on R∞, and in fact a faithful Sylvester matrix rank
function since R∞ is regular (and so it extends uniquely to matrices over R∞ of arbitrary size), so there is an
embedding of R∞ into its completion Rrk, which is a regular self-injective rkR∞ -complete ring (Proposition
1.2.4). This shows that A∞ ↪→ R∞ ⊆ Rrk, and we will simply identify A∞ ⊆ R∞ (so we will omit the map
π∞ for notational convenience). Now we show that there is a natural embedding of A into Rrk.

Observe that {χX\Ent}n∈N is a Cauchy sequence in Rrk, because for n ≥ m and using Lemma 2.3.6,

rkRrk
(χX\Ent− χX\Emt) ≤ rkRrk

(χEm\En) = µ(Em\En) ≤ µ(Em) −−−−→
m→∞

µ({y}) = 0.

Therefore, since Rrk is rkRrk
-complete, we may consider the element u := limn χX\Ent ∈ Rrk. It is an invertible

element inside Rrk with inverse limn t
−1χX\En , since

rkRrk
(1− (χX\Ent)(t

−1χX\En)) = rkRrk
(χEn) = µ(En) −−−−→

n→∞
0,

rkRrk
(1− (t−1χX\En)(χX\Ent)) = rkRrk

(χT−1(En)) = µ(T−1(En)) = µ(En) −−−−→
n→∞

0.

Moreover, the condition uχCu−1 = χT (C) = T (χC) is also satis�ed for every clopen subset C of X, and so we
get that ufu−1 = T (f) for every f ∈ CK(X). Indeed, in rank we have

rkRrk
(χT (C) − (χX\Ent)χC(t−1χX\En)) = rkRrk

(χT (C) − χT (C)χX\En) ≤ rkRrk
(χEn) = µ(En) −−−−→

n→∞
0

and so uχCu−1 = χT (C), as required. It follows from the universal property of the crossed product that there
is a unique homomorphism

Φ: A = CK(X) oT Z→ Rrk,
∑
i∈Z

fit
i 7→

∑
i∈Z

fiu
i for fi ∈ CK(X).

This map clearly extends the injective homomorphism A∞ ⊆ R∞ ⊆ Rrk. To show that it is injective, it su�ces
to check that a =

∑n
i=0 fiu

i is never 0 in Rrk whenever f0 6= 0 11 and all fi ∈ CK(X). But if f0 6= 0, and C
denotes the support of f0, taking s big enough so that nµ(Es) < µ(C), we have

rkRrk
(χX\(Es∪···∪Tn−1(Es)) · χC) = µ(X \ (Es ∪ · · · ∪ Tn−1(Es) ∪ Cc))

= 1− µ(Es ∪ · · · ∪ Tn−1(Es) ∪ Cc)
≥ 1− (µ(Es) + · · ·+ µ(Tn−1(Es)) + µ(Cc)) = µ(C)− nµ(Es) > 0

hence χX\(Es∪···∪Tn−1(Es))f0 = χX\(Es∪···∪Tn−1(Es)) · χCf0 6= 0, and moreover

χX\(Es∪···∪Tn−1(Es))

( n∑
i=0

fiu
i
)

=
n∑
i=0

(χX\(Es∪···∪Tn−1(Es))fi)(χX\Est)
i ∈ As ⊆ A∞,

and this is nonzero because the map A∞ ⊆ R∞ ⊆ Rrk is injective.
We thus get the inclusions A∞ ⊆ A ⊆ Rrk, where we identify u with t. Clearly rkRrk

induce faithful
Sylvester matrix rank functions, given by restriction, on either A∞ and A.

Note that for each n ≥ 1, An is dense in Rn with respect to the rkRn-metric, because by Proposition 2.2.14,
soc(An) =

⊕
W∈VnM|W |(K), which is dense in Rn =

∏
W∈VnM|W |(K). To see this, note that for an element

10See Section 1.2, speci�cally the paragraph preceding Proposition 1.2.4.
11We can reduce to this case by multiplying to the right the element a by a suitable power of u.
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x ∈ Rn, we can consider the sequence of elements {xk}k≥1 de�ned by xk =
(∑

W∈Vn
|W |≤k

hW

)
x ∈ soc(An). A

simple computation, using Lemmas 2.3.6 and 2.2.1, gives

rkRn(x− xk) ≤ rkRn

(
1−

∑
W∈Vn
|W |≤k

hW

)
= rkRn

(
χX −

∑
W∈Vn
|W |≤k

|W |−1∑
l=0

χT l(W )

)
=

= µ
( ⊔
W∈Vn
|W |>k

|W |−1⊔
l=0

T l(W )
)

=
∑
W∈Vn
|W |>k

|W |µ(W ) −−−−→
k→∞

0,

so xk
k→ x in rank. It follows that A∞ is dense in R∞, and hence in Rrk with respect to the rkRrk

-metric, so

we also get that A∞
rkA∞ = ArkA

= Rrk.

It follows that the rank function rkRrk
on Rrk restricts to a faithful Sylvester matrix rank function on A

such that rkA(χU ) = µ(U) for each clopen subset U of X (2.3.6). We now investigate the uniqueness of this
rank function, �rst over R∞ and then over A itself, in the next proposition.

Proposition 2.3.8. Following the above notation,

(i) the rank function rkR∞ is a faithful Sylvester matrix rank function on R∞, and it is uniquely determined
by the following property: for every clopen subset U of X, rkR∞(π∞(χU )) = µ(U).

(ii) the rank function rkA from Theorem 2.3.7 is a faithful Sylvester matrix rank function on A, and it is
uniquely determined by the same property as in (i), that is, for every clopen subset U of X, rkA(χU ) =
µ(U).

Moreover, rkR∞ ∈ ∂eP(R∞) and rkA ∈ ∂eP(A)12.

Proof. We �rst prove (i). As we have already mentioned in the proof of Theorem 2.3.7, rkR∞ is a faithful
Sylvester matrix rank function on R∞ because of regularity of the ring. Hence to prove uniqueness of the
Sylvester matrix rank function it su�ces to check that if N is another Sylvester matrix rank function on R∞
satisfying the required compatibility of the measure, then the restriction of N to R∞ is rkR∞ .

Since R∞ = lim−→n
Rn, given n ≥ 1 we consider the restriction Nn of N to Rn, which is a pseudo-rank

function on Rn, so that N = limnNn. Since Rn =
∏
W∈VnM|W |(K), the restriction of Nn on each simple

factor M|W |(K), denoted by Nn|W is an unnormalized pseudo-rank function on M|W |(K) for each W ∈ Vn.
Since there exists a unique normalized (pseudo-)rank function onM|W |(K) (which we denoted by rk|W |), there
must exists a positive constant βW such that Nn|W = βW rk|W |. More generally, consider any �nite subset

S ⊆ {W ∈ Vn}. Then
(∑

W∈S hW

)
Rn =

⊕
W∈SM|W |(K). Take the restriction of Nn to

⊕
W∈SM|W |(K),

Nn|S , which turns out to be again an unnormalized pseudo-rank function on
⊕

W∈SM|W |(K). Hence it can
be written as a combination of the unique normalized rank functions on each simple factor M|W |(K), i.e.

Nn|S =
∑
W∈S

βW rk|W | for some βW ≥ 0 satisfying
∑
W∈S

βS =
∑
W∈S

Nn(hW ).

For a �xed W ′ ∈ S, we would like to compute the factor βW ′ . To this aim, consider the element x = (xW )W ∈⊕
W∈SM|W |(K) given by xW = δW,W ′hW ′ . Then

βW ′ = Nn|S(x) = Nn

(( ∑
W∈S

hW

)
x
)

= Nn(hW ′) = αW ′ .

We have used the required compatibility property of the measures to compute each Nn(hW ′), as follows:

Nn(hW ′) = Nn

( |W ′|−1∑
j=0

ejj(W
′)
)

= |W ′|Nn(e00(W ′)) = |W ′|Nn(χW ′) = |W ′|µ(W ′) = αW ′ .

12For a compact convex set ∆, the notation ∂e∆ refers to the set of extreme points of ∆.
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Finally, for an arbitrary element x ∈ Rn, we compute

Nn

(( ∑
W∈S

hW

)
x
)

= Nn|S
(( ∑

W∈S
hW

)
x
)

=
∑
W∈S

αW rk|W |(xW ) = rkRn

(( ∑
W∈S

hW

)
x
)
.

This says that Nn and rkRn coincide on
⊕

W∈SM|W |(K).
Now �x k ≥ 1, and consider the �nite set Sk = {W ∈ Vn | |W | ≤ k}. For x ∈ Rn, we have the estimate

|Nn(x)− rkRn(x)| ≤
∣∣∣Nn(x)−Nn

(( ∑
W∈Sk

hW

)
x
)∣∣∣+

∣∣∣ rkRn

(( ∑
W∈Sk

hW

)
x
)
− rkRn(x)

∣∣∣
≤ Nn

(
1−

∑
W∈Sk

hW

)
+ rkRn

(
1−

∑
W∈Sk

hW

)

= Nn

(
χX −

∑
W∈Sk

|W |−1∑
l=0

χT l(W )

)
+ rkRn

(
χX −

∑
W∈Sk

|W |−1∑
l=0

χT l(W )

)

= 2µ
( ⊔
W∈Vn
|W |>k

|W |−1⊔
l=0

T l(W )
)

= 2
∑
W∈Vn
|W |>k

|W |µ(W ) −−−−→
k→∞

0,

where we have used part (i) of Proposition 1.2.10 for the second inequality, and the limit tends to zero by
Lemma 2.2.1. Therefore Nn = rkRn for all n ≥ 1, and so N = limnNn = limn rkRn = rkR∞ .

(ii) Let N be a Sylvester matrix rank function on A such that N(χU ) = µ(U) for every clopen subset U of
X. We �rst check that the restriction Nn of N on An equals the restriction rkAn of rkA on An. Since for any
�nite subset S ⊆ {W ∈ Vn} we have the identi�cation

(∑
W∈S hW

)
An =

⊕
W∈S hWAn ∼=

⊕
W∈SM|W |(K),

it follows from the same arguments as in (i) that Nn(a) = rkAn(a) for every a ∈ An, and so the restriction
N∞ of N on A∞ coincides with rkA∞ .

Now, to show that N = rkA on A, it su�ces to check that for each algebra generator a of A and for each
ε > 0 there is b ∈ A∞ such that N(a−b) < ε

2 and rkA(a−b) < ε
2 , since in this case we would have the estimate

|N(a)− rkA(a)| ≤ |N(a)−N(b)|+ | rkA(a)− rkA(b)| ≤ N(a− b) + rkA(a− b) < ε

for all ε > 0, by using again part (i) of Proposition 1.2.10 for the second inequality, and consequently N = rkA
on A. This is clear for a ∈ CK(X) since CK(X) ⊆ A∞, and it is also clear for t, because χX\Ent ∈ An and

N(t− χX\Ent) ≤ N(χEn) = µ(En) −−−−→
n→∞

0, rkA(t− χX\Ent) ≤ rkA(χEn) = µ(En) −−−−→
n→∞

0.

To show that N and rkA coincide on matrices over A, consider a concrete matrix algebra Ml(A). The same
argument as above works exactly the same in this case, we sketch it for convenience. For a �nite subset
S ⊆ {W ∈ Vn}, consider the element

HS =


∑
W∈S hW

. . .
l ∑

W∈S hW

 ∈Ml(A)

We have the identi�cation HS ·Ml(An) = Ml

((∑
W∈S hW

)
An
)
∼=
⊕

W∈SMl(hWAn) ∼=
⊕

W∈SMl(K) ⊗
M|W |(K), so the restriction of N on Ml(An) coincides with the restriction of rkA on Ml(An), and hence they
coincide on Ml(A∞) = lim−→n

Ml(An). As before, to show that N = rkA on Ml(A), we only need to check that
for each algebra generator A of Ml(A) and for each ε > 0 there is B ∈Ml(A∞) such that N(A−B) < ε

2 and
rkA(A−B) < ε

2 . This is clear for a ∈Ml(CK(X)) since CK(X) ⊆ A∞, and it is also clear for t · Idl, because
χX\Ent · Idl ∈Ml(An) and

N(t · Idl − χX\Ent · Idl) ≤ l ·N(χEn) = l · µ(En) −−−−→
n→∞

0,

rkA(t · Idl − χX\Ent · Idl) ≤ l · rkA(χEn) = l · µ(En) −−−−→
n→∞

0.
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Let's show that rkA is extremal. Suppose we have a convex combination rkA = αN1 + βN2, where N1 and
N2 are Sylvester matrix rank functions on A. Assume that α 6= 0, 1. We �rst show that each Sylvester matrix
rank function Ni induces a T -invariant probability measure µi on X. For this, we will use an argument similar
to the one given in [90, Lemma 5.1]. We de�ne premeasures µi over the algebra of clopen sets K of X, by the
rule

µi : K→ [0, 1], µi(U) = N i(χU ).

Indeed, µi(∅) = Ni(0) = 0, and if {Un}n≥1 is a sequence of disjoint clopen sets of X such that its union U is
also clopen, then U is compact, and therefore it can be written as U = Un1

t · · · t Unm for some clopen Uni ,
and

µi(U) = Ni(χU ) =
m∑
i=1

Ni(χUni ) =
∑
n≥1

µi(Un).

So each µi is a premeasure, and by [34, Theorem 1.14] they can be uniquely extended to measures µi on the
Borel σ-algebra of X, and it is straightforward to show that each µi is a T -invariant probability measure on
X.

Now, we necessarily have the equality µ = αµ1 + βµ2 since

µ(U) = rkRrk
(χU ) = αN1(χU ) + βN2(χU ) = αµ1(U) + βµ2(U) for every U ∈ K.

Since µ is extremal ([85, Theorem 2.8]) and α 6= 0, 1, we obtain that µ1 = µ2 = µ. This says that Ni are
Sylvester matrix rank functions on A satisfying Ni(χU ) = µi(U) = µ(U) for each U ∈ K. By the uniqueness
property of part (ii), we get that Ni = rkA. It follows that rkA is extremal.

To show that rkR∞ is extremal, suppose again that we have a convex combination rkR∞ = αN1 + βN2,
where N1 and N2 are pseudo-rank functions on R∞. Assume that α 6= 0, 1. Then it is clear that each Ni
is continuous with respect to rkR∞ , denoted by Ni << rkR∞ , in the sense of [39, De�nition on page 287],
and therefore by [39, Proposition 19.12], Ni extend to continuous pseudo-rank functions N i on Rrk such that
rkRrk

= αN1 + βN2. Since we have an identi�cation A ⊆ Rrk given by Theorem 2.3.7, the argument above
can be used to show that rkR∞ ∈ ∂eP(R∞).

We can exactly compute the rank completion Rrk of R∞ (and of A): it is the well-known von Neumann
continuous factor MK , which is de�ned as the completion of lim−→n

M2n(K) with respect to its unique rank
function (see Example 1.2.8.2) or Chapter 4 for details). Moreover, when the involution ∗ on K is positive
de�nite, we can deduce from Theorem 4.4.6 that there is a ∗-isomorphism between Rrk and MK , where the
latter has the involution induced from the ∗-transpose involution on each matrix algebra M2n(K). The above
of course applies when K is a sub�eld of C which is invariant under complex conjugation. This generalizes a
result of Elek [29].

Theorem 2.3.9. There is an isomorphism of algebras Rrk
∼=MK , the von Neumann continuous factor over

K. Moreover, if (K, ∗) is a �eld with positive de�nite involution, then Rrk is a ∗-regular ring in a natural way,
and Rrk

∼=MK as ∗-algebras over K.

Proof. Since rkR∞ is extremal (Proposition 2.3.8), it follows from [39, Theorem 19.14] that Rrk = R∞
rkR∞

is a simple ring. So Rrk is a continuous factor in the sense of De�nition 4.2.1, that is, a simple, (right and
left) self-injective regular ring of type IIf . Moreover, there is a countably dimensional dense subalgebra of
Rrk, namely A, and clearly condition (3) in Theorem 4.2.2 is satis�ed (because it is satis�ed for the dense
subalgebra R∞ of Rrk). It follows that Rrk

∼=MK , the von Neumann continuous factor.
Now assume that (K, ∗) is a �eld with positive de�nite involution. Then each Rn =

∏
W∈VnM|W |(K)

is a ∗-regular ring, where each factor M|W |(K) of Rn has the ∗-transpose involution, and the connecting
maps jn : Rn → Rn+1 are given by block-diagonal maps (see Proposition 2.3.2), so in particular are ∗-
homomorphisms. Therefore R∞ is a ∗-regular ring, and by [45, Proposition 1], the completion Rrk of R∞
is also a ∗-regular ring. One can easily show that A sits inside Rrk as a ∗-subalgebra, i.e. that the homomor-
phism de�ned in the proof of Proposition 2.3.7

Φ : A ↪→ Rrk,
∑
i∈Z

fit
i 7→

∑
i∈Z

fiu
i

preserves the involution.
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Now the local condition (3) in Theorem 4.4.6 is actually somewhat more di�cult to check in this case.
Given positive integers n, k, if we de�ne Sk = {W ∈ Vn | |W | ≤ k}, we have the estimate

rkRrk

(
1−

∑
W∈Sk

hW

)
=
∑
W∈Vn
|W |>k

|W |µ(W ) −−−−→
k→∞

0

as we have showed in the proof of Proposition 2.3.8. Therefore there exists kn such that rkRrk
(1−Hn) < 1

2n ,
being Hn the projection

∑
W∈Skn

hW ∈ Rn. We approximate R∞ by the unital ∗-subalgebras

R′n := HnRn ⊕ (1−Hn)K.

Since HnRn =
(∑

W∈Skn
hW

)
Rn
∼=
⊕

W∈Skn
M|W |(K), these algebras are ∗-isomorphic to standard ma-

tricial ∗-algebras. Although the sequence of projections (jn,∞(Hn)) is not increasing, there are unital ∗-
homomorphisms j′n,m : R′n → R′m for n ≤ m, de�ned by

j′n,m(Hnx+ (1−Hn)λ) = Hm · jn,m(Hnx+ (1−Hn)λ) + (1−Hm)λ,

for x ∈ Rn and λ ∈ K. Here jn,m : Rn → Rm is the natural ∗-homomorphism. Moreover, since each jn,m
is given by block-diagonal maps, so are the j′n,m. Observe that (R′n, j

′
n,n+1) is not a directed system, but for

z = Hnx+ (1−Hn)λ ∈ R′n and all m ≥ n, we have the estimate

rkRm(jn,m(z)− j′n,m(z)) = rkRm((1−Hm)jn,m(z)− (1−Hm)λ) ≤ rkRm(1−Hm) <
1

2m
.

Consequently, the proof of the implication (2) =⇒ (3) in Theorem 4.4.6 can be adapted to the present setting,

and we obtain that condition (3) in Theorem 4.4.6 holds. This theorem then gives that Rrk = R∞
rkR∞ is

∗-isomorphic toMK , as desired.

Theorem 2.3.7 and Proposition 2.3.8 state that, given an ergodic, full and T -invariant probability measure
µ on X, one can construct an extremal faithful Sylvester matrix rank function rkA on A, unique with respect
to the property that

rkA(χU ) = µ(U) for every clopen subset U of X.

In the next proposition we prove that the converse of this construction can also be made.

Proposition 2.3.10. Let rk be an extremal faithful Sylvester matrix rank function on A. Then there exists
an ergodic, full and T -invariant probability measure µrk on X, uniquely determined by the property that

µrk(U) = rk(χU ) for every clopen subset U of X.

Proof. It is clear that rk induces a �nitely additive probability measure on the algebra of clopen subsets of X
by the rule

µrk(U) = rk(χU ) for every clopen subset U of X,

which, by the same argument as in the proof of Proposition 2.3.8, can be uniquely extended to a Borel
probability measure µrk on X. It is clearly T -invariant since, for U ⊆ X a clopen set,

µrk(T (U)) = rk(χT (U)) = rk(tχU t
−1) = rk(χU ) = µrk(U).

By [91, Theorem 2.18], µrk is regular. We now show that µrk is an ergodic measure. Suppose that it is not
ergodic. Then there is a Borel subset B of X such that α := µrk(B) ∈ (0, 1). By regularity of the measure,
and since the clopen subsets of X form a basis for the topology, there are nonempty clopen subsets {Ui}i≥1 in
X such that µrk(B4Ui) < 1

2i for all i ≥ 1. In particular each µrk(B\Ui), µrk(Ui\B) < 1
2i , and

lim
i→∞

µrk(Ui) = lim
i→∞

(
µrk(Ui\B)+µrk(Ui∩B)

)
= lim
i→∞

µrk(Ui∩B) = lim
i→∞

(
µrk(Ui∩B)+µrk(B\Ui)

)
= µrk(B).

We then de�ne

N1(M) = α−1 lim
i→∞

rk(χUiM) and N2(M) = (1− α)−1 lim
i→∞

rk(χX\UiM)
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for every matrix M over A. Note that

N1(1) = α−1 lim
i→∞

rk(χUi) = α−1 lim
i→∞

µrk(Ui) = 1,

N2(1) = (1− α)−1 lim
i→∞

rk(χX\Ui) = (1− α)−1 lim
i→∞

µrk(X\Ui) = 1,

and since rk is a Sylvester matrix rank function, it is straightforward to check that each Ni satis�es properties
b), c) and d) of De�nition 1.2.9 for being Sylvester matrix rank functions. To see that they are distinct Sylvester
matrix rank functions, take j ≥ 1 such that µ(B4Uj) < 1

2min{α, 1− α}; then

N1(χUj ) = α−1 lim
i→∞

µ(Ui ∩ Uj) = α−1 lim
i→∞

µ(Ui ∩ Uj ∩B) = α−1µ(Uj ∩B) = α−1(µ(B)− µ(B\Uj)) >
1

2
,

N2(χUj ) = (1−α)−1 lim
i→∞

µ((X\Ui)∩Uj) = (1−α)−1 lim
i→∞

µ((X\B)∩ (X\Ui)∩Uj) ≤ (1−α)−1µ(B\Uj) <
1

2
.

Since rk = αN1 + (1− α)N2, this contradicts the fact that rk is extremal in P(A).
For the fullness of the measure, suppose that V is a nonempty open subset of X such that µrk(V ) = 0. We

can �nd a nonempty clopen subset U ⊆ V , so in particular rk(χU ) = µrk(U) ≤ µrk(V ) = 0; this contradicts
the fact that rk is faithful.

2.3.3 The space P(A)

In this section we obtain some results on the structure of the compact convex set P(A) of Sylvester matrix rank
functions on A. Recall that A = CK(X) oT Z with T a homeomorphism of a totally disconnected, metric,
compact space X, not necessarily in�nite throughout this section.

Let R be a unital ring. Following [52], we denote by Preg(R) the set of all Sylvester matrix rank functions
rk on R that are induced by some regular ring, that is, rk ∈ Preg(R) if and only if there is a regular rank ring
(S, rkS) and a ring homomorphism ϕ : R→ S such that rk(A) = rkS(ϕ(A)) for every matrix A over R.

We �rst investigate the relation between Sylvester matrix rank functions on CK(X) and Borel probability
measures on X.

Lemma 2.3.11. There is a natural identi�cation P(CK(X)) = M(X), where M(X) denotes the compact
convex set of probability measures on X. Under this identi�cation, the set MZ(X) of T -invariant probability
measures corresponds to the set PZ(CK(X)) of T -invariant Sylvester matrix rank functions on CK(X).

Proof. Note that R = CK(X) is a commutative von Neumann regular ring for each �eld K. Hence the set
P(R) coincides with the set of pseudo-rank functions on R (see Section 1.2 for the de�nition and properties of
pseudo-rank functions on regular rings). Now it is clear that a pseudo-rank function rk on R induces a �nitely
additive probability measure on the algebra of clopen subsets of X by the rule

µrk(U) = rk(χU ) for every clopen subset U of X,

which by the same argument as in the proof of Proposition 2.3.8, can be uniquely extended to a Borel probability
measure µrk on X.

Conversely, any Borel probability measure µ induces a pseudo-rank function rkµ on R, as follows. As we
have already observed at the beginning of Section 2.2 after Lemma 2.2.1, each element a ∈ R can be written
in the form a =

∑n
i=1 λiχUi , where λi ∈ K and {Ui} forms a partition of X, where each Ui is a clopen subset

of X. We de�ne
rkµ(a) =

∑
i:λi 6=0

µ(Ui).

Let's check that it is indeed a pseudo-rank function on R. Clearly rkµ(0) = 0 and rkµ(1) = 1. If a =∑n
i=1 λiχUi , b =

∑m
j=1 ηjχVj with {Ui}, {Vj} partitions of X consisting of clopen sets, and λi, ηj ∈ K, then

ab =
∑
i,j λiηjχUi∩Vj , and so

rkµ(ab) =
∑
i:λi 6=0

∑
j:ηj 6=0

µ(Ui ∩ Vj) ≤
∑
i:λi 6=0

∑
j

µ(Ui ∩ Vj) =
∑
i:λi 6=0

µ(Ui) = rkµ(a).
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Symmetrically we get rkµ(ab) ≤ rkµ(b). To conclude, take a = χU and b = χV two orthogonal idempotents of
R, so U, V are disjoint clopen subsets of X. Then

rkµ(a+ b) = µ(U) + µ(V ) = rkµ(a) + rkµ(b)

as required.
In this way, we obtain a canonical identi�cation between P(R) and M(X), since it is easily checked that

rkµrk
= rk and µrkµ = µ. Now if µ is T -invariant and a =

∑n
i=1 λiχUi is an element of CK(X) with {Ui} a

partition of X consisting of clopen sets, then T (a) =
∑n
i=1 λiχT (Ui) and

rkµ(T (a)) =
∑
i:λi 6=0

µ(T (Ui)) =
∑
i:λi 6=0

µ(Ui) = rkµ(a).

Hence rkµ is T -invariant. Conversely, if rk is a T -invariant Sylvester matrix rank function, then

µrk(T (U)) = rk(χT (U)) = rk(T (χU )) = rk(χU ) = µ(U) for every clopen set U.

Since the extension to a Borel probability measure is unique, we conclude that µ is also T -invariant.

Proposition 2.3.12. Continue with the above notation. For each µ ∈ ∂eMZ(X) there exists rk ∈ ∂eP(A) ∩
Preg(A) such that rk(χU ) = µ(U) for all clopen subset U of X.

Proof. Note that, by [85, Theorem 2.8], ∂eMZ(X) is the set of ergodic T -invariant Borel probability measures
on X. Now if µ ∈ ∂eMZ(X), then following the �rst observations given at the beginning of Section 2.3.1,

a) either there is a periodic point x ∈ X of T , of period l ≥ 1, such that µ({x}) = 1
l , and the support of µ

is the orbit O(x) of x, or

b) X is atomless and the action is essentially free, in the sense that the set of periodic points is a µ-null set
(see [61, Remark 2.3]).

In the former case, we follow the idea given in the proof of Proposition 2.3.5. We construct a map ρ : A →
Ml(K) by the rules

f ∈ CK(X), f 7→


f(x) 0

f(T (x))
. . .

0 f(T l−1(x))

 , t 7→



0 0 1
1 0 0

. . .
. . .
. . . 0

0 1 0

 = u.

It can be veri�ed that uρ(f)u−1 = ρ(T (f)) by direct computation. It follows from the universal property
of the crossed product that there is a unique algebra homomorphism ρ : A → Ml(K) extending the above
assignments. Ml(K) is a regular rank ring, with unique normalized rank function Rk

l , so it induces a Sylvester

matrix rank function on A by rk(a) = Rk(ρ(a))
l for a ∈ A. If U is a clopen subset of X,

rk(χU ) =
Rk(ρ(χU ))

l
=

1

l
|{j | T j(x) ∈ U}| =

l−1∑
j=0

µ(U ∩ {T j(x)}) = µ(U),

and since µ is an ergodic measure, rk is extremal by the same arguments as in the proof of Proposition 2.3.8. It
is not di�cult to see, using the previous computation, that the restriction of rk on CK(X) gives the Sylvester
matrix rank function rkµ constructed in Lemma 2.3.11. Therefore rk ∈ ∂eP(A) ∩ Preg(A).

In the latter case, we may restrict to the closed subspace X ′ := supp(µ) of X, which is an in�nite, totally
disconnected, compact metric space. Since µ is T -invariant, T restricts to a homeomorphism of X ′ and the
restriction of µ to X ′ is a full ergodic T -invariant probability measure. It follows from Theorem 2.3.7 and
Proposition 2.3.8 that there is rk ∈ ∂eP(A′) ∩ Preg(A′), where A′ := CK(X ′) oT Z, such that rk induces rkµ
on CK(X). Considering the canonical projection

P : CK(X) oT Z→ CK(X ′) oT Z,

we see that rkA = rk ◦P ∈ ∂eP(A) ∩ Preg(A), as desired. It is straightforward to check that rkA satis�es the
desired compatibility property with the measure µ.
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Remark 2.3.13. In the case where µ ∈ ∂eMZ(X) is a measure concentrated in the orbit of a periodic point,
we cannot expect neither uniqueness of the extremal Sylvester matrix rank function on A extending rkµ nor
regularity of all the extensions, essentially because of the appearance of isotropy.

Consider, for example, the case of a �xed point X = {x}, with associated measure µ satisfying µ({x}) = 1,
and K being any �eld of characteristic di�erent from 2. We obtain an extremal Sylvester matrix rank function
rk′ by pulling back the unique Sylvester matrix rank function on K via the homomorphism

A ∼= K[t, t−1]→ K[t, t−1]/(t− α) ∼= K,

the �rst isomorphism given by f 7→ f(x), t 7→ t, and α ∈ K\{0, 1}. This Sylvester matrix rank function induces
the same measure µ as in Proposition 2.3.12, but the rank functions are clearly di�erent, since rk′(t − 1) = 1
and rk(t− 1) = 0. This shows the nonuniqueness statement above.

To continue, we need the following result from [54].

Proposition 2.3.14. Let A = K[t, t−1]. Then P(A) = Preg(A).

Theorem 2.3.15. Let T be a homeomorphism on a totally disconnected compact metric space X and let
PZ(CK(X)) = MZ(X) be the space of T -invariant measures on X, which we identify with the set of T -invariant
Sylvester matrix rank functions on CK(X). Set, as before, A = CK(X) oT Z. Then we have P(A) = Preg(A).

Proof. By [53, Proposition 5.9], it su�ces to show that all extremal Sylvester matrix rank functions on A are
regular. Let rk ∈ ∂eP(A), and let µrk be the ergodic, full, T -invariant probability measure on X given by
Proposition 2.3.10.

Assume �rst that µrk is a measure concentrated in the orbit of a periodic point x, of period l. In this case, rk
induces an extremal Sylvester matrix rank function on CK(O(x))oT Z, which is ∗-isomorphic toMl(K[tl, t−l])
via the map

f ∈ CK(X), f 7→


f(x) 0

f(T (x))
. . .

0 f(T l−1(x))

 , t 7→



0 0 t
t 0 0

. . .
. . .
. . . 0

0 t 0


and so, by Proposition 2.3.14, rk is a regular Sylvester matrix rank function.

If the support of µrk is in�nite then, since µrk is an ergodic T -invariant measure, the arguments in Propo-
sition 2.3.12 apply to give that rk ∈ Preg(A).

Thus in any case we get that rk ∈ Preg(A), and the proof is complete.

2.4 The ∗-regular closure RA
We continue with our setting, assuming now that (K, ∗) is a ∗-�eld with positive de�nite involution. Since
we have endowed the algebra A = CK(X) oT X with a unique Sylvester matrix rank function rkA such that
rkA(χU ) = µ(U) for every clopen subset U of X (Proposition 2.3.8), it is natural to ask which is the set of
positive real numbers reached by such a rank function. In other words, it would be interesting to determine
exactly the set

C(A) := rkA

( ∞⋃
i=1

Mi(A)
)
⊆ R+.

As in De�nition 1.1.12, this always has the structure of a semigroup, inherited from (R+,+).
We will see in Section 3.1 that, in the particular case of some group algebras K[G], this set is exactly

the set of l2-Betti numbers arising from the canonical rank function inherited from U(G), the classical ring
of quotients of the von Neumann algebra N (G) of the group G13. In fact, we will prove that the ∗-regular
closure RA := R(A,Rrk) of A in the ∗-regular ring Rrk corresponds exactly to the ∗-regular closure of the
group algebra K[G] inside the ∗-regular ring U(G).

13See Sections 1.1.2 and 1.1.4 for a survey on group von Neumann algebras.

54



Chapter 2. Sylvester rank functions on CK(X) oT Z and an embedding problem The Atiyah problem

With the aim of computing C(A), we follow the same strategy as in [6], so we aim to study the ∗-regular
closure RA. The reason for this is given by the following proposition, which is motivated by Proposition 1.2.13.

Proposition 2.4.1. With the foregoing notation, the subgroup of (R,+) generated by C(A) coincides with the
subgroup of (R,+) generated by the set

rkRA(RA) = {rkRA(r) | r ∈ RA},

where rkRA is the restriction of rkRrk
to RA. Equivalently, it coincides with the image of the state

φ : K0(RA)→ R, [p]− [q] 7→ rkRA(p)− rkRA(q).

Proof. We write S1 for the subgroup of (R,+) generated by C(A), and S2 for the subgroup of (R,+) generated
by rkRA(RA). By Proposition 1.2.13, we clearly have S2 ⊆ S1.

For the other inclusion note �rst that, since RA is a ∗-regular ring with positive de�nite involution, each
matrix algebra Mn(RA) is ∗-regular too; hence for each A ∈ Mn(RA) there exists a projection P ∈ Mn(RA)
such that rkRA(A) = rkRA(P ) (recall Theorem 1.2.11). We conclude that C(A) is contained in the set of
positive real numbers of the form rkRA(P ), where P ranges over projections in matrices over RA. Now each
such projection P is equivalent to a diagonal one ([39, Proposition 2.10]), that is, one of the form

p1

p2
. . .

pr

 for some projections p1, ..., pr ∈ RA,

so that rkRA(P ) = rkRA(p1) + · · ·+ rkRA(pr) ∈ S2, and S1 ⊆ S2.
The last part of the proposition follows easily from the �rst one, since φ(K0(RA)) = S2.

The �rst thing we notice is that we can completely determine the rank completion of RA thanks to Theorem
2.3.7.

Proposition 2.4.2. With the above notation, RA
rkRA ∼=MK , where rkRA denotes the Sylvester matrix rank

function of RA inherited from the regular ring Rrk.

Proof. Since A ⊆ RA ⊆ Rrk and ArkA
= Rrk

∼=MK due to Theorem 2.3.7, the result follows.

We will make use of our sequence {An}n≥1 of approximating algebras to approximate RA in a suitable
way.

In our present setting, the rings Rn, R∞ and Rrk become ∗-regular and all the connecting maps in the
commutative diagram below become ∗-homomorphisms.

An �
� ιn //
� _

πn

��

An+1� _

πn+1

��

� � ιn+1
// An+2� _

πn+2

��

� � // · · · �
�

// A∞� _
π∞

��

� � // A� _

��

Rn
� � jn // Rn+1

� � jn+1
// Rn+2

� � // · · · �
�

// R∞
� � // Rrk

(2.4.1)

We can then consider the ∗-regular closure of An inside Rn, which we will denote by Rn = R(An,Rn).
Similarly we let R∞ = R(A∞,R∞).

Proposition 2.4.3. We have inclusions Rn ⊆ Rn+1, and moreover
⋃
n≥1Rn = R∞. Therefore the diagram

(2.4.1) extends to a commutative diagram

An �
�

//
� _

��

An+1� _

��

� � // An+2� _

��

� � // · · · �
�

// A∞� _

��

� � // A� _

��

Rn �
�

//
� _

��

Rn+1� _

��

� � // Rn+2� _

��

� � // · · · �
�

// R∞� _

��

� � // RA� _

��

Rn
� � // Rn+1

� � // Rn+2
� � // · · · �

�
// R∞

� � // Rrk

(2.4.2)
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Proof. Since An ⊆ An+1 ∩Rn ⊆ Rn+1 ∩Rn ⊆ Rn, and Rn+1 ∩Rn is ∗-regular, we have by de�nition that
Rn ⊆ Rn+1 ∩ Rn ⊆ Rn+1, since Rn is the smallest ∗-regular subring of Rn containing An. In particular,
this shows the commutativity of the left sides of the diagram. The proof for the right sides is similar: A∞ ⊆
A ∩R∞ ⊆ RA ∩R∞ ⊆ R∞, and since RA ∩R∞ is ∗-regular, again we have R∞ ⊆ RA ∩R∞ ⊆ RA.

For the second part, note that each An ⊆ Rn ⊆
⋃
n≥1Rn ⊆ R∞, hence A∞ ⊆

⋃
n≥1Rn ⊆ R∞. It is

easy to check, using that Rn ⊆ Rn+1, that
⋃
n≥1Rn is ∗-regular, so by de�nition R∞ ⊆

⋃
n≥1Rn. The other

inclusion is trivial because each Rn ⊆ R∞, so the equality follows.

The following lemma gives some examples of elements that appear inside RA.

Lemma 2.4.4. Take p(x) = λ0 + λ1x + · · · + λkx
k ∈ K[x] a polynomial with λ0 6= 0. Then p(t) ∈ A is

invertible in RA.
Moreover, RA contains a copy of the rational function �eld K(u), so that K(u) ⊆ RA.14

Proof. Inside Rrk, we know that u = limn πn(χX\Ent), where the limit is taken with respect to the rkRrk
-

metric (see Theorem 2.3.7). Hence p(u) = limn πn(p(χX\Ent)). Note that, under πn : An ↪→ Rn ⊆ Rrk,
πn(χX\Ent) = (hW · χX\Ent)W∈Vn . We compute

hW · χX\Ent = (e00(W ) + · · ·+ e|W |−1,|W |−1(W ))χX\Ent = e10(W ) + · · ·+ e|W |−1,|W |−2(W ) =: uW ,

so
πn(p(χX\Ent)) = λ0 IdW +λ1uW + · · ·+ λku

k
W .

These are all lower triangular matrices inside each simple factorM|W |(K), and since λ0 6= 0, they are invertible.
Hence πn(p(χX\Ent)) is invertible inside Rn ⊆ Rrk, and so is its limit limn πn(p(χX\Ent)) = p(u).

Since u is clearly invertible in RA, it follows that K(u) ⊆ RA: for polynomials p(u) = λ0 +λ1u+ · · ·+λku
k

and q(u) = ui(µ0 + µ1u+ · · ·+ µru
r) with λ′s, µ′s ∈ K and µ0 6= 0, we have

p(u)q(u)−1 = u−i(λ0 + λ1u+ · · ·+ λku
k)(µ0 + µ1u+ · · ·+ µru

r)−1 ∈ RA.

In what follows we will measure what is the di�erence between R∞ and RA in the case where y is a
periodic point (cf. Proposition 2.3.5), and we will uncover the structure of this di�erence. We start with an
easy proposition concerning the structure of R∞.

Proposition 2.4.5. Let us assume the above notation and the one from Proposition 2.3.5, so I denotes the
ideal of A generated by Cc,K(X\{y, T (y), ..., T l−1(y)}). Let Ĩ = R∞IR∞ be the ideal of R∞ generated by I.
Then:

(i) Ĩ =
⋃
n≥M (1− hWn

)Rn, and there is a ∗-isomorphism

R∞/Ĩ ∼= Ml(K).

(ii) If R denotes the ∗-subalgebra of RA generated by Ĩ , hWM
AM and K[t, t−1], then Ĩ is also an ideal of R,

A is contained in R, and there is a ∗-isomorphism

R/Ĩ ∼= Ml(K[tl, t−l]).

Note that, since the ideal Ĩ is already ∗-regular and the quotient R/Ĩ is not ∗-regular but 'almost', the
∗-subalgebra R is not the ∗-regular closure RA, but 'almost'. We will see later how one should modify R in
order to obtain the whole RA. First, we prove Proposition 2.4.5

Proof. (i) For n ≥M , let In = I ∩An = (1− hWn
)An and Ĩn = RnInRn, the ideal of Rn generated by In.

Claim 1: Ĩ =
⋃
n≥M Ĩn.

Clearly each Ĩn = RnInRn ⊆ R∞IR∞ = Ĩ, so
⋃
n≥M Ĩn ⊆ Ĩ. For the other inclusion, �rst recall that

I ⊆ A∞. If a ∈ Ĩ = R∞IR∞, we can write it as a �nite combination a =
∑m
j=1 rjbjsj with rj , sj ∈ R∞

and bj ∈ I ⊆ A∞. There exists then an index n0 ≥ M such that rj , sj ∈ Rn0
and bj ∈ I ∩ An0

for all
j = 1, ...,m. Therefore a =

∑m
j=1 rjbjsj ∈ Rn0In0Rn0 = Ĩn0 , and we obtain the inclusion Ĩ ⊆

⋃
n≥M Ĩn.

14Recall that under the injection A ↪→ Rrk, t is identi�ed with u.
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Claim 2: Ĩn = (1− hWn)Rn.

Since In = (1− hWn
)An and taking into account that (1− hWn

) is central in Rn, we compute

Ĩn = RnInRn = Rn(1− hWn
)AnRn = Rn(1− hWn

)Rn = (1− hWn
)Rn,

as required.

Using Claims 1 and 2, Ĩ =
⋃
n≥M Ĩn =

⋃
n≥M (1− hWn

)Rn.

Claim 3: For m ≥ n ≥M , Rn/Ĩn ∼= Rm/Ĩm ∼= Ml(K) canonically, through the maps

eij(Wn) + Ĩn 7→ eij(Wm) + Ĩm 7→ eij .

To see this, note �rst that since An ⊆ Rn ⊆ Rn and hWn
An = hWn

Rn
∼= Ml(K), we have hWn

Rn ∼= Ml(K)
through eij(Wn) 7→ eij . Now each hWn

is a central idempotent in Rn, so we again have decompositions

Rn = (1− hWn)Rn ⊕ hWnRn = Ĩn ⊕ hWnRn.

Hence Rn/Ĩn ∼= hWnRn ∼= Ml(K) ∼= hWmRm ∼= Rm/Ĩm through the cited maps eij(Wn) + Ĩn 7→ eij 7→
eij(Wm)+ Ĩm. Note that the ∗-isomorphism Rn/Ĩn ∼= Rm/Ĩm is induced by the restriction map Rn ↪→ Rm,
which sends eij(Wn) to eij(Wm)+ terms inside Ĩm.

Now �x n ≥ M , and consider the composition Rn ↪→ R∞ → R∞/Ĩ. Since Ĩn ⊆ Ĩ, we can factor this
∗-homomorphism through the quotient Rn/Ĩn, to get a ∗-homomorphism

Rn/Ĩn → R∞/Ĩ, r + Ĩn 7→ r + Ĩ .

From the last claim it follows easily that, for n,m ≥M , the diagram

Rn/Ĩn

∼=

// R∞/Ĩ

Rm/Ĩm

::

is commutative. This proves surjectivity of Rn/Ĩn → R∞/Ĩ, as follows. For r ∈ R∞ =
⋃
n≥1Rn, r ∈ Rn0

for

some n0 ≥M , and so r + Ĩ = hWn0
r + (1− hWn0

)r + Ĩ = hWn0
r + Ĩ. Then hWn0

r + Ĩn0
∈ Rn0

/Ĩn0
∼= Rn/Ĩn,

and using the previous diagram we are done.
Injectivity is easy: since Rn/Ĩn ∼= Ml(K) is simple, it is enough to show that the element hWn does not lie
inside Ĩ. But if hWn

∈ (1 − hWn0
)Rn0

for some n0 ≥ M , then hWn
= (1 − hWn0

)hWn
, and so hWn

hWn0
= 0.

This is a contradiction, since (in general) for n ≥ m ≥M , Wn ⊆Wm, and hWn
hWm

= hWn
.

From this we obtain the desired ∗-isomorphism R∞/Ĩ ∼= Rn/Ĩn ∼= Ml(K).

(ii) We �rst show that Ĩ is stable under multiplication by elements of K[t, t−1].

Claim 4: tĨ = Ĩ.

Take a ∈ (1 − hWn
)Rn for some n ≥ M . Note that it is enough to show that t(1 − hWn

) ∈ Ĩ, because in
this case ta = t(1− hWn

)a ∈ Ĩ, and we would have shown the inclusion tĨ ⊆ Ĩ. But

t(1− hWn
) = tχX\(Wn∪T (Wn)∪···∪T l−1(Wn)) = χX\(T (Wn)∪T 2(Wn)∪···∪T l(Wn))t

and χX\(T (Wn)∪T 2(Wn)∪···∪T l(Wn)) ∈ Cc,K(X\{y}), so by Lemma 2.3.3 we deduce that t(1 − hWn
) ∈ A∞,

hence t(1− hWn) ∈ Ĩ. To prove the other inclusion t−1Ĩ ⊆ Ĩ, the same trick applies: write

t−1(1− hWn
) = t−1

(
χX\En − (hWn

− χWn
)
)

+ t−1(χEn − χWn
)

= t−1χX\En
(
χX\En − (hWn − χWn)

)
+ t−1χEn\Wn

.

The �rst term already belongs to Ĩ because t−1χX\En ∈ A∞, and since χEn\Wn
∈ Cc,K(X\{y}), Lemma

2.3.3 applies again to deduce that t−1χEn\Wn
∈ A∞ too. Therefore t−1(1 − hWn) ∈ Ĩ, and t−1a =

t−1(1− hWn)a ∈ Ĩ.
In conclusion tĨ = Ĩ, as claimed.
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As a consequence p(t)Ĩ , Ĩp(t) ⊆ Ĩ for every Laurent polynomial in t, and so Ĩ is an ideal of R.

Claim 5: Ĩ is a proper ideal of R.

This follows from the fact that rkA(1− hWn
) < 1 for all n ≥M .

Claim 6: A ⊆ R.

Assume that hWn
An ⊆ R for some n ≥ M . Under the quotient map A∞ → A∞/I ∼= Ml(K) we know

(see the proof of Proposition 2.3.5(ii)) that the matrix units eij(Wn) correspond to the matrix units eij ,
hence the di�erences eij(Wn+1) − eij(Wn) correspond to 0 inside A∞/I, and so they belong to the ideal
I ⊆ Ĩ ⊆ R for all 0 ≤ i, j ≤ l − 1. Since eij(Wn) ∈ hWnAn ⊆ R already, we deduce that eij(Wn+1) ∈ R
too, and so the whole algebra hWn+1An+1 lives inside R. An induction then says that hWnAn ⊆ R for all
n ≥M . Hence,

An = (1− hWn
)An ⊕ hWn

An ⊆ Ĩ + hWn
An ⊆ R

for n ≥M , so A∞ ⊆ R. In particular (see Lemma 2.3.3) CK(X) ⊆ R, and since K[t, t−1] ⊆ R already, we
obtain A = CK(X) oT Z ⊆ R, as claimed.

We consider the quotient R/Ĩ. Since 1 − hWM
∈ Ĩ, we get that the family {eij(WM ) + Ĩ}0≤i,j≤l−1 is

a complete system of matrix units for R/Ĩ, hence by [64, Theorem 17.5, see also Remark 17.6], there is
an isomorphism R/Ĩ ∼= Ml(T ), being T the centralizer of the family {eij(WM ) + Ĩ}0≤i,j≤l−1 in R/Ĩ. The
isomorphism is given by

s 7→
l−1∑
i,j=0

sijeij(WM ), with sij =
l−1∑
k=0

eki(WM ) · s · ejk(WM ) ∈ T,

which is also a ∗-isomorphism. We thus only need to prove that T = K[tl, t−l]. The inclusion K[tl, t−l] ⊆ T is
clear, since eij(WM ) = (χX\EM t)

iχWM
(t−1χX\EM )j = χT i(WM )t

i−j , and so

tleij(WM )− eij(WM )tl = (χT i+l(WM ) − χT i(WM ))t
i−j+l ∈ Ĩ

due to the fact that y is a periodic point of period l. Therefore R/Ĩ ∼= Ml(T ) ⊇ Ml(K[tl, t−l]). In order to
prove equality, we only need to check that the element t ∈ R belongs to Ml(K[tl, t−l]) under the previous
isomorphism. But this is easy:

t+ Ĩ = thWM
+ Ĩ =

l−1∑
i=0

teii(WM ) + Ĩ =
l−2∑
i=0

ei+1,i(WM ) + tle0,l−1(WM ) + Ĩ 7→



0 0 tl

1 0 0
. . .

. . .

. . . 0

0 1 0

 .

So we obtain the desired ∗-isomorphism R/Ĩ ∼= Ml(K[tl, t−l]).

To continue, we need a couple of technical lemmas, together with a de�nition.

De�nition 2.4.6. Let R be a nonunital ring. We say that a family E ⊆ R of idempotents is a left local unit
for R if for every r1, ..., rn ∈ R there exists an idempotent e ∈ E such that

eri = ri for all 1 ≤ i ≤ n.

The concept of right local unit is de�ned analogously.

Note that, in the case that R is a ring endowed with an involution ∗ and E is a left local unit for R, then
E∗ = {e∗ | e ∈ E} is a right local unit for R.

Recall that Ĩ is the ideal of R∞ generated by I. We write S0 for the ∗-subalgebra of RA generated by
Ĩ , hWM

AM and K(t)15. It may be the case that Ĩ is not an ideal of S0 anymore; nevertheless, we have the
following result.

15Compare with R from Proposition 2.4.5.
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Lemma 2.4.7. Denote by I0 the ideal of S0 generated by Ĩ, and consider

E = {p(tl)−1(1− hWn)p(tl) ∈ I0 | p(t) ∈ K[t]\{0}, n ≥M}.

Then E is a left local unit for I0.

Proof. Note that every element of I0 is a sum of elements of the form

p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)qs(t)−1eis,js(WM )ps+1(t)qs+1(t)−1(1− hWn)y, (2.4.3)

where pk, qk ∈ K[t]\{0}, 0 ≤ ik, jk ≤ l − 1, n ≥ M and y ∈ S0. In fact, since Ĩ is stable under multiplication
by K[t, t−1] (see the proof of Proposition 2.4.5), the product ps+1(t)(1− hWn

) belongs to Ĩ, so we can assume
that ps+1(t) = 1.

Claim: each element of the form (2.4.3) can be further written as a sum of elements of the form

q(tl)−1(1− hWn
)ỹ for some q ∈ K[tl]\{0}, n ≥M and ỹ ∈ S0.

Since the �eld extension K(t)/K(tl) has degree l, with basis {1, t, ..., tl−1}, we can write qs+1(t)−1 as

qs+1(t)−1 =
N∑
i=0

tigi(t
l)−1

for some N ≥ 0 and polynomials gi ∈ K[tl]\{0}. Therefore we can assume, without loss of generality, that
qs+1 is a polynomial in tl.

Now recall that, modulo the ideal Ĩ, the matrix units eij(WM ) commute with the element tl, since

tleij(WM )− eij(WM )tl =
(
χT i+l(WM ) − χT i(WM )

)
ti−j+l ∈ I ⊆ Ĩ .

As a consequence bs := qs+1(tl)eis,js(WM )−eis,js(WM )qs+1(tl) belongs to Ĩ, so there exists an integer ns ≥M
such that bs = (1− hWns

)bs; therefore

eis,js(WM )qs+1(tl)−1 − qs+1(tl)−1eis,js(WM ) = qs+1(tl)−1(1− hWns
)bsqs+1(tl)−1,

so that

p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)qs(t)−1eis,js(WM )qs+1(tl)−1(1− hWn
)y =

p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)qs(t)−1qs+1(tl)−1eis,js(WM )(1− hWn
)y

+ p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)qs(t)−1qs+1(tl)−1(1− hWns
)bsqs+1(tl)−1(1− hWn

)y.

Since eis,js(WM ) ∈ RM ⊆ Rn and 1− hWn
is central in Rn, the �rst term becomes

p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)q̃s(t)−1(1− hWn)y′

with q̃s = qsqs+1 ∈ K[t]\{0} and y′ = eis,js(WM )y ∈ S0, and the second term becomes

p1(t)q1(t)−1ei1,j1(WM ) · · · ps(t)q̃s(t)−1(1− hWns
)y′′

with now y′′ = bsqs+1(tl)−1(1− hWn
)y ∈ S0. Again, due to the fact that K[t, t−1]Ĩ ⊆ Ĩ, we can assume that

ps = 1 in each of these terms. Now an induction, repeating exactly the same steps, shows the claim.

Therefore each element x ∈ I0 can be written as a sum of element of the form q(tl)−1(1 − hWn
)y for some

q ∈ K[t]\{0}, n ≥M and y ∈ S0.
Let now x1, ..., xn ∈ I0. By the above, we can assume that each xi is a monomial of the form qi(t

l)−1(1−
hWni

)yi, with qi ∈ K[tl]\{0}, ni ≥ M and yi ∈ S0. Consider the polynomial q := q1 · · · qn ∈ K[tl]\{0}. We
see that, for each 1 ≤ i ≤ n, the result of multiplying xi by q to the left is always an element of the form x̃iyi,
where x̃i ∈ Ĩ. Therefore there exists N ≥M such that (1−hWN

)q(tl)xi = q(tl)xi for all 1 ≤ i ≤ n. The lemma
follows by taking the idempotent e = q(tl)−1(1− hWN

)q(tl).
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As a consequence of Lemma 2.4.7, the ideal I0 must be a proper ideal of S0. To see this, assume that
1 ∈ I0, so that there exists e = p(tl)−1(1 − hWn

)p(tl) satisfying e = 1. But this is absurd since then
1 = rkRA(e) = rkA(1− hWn

) < 1.
At this moment we could argue as in the proof of Proposition 2.4.5 and compute the quotient S0/I0. It

turns out that this quotient is ∗-isomorphic to Ml(K(tl)), which is a ∗-regular ring. The problem we encounter
here is that, in general, the ideal I0 might not be ∗-regular. To �x this problem, we consider I1 to be the
nonunital subalgebra of RA generated by I0 and the relative inverses x of elements x ∈ I0. Note that it is in
fact a ∗-subalgebra, since we always have the equality x∗ = x∗, and I0 is ∗-closed.

From now on, we let P to be the set of all the left projections LP (q(tl)−1(1− hWn)q(tl)), for n ≥M and
q(t) ∈ K[t]\{0}. So for each p ∈ P, there is an idempotent e ∈ E such that p = LP (e); in particular ep = p
and pe = e. Note that P ⊆ I1.

Lemma 2.4.8. The following statements hold:

i) The set P is a local unit for I1.

ii) If S1 denotes the ∗-subalgebra of RA generated by I1, hWM
AM and K(t), then I1 is a proper ideal of S1,

and there is a ∗-isomorphism
S1/I1

∼= Ml(K(tl)).

Proof. For i), let x1, ..., xn ∈ I1. We can assume that each xi is a monomial of one of the following forms:

(I) r1r2 · · · with ri ∈ I0;

(II) r1r2 · · · with ri ∈ I0.

Consider the sets
J1 = {r ∈ I0 | r appears as a �rst term in one of the xi},

J2 = {r∗ ∈ I0 | r appears as a �rst term in one of the xi},

so that J = J1∪J2 is a �nite subset of I0. By Lemma 2.4.7, there exists an idempotent e ∈ E such that er = r
for all r ∈ J . Take p = LP (e) ∈P, so pe = e and ep = p.

For J1: for an element r ∈ J1, we compute pr = per = er = r.

For J2: for an element r ∈ I0 such that r∗ ∈ J2, we compute pr∗ = per∗ = er∗ = r∗, so by taking ∗ we

conclude that rp = r. Multiplying to the left by the relative inverse r, we get (rr)p = rr, which is a projection.
Hence rr = (rr)∗ = (rrp)∗ = prr, and

pr = prrr = rrr = r.

We conclude that pxi = xi for all 1 ≤ i ≤ n. Since p is a projection, part i) follows.
Now ii). By i), it is immediate to check that I1 ⊆ S1 is proper. To show that it is an ideal, it is enough to

show that p(t)I1, I1p(t) ⊆ I1 for all p(t) ∈ K(t) and that eij(WM )I1, I1eij(WM ) ⊆ I1 for all 0 ≤ i, j ≤ l − 1.
By taking ∗, we only need to show that p(t)I1, eij(WM )I1 ⊆ I1.

Let p(t) ∈ K(t) and a ∈ I1. We can assume that a is a monomial of the previous forms (I), (II). If a = ra′

for some r ∈ I0 and a′ ∈ I1, then
p(t)a = p(t)r︸ ︷︷ ︸

∈I0

a′ ∈ I1.

If a = ra′ for r ∈ I0 and a′ ∈ I1, then consider p ∈ P such that pr = r and e ∈ E such that p = LP (e), so
that ep = p and pe = e. Then

p(t)a = p(t)ra′ = p(t)pra′ = p(t)epra′ = p(t)e︸ ︷︷ ︸
∈I0

a ∈ I1,

as required. Similar computations can be used to show that eij(WM )I1 ⊆ I1.
Finally, by using exactly the same argument as in the proof of Proposition 2.4.5, we obtain the desired

∗-isomorphism S1/I1
∼= Ml(K(tl)).
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We are now ready to determine the ∗-regular closure RA.

Proposition 2.4.9. Following the previous assumptions and caveats, we de�ne In to be the nonunital subal-
gebra of RA generated by In−1 and the relative inverses of elements of In−1, starting from the previous I0.
Let also Sn be the ∗-subalgebra of RA generated by In, hWM

AM and K(t). Then:

(i) In admits the set P as a local unit;

(ii) In is a proper ideal of Sn, and Sn/In ∼= Ml(K(tl)) for all n ≥ 0;

(iii) I∞ =
⋃
n≥0 In is a proper ∗-regular ideal of RA, and RA/I∞ ∼= Ml(K(tl)).

Proof. Note �rst that each In is also a ∗-subalgebra of RA.
(i) and (ii) follows easily by induction, taking into account that the same arguments from the proof of

Lemma 2.4.8 apply here to obtain the results.
For (iii), let S∞ be the ∗-subalgebra ofRA generated by I∞, hWM

AM andK(t). Clearly I∞ ⊆ S∞ is proper,
since 1 /∈ In for any n ≥ 0. To prove that I∞ is an ideal of S∞, we only need to show that K(t)I∞ ⊆ I∞ and
that eij(WM )I∞ ⊆ I∞ for all 0 ≤ i, j ≤ l − 1. For the �rst inclusion, take p(t) ∈ K(t) and a ∈ I∞. Then
a ∈ In for some n ≥ 0, so by (ii) we have p(t)a ∈ In ⊆ I∞. The second inclusion is obtained analogously.

To show that I∞ is ∗-regular, take x ∈ I∞. Then x ∈ In for some n ≥ 0, and its relative inverse x belongs
to In+1 ⊆ I∞. Since I∞ is ∗-closed, we conclude that I∞ is ∗-regular.

Therefore I∞ is a ∗-regular ideal of S∞ and, just as before, its quotient S∞/I∞ is ∗-isomorphic toMl(K(tl)),
which is ∗-regular. It follows from [39, Lemma 1.3] that S∞ is ∗-regular. Since A ⊆ S∞ ⊆ RA, we obtain that
S∞ = RA.

In conclusion, in the case that there exists a periodic point y ∈ X of �nite period l, we have been able to
determine part of the ideal structure of the ∗-regular closure RA: for each such point y ∈ X one can apply the
above process to construct a maximal ideal I∞ of RA, thus proving that, in particular, RA is not simple. In
fact, the construction of the ideal I∞ not only depends on the periodic point y ∈ X, but on the whole orbit
O(y) = {y, T (y), ..., T l−1(y)}, and in addition any other periodic point x ∈ X not belonging to the orbit O(y)
will give rise to a di�erent maximal ideal I∞,x. It is therefore reasonable to think that, in order to uncover the
whole structure of RA in the case of the existence of a periodic point, it is crucial to understand the structure
of the ideal(s) I∞, and in particular the structure of R∞ =

⋃
n≥1Rn, which in turn can be studied by studying

their pieces Rn. Therefore, in the next section we will concentrate on uncovering a part of the structure of the
∗-regular closure Rn, for a �xed n.

2.4.1 Localization

We return to the general setting we had in Section 2.2, with the extra hypothesis that K is now a �eld with a
positive de�nite involution ∗. We �x a clopen subset E of X and a partition P of X \E. Recall from Section
2.2 that we denote by B the unital ∗-subalgebra of A generated by the partial isometries {χZt}Z∈P , and we
write B =

⊕
i∈Z Biti, with the restrictions already indicated, that is

Bi = χX\(E∪T (E)∪···∪T i−1(E))B0 and B−i = χX\(T−1(E)∪···∪T−i(E))B0 for i > 0.

We also write π for the canonical map π : B → R given by π(b) = (hW · b)W , where R =
∏
W∈VM|W |(K).

We now pass to power series. We aim to follow the same steps as in [6, Section 7] to study the ∗-regular
closure RB = R(B,R)16. However, the situation here is much more involved.

The �rst step is to consider, from B, a skew power series ring B0[[t;T ]] by considering in�nite sums∑
i≥0

bi(χX\Et)
i =

∑
i≥0

bit
i, where bi ∈ Bi for all i ≥ 0.

Similarly we can consider B0[[t−1;T−1]]. Now, given a W ∈ V, only a �nite number of terms in the in�nite
sum

∑
i≥0 bit

i can be nonzero in the factor corresponding to W , since by Lemma 2.2.6 and for i ≥ 0,

hW · (χX\Et)i = ei0(W ) + ei+1,1(W ) + · · ·+ e|W |−1,|W |−1−i(W ),

16Note that, in the notation used in Section 2.4, RB = Rn in case B is one of the ∗-subalgebras An.
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and it is exactly zero for i ≥ |W |. We have a similar situation for B0[[t−1;T−1]]. Therefore we obtain
representations

π+ : B0[[t;T ]]→ R, b 7→ (hW · b)W and π− : B0[[t−1;T−1]]→ R, b 7→ (hW · b)W

by lower (resp. upper) triangular matrices, extending the canonical one π : B → R. We will be mainly
interested in the �rst one π+.

We have the following key property.

Lemma 2.4.10. Let x =
∑
i≥0 bit

i ∈ B0[[t;T ]]. Then x is invertible in B0[[t;T ]] if and only if b0 is invertible

in B0. Analogously for the elements of B0[[t−1, T−1]].

Proof. Assume �rst that x =
∑
i≥0 bit

i is invertible in B0[[t;T ]]. There exists y =
∑
i≥0 b̃it

i in B0[[t;T ]] such

that xy = yx = 1. In particular, b0b̃0 = 1, and so b0 is invertible in B0.
Conversely, assume that b0 is invertible in B0. We can then assume that b0 = 1, so that x = 1− y, where

the order of y in t is greater or equal to 1. We then have

x−1 = (1− y)−1 = 1 + y + y2 + · · · ∈ B0[[t;T ]],

hence x is invertible in B0[[t;T ]].

As we already mentioned in the previous paragraph, we are going to uncover some structure of the ∗-regular
closure of π(B) ∼= B inside R, RB. For this purpose, we have the following de�nitions.

De�nition 2.4.11. Recalling that B =
⊕

i∈Z Biti,

a) we denote by B+ the set of elements of B supported in nonnegative degrees in t, that is B+ =
⊕

i≥0 Biti.
Clearly B+ ⊆ B0[[t;T ]]. The division closure17 of B+ in B0[[t;T ]] will be denoted by D+.

b) we set B− =
⊕

i≥0 B−it−i. Again, it is clear that B− ⊆ B0[[t−1, T−1]], and we denote by D− the division
closure of B− in B0[[t−1;T−1]].

Note that B− ∩ B+ = B0, and we have decompositions B = B− ⊕ (B+/B0) = (B−/B0)⊕ B+ as vector spaces.

In order to study the division closures D+,D−, we need the following known lemma.

Lemma 2.4.12 (cf. [60]). Let S be a unital ∗-subalgebra of CK(X) generated by a family of characteristic
functions of the form {χC}C , where C are clopen subsets of X. Then S is a ∗-regular ring, and every nonzero
element of S can be expressed in the form

n∑
i=1

λiχKi ,

where λi ∈ K× for all 1 ≤ i ≤ n, and {Ki}ni=1 are mutually disjoint clopen subsets of X such that χKi ∈ S for
all 1 ≤ i ≤ n.

In particular, the ∗-subalgebra B0 of B is ∗-regular.

Proof. If a =
∑n
i=1 λiχKi is as in the statement, then

( n∑
i=1

λiχKi

)( n∑
i=1

λ−1
i χKi

)( n∑
i=1

λiχKi

)
=
( n∑
i=1

χKi

)( n∑
i=1

λiχKi

)
=

n∑
i=1

λiχKi ,

hence a =
∑n
i=1 λ

−1
i χKi is the relative inverse of a, so that S is ∗-regular.

It remains to show that each element of S can be written in the stated form. It is clear that each element of
S is a K-linear combination of functions of the form χLi , where Li is a clopen subset of X and χLi ∈ S , since
every product χC1

χC2
· · ·χCt belongs to S and equals χL, where L = C1 ∩ · · · ∩Ct is clopen. Therefore, every

nonzero element a of S can be written as a =
∑n
i=1 λiχLi , with {Li} clopen subsets of X such that χLi ∈ S .

We now show that this sum can be chosen to be an orthogonal sum. This is done by induction on n.

17See Section 1.3.3 for the de�nition of the division closure.
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The result is clear for n = 1, so assume that n ≥ 1, that a =
∑n+1
i=1 λiχLi with {Li} clopen subsets of X

such that χLi ∈ S , and that
∑n
i=1 λiχLi =

∑m
j=1 µjχKj where now {Kj} are mutually disjoint clopen subets

of X such that χKj ∈ S . We compute

a =
m∑
j=1

µjχKj + λn+1χLn+1 =
m∑
j=1

(µj + λn+1)χKj∩Ln+1 +
m∑
j=1

µjχKj\Ln+1
+

m∑
j=1

λn+1χLn+1\Kj .

The clopen sets {Kj ∩ Ln+1}j ∪ {Kj\Ln+1}j ∪ {Ln+1\Kj}j are clearly disjoint. Moreover,

χKj∩Ln+1
= χKj · χLn+1

∈ S , χKj\Ln+1
= χKj − χKj∩Ln+1

∈ S , and χLn+1\Kj = χLn+1
− χLn+1∩Kj ∈ S ,

so all of their characteristic functions belong to S . This completes the induction step. One should compare
this idea with the idea used in Lemma 2.2.8 of expanding the corresponding sets by using suitable partitions
of X.

Now, the fact that B0 is a ∗-regular ring follows from the fact that, due to Lemma 2.2.4, it is generated a
family of characteristic functions of the above form.

Proposition 2.4.13. With the preceding notation, we have:

(i) D+ coincides with the rational closure18 of B+ in B0[[t;T ]], and similarly for D− and B−.

(ii) π+(D+) is the division closure of π+(B+) in R.

(iii) π+(D+) ⊆ RB, and similarly, π−(D−) ⊆ RB.

(iv) π+(D+)∗ = π−(D−).

Proof. (i) This is a standard observation (see e.g. [3, Observation 1.18]), which we reproduce here for the
convenience of the reader. We will only deal with the case for D+, being the other one analogous.

It is always true (part iii) of Lemma 1.3.9) that the division closure is contained inside the rational
closure, so we only need to prove the reverse inclusion. Let x be an element of the rational closure of
B+ in B0[[t;T ]], so that x is an entry of some square matrix A−1 invertible over B0[[t;T ]], whose inverse
A has entries inside B+. Writing A =

∑∞
i=0Ait

i, we obtain that A0 is an invertible matrix over B0.
Multiplying by A−1

0 we can thus assume that the constant term in the above in�nite sum is the identity
matrix. With this assumption we obtain, using Lemma 2.4.10, that all the diagonal entries of A are
invertible in B+, and since D+ is inversion closed, they are also invertible in D+.

Now, by applying to A a sequence of elementary row transformations, we may further assume that A is
a diagonal matrix. Hence A is invertible over D+, which in particular implies that its inverse A−1 has
entries inside D+, and so x ∈ D+.

(ii) Recall that π+ is an injective homomorphism from B0[[t;T ]] into R. We �rst show that π+(B0[[t;T ]]) is
division closed in R.

For this, let x =
∑
i≥0 bit

i be an element in B0[[t;T ]] such that π+(x) is invertible in R. Observe that
each component of π+(x) is an invertible matrix, with diagonal coming exclusively from elements of B0.
It follows that π+(b0) = π(b0) must be invertible in R. But since B0 is regular (Lemma 2.4.12), there
exists b̃0 in B0 such that b0b̃0b0 = b0. Applying π and taking into account that π(b0) is invertible in R,
we get that π(b0)−1 = π(̃b0), and so b0 is in fact invertible in B0. It follows from Lemma 2.4.10 that x is
invertible in B0[[t;T ]], as required.

Now we use the following general fact: if R ⊆ S ⊆ T are unital embeddings of unital rings, and S is
division closed in T , then the division closure of R in T equals the division closure of R in S, that is
D(R, T ) = D(R,S)19. Using this and the fact just proved that π+(B0[[t;T ]]) is division closed in R, we
deduce that

D(π+(B+),R) = D(π+(B+), π+(B0[[t;T ]])) = π+(D(B+,B0[[t;T ]])) = π+(D+),

as desired.
18See Section 1.3.3 for the de�nition of the rational closure.
19The proof of this general fact is straightforward and left as an easy exercise.
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(iii) By (ii), we have that π+(D+) = D(π+(B+),R) which is contained in the division closure of π(B) in
R, D(π(B),R). This last one is contained in RB, by Lemma 1.3.9. Hence π+(D+) ⊆ RB. Similarly
π−(D−) ⊆ RB.

(iv) First observe that π+(B+)∗ = π−(B−) and π+(B0[[t;T ]])∗ = π−(B0[[t−1, T−1]]). The reason is that, for
x =

∑
i≥0 bit

i ∈ B0[[t;T ]] (resp. ∈ B+), we have

π+(x)∗ = π−

(∑
i≥0

t−ib∗i

)
= π−

(∑
i≥0

T−i(b∗i )t
−i
)
.

The element b∗i is computed in the ∗-algebra B0. Also, by the description of B as a partial crossed product
(Proposition 2.2.7), it follows that T−i(b∗i ) ∈ B−i and so

∑
i≥0 T

−i(b∗i )t
−i ∈ B0[[t−1;T−1]] (resp. ∈ B−).

Conversely, for x =
∑
i≥0 b−it

−i ∈ B0[[t−1;T−1]] (resp. ∈ B−), analogous arguments show that π−(x) ∈
π+(B0[[t;T ]])∗ (resp. ∈ π+(B+)∗), , and so the observation follows.

Now,

π+(D+)∗ = D(π+(B+)∗, π+(B0[[t;T ]])∗) = D(π−(B−), π−(B0[[t−1;T−1]])) = π−(D−).

We have two subalgebras π+(D+) and π−(D−) = π+(D+)∗ of RB. We will write D for the ∗-subalgebra of
RB generated by π+(D+), which coincides with the subalgebra generated by π+(D+) and π−(D−). Intuitively,
we obtain D by adjoining inverses of elements of B+ and B−.

Consider now a certain subset S [[t;T ]] of B0[[t;T ]], namely the set of those elements∑
i≥0

bi(χX\Et)
i =

∑
i≥0

bit
i

such that each bi ∈ Bi belongs to span{χS | S ∈ Wi
20}. The subset S [[t;T ]] is always a linear subspace of

B0[[t;T ]], but it might not be a subalgebra. We will, however, see in the next chapter, Section 3.2, that in
the special case of A being the lamplighter group algebra, S [[t;T ]] is indeed an algebra, and even an integral
domain.

However, S [[t;T ]] certainly is a subalgebra of B0[[t;T ]] when it is endowed with the multiplicative structure
given by the Hadamard product �, which is de�ned by(∑

i≥0

bit
i
)
�
(∑
j≥0

b′jt
j
)

:=
∑
i≥0

(bib
′
i)t

i.

Observation 2.4.14. Each bi belongs to the linear span of all the χS with S ∈Wi, hence they can be written
as bi =

∑
S∈Wi λSχS for λS ∈ K. Let bi, b′i be two given elements of this form:

bi =
∑
S∈Wi

λSχS , b′i =
∑
S′∈Wi

µS′χS′ .

Since the sets S ∈Wi are of the form T i−1(Z ′i−1)∩T i−2(Z ′i−2)∩· · ·∩Z ′0 for i > 0 or S0∪T−1(S1) in case i = 0,
we see that for S, S′ ∈ Wi, S ∩ S′ = ∅ if they are di�erent, hence χS∩S′ = δS,S′χS . Therefore the Hadamard
product of S [[t;T ]] can be written as(∑

i≥0

bit
i
)
�
(∑
j≥0

b′jt
j
)

=
∑
i≥0

(bib
′
i)t

i =
∑
i≥0

( ∑
S∈Wi

λSµSχS

)
ti.

In fact, we can also de�ne an involution ¯on S [[t;T ]] given by∑
i≥0

( ∑
S∈Wi

λSχS

)
ti :=

∑
i≥0

( ∑
S∈Wi

λSχS

)
ti.

These operations turn S [[t;T ]] into a commutative ∗-algebra (S [[t;T ]],�,¯). Observe that S [[t;T ]] is a ∗-
regular algebra by Lemma 2.4.12. We show that it can be identi�ed with the center of the algebra R, and also
with a certain corner of R. To do so, we �rst �x some notation: we will denote the projections π(χC) ∈ R by
pC for any clopen C ⊆ X.

20Recall that these are the sets of the form (2.2.7), together with the set S0 ∪ T−1(S1).
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Proposition 2.4.15. We have an isomorphism of ∗-algebras S [[t;T ]]
Ψ∼= Z(R), the center of R. In particular,

we have a ∗-isomorphism S [[t;T ]] ∼= pERpE given by d 7→ Ψ(d)pE for d ∈ S [[t;T ]].

Proof. Recalling Observation 2.2.15, the set Wi is in bijection with the set of all the W ∈ V having length
i+ 1, so we can write an element

∑
i≥0 bit

i ∈ S [[t;T ]] as∑
i≥0

bit
i =

∑
i≥0

( ∑
S∈Wi

λSχS

)
ti =

∑
W∈V

(λS(W )χS(W ))t
|W |−1.

By writing R =
∏
W∈VM|W |(K), we have Z(R) =

∏
W∈VK. We de�ne a map Ψ : S [[t;T ]]→ Z(R) by∑

i≥0

( ∑
S∈Wi

λSχS

)
ti =

∑
W∈V

(λS(W )χS(W ))t
|W |−1 7→ (λS(W ) · hW )W .

That is, theW -component of the vector Ψ
(∑

i≥0

(∑
S∈Wi λSχS

)
ti
)
is given by the diagonal matrix λS(W )·hW .

It is straightforward to check that it is indeed an isomorphism of ∗-algebras. Since Z(R) ∼= pERpE trivially,
through the map (λW · hW )W 7→ (λW · e00(W ))W (see the computations following Lemma 2.2.13), the result
follows.

Our next step is to prove the following formulas, which will be useful later.

Lemma 2.4.16. For A,B ∈ S [[t;T ]], the following formulas hold inside R:

pE · π+(A)∗ · pT−1(E) · π+(B) · pE = Ψ(A�B)pE ,

pT−1(E) · π+(A) · pE · π+(B)∗ · pT−1(E) = Ψ(A�B)pT−1(E).

Proof. We only prove the �rst formula, being the second one analogous. It is enough to check it for a �xed
component W ∈ V, that is, it is enough to prove the equality

hW · pE · π+(A)∗ · pT−1(E) · π+(B) · pE = Ψ(A�B)hW · pE

for a �xed W ∈ V. Write A =
∑
i≥0

(∑
S∈Wi λSχS

)
ti and B =

∑
j≥0

(∑
S′∈Wj µS′χS′

)
tj . We �rst compute,

for a �xed S ∈Wi and by using Lemma 2.2.16, the terms

e|W |−1,|W |−1(W ) · (hW · χSti) · e00(W ) = δW,W (S)ei0(W ) = δW,W (S)e|W |−1,0(W ).21

Therefore

hW ·pE · π+(A)∗ · pT−1(E) · π+(B) · pE

= e00(W ) ·
(∑
i≥0

∑
S∈Wi

λShW · χSti
)∗
· e|W |−1,|W |−1(W ) ·

(∑
j≥0

∑
S′∈Wj

µS′hW · χS′tj
)
· e00(W )

= e00(W ) · (λS(W )e|W |−1,0(W ))∗ · e|W |−1,|W |−1(W ) · (µS(W )e|W |−1,0(W )) · e00(W )

= λS(W )µS(W )e00(W ) = Ψ(A�B)hW · pE ,

so the result follows.

In fact, these formulas can be generalized. In order to do this, we �rst need to de�ne an idempotent map

P : B0[[t;T ]]→ S [[t;T ]]

as follows.

Lemma 2.4.17. With the above notation, there exists an idempotent linear map P : B0[[t;T ]]→ S [[t;T ]] such
that for each x ∈ B0[[t;T ]], we have

pT−1(E) · π+(x) · pE = pT−1(E) · π+(P (x)) · pE .
21Note that the condition δW,W (S) already encodes the fact that the term is 0 if |W | 6= i+ 1.
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Proof. For i ≥ 1, let Vi be the linear subspace of Bi given by span{χC | C ∈ Wi}, and let V ′i be the linear
subspace of Bi spanned by all the projections χC , where

(∗) C is a nonempty clopen subset of X of the form (2.2.6) with either s > i or r > 0.

Claim 1: Bi = Vi + V ′i .

As observed after (2.2.6), Bi is spanned by all the functions χC , where C is a clopen subset of X of the
form (2.2.6) with s ≥ i. If s > i or r > 0, then C is of the form (∗), so that χC ∈ V ′i . So we can assume
that s = i and r = 0. Furthermore, if T i(E) ∩ C ∩ T−1(E) is nonempty, then C ∈ Wi and so χC ∈ Vi. So
we can further assume that T i(E) ∩ C ∩ T−1(E) = ∅.
We can then write

C =
(
T i(E) ∩ C

)
t
( ⊔
Z∈P

T i(Z) ∩ C
)
.

If T i(E) ∩ C = ∅, then χC is a sum of terms of the form (∗), so that χC ∈ V ′i . If T i(E) ∩ C 6= ∅, we can
further decompose C as

C =
(
T i(E) ∩ C

)
t
( ⊔
Z∈P

T i(Z) ∩ C
)

=
(
T i(E) ∩ C ∩ T−1(E)

)
t
( ⊔
Z∈P

T i(E) ∩ C ∩ T−1(Z)
)
t
( ⊔
Z∈P

T i(Z) ∩ C
)

=
( ⊔
Z∈P

T i(E) ∩ C ∩ T−1(Z)
)
t
( ⊔
Z∈P

T i(Z) ∩ C
)

using that T i(E) ∩ C ∩ T−1(E) = ∅. Note that for each Z ∈ P , either C ∩ T−1(Z) is empty or it is of the
form (∗); in the latter case we can write T i(E) ∩ C ∩ T−1(Z) as

T i(E) ∩ C ∩ T−1(Z) =
(
C ∩ T−1(Z)

)∖( ⊔
Z′∈P

T i(Z ′) ∩ C ∩ T−1(Z)
)
,

if nonempty. Therefore χC is a linear combination of terms of the form (∗), and thus χC ∈ V ′i .

Claim 2: Vi ∩ V ′i = {0}.

Assume that b ∈ Vi ∩ V ′i . Then we can write b =
∑
C∈Wi λCχC , with λC ∈ K. Since b ∈ V ′i we have

0 =
( ∑
C′∈Wi

χT i(E)∩C′∩T−1(E)

)
b =

( ∑
C′∈Wi

χT i(E)∩C′∩T−1(E)

)( ∑
C∈Wi

λCχC

)
=
∑
C∈Wi

λCχT i(E)∩C∩T−1(E)

But now observe that {χT i(E)∩C∩T−1(E)}C∈Wi is a family of mutually orthogonal nonzero projections, so
we get that λC = 0 for all C ∈Wi, and so b = 0.

Therefore Bi = Vi ⊕ V ′i for i ≥ 1. In the base case i = 0, we need to distinguish between two di�erent cases,
depending on whether the intersection E ∩ T−1(E) is empty or not. Recall that the special term of degree 0
is given by χS0∪T−1(S1), where

S0 = E ∪
( ⋃

Z∈P
Z∩T−1(E)6=∅

Z
)

and S1 = E ∪
( ⋃

Z∈P
T−1(Z)∩E 6=∅

Z
)
.

E ∩ T−1(E) = ∅: In this case, we take V ′0 to be any linear subspace of B0 complementing K · χS0∪T−1(S1) and

containing the family of pairwise orthogonal projections χZ∩T−1(Z′), for Z,Z ′ ∈ P satisfying Z∩T−1(E) =
∅ and T−1(Z ′) ∩ E = ∅ (observe that this family is orthogonal to the element χS0∪T−1(S1)), so that
B0 = K · χS0∪T−1(S1) ⊕ V ′0 .

E ∩ T−1(E) 6= ∅: De�ne here V ′0 to be the linear subspace of B0 spanned by all the projections χC , where
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(∗) C is a nonempty clopen subset of X of the form (2.2.6),

and let V0 = K · χE∩T−1(E). Analogous computations as in the case for i ≥ 1 show that there is a
decomposition B0 = V0⊕V ′0 . In particular, V ′0 has codimension 1. If we show that χS0∪T−1(S1) /∈ V ′0 then,
since K ·χS0∪T−1(S1) has dimension 1, we necessarily obtain the decomposition B0 = K ·χS0∪T−1(S1)⊕V ′0 .
But if χS0∪T−1(S1) ∈ V ′0 , we could write it as

χS0∪T−1(S1) =
∑
r,s≥0

∑
some Zi

λr,s,ZiχT−r(Z−r)∩···∩T−1(Z−1)∩Z0∩···∩T s−1(Zs−1).

Multiplying by χE∩T−1(E) we would get χE∩T−1(E) = χE∩T−1(E) · χS0∪T−1(S1) = 0, a contradiction.

Hence χS0∪T−1(S1) /∈ V ′0 , and we have the desired decomposition.

We can now de�ne P as the projection onto the �rst component in the decomposition

B0[[t;T ]] = S [[t;T ]]⊕
(∏
i≥0

V ′i t
i
)
.

We check the last condition in the statement. Take x ∈ B0[[t;T ]], x =
∑
i≥0 bit

i. We can write it as

x = P (x) +
∑
i≥0

∑
C as in (∗)

λCχCt
i

in the case E ∩ T−1(E) 6= ∅, and as

x = P (x) +
∑

some C
χC∈V ′0

λCχC +
∑
i≥1

∑
C as in (∗)

λCχCt
i

if E ∩ T−1(E) = ∅. Note that in the latter case, pT−1(E) · χC · pE = 0 for all χC ∈ V ′0 ; hence to prove the
formula it is enough to check that, for a �xed W = E ∩ T−1(Z1)∩ · · · ∩ T−k+1(Zk−1)∩ T−k(E) ∈ V, and C of
the form (∗), then hW · pT−1(E) · χCti · pE = 0. We compute

hW · pT−1(E) · χCti · pE = χTk−1(W )∩T−1(E)∩C∩T i(E)t
i

This is zero in case C is of the form (∗), since either C ⊆ T i(X\E) or C ⊆ T−1(X\E). The result follows.

We can now generalize the formulas in Lemma 2.4.16.

Lemma 2.4.18. For x, y ∈ B0[[t;T ]], the following formulas hold:

pE · π+(x)∗ · pT−1(E) · π+(y) · pE = Ψ(P (x)� P (y))pE ,

pT−1(E) · π+(x) · pE · π+(y)∗ · pT−1(E) = Ψ(P (x)� P (y))pT−1(E).

Proof. By Lemma 2.4.17 we have pT−1(E) · π+(x) · pE = pT−1(E) · π+(P (x)) · pE for all x ∈ B0[[t;T ]]. Taking
the involution on both sides, we get that pE · π+(x)∗ · pT−1(E) = pE · π+(P (x))∗ · pT−1(E) for all x ∈ B0[[t;T ]].
Now we obtain form Lemma 2.4.16

pE · π+(x)∗ · pT−1(E) · π+(y) · pE = pE · π+(P (x))∗ · pT−1(E) · π+(P (y)) · pE = Ψ(P (x)� P (y))pE ,

as desired.

Recall that S [[t;T ]] is a unital ∗-regular commutative algebra under the product �. The unit is of course
the element e =

∑
i≥0(

∑
C∈Wi χC)ti. We obtain:
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Proposition 2.4.19. Take s =
∑
Z∈P χZt = χX\Et ∈ B1t. Then u := (1− s)−1 = 1 + s+ s2 + · · · ∈ B0[[t;T ]]

satis�es that P (u) = e, where e is the unit element of (S [[t;T ]],�). We have the formulas

pE · π+(u)∗ · pT−1(E) · π+(x) · pE = Ψ(P (x))pE ,

pT−1(E) · π+(x) · pE · π+(u)∗ · pT−1(E) = Ψ(P (x))pT−1(E)

for all x ∈ B0[[t;T ]]. In particular, inside RB, the ideal generated by pE coincides with the ideal generated by
pT−1(E).

Proof. We �rst note that

si = (χX\Et)
i = χX\(E∪···∪T i−1(E))t

i =
∑

Z0,Z1,...,Zi−1∈P
χZ0∩T (Z1)∩···∩T i−1(Zi−1)t

i

for i ≥ 1. It follows from this formula and the computations done in Lemma 2.4.17 that P (si) =
∑
C∈Wi χCt

i.
To compute P (1), we �rst observe that

1 = χS0∪T−1(S1) + χX\S0∩X\T−1(S1) = χS0∪T−1(S1) +
∑
Z∈P

Z∩T−1(E)=∅

∑
Z′∈P

T−1(Z′)∩E=∅

χZ∩T−1(Z′).

By de�nition, the second part of this expression belongs to the complement V ′0 , so that P (1) = χS0∪T−1(S1).
Putting everything together, it is clear that P (u) = e. Now the desired formulas follow from Lemma 2.4.18.
In particular, we have

pE · π+(u)∗ · pT−1(E) · π+(u) · pE = Ψ(P (u))pE = Ψ(e)pE = pE ,

pT−1(E) · π+(u) · pE · π+(u)∗ · pT−1(E) = Ψ(P (u))pT−1(E) = Ψ(e)pT−1(E) = pT−1(E).

One deduces from this that the ideal generated by pE coincides with the ideal generated by pT−1(E) inside
RB.

We now de�ne a ∗-algebra Q which is similar to the one de�ned in [6, Lemma 6.10].

De�nition 2.4.20. With the above notation, we de�ne the ∗-algebra Q as the ∗-regular closure of P (D+)
in the ∗-regular algebra (S [[t;T ]],�,¯). In other words, Q is the smallest ∗-regular subalgebra of S [[t;T ]]
containing P (D+).

This ∗-algebra uncovers a portion of RB, as follows:

Proposition 2.4.21. We have an embedding Ψ(Q)pE ⊆ pERBpE. In particular, Ψ(Q)pE ⊆ RB.

Proof. Let x ∈ D+. Due to Lemma 2.4.18, we obtain

Ψ(P (x))pE = Ψ(P (u)� P (x)) = pE · π+(u)∗ · pT−1(E) · π+(x) · pE .

By Proposition 2.4.13, we have that π+(D+) ⊆ RB, so all the factors of the right hand side of the above
equality belong to RB. It follows that Ψ(P (x))pE ∈ pERBpE , and so Ψ(P (D+)) ⊆ pERBpE .

By Proposition 2.4.15, the map d 7→ Ψ(d)pE de�nes a ∗-isomorphism from S [[t;T ]] onto pERpE . It follows
that Ψ(Q)pE is the ∗-regular closure of Ψ(P (D+))pE in pERpE . Since Ψ(P (D+))pE ⊆ pERBpE and pERBpE
is ∗-regular, we obtain that Ψ(Q)pE ⊆ pERBpE . This show the result.

Observe that it is not clear whether P (D+) is a subalgebra of S [[t;T ]]. Nevertheless, this is not relevant
for our result.

Remark 2.4.22. At this point we may de�ne a ∗-subalgebra E of RB as the ∗-subalgebra of RB generated by
D and Ψ(Q)pE . However, we believe that in general this algebra will be smaller than RB (equivalently, will
not be regular). It seems that in order to advance in the understanding of RB we need to study their ideals.
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Chapter 3

Special cases: the lamplighter group

algebra and the odometer algebra

In this chapter we are going to apply our construction from Chapter 2 in order to study some group algebras
arising as Z-crossed product algebras, such as the lamplighter group algebra and the odometer algebra. From
now on, (K, ∗) will denote a �eld with positive de�nite involution.

First of all, we will show how one can relate the group algebra of some special groups G by means of a
Z-crossed product algebra through Fourier transform, sometimes called Pontryagin duality (Proposition 3.1.1).
In this setting, the Atiyah problem for our group algebra (see Section 1.1.4) will be translated to a problem on
computing ranks inside the Z-crossed product algebra.

After that, we will apply our methods in order to study the lamplighter group algebra K[Γ]. This algebra
is important because, among other things, it gave the �rst counterexample to the Strong Atiyah Conjecture
(Conjecture 1.1.14), see for example [42], [25]. One of our main results in that section is Theorem 3.2.10,
which gives a class of irrational (and even transcendental) numbers that appear as von Neumann dimensions
of elements of matrix algebras over K[Γ].

To end this chapter, we study the case of the 2-odometer algebra CK(X)oT Z with X =
∏
i∈N{0, 1}, where

T is the automorphism X → X given by addition of (1, 0, ...) with carry over. In this case, it is not possible to
realize this crossed product algebra as a group algebra since the crossed product algebra is simple (cf. [17]),
but this example is interesting in its own right because the dynamical system de�ning it is a minimal one,
hence we have been able to completely determine the structure of its ∗-regular closure in Theorem 3.3.8, and
thus giving a complete description of the set of l2-Betti numbers arising from the algebra K[Z(2∞)] oρ Z in
Theorem 3.3.9. More generally, we also study the case of the n-odometer algebra, being n = (ni)i a sequence
of natural numbers ni ≥ 2, and thus determining its ∗-regular closure in Theorem 3.4.4 and its set of l2-Betti
numbers in Theorem 3.4.6. The general n-odometer algebra has been widely studied, see for instance [24,
Chapter VIII.4], [87] for C∗-algebraic versions of it.

3.1 Relating our construction with some group algebras and the
Atiyah problem

Let G be a countable, discrete group, and let K be, throughout this section, a sub�eld of C closed under
complex conjugation. We �rst recall some constructions explained in Chapter 1. Consider K[G] the group
algebra of G. We denote by N (G) the von Neumann algebra of G and by U(G) the classical ring of quotients
of N (G) (Sections 1.1.2 and 1.2.2). We have inclusions A ⊆ N (G) ⊆ U(G).
U(G) is a ∗-regular ring possessing a rank function rkU(G) (Lemma 1.2.15), so the algebra K[G] becomes

also a rank ring (but not regular) when endowed with the rank function inherited from U(G), which we will
denote by rkK[G]. We brie�y recall how one can construct the rank function rkU(G), and more generally its
extension to Mn(U(G)).

The von Neumann algebra N (G) carries a natural normal, faithful and positive trace trN (G) (Proposition
1.1.4). Since U(G) is ∗-regular, for every element u ∈ U(G) there exist unique projections LP (u), RP (u) ∈ U(G)
such that uU(G) = LP (u) · U(G) and U(G)u = U(G) · RP (u) (Theorem 1.2.11). Both LP (u), RP (u) belong
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to the von Neumann algebra N (G), so we de�ne the rank function rkU(G) by the rule

rkU(G)(u) := trN (G)(LP (u)) = trN (G)(RP (u)).

All of this can be extended to k × k matrices (cf. Remark 1.1.5), so we obtain a unique Sylvester matrix rank
function RkU(G) over matrix algebras Uk(G) = Mk(U(G)) extending canonically rkU(G), so that

RkU(G)(U) := TrNk(G)(LP (U)) = TrNk(G)(RP (U))

for any matrix U ∈ Uk(G), where LP (U) and RP (U) are the left and right projections of U inside Uk(G),
respectively. In particular, we obtain a Sylvester matrix rank function RkK[G] over K[G] by restricting the
previous Sylvester matrix rank function RkU(G) on each matrix algebra Mk(K[G]) ⊆ Uk(G). We will see in
the next subsection that, when the group algebra can be identi�ed with a Z-crossed product algebra, this
Sylvester matrix rank function coincides with the Sylvester matrix rank function given in Theorem 2.3.7 when
considering a suitable measure µ on a suitably constructed totally disconnected, metrizable compact space X.

Recall De�nition 1.1.12: a real positive number r is called an l2-Betti number arising fromG with coe�cients
in K if for some k ≥ 1, there exists a matrix operator A ∈Mk(K[G]) such that

dimvN (ker(A)) = TrNk(G)(pA) = r,

where pA ∈ Nk(G) denotes the orthogonal projection onto the kernel of A. Equivalently, one can also compute
the von Neumann dimension by the formula

dimvN (ker(A)) = k − RkK[G](A).

We denote by C(G,K) the set of all l2-Betti numbers arising from G with coe�cients in K, so that

C(G,K) = RkK[G]

( ∞⋃
i=1

Mi(K[G])
)
⊆ R+.

Since U(G) is ∗-regular (Theorem 1.2.16), we can consider the ∗-regular closure of the group algebra K[G]
inside U(G), denoted by RK[G] = R(K[G],U(G)). It will help us later on when studying the set C(G,K),
see Proposition 2.4.1; the same proof in this context states that the subgroup of (R,+) generated by C(G,K)
coincides with the subgroup of (R,+) generated by the set

RkU(G)(RK[G]) = {RkU(G)(r) | r ∈ RK[G]}.

3.1.1 Some group algebras arising as Z-crossed product algebras

We can use our given construction to study K[G] in some special cases of interest by using Pontryagin duality,
as follows. For a topological, second countable, locally compact abelian group H one can de�ne its Pontryagin
dual Ĥ, which is the set of continuous homomorphisms φ : H → T, also called characters. With the compact
convergence topology, it is well-known that Ĥ becomes a topological, metrizable, locally compact abelian group.
If H is a countable discrete group then Ĥ is compact, and if moreover H is a torsion group then Ĥ is totally
disconnected. We refer the reader to [35, Chapter 4] for more information about Pontryagin duality and the
proofs of all these statements.

Suppose now that H is a countable discrete, torsion abelian group, and that Z acts on H by automorphisms
via ρ : Z y H. We write G for the semi-direct product group H oρ Z, so G is generated by t (the generator of
the Z-part) and by any set S consisting of generators of H1. We also denote by ρ̃ : Z y K[H] the action on
the group algebra K[H] which extends ρ by linearity.

This action ρ induces an action ρ̂ of Z on Ĥ by continuous functions, de�ned by

ρ̂(n)(φ)(h) := φ(ρ(−n)(h))

for n ∈ Z, φ ∈ Ĥ and h ∈ H, where now Ĥ becomes a totally disconnected, compact metrizable space. In
particular, if we put T := ρ̂(1), then the action ρ̂ is generated by T , in the sense that

ρ̂(n)(φ) = Tn(φ) for any φ ∈ Ĥ and n ∈ Z.

Note that T : Ĥ → Ĥ de�nes a homeomorphism of the space Ĥ.
1This crossed product construction can be generalized by replacing Z with any other countable discrete group Λ, as in [8,

Section 2]. However, we will stick into the Λ = Z case for our purposes.
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Proposition 3.1.1. Let O ⊆ N be the set O = {n ∈ N | there exists an element g ∈ H of order n}. Assume
that, for any n ∈ O, K contains all the nth-roots of unity. We will denote by ξn a primitive one.

Then we can identify the group algebra K[G] ∼= K[H] oρ̃ Z with CK(Ĥ) oT Z via the Fourier transform

F : K[H]→ CK(Ĥ)

by sending an element h ∈ H of order n to the element

χUh,0 + ξnχUh,1 + · · ·+ ξn
j
χUh,j + · · ·+ ξn

n−1
χUh,n−1

where each Uh,j = {φ ∈ Ĥ | φ(h) = ξjn}, and χUh,j denotes the characteristic function of the clopen Uh,j, and

then extending it to a map K[H] oρ̃ Z → CK(Ĥ) oT Z by sending t to the generator of Z, also denoted by t,
on the Z-crossed product.

See [8], also [40] where the author states an analogous result but in the realm of measured groupoids. Before
giving the proof, it is instructive to look at a speci�c example; in fact, this example was the motivation of most
of the constructions and results presented in this thesis. This is an example that Elek also studied in [29].

Example 3.1.2. The lamplighter group Γ is de�ned to be the wreath product of the �nite group of two
elements Z2 by Z. In other words,

Γ = Z2 o Z =
(⊕
i∈Z

Z2

)
oσ Z

where the semidirect product is taken with respect to the Bernoulli shift, that is σ : Z y
⊕

i∈Z Z2 is de�ned
by the rule

σ(n)(a)i = ai+n for a = (ai)i ∈
⊕
i∈Z

Z2.

In terms of generators and relations, if we denote by t the generator corresponding to Z, by ai the generator
corresponding to the ith copy of Z2, and by 1 the unit element of Γ, we have the relations a2

i = 1, aiaj = ajai
and tait−1 = ai−1 for any i, j ∈ Z. Notationally, we have the following presentation for Γ:

Γ = 〈t, {ai}i∈Z | a2
i , aiajaiaj , tait

−1ai−1 for i, j ∈ Z〉.

Now the Fourier transform gives a ∗-isomorphism

F : K[Γ]→ CK(X) oT Z

where here X =
∏
i∈Z{0, 1} is the Cantor set and T is the shift map, namely T (x)i = xi+1 for x ∈ X. The

isomorphism is given by the identi�cations

1 7→ χX , t 7→ t, ai 7→ χUi − χUi
(
or equivalently

1 + ai
2
7→ χUi

)
where Ui = {x ∈ X | xi = 0} and Ui is its complement in X. Note that, in particular, the elements ei = 1+ai

2
are idempotents in K[Γ], and so are fi = 1− ei. They correspond to the characteristic functions of the clopen
sets consisting of all the elements in X having a 0 (resp. a 1) at the ith component.

Proof of Proposition 3.1.1. Write µ for the counting measure of H. Then the Fourier transform F : K[H]→
CK(Ĥ) is de�ned by the formula

F (f)(φ) =

∫
H

f(h)φ(h)dµ(h), f ∈ K[H], φ ∈ Ĥ.

In fact, F is de�ned even for functions f ∈ L1(H,µ), and in such a case its range lies in C0(Ĥ) (see [35,
Proposition 4.13]). However, in our situation, for a given element h ∈ H we think of it as a function in
L1(H,µ) by the usual Kronecker delta function h(g) = δh,g; we have

F (h)(φ) = φ(h)

71



Chapter 3. Special cases: the lamplighter and the odometer algebras The Atiyah problem

and it is straightforward to check that indeed F (h) = χUh,0 + · · · + ξn
n−1

χUh,n−1
, so F : K[H] → CK(Ĥ) is

well-de�ned. It is well-known that the Fourier transform respects the corresponding products and involutions,
and by [35, Theorem 4.21] there exists a unique suitably normalized Haar measure µ̂ on Ĥ (in fact, since H
is discrete and µ is the counting measure, µ̂ corresponds to the normalized Haar measure, so that µ̂(Ĥ) = 1)
such that F de�nes a unitary isomorphism

F : L2(H,µ)→ L2(Ĥ, µ̂)

whose inverse map F−1 is given by integration agains µ̂:

F−1(f̂)(h) =

∫
Ĥ

f̂(φ)φ(h)dµ̂(φ), f̂ ∈ L2(Ĥ, µ̂), h ∈ H.

To conclude the proof, it is enough to check that F−1 : CK(Ĥ) → K[H] is also well-de�ned. Take then
f̂ = χU ∈ CK(Ĥ) and �x an h ∈ H with order n. We compute

F−1(χU )(h) =

∫
U

φ(h)dµ̂(φ) =
n−1∑
j=0

∫
U∩Uh,j

φ(h)dµ̂(φ) =
n−1∑
j=0

ξjn · µ̂(U ∩ Uh,j).

We only need to check that this computation gives 0 for all but �nitely many h's. Now, the clopen sets Ug,i
form a subbasis for the topology of Ĥ, i.e. the sets

U(g1,i1;...;gl,il) = Ug1,i1 ∩ · · · ∩ Ugl,il , gt ∈ H, 0 ≤ it ≤ o(gt)− 1, 1 ≤ t ≤ l,

generate the topology of Ĥ, where o(g) stands for the order of g. For a clopen U ⊆ Ĥ, it is immediate to see
that U can be written as a �nite disjoint union of sets of the previous form, so it is enough to restrict our
attention to the case when U = Ug1,i1 ∩ · · · ∩ Ugl,il . Much more, since F−1 is a homomorphism,

F−1(χU ) = F−1(χUg1,i1 ) · · ·F−1(χUgl,il ),

so we may further assume that U = Ug,i for some g ∈ H and 0 ≤ i ≤ o(g)− 1. We need to describe the values
µ̂(U ∩Uh,j) = µ̂(Ug,i∩Uh,j). Write m = o(g) and recall that n = o(h), so that 0 ≤ i ≤ m−1 and 0 ≤ j ≤ n−1.
We can further assume that i = 0. To see this, we �rst de�ne a character on the �nite group 〈g〉 by the rule

φg : 〈g〉 → T, φg(g) = ξm

Since T is a divisible group, it is injective in the category of abelian groups, so the previous character extends
to a character on H, which we still denote by φg. In this situation, by using left invariance of the Haar measure
µ̂, we get

µ̂(Ug,i ∩ Uh,j) = µ̂(φ
i

g · (Ug,i ∩ Uh,j)) = µ̂(Ug,0 ∩ Uh,j+N (mod n)),

so the e�ect of 'moving' the set Ug,i∩Uh,j by φ
i

g results in an overall shift in j by a �xed amount N , depending
only on φg and i. Therefore

F−1(χUg,i)(h) =
n−1∑
j=0

ξjn · µ̂(Ug,0 ∩ Uh,j+N (mod n)) = ξ
N

n ·
n−1∑
j=0

ξjn · µ̂(Ug,0 ∩ Uh,j) = ξ
N

n F−1(χUg,0)(h).

So from now on we will assume that U = Ug,0.
Consider now the �nite group 〈g〉 ∩ 〈h〉, which is generated by some power of the element h, so we write

〈g〉 ∩ 〈h〉 = 〈hk〉 for some 1 ≤ k ≤ n and k dividing n.

Note that in this case, the intersection Ug,0 ∩ Uh,j is empty if j /∈ n
kZ; hence

F−1(χUg,0)(h) =
k−1∑
j=0

ξ
n
k j
n · µ̂(Ug,0 ∩ Uh,nk j).
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We can then de�ne a (well-de�ned) character on the �nite group 〈g, h〉 by the rules

φg,h : 〈g, h〉 → T, φg,h(h) = ξ
n
k
n , φg,h(g) = 1.

Again, φg,h extends to a character on H, still denoted by φg,h. By further using the left invariance of µ̂,

µ̂(Ug,0 ∩ Uh,nk j) = µ̂(φ
j

g,h · (Ug,0 ∩ Uh,nk j)) = µ̂(Ug,0 ∩ Uh,0) for every 0 ≤ j ≤ k − 1,

so we end up with

F−1(χUg,0)(h) = µ̂(Ug,0 ∩ Uh,0) ·
k−1∑
j=0

ξ
n
k j
n .

This gives µ̂(Ug,0∩Uh,0) for k = 1, and zero otherwise. Since there are only �nitely many values of h satisfying
h ∈ 〈g〉, the result follows.

Note that for h ∈ 〈g〉, Ug,0 ∩ Uh,0 = Ug,0, and the value of its measure can be explicitly computed to be 1
m

by using again left invariance of µ̂. Hence we obtain an explicit formula for F−1(χUg,0), namely

F−1(χUg,0) =
1

m
(e+ g + · · ·+ gm−1)

and more generally

F−1(χUg,i) =
1

m
(e+ ξimg + · · ·+ ξ(m−1)i

m gm−1) for 0 ≤ i ≤ m− 1.

The extension of F to the respective crossed products is straightforward once we observe that the diagram

K[H]
F //

ρ̃(1)

��

CK(Ĥ)

T, T (f)(x)=f(T−1(x))
��

K[H]
F // CK(Ĥ)

commutes. For this, it is enough to show that T (Uh,i) = Uρ(h),i for a �xed h ∈ H of order n, and 0 ≤ i ≤ n−1.
But this is easy:

T (Uh,i) = {T (φ) ∈ Ĥ | φ(h) = ξin} = {φ ∈ Ĥ | φ(ρ(h)) = ξin} = Uρ(h),i.

Hence F extends to a ∗-isomorphism F : K[H] oρ̃ Z→ CK(Ĥ) oT Z.

Remark 3.1.3. Certainly, in the case K = C there is no need to involve the whole machinery used during the
course of the proof of Proposition 3.1.1. The reason for working on the proof as explicitly as stated is that the
resulting formulas for F ,F−1 remain valid in any �eld with involution of arbitrary characteristic p, provided
that p does not divide any of the natural numbers n ∈ O, that K contains all the nth-roots of unity for any
n ∈ O, and that one interprets ξn as ξ−1

n in the corresponding �eld. Of course, in this general setting one
needs to prove by hand that indeed the two maps F ,F−1 de�ned this way are ∗-isomorphisms, inverse of each
other, but it is a matter of computation to check that this is indeed the case.

Recall that we have a rank function rkK[G] on K[G] given by the restriction of the rank function naturally
arising from U(G), which we denoted by rkK[G]. Our question now is whether we can �nd a measure µ̂ on

the space Ĥ such that, when applying the construction given in Section 2.3.2, we end up with a rank function
rkA on A = CK(Ĥ) oT Z that coincides with rkK[G] under the Fourier transform F . The answer to this

question is a�rmative, and in fact µ̂ coincides with the normalized Haar measure on Ĥ2, as we show in the
next proposition.

Proposition 3.1.4. Let K ⊆ C be a sub�eld of C closed under complex conjugation and containing all the nth

roots of unity for every n ∈ O. Then from rkK[G] we can construct a full, T -invariant probability measure µ̂

on Ĥ which coincides with the normalized Haar measure on Ĥ.

If moreover rkK[G] is extremal in P(K[G]), then µ̂ is ergodic, and when applying the construction given

in Section 2.3.2 to µ̂ we end up with a Sylvester matrix rank function rkA on A = CK(Ĥ) oT Z such that
rkK[G] = rkA ◦F .

2This is the reason for keeping the notation µ̂ for such a measure.
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Proof. We �rst de�ne a �nitely additive probability measure µK[G] on the algebra K of clopen subsets of Ĥ by
the rule

µK[G](U) = rkK[G](F
−1(χU )) for every clopen subset U of Ĥ

which, by the same argument as in the proof of Proposition 2.3.8, can be uniquely extended to a Borel
probability measure µK[G] on Ĥ. Invariance of µK[G] follows from the fact that t is an invertible element:

µK[G](T (U)) = rkK[G](F
−1(χT (U)))

= rkK[G](tF
−1(χU )t−1)

= rkK[G](F
−1(χU )) = µK[G](U) for every clopen U ⊆ X.

The fullness of the measure is easy: let U ⊆ Ĥ be a nonempty open subset with null measure, and consider
V ⊆ U a nonempty clopen subset of Ĥ. Then rkK[G](F

−1(χV )) = µK[G](V ) ≤ µK[G](U) = 0, which contradicts
the fact that rkK[G] is a rank function on K[G].

If moreover rkK[G] is extremal, then again an argument similar to the one given in the proof of Proposition

2.3.10 proves that µK[G] is ergodic. In this case, µK[G] gives rise to a rank function rkA on A = CK(Ĥ) oT Z
such that

rkA(χU ) = µK[G](U) = rkK[G](F
−1(χU )) for every clopen subset U of Ĥ.

By the uniqueness part of Proposition 2.3.8, this implies that rkK[G] = rkA ◦F , as required.

Finally, to prove that µK[G] coincides with the normalized Haar measure µ̂ on Ĥ, just note that for any

clopen U ⊆ Ĥ, F−1(χU ) is a projection in K[G], so its rank coincides with its trace, and we obtain

µK[G](U) = rkK[G](F
−1(χU )) = trK[G](F

−1(χU ))

= F−1(χU )(e) =

∫
Ĥ

χU (φ)φ(e)dµ̂(φ) =

∫
U

dµ̂(φ) = µ̂(U).

Remarks 3.1.5.

1) Proposition 3.1.4 can be thought of as a particular case of the one considered in [8, Section 2]. Let us
brie�y summarize its content in our context.

The homeomorphism T : Ĥ → Ĥ can be extended to a ∗-automorphism of the commutative ∗-algebra
L∞(Ĥ, µ̂) consisting of (classes of) bounded measurable functions f : Ĥ → C, also denoted by T , via

T (f)(x) := f(T−1(x)), f ∈ L∞(Ĥ, µ̂), x ∈ Ĥ.

Therefore we can construct the algebraic crossed product L∞(Ĥ, µ̂) oT Z3. We will denote by t the
symbol corresponding to the Z-generator, so elements from L∞(Ĥ, µ̂) oT Z will be formal �nite sums∑

n∈Z
fnt

n, fn ∈ L∞(Ĥ, µ̂).

Let L2(Ĥ, µ̂) denote the Hilbert space of (classes of) measurable functions g : Ĥ → C with �nite 2-norm,
that is

||g||22 :=

∫
Ĥ

|g(x)|2dµ̂(x) <∞,

with the usual scalar product 〈g, h〉2 :=
∫
Ĥ
g(x)h(x)dµ̂(x), and consider H = l2(Z, L2(Ĥ, µ̂)) the Hilbert

space of L2(Ĥ, µ̂)-valued functions on Z; so a general element in H can be written as an in�nite sum∑
m∈Z

gmt
m, gm ∈ L2(Ĥ, µ̂),

and satis�es the �niteness condition
∑
m∈Z ||gm||22 <∞. The scalar product in H is given by〈∑

m∈Z
gmt

m,
∑
m∈Z

hmt
m
〉
H

:=
∑
m∈Z

∫
Ĥ

gm(x)hm(x)dµ̂(x).

3See Section 2.2 for the construction of the algebraic crossed product.
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Observe that L∞(Ĥ, µ̂) oT Z acts faithfully on H by left multiplication, giving a representation λ of
L∞(Ĥ, µ̂)oT Z as bounded operators on H. Speci�cally, the representation λ : L∞(Ĥ, µ̂)oT Z→ B(H)
is given by

λ
( ∑
n∈Z
�nite

fnt
n
)(∑

m∈Z
gmt

m
)

:=
∑
m∈Z

( ∑
n∈Z
�nite

fnT
n(gm)tn+m

)
∈ B(H), for fn ∈ L∞(Ĥ, µ̂), gm ∈ L2(Ĥ, µ̂),

where again, for an element g ∈ L2(Ĥ, µ̂), T (g) ∈ L2(Ĥ, µ̂) is de�ned by T (g)(x) := g(T−1(x)) for x ∈ Ĥ.

We denote by N (T ) to be the weak-completion of λ(L∞(Ĥ, µ̂) oT Z) inside B(H). We have a canonical
trace on L∞(Ĥ, µ̂) oT Z, de�ned on an element f =

∑
n∈Z fnt

n by

trL∞(Ĥ,µ̂)oTZ(f) = 〈f · idĤ , idĤ〉H =

∫
Ĥ

f0(x)dµ̂(x),

which extends to a normal, positive, faithful trace over N (T ) denoted by trN (T ). The identi�cation

K[G]
F∼= CK(Ĥ) oT Z ⊆ L∞(Ĥ, µ̂) oT Z extends to a trace-preserving isomorphism of von Neumann

algebras FvN : N (G)
∼=→ N (T ), which in turn extends to a rank-preserving isomorphism between the

respective algebras of a�liated operators, making the diagram

U(G)
∼= // U(T )

N (G)

⊆

∼= // N (T )

⊆

commutative, where U(G) (respectively, U(T )) is the algebra of (unbounded) a�liated operators of N (G)
(respectively, N (T )).

The construction N (T ) is also know in the literature as the group-measure space von Neumann algebra.

2) An important observation is that, once we have proven that the measure µ̂ on Ĥ is T -invariant, this
property does not depend on the base �eld K anymore. So, by assuming now that K is any �eld with
involution of arbitrary characteristic p (with p not dividing any natural number n ∈ O) and containing
all the nth roots of unity for any n ∈ O, and by assuming ergodicity of µ̂, we can apply our construction
from Chapter 2 (speci�cally, Theorem 2.3.7) to obtain a canonical Sylvester matrix rank function on
K[G], by simply de�ning rkK[G] = rkA ◦F .

We can use Proposition 3.1.4 to prove that, in certain cases, the ∗-regular closure of the group algebra K[G]
inside U(G), which we denoted by RK[G], can be identi�ed with RA, the ∗-regular closure of A inside the rank
completion Rrk of A with respect to its rank function rkA.

Theorem 3.1.6. Consider the same notation and hypotheses as in Proposition 3.1.4, and assume that rkK[G]

is extremal in P(K[G]).

Then we obtain a ∗-isomorphism RK[G]
∼= RA. In fact, we have commutative diagrams as follows.4

A

∼=

� � // RA

∼=

� � // Rrk� _

��

K[G] �
�

// RK[G]
� � // U(G)

(3.1.1)

Moreover, the rank completion of RK[G] with respect to rkK[G] is ∗-isomorphic to MK , the von Neumann
continuous factor over K.

Proof. Recall from Theorem 2.3.7 that Rrk can also be obtained by completing A with respect to its rank
rkA. Now since U(G) is complete with respect to the rkU(G)-metric (see Theorem 1.2.16), Proposition 3.1.4

4Recall Proposition 2.4.3.
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gives that the completion Rrk of A with respect to rkA also �ts inside U(G), making the previous diagram
commutative. In turn, since Rrk is itself ∗-regular, we see that

RK[G] = R(K[G],U(G)) ∼= R(A,Rrk) = RA,

as required. The last part follows from Theorem 2.3.9.

3.2 The lamplighter group algebra

In this section we are going to concentrate on the study of the group algebra of the lamplighter group Γ. We
will work mainly with the presentation of Γ given in Example 3.1.2.2), so Γ is generated by {ai}i∈Z and t, with
relations a2

i = 1, aiaj = ajai and tait−1 = ai−1 for every i, j ∈ Z.
In this case, the hypotheses given in Remark 3.1.3 translates to the fact that the caracteristic of our �eld

K has to be di�erent from 2. Then the Fourier transform gives a ∗-isomorphism

F : K[Γ]→ CK(X) oT Z,

{
ei = 1+ai

2 7→ χUi
t 7→ t

where X =
∏
i∈Z{0, 1} is the Cantor set, T the shift map de�ned by T (x)i = xi+1 for x ∈ X, and Ui is the

clopen set consisting of all points x ∈ X having a 0 at the ith component.
We will follow the same notation as in [40, Section 3]: given ε−k, ..., εl ∈ {0, 1}, the cylinder set {x = (xi) ∈

X | x−k = ε−k, ..., xl = εl} will be denoted by [ε−k · · · ε0 · · · εl]. So for example U0 = [0], and the characteristic
function χ[0] is identi�ed with the projection e0 under F ; also, χ[011] is identi�ed with e−1f0f1.

It is then clear that a basis for the topology of X is given by the collection of clopen sets consisting of all
the cylinder sets, that is

{[ε−k · · · ε0 · · · εl]}εi∈{0,1}
k,l≥0

.

We have a natural measure µ on X given by the usual product measure, where we take the
(

1
2 ,

1
2

)
-measure

on each component {0, 1}. It is well-known (cf. [59, Example 3.1]) that µ is an ergodic, full and shift-invariant
probability measure on X. In fact, note that under the Fourier transform, we have

F−1(χ[ε−k···ε0···εl]) =
(1 + (−1)ε−ka−k

2

)
· · ·
(1 + (−1)ε0a0

2

)
· · ·
(1 + (−1)εlal

2

)
and so, since its rank in K[Γ] coincides with its trace in K[Γ] (it is a projection), we obtain the equality

rkK[Γ](F
−1(χ[ε−k···ε0···εl])) = trK[Γ]

((1 + (−1)ε−ka−k
2

)
· · ·
(1 + (−1)ε0a0

2

)
· · ·
(1 + (−1)εlal

2

))
=

1

2l+k+1
= µ([ε−k · · · ε0 · · · εl]).

It follows from Proposition 3.1.4 that rkK[Γ] ◦F−1 coincides with the Sylvester matrix rank function rkA, where
A = CK(X) oT Z, obtained from µ by applying the construction from Section 2.3.25. In particular, the set of
l2-Betti numbers arising from Γ with coe�cients in K can be also computed by means of rkA,

C(Γ,K) = rkA

( ∞⋃
i=1

Mi(A)
)

= C(A).

From now on we will identify K[Γ] ∼= CK(X)oT Z. We can then apply our constructions from Chapter 2 to
study K[Γ]. We take En = [1 . . . 1 . . . 1] (with 2n+ 1 one's) for the sequence of clopen sets, whose intersection
gives the point y = (..., 1, 1, 1, 1, 1, ...) ∈ X which is a �xed point for the shift map T 6. We take the partitions
Pn of the complements X\En to be the obvious ones, namely

Pn = {[00 . . . 0 . . . 00], [00 . . . 0 . . . 01], ..., [01 . . . 1 . . . 11]}.
5Of course this has to be the case, since µ as taken is exactly the normalized Haar measure of the group X =

∏
i∈Z Z2.

6It can also be done by taking an even number of one's at each level n; we are taking an odd number for comfort.
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We will follow the notation of Section 2.3.1: write An := A(En,Pn) for the unital ∗-subalgebra of A =
CK(X) oT Z generated by the partial isometries χZt for Z ∈ Pn. It is easily seen that An coincides with the
unital ∗-subalgebra of A generated by the partial isometries si = eit for i = −n, ..., n, where recall that each
ei is the projection in K[Γ] given by 1+ai

2 (equivalently, the characteristic function of the clopen set [0i]), and
we put fi = 1− ei7. Indeed,

eit =
∑

[ε−n...ε0...εn]∈Pn
εi=0

χ[ε−n...ε0...εn]t

and if Z = [ε−n . . . ε0 . . . εn] with some εi = 0, then

χZt = ( ̂f−ne−n) · · · ( ̂f−(i−1)e−(i−1))(eit)(
̂̂

fi+1ei+1) · · · ( ̂̂
fn+1en+1)

where

f̂jej = εjfj + (1− εj)ej =

{
ej if εj = 0

fj if εj = 1
and

̂̂
fjej = εj−1fj + (1− εj−1)ej =

{
ej if εj−1 = 0

fj if εj−1 = 1
.

Note that each ej belongs to the corresponding ∗-subalgebra, since ej = (ejt)(ejt)
∗ and en+1 = (ent)

∗(ent).
We have, for each n ≥ 1, inclusions An ⊆ An+1 which correspond to the embeddings ιn from Section 2.3.1.

The quasi-partition Pn consists here of the translates of the sets W ∈ Vn which are either

W0 = En ∩ T−1(En) = [11 . . . 1 . . . 111] of length 1 (there are 2n+ 2 one's)

or

W1 = En ∩ T−1(Zn) ∩ · · · ∩ T−n−1(Z0) ∩ T−2n−1(Z−n) ∩ T−2n−2(En)

= [11 . . . 1 . . . 11011 . . . 1 . . . 11] of length 2n+ 2 (there are 4n+ 2 one's, and a zero)

with each Zi = [11 . . . 0i . . . 11] having all one's and a zero in the ith position, or of the form

W (∗, ∗, ..., ∗, ∗) = [11 . . . 1 . . . 110 ∗ ∗ · · · ∗ ∗011 . . . 1 . . . 11] of length (2n+ 3) + l

where here l ≥ 0 is the number of ∗, and each ∗ can be either a zero or a one, but with at most 2n consecutive
one's (if there were 2n+ 1 consecutive one's, then we would end inside En again).

In this particular case it can be checked by hand that indeed Pn forms a quasi-partition of X, namely that∑
k≥1

∑
W∈Vn
|W |=k

kµ(W ) = 1.

First, a de�nition. From now on we will write m = 2n+ 1.

De�nition 3.2.1. For k ≥ 0 an integer, we de�ne the kth m-acci number, denoted by Fibm(k), recursively by
setting

Fibm(0) = 0 , Fibm(1) = Fibm(2) = 1 , Fibm(3) = 2 , · · · , Fibm(m− 1) = 2m−3

and for r ≥ 0,
Fibm(m+ r) = Fibm(m+ r − 1) + · · ·+ Fibm(r).8

Lemma 3.2.2. For k ≥ 2, Fibm(k) is exactly the number of possible sequences (ε1, ..., εl) of length l = k − 2
that one can construct with zeroes and ones, but having at most m− 1 consecutive one's.

Proof. For 2 ≤ k ≤ m− 1 the result is clear. For k ≥ m a simple combinatorics argument gives the result.

7Compare with [6], where the authors study the algebra A1.
8This sequence is also known in the literature as the m-step Fibonacci sequence.
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Hence in our particular case,∑
k≥1

∑
W∈Vn
|W |=k

kµ(W ) = µ(W0) + (2n+ 2)µ(W1) +
∑
l≥0

∑
(ε1,...,εl) with εi∈{0,1}

and at most 2n
consecutive one's

(2n+ 3 + l)µ(W (ε1, ..., εl))

=
1

2m+1
+

1

22m

∑
k≥1

(m+ k)Fibm(k)

2k
.

This sum can be computed to be 1 by using the next lemma.

Lemma 3.2.3. We have:

∞∑
k=1

Fibm(k)

2k
= 2m−1,

∞∑
k=1

kFibm(k)

2k
= 22m − (m+ 1)2m−1.

Indeed, by using these summation rules,∑
k≥1

∑
W∈Vn
|W |=k

kµ(W ) =
1

2m+1
+

m

22m

∑
k≥1

Fibm(k)

2k
+

1

22m

∑
k≥1

kFibm(k)

2k

=
1

2m+1
+

m

22m
2m−1 +

1

22m
(22m − (m+ 1)2m−1) =

m+ 1

2m+1
+
(

1− m+ 1

2m+1

)
= 1.

Proof of Lemma 3.2.3. The proofs are not di�cult but the computations can become a little bit tough. Let's
compute the �rst one, so put K =

∑∞
k=1

Fibm(k)
2k

. We will use the recurrence relation for the Fibm(k). First

note that the �rst term equals Fibm(1)
2 = 1

2 and for 2 ≤ k ≤ m− 1, Fibm(k)
2k

= 2k−2

2k
= 1

4 . Also

Fibm(m) = Fibm(m− 1) + · · ·+ Fibm(0) = 2m−3 + · · ·+ 2 + 1 + 1 + 0 = 2m−2,

so Fibm(m)
2m = 1

4 too. Putting everything together,
∑m
k=1

Fibm(k)
2k

= m+1
4 . In general, for 2 ≤ r ≤ m, Sr :=∑r

k=1
Fibm(k)

2k
= r+1

4 . We can decompose the initial sum as

K =

m∑
k=1

Fibm(k)

2k
+

∞∑
k=1

Fibm(m+ k)

2m+k
=
m+ 1

4
+

m∑
i=1

1

2i

( ∞∑
k=1

Fibm(m+ k − i)
2m+k−i

)
=
m+ 1

4
+
m−2∑
i=1

1

2i

( ∞∑
k=1

Fibm(m+ k − i)
2m+k−i

)
+

1

2m−1

(
K − 1

2

)
+

1

2m
K

=
m+ 1

4
+
m−2∑
i=1

1

2i

( ∞∑
k=1

Fibm(m+ k − i)
2m+k−i

)
+
( 1

2m−1
+

1

2m

)
K − 1

2m
.

But for 1 ≤ i ≤ m− 2, K = Sm−i +
∑∞
k=1

Fibm(m+k−i)
2m+k−i , so

K =
m+ 1

4
+
m−2∑
i=1

1

2i

(
K − Sm−i

)
+
( 1

2m−1
+

1

2m

)
K − 1

2m
=
m+ 1

4
+
( m∑
i=1

1

2i

)
K −

(m−2∑
i=1

Sm−i
2i

+
1

2m

)
.

We compute
∑m
i=1

1
2i = 1− 1

2m , and

m−2∑
i=1

Sm−i
2i

=
1

4

m−2∑
i=1

m− i+ 1

2i
=
m− 1

4
− 1

2m
,

where we have used the sum
∑n
j=1 jx

j = x(1−xn)
(1−x)2 − nxn+1

1−x for real x 6= 1. Putting everything together

K =
m+ 1

4
+
(

1− 1

2m

)
K − m− 1

4
,
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so the result K = 2m−1 follows. For the second sum, put J =
∑∞
k=1

kFibm(k)
2k

. As before, Fibm(1)
2 = 1

2 and for

2 ≤ k ≤ m, kFibm(k)
2k

= k2k−2

2k
= k

4 . Putting everything together,
∑m
k=1

kFibm(k)
2k

= 1
2 +

∑m
k=2

k
4 = m2+m+2

8 . In

general, for 2 ≤ r ≤ m, Nr :=
∑r
k=1

kFibm(k)
2k

= 1
2 +

∑r
k=2

k
4 = r2+r+2

8 . We decompose the initial sum as

J =
m∑
k=1

kFibm(k)

2k
+
∞∑
k=1

(m+ k)Fibm(m+ k)

2m+k
=
m2 +m+ 2

8
+
∞∑
k=1

(m+ k)Fibm(m+ k)

2m+k
.

Let's analize the second sum. We have

(m+ k)Fibm(m+ k)

2m+k
=

m∑
i=1

(m+ k)Fibm(m+ k − i)
2m+k

=
m∑
i=1

(m+ k − i)Fibm(m+ k − i)
2m+k

+
m∑
i=1

iFibm(m+ k − i)
2m+k

so

∞∑
k=1

(m+ k)Fibm(m+ k)

2m+k
=

m∑
i=1

1

2i

( ∞∑
k=1

(m+ k − i)Fibm(m+ k − i)
2m+k−i

)
+

m∑
i=1

i

2i

( ∞∑
k=1

Fibm(m+ k − i)
2m+k−i

)
=
m−2∑
i=1

1

2i

( ∞∑
k=1

(m+ k − i)Fibm(m+ k − i)
2m+k−i

)
+

1

2m−1

( ∞∑
k=1

(k + 1)Fibm(k + 1)

2k+1

)
+

1

2m

( ∞∑
k=1

kFibm(k)

2k

)
+
m−2∑
i=1

i

2i

( ∞∑
k=1

Fibm(m+ k − i)
2m+k−i

)
+
m− 1

2m−1

( ∞∑
k=1

Fibm(k + 1)

2k+1

)
+

m

2m

( ∞∑
k=1

Fibm(k)

2k

)
.

But for 1 ≤ i ≤ m − 2, J = Nm−i +
∑∞
k=1

(m+k−i)Fibm(m+k−i)
2m+k−i and 2m−1 =

∑∞
k=1

Fibm(k)
2k

= Sm−i +∑∞
k=1

Fibm(m+k−i)
2m+k−i , so

∞∑
k=1

(m+ k)Fibm(m+ k)

2m+k
=
( m∑
i=1

1

2i

)
J −

m−2∑
i=1

Nm−i
2i

+
( m∑
i=1

i

2i

)
2m−1 −

m−2∑
i=1

iSm−i
2i

− m

2m
.

We use the sums
∑n
j=1 jx

j = x(1−xn)
(1−x)2 − nxn+1

1−x ,
∑n
j=1 j

2xj = x(1+x)(1−xn)
(1−x)3 − 2nxn+1

(1−x)2 − n2xn+1

1−x (for real x 6= 1) to
compute

n∑
i=1

1

2i
= 1− 1

2n
,

n∑
i=1

i

2i
= 2− n+ 2

2n
,

n∑
i=1

i2

2i
= 6− 6 + 4n+ n2

2n
;

m−2∑
i=1

Nm−i
2i

=
1

8

m−2∑
i=1

(m− i)2 + (m− i) + 2

2i
=
m2 − 3m+ 6

8
− 1

2m−1
,

m−2∑
i=1

iSm−i
2i

=
m+ 1

4

(m−2∑
i=1

i

2i

)
− 1

4

(m−2∑
i=1

i2

2i

)
=
m

2
− 1 +

1

2m−1
− n

2m
.

Putting everything together,

∞∑
k=1

(m+ k)Fibm(m+ k)

2m+k
=
(

1− 1

2m

)
J +

(
2− m+ 2

2m

)
2m−1 − m2 +m+ 2

8
+

1

2

and �nally

J =
(

1− 1

2m

)
J + 2m − m+ 1

2
,

so the result J = 22m − (m+ 1)2m−1 follows.
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The representations πn : An ↪→ Rn, x 7→ (hW · x)W can be explicitly computed:

a) for W = W0, we write
q0,W = χ[11...1...111];

b) for W = W1 and 0 ≤ i ≤ m, we write

qi,W = χT i(W ) = tiq0,W t
−i with q0,W = χ[11...1...11011...1...11];

c) for W = W (ε1, ..., εl) and 0 ≤ i ≤ m+ l + 1, we write

qi,W = χT i(W ) = tiq0,W t
−i with q0,W = χ[11...1...110ε1...εl011...1...11].

The elements qi,W belong to the ∗-subalgebra An, and in fact

hW =

|W |−1∑
i=0

qi,W (cf. Proposition 2.2.10).

Therefore here each Rn = K ×
∏
k≥1Mm+k(K)Fibm(k). Moreover, by Theorem 3.1.6, we can identify RK[Γ]

∼=
RA, and in fact the ∗-regular closure of each An inside U(Γ) coincides with Rn, i.e. Rn ∼= R(An,U(Γ)), and
the same for A∞, R∞ ∼= R(A∞,U(Γ)), where we adapt the notation of Chapter 2, Section 2.3. In particular,
Theorem 2.3.9 applies in this case to give the following result, already proved by Elek in [29] in this particular
case of the lamplighter group Γ and K = C.

Proposition 3.2.4. Take Rrk to be the rank completion of RK[Γ] inside U(Γ) with respect to rkU(Γ). Then
Rrk
∼=MK as ∗-algebras over K, whereMK denotes the von Neumann continuous factor over K.

Proof. Since RK[Γ]
∼= RA and the respective ranks coincide due to Theorem 3.1.6, the result follows by the

same proof as in Theorem 2.3.9.

3.2.1 The algebra of special terms for the lamplighter group algebra

We now interpret the results in Section 2.4.1 for the example of the lamplighter group algebra. In particular,
as promised in Section 2.4.1, we show that the corresponding algebra of special terms Sn[[t;T ]] is an integral
domain. Our notation here is a little bit di�erent from that section: we put An,0[[t;T ]] to denote the set of
in�nite sums ∑

i≥0

bi(χX\Ent)
i =

∑
i≥0

bit
i, where bi ∈ An,i = χX\(En∪···∪T i−1(En))An,0

with An,0 = CK(X) ∩ An. We then have a representation of An,0[[t;T ]] extending πn, which we will also
denote by πn, so

πn : An,0[[t;T ]]→ Rn, a 7→ (hW · a)W .

We write Sn[[t;T ]] to denote the subset of An,0[[t;T ]] consisting of those elements
∑
i≥0 bi(χX\Ent)

i such
that each bi belongs to span{χS | S ∈ Wi}. These are easy to describe here: the special term of degree 0 is
given by

S0 = T−1(S1) = [1 . . . 1 . . . 11︸ ︷︷ ︸
2n

] ←→ χS0
= f−n+1 · · · f0 · · · fn−1fn; 9

the special one of degree i = 2n+ 1 is

S = [11 . . . 1 . . . 1︸ ︷︷ ︸
2n

0 1 . . . 1 . . . 11︸ ︷︷ ︸
2n

] ←→ χS = f−3nf−3n+1 · · · f−2n · · · f−n−1e−nf−n+1 · · · f0 · · · fn−1fn;

9Note that in this particular case the sets S0 and T−1(S1) de�ning the special element of degree 0 coincide, giving the set
[1 . . . 1 . . . 11].
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and with degree i ≥ 2n+ 2, we have the elements

S = [11 . . . 1 . . . 1︸ ︷︷ ︸
2n

0 ∗ ∗ · · · ∗ ∗︸ ︷︷ ︸
i−(2n+2)

0 1 . . . 1 . . . 11︸ ︷︷ ︸
2n

]

l
χS = f−n−i+1f−n−i+2 · · · f−i+1 · · · f−i+ne−i+n+1*−i+n+2 · · ·*−n−1e−nf−n+1 · · · f0 · · · fn−1fn

with *j ∈ {ej , fj} with no more than 2n+ 1 consecutive f 's. As remarked in Section 2.4.1, the set Sn[[t;T ]] is
always a linear subspace of An,0[[t;T ]], but in general is not a subalgebra. Nevertheless, the next lemma shows
that the lamplighter algebra has some special properties that are re�ected in Sn[[t;T ]].

Lemma 3.2.5. In this particular case of the lamplighter group algebra, the space Sn[[t;T ]] becomes a subalgebra
of An,0[[t;T ]], and even an integral domain.

Proof. First one should note that the special term of degree 0 becomes the unit element in Sn[[t;T ]].
We show that if S ∈Wi, S′ ∈Wj then S ∩ T i(S′) ∈Wi+j (here i, j ≥ 2n+ 2, the other cases can be also

checked in a similar way). We have

χS = f−n−i+1 · · · f−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fn,

χS′ = f−n−j+1 · · · f−j+1 · · · f−j+ne−j+n+1b−j+n+2 · · · b−n−1e−nf−n+1 · · · f0 · · · fn,

with ai, bi ∈ {ei, fi} with no more than 2n+ 1 consecutive f 's, so that

χSt
i · χS′tj = χS∩T i(S′)t

i+j = f−n−j−i+1 · · · f−j−i+1 · · · f−j−i+ne−j−i+n+1b−j−i+n+2 · · · b−n−i−1e−n−i

· f−n−i+1 · · · f−if−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fn.

Now it is clear that S ∩ T i(S′) ∈Wi+j . This shows that Sn[[t;T ]] is a subalgebra of An,0[[t;T ]]. To show that
Sn[[t;T ]] is a domain, consider two nonzero elements a, b ∈ Sn[[t;T ]] , and let χSti and χS′tj be terms in the
support of a and b respectively, of smallest degree. By the computation above χSti · χS′tj = χS∩T i(S′)t

i+j is a
nonzero term of smallest degree in ab. This shows that ab 6= 0. Note that the special term χS0∪T−1(S1) is the
unit of the algebra Sn[[t;T ]].

De�ne Sn[t;T ] ⊆ Sn[[t;T ]] the set of elements of Sn[[t;T ]] with �nite support, i.e. of the form
∑r
i=0 bit

i

with bi belonging to the linear span of the special elements of degree i, and r ≥ 0.

Proposition 3.2.6. Sn[t;T ] is a free K-algebra with in�nite generators, and Sn[[t;T ]] is a free power series
K-algebra with in�nite generators.

Proof. A special term

f−n−i+1 · · · f−i+1 · · · f−i+ne−i+n+1a−i+n+2 · · · a−n−1e−nf−n+1 · · · f0 · · · fnti

is said to be pure if there are no more than 2n − 1 consecutive f 's in the a−i+n+2 · · · a−n−1 part. Denote by
Pu the set of pure elements. We then have that every special term χSt

i can be written uniquely as a product
of pure terms, so we obtain an isomorphism

K〈〈xb | b ∈ Pu〉〉 ∼= Sn[[t;T ]], xb 7→ b, 1 7→ χS0

which restricts to an isomorphism K〈xb | b ∈ Pu〉 ∼= Sn[t;T ], where S0 = [1 . . . 1 . . . 11] corresponds to the
special term of degree 0.

Examples with the �rst two levels of the lamplighter

In this small subsection we will present two examples concerning the structure of the algebras Sn[[t;T ]] or,
more generally, of the algebra SE [[t;T ]] de�ned as in 2.4.110.

10Note, however, that the notation used in that section is di�erent from the one we are using now: in the new one we are
emphasizing the clopen E ⊆ X.
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As our �rst example, we take E = [11] and the obvious partition P of the complement X\E, namely
P = {[00], [01], [10]}. The quasi-partition P consists of the T -translates of the sets

W =

{
either [111] of length 1, or

[110k110k21 · · · 0kr11] of length k = k1 + · · ·+ kr + (r + 1), with r ≥ 1 and each ki ≥ 1

where 0ki denotes 0 · · · 0 ki times. Indeed,∑
k≥1

∑
W∈V
|W |=k

|W |µ(W ) =
1

23
+
∑
r≥1

∑
k1,...,kr≥1

k1 + · · ·+ kr + (r + 1)

2k1+···+kr+(r+3)
=

1

8
+
∑
r≥1

3r + 1

2r+3
= 1,

where we have used the formulas
∑
k≥1 kx

k = x
(1−x)2 and

∑
k≥1 x

k = x
1−x , valid for all real values x ∈ (−1, 1).

It is easily seen that the unital ∗-subalgebra AE generated by 1 and the elements χZt with Z ∈ P is the
same as the ∗-subalgebra generated by 1 and the partial isometries e−1t and e0t.

The special elements are as follows: the special term of degree 0 is given by

S0 = [1] ←→ χS = f0,

and with degree i = k1 + · · ·+ kr + r ≥ 2, we have the elements

S = [10k110k21 · · · 0kr1] ←→ f−ie−i+1 · · · f−kr−1e−kr · · · e−1f0t
i

with r ≥ 1, k1, ..., kr ≥ 1. A pure term here is one of the form

χ[10k1]t
k+1 = f−k−1e−k · · · e−1f0t

k+1

for k ≥ 1. Therefore, each pure term is parametrized by a positive integer, so here

SE [[t;T ]] ∼= K〈〈{xk}k≥2〉〉, χ[10k1]t
k+1 7→ xk+1.

For example, the term χ[10k110k21···0kr1]t
k1+···+kr+r corresponds to the monomial xkr+1 · · ·xk1+1 (note the

noncommutativity of the variables), which has degree k1+· · ·+kr+r with respect to the graded homomorphism
deg : SE [[t;T ]]→ Z∗ such that deg(xk) = k for k ≥ 2.

Let's do the next case E = [111], which is the �rst of our levels commented at the beginning of Subsection
3.2.1. The partition P of the complement X\E is again the obvious one, so the quasi-partition P consists of
the T -translates of the sets

W =


either [1111] of length 1, or

[1110k
(1)
1 1 · · · 0k

(1)
r1 110k

(2)
1 1 · · · 0k

(2)
r2 11 · · · · · · 10k

(n)
rn 111] of length

k =
∑n
i=1

(∑ri
j=1 k

(i)
j + ri

)
+ n+ 1, with n ≥ 1, each ri ≥ 1 and each k(i)

j ≥ 1.

Here the unital ∗-subalgebra AE generated by 1 and the elements χZt with Z ∈ P is the same as the ∗-
subalgebra generated by 1 and the partial isometries e−1t, e0t and e1t.

The special elements are as follows: the special term of degree 0 is given by S0 = [11], and with degree

i =
(∑ri

j=1 k
(i)
j + ri

)
+ n ≥ 3 we have the elements

S = [110k
(1)
1 1 · · · 0k

(1)
r1 110k

(2)
1 1 · · · 0k

(2)
r2 11 · · · · · · 10k

(n)
rn 11]

with n ≥ 1, ri ≥ 1 and k(i)
j ≥ 1. A pure term here is one of the form

χ[110k110k21···0kr11]t
k1+···+kr+r+1

for r ≥ 1 and k1, ..., kr ≥ 1. Therefore, each pure term is parametrized by a sequence of positive integers−→
k = (k1, ..., kr) ∈

⋃
r≥1(Z+)r, so that

SE [[t;T ]] ∼= K〈〈{x−→
k
}−→
k ∈

⋃
r≥1(Z+)r

〉〉, χ[110k110k21···0kr11]t
k1+···+kr+r+1 7→ x(k1,...,kr)

with Fib2(k− 2) elements of degree k = k1 + · · ·+ kr + r+ 1. The nonpure terms in the above step (i.e. taking
E = [11]) correspond to the pure terms in the present step.
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3.2.2 Some computations of l2-Betti numbers

We will now focus on computing some l2-Betti numbers of elements from matrix algebras over K[Γ]. Our goal
is to obtain elements that give rise to irrational values. We will use ideas from [41], although applied to our
construction.

Recall that, in the case of the lamplighter group algebra, we have K[Γ] ∼= A = CK(X) oT Z with T being
the Bernoulli shift map, and moreover the Sylvester matrix rank functions rkK[Γ] and rkA coincide under
this identi�cation11. Therefore, given a matrix element A ∈ Ml(K[Γ]), one can compute its von Neumann
dimension by the formula

dimvN (ker(A)) = l − rkA(A)

where rkA(A) is the value of the Sylvester matrix rank function rkA on the matrix A.
We will take advantage of our construction done in the previous chapter: we have a faithful representation

πE : AE → RE withAE = A(E,P) andRE =
∏
W∈VE M|W |(K) for each choice of a clopen set E ⊆ X together

with a partition P of its complement X\E. We extend this representation to a faithful representation, also
denoted by πE , over matrix algebras πE : Ml(AE) ∼= Ml(K) ⊗ AE → Ml(RE) ∼=

∏
W∈VE Ml(K) ⊗M|W |(K)

in the canonical way. Hence, rkA can be computed over elements in Ml(AE) to be

rkA(A) =
∑
W∈VE

|W |µ(W ) Rk|W |(πE(A)W ) =
∑
W∈VE

µ(W ) Rk(πE(A)W )

where Rk|W | is the canonical extension of rk|W | from M|W |(K) to Ml(K) ⊗M|W |(K), and Rk is the usual
rank of matrices. We then obtain the following proposition, which will be useful later on when computing von
Neumann dimensions of elements A ∈Ml(K[Γ]).

Proposition 3.2.7. With the above notation, for a given element A ∈Ml(AE), we have the formula

dimvN (ker(A)) =
∑
W∈VE

dim(ker(πE(A)W ))µ(W ).

Proof. It is just a matter of computation: noting that Rk(πE(A)) = |W |l − dim(ker(πE(A)W )), we have

dimvN (ker(A)) = l − rkA(A) = l −
∑
W∈VE

µ(W ) Rk(πE(A)W )

= l −
(
l
∑
W∈VE

|W |µ(W )−
∑
W∈VE

dim(ker(πE(A)W ))µ(W )
)

=
∑
W∈VE

dim(ker(πE(A)W ))µ(W ).

Fix {eij}0≤i,j≤l−1 to be a full system of matrix units for Ml(K), so that for a �xed W ∈ VE , the family
{eij ⊗ ei′j′(W )} 0≤i,j≤l−1

0≤i′,j′≤|W |−1

is a full system of matrix units for Ml(K)⊗M|W |(K). In particular,

πE(eij ⊗ 1)W =

|W |−1∑
i′=0

eij ⊗ ei′i′(W ) = eij ⊗ hW .

Let now Ml(K)⊗M|W |(K) act on the K-vector space Kl ⊗K |W |, with K-basis {ei ⊗ ei′(W )} 0≤i≤l−1
0≤i′≤|W |−1

, by

multiplication to the right, that is

(eij ⊗ ei′j′(W )) · (ea ⊗ eb(W )) = δj,aδj′,bei ⊗ ei′(W ).

There is a canonical scalar product on Kl ⊗K |W |, given by the bilinear form with matrix the identity matrix
associated to the previous basis for Kl ⊗K |W |, namely

〈ei ⊗ ei′(W ), ej ⊗ ej′(W )〉 = δi,jδi′,j′ .

11Recall that rkA is the unique Sylvester matrix rank function associated to the normalized Haar measure on X =
∏

i∈Z Z2, see
Proposition 3.1.4.
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Lemma 3.2.8. The entry of πE(A)W corresponding to the eij ⊗ ei′j′(W ) component is given by

〈πE(A)W · (ej ⊗ ej′(W )), ei ⊗ ei′(W )〉.

Proof. Trivial.

One can then think of the matrix πE(A)W as the adjacency-labeled matrix of an edge-labeled graph EA(W ),
where we have an arrow from (ej , ej′(W )) to (ei, ei′(W )) of label

d(j,j′),(i,i′) = 〈πE(A)W · (ej ⊗ ej′(W )), ei ⊗ ei′(W )〉.

Here adjacency-labeled matrix means that the entry of πE(A)W corresponding to the eij ⊗ ei′j′(W ) component
is exactly d(j,j′),(i,i′), in accordance with Lemma 3.2.8.

There is an example of such a graph in Figure 3.1, corresponding to the matrix

πE(A)W = d1e22 ⊗ e21(W ) + d2el−2,l−2 ⊗ e21(W ) + d3el−1,l−2 ⊗ e22(W ) + d4e22 ⊗ e|W |−2,|W |−2(W ).

e0(W ) e1(W ) e2(W ) · · · e|W |−2(W ) e|W |−1(W )

e0 • • • · · · • •

e1 • • • · · · • •

e2 • • d1 // • · · · •
d4
��

•

...
...

...
. . .

...
...

el−2 • • d2 // •
d3
��

· · · • •

el−1 • • • · · · • •

Figure 3.1: An example of a graph EA(W )

If we denote by GA(W ) the set consisting of the connected components of the graph EA(W ), and by AC
(C ∈ G(W )) the corresponding adjacency-labeled matrix, then the matrix πE(A)W is similar to the block-
diagonal matrix 

AC1

AC2 . . .
ACr

 , where GA(W ) = {C1, ..., Cr}.

As a consequence, we have the formula

dim(ker(πE(A)W )) =
∑

C∈GA(W )

dim(ker(AC)), (3.2.1)

which we will use throughout in computing dimensions of kernels.
The following lemma is an adaptation of [41, Lemma 20] to our notation.

Lemma 3.2.9 (Flow Lemma at each vertex ei⊗ei′(W )). An element α =
∑
j,j′ λ(j,j′)ej⊗ej′(W ) ∈ Kl⊗K |W |

belongs to the kernel of the matrix πE(A)W if and only if, for every vertex ei ⊗ ei′(W ),∑
j,j′

λ(j,j′)d(j,j′),(i,i′) = 0.

Proof. Trivial; see the proof of [41, Lemma 20].

To see how exactly the Flow Lemma 3.2.9 works explicitly, we refer the reader to the appendix given in
[41], where some applications of it in concrete examples are described.
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We are now ready to give examples of elements A ∈ Ml(A) with irrational von Neumann dimension. We
apply our construction from Chapter 2 with the clopen subset E = [11] and the obvious partition P of the
complement X\E which already appeared in the previous section. Recall that the quasi-partition P consists
of the T -translates of the sets

W =

{
either [111] of length 1, or

[110k110k21 · · · 0kr11] of length k = k1 + · · ·+ kr + (r + 1), with r ≥ 1 and each ki ≥ 1

where 0ki denotes 0 · · · 0 ki times.
Our main result of this section is the following:

Theorem 3.2.10. Fix n ≥ 0. For 0 ≤ i ≤ n, take pi(x) = a0,i+a1,ix+ · · ·+ami,ixmi polynomials with positive
integer coe�cients of degrees at least 1, and d1, ..., dn ≥ 2 natural numbers. Then there exists an element A
inside some matrix algebra over AE such that

dimvN (ker(A)) = q0 + q1

∑
k≥2

1

2p0(k)+p1(k)dk1+···+pn(k)dkn
, (3.2.2)

where q0, q1 are nonzero rational numbers. We get a bunch of irrational and transcendental l2-Betti numbers.

Proof. Since the proof of the theorem is quite technical and complicated, we will start by giving some examples
of elements A whose von Neumann dimension behaves as before, �rst by just considering a single polynomial
p(k) and then by considering p(k)dk. After that, we will present an explicit element having von Neumann
dimension as in (3.2.2).

We start by giving a concrete example, p(x) = 2 + x+ x2. Consider the element from M10(AE) given by

A =



−χ[00]t
−1 0 0 0 0 −χ[01] χ[010]t

−1 0 0 0
−χ[0] −χ[00]t

−1 0 0 0 0 0 0 0 0
0 −χ[10] −χ[00]t 0 0 0 0 0 0 0
0 0 −χ[01] −χ[00]t

−1 0 0 0 0 0 0
0 0 0 −χ[0] −χ[00]t

−1 0 0 0 0 0
0 0 0 0 −χ[10] −χ[00]t 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −χ[010]t

2 0 0 0 0 0 −χ[00]t 0 0
0 0 0 0 0 0 −χ[010]t χ[0] −χ[00]t 0
0 0 0 0 0 0 0 0 −χ[01] 0


+ (χ[00] + χ[100]) · (Id10 − e66 − e99)

or, in a more concise way, we write

A =− χ[00]t
−1 · e00 − χ[0] · e10 − χ[00]t

−1 · e11

− χ[10] · e21 − χ[00]t · e22 − χ[01] · e32

− χ[00]t
−1 · e33 − χ[0] · e43 − χ[00]t

−1 · e44

− χ[10] · e54 − χ[00]t · e55 − χ[01] · e05

− χ[010]t
2 · e71 − χ[00]t · e77 + χ[0] · e87

− χ[00]t · e88 − χ[01] · e98

− χ[010]t · e86 + χ[010]t
−1 · e06

+ (χ[00] + χ[100]) · (Id10 − e66 − e99).

For this element, and if we take W = [111], we observe that πE(A)W equals the zero 10× 10 matrix, so its
kernel has dimension 10. Figure 3.2 gives the prototypical graph EA(W ) that appears in the case one takes a
W of the second form [110k110k21 · · · 0kr11] with length k = k1 + · · ·+ kr + (r + 1).

Here we have four di�erent types of connected components C for the graph, namely

a) C1, given by the graphs with only one vertex
•

Note that in this case dim(ker(AC1
)) = 1, and we have 10+(2k1−1)+(9+2k2−1)+· · ·+(9+2kr−1)+10 =

11 + 8r + 2(k1 + · · ·+ kr) connected components of this kind.
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b) C2, given by the graph

•
��

1
��

−1
// •
��

1
��

−1
// · · · −1

// •
��

1
��

−1
// •
��

1
��

•
�� −1

// •
�� −1

// · · · −1
// •
�� −1

// •
��

−1
��

· · · •
If we apply Lemma 3.2.9 to this graph, we get that dim(ker(AC2)) = 1. We only have one connected
component of this kind.

c) C3, given by the graphs
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These graphs are the key part of the element A, since they will give rise to the irrationality of the value of
its von Neumann dimension. Again, by Lemma 3.2.9, it is easy to compute the dimension of the kernel:

dim(ker(AC3
)) =

{
2 if ki+1 = k2

i − 1
1 otherwise

}
= 1 + δki+1,k2

i−1.

We have r − 1 connected components of this kind.

d) C4 �nally, given by the graph
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Once more, by virtue of Lemma 3.2.9, we get

dim(ker(AC4
)) =

{
1 if kr = 1
0 otherwise

}
= δkr,1.

Again, we only have one connected component of this kind.

By making use of the formula (3.2.1) and Proposition 3.2.7, we compute

dimvN (ker(A)) =
∑
W∈V

dim(ker(πE(A)W ))µ(W ) =
∑
W∈V

∑
C∈GA(W )

dim(ker(AC))µ(W )

=
10

23
+
∑
r≥1

∑
k1,...,kr≥1

11 + 8r + 2(k1 + · · ·+ kr) + 1 + (δk2,k2
1−1 + · · ·+ δkr,k2

r−1−1) + (r − 1) + δkr,1

2k1+···+kr+(r+3)

=
10

8
+

1

8

∑
r≥1

11 + 9r

2r
+

1

8

∑
r≥1

4r

2r
+

23

8

∑
r≥1

1

2r

( ∑
k1≥2

1

2k1+k2
1+2

+ · · ·+
∑

kr−1≥2

1

2kr−1+k2
r−1+2

)
+

1

8

∑
r≥1

1

2r+1

=
10

8
+

37

8
+
∑
k≥2

1

2k2+k+2
+

1

16
=

95

16
+
∑
k≥2

1

2k2+k+2

that is,

dimvN (ker(A)) =
95

16
+
∑
k≥2

1

2k2+k+2
≈ 5, 941467524...

which is an irrational number (its binary expansion is clearly nonperiodic).
Having this example in mind, we now construct an element A with von Neumann dimension of the form

q0 + q1

∑
k≥2

1

2p(k)
,

where q0, q1 are nonzero rational numbers, and p(x) = a0 + a1x+ · · ·+ anx
n is a degree n ≥ 2 polynomial with

positive integer coe�cients. We consider the element from M3n+4(AE) given by

A =− χ[00]t
−1 · e00 − χ[0] · e10 − χ[00]t

−1 · e11

− χ[10] · e21 − χ[00]t · e22

− χ[01] · e32 − (a1 − 1)χ[01] · e02

+

n−2∑
i=1

(
− χ[00]t

−1 · e3i,3i − χ[0] · e3i+1,3i

− χ[00]t
−1 · e3i+1,3i+1 − χ[10] · e3i+2,3i+1

− χ[00]t · e3i+2,3i+2 − χ[01] · e3i+3,3i+2 − ai+1χ[01] · e0,3i+2

)
− χ[00]t

−1 · e3n−3,3n−3 − χ[0] · e3n−2,3n−3

− χ[00]t
−1 · e3n−2,3n−2 − χ[10] · e3n−1,3n−2

− χ[00]t · e3n−1,3n−1 − anχ[01] · e0,3n−1

− χ[010]t
2 · e3n+1,1 − χ[00]t · e3n+1,3n+1 + χ[0] · e3n+2,3n+1

− χ[00]t · e3n+2,3n+2 − χ[01] · e3n+3,3n+2

− χ[010]t · e3n+2,3n + χ[010]t
−1 · e0,3n

+
(
χ[00] + χ[100]

)
(Id3n+4 − e3n,3n − e3n+3,3n+3) .

Again, if we take W = [111], π(A)W gives the zero (3n + 4) × (3n + 4) matrix, so its kernel has dimension
3n+ 4. For a W = [110k110k21 · · · 0kr11] of length k = k1 + · · ·+ kr + (r+ 1), its graph EA(W ) has again four
di�erent types of connected components C, namely

a) C1, given by the graphs with only one vertex
•

In this case dim(ker(AC1
)) = 1, and we have 3n + 4 + (2k1 − 1) + (3n + 3 + 2k2 − 1) + · · · + (3n + 3 +

2kr − 1) + 3n+ 4 = 3n+ 5 + (3n+ 2)r + 2(k1 + · · ·+ kr) connected components of this kind.
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b) C2, given by the graph
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Applying Lemma 3.2.9 to this graph, we get dim(ker(AC2

)) = 1. We only have one connected component
of this kind.

c) C3, given by the graphs
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Again, these graphs will be the key point of the element A, giving rise to the irrationality of the value
dimvN (ker(A)). Lemma 3.2.9 applied to these graphs tells us that

dim(ker(AC3
)) =

{
2 if ki+1 = p(ki)− ki − a0 − 1
1 otherwise

}
= 1 + δki+1,p(ki)−ki−a0−1.

We have r − 1 connected components of this kind.
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d) Finally C4, given by the graph
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By Lemma 3.2.9 we get dim(ker(AC4)) = 0 unless our polynomial is of the form p(x) = a0 + x+ x2 (that
is n = 2 and a1 = a2 = 1), in such a case we get

dim(ker(AC4)) =

{
1 if kr = 1
0 otherwise

}
= δkr,1.

We only have one connected component of this type.

We restrict our attention to the case where p(x) is not of the form p(x) = a0 + x + x2, since this particular
case was already handled in the preceding example. Due to (3.2.1) and Proposition 3.2.7, we get

dimvN (ker(A)) =
∑
W∈V

dim(ker(πE(A)W ))µ(W ) =
∑
W∈V

∑
C∈GA(W )

dim(ker(AC))µ(W )

=
3n+ 4

23
+
∑
r≥1

∑
k1,...,kr≥1

(3n+ 5) + (3n+ 2)r + 2(k1 + · · ·+ kr) + 1

2k1+···+kr+(r+3)

+
∑
r≥1

∑
k1,...,kr≥1

(r − 1) + δk2,p(k1)−k1−a0−1 + · · ·+ δkr,p(kr−1)−kr−1−a0−1

2k1+···+kr+(r+3)

=
3n+ 4

8
+

1

8

∑
r≥1

(3n+ 5) + (3n+ 7)r

2r
+

2a0+1

8

∑
r≥1

1

2r

( ∑
k1≥2

1

2p(k1)
+ · · ·+

∑
kr−1≥2

1

2p(kr−1)

)
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=
3n+ 4

8
+

9n+ 19

8
+

2a0+1

8

∑
k≥2

1

2p(k)
=

12n+ 23

8
+

2a0+1

8

∑
k≥2

1

2p(k)

that is,

dimvN (ker(A)) =
12n+ 23

8
+

2a0+1

8

∑
k≥2

1

2p(k)

which is an irrational number since the degree of the polynomial is at least 2, so the binary expansion of the
value is nonperiodic.

Let's do a step further: we now construct an element A with von Neumann dimension of the form

q0 + q1

∑
k≥1

1

2k+p(k)dk
,

where again q0, q1 are nonzero rational numbers, p(x) is a polynomial satisfying the same conditions as before
(but we consider here that its degree is at least 1), and d ≥ 2 is a natural number. We consider the element
from M3n+5(AE) given by

A =− dχ[10] · e01 − χ[00]t · e00

− a0χ[01] · e10 − dχ[00]t
−1 · e11

− χ[0] · e21 − dχ[00]t
−1 · e22

− dχ[10] · e32 − χ[00]t · e33

− χ[01] · e43 − a1χ[01] · e13

+

n−2∑
i=1

(
− χ[00]t

−1 · e3i+1,3i+1 − χ[0] · e3i+2,3i+1

− χ[00]t
−1 · e3i+2,3i+2 − χ[10] · e3i+3,3i+2

− χ[00]t · e3i+3,3i+3 − χ[01] · e3i+4,3i+3 − ai+1χ[01] · e1,3i+3

)
− χ[00]t

−1 · e3n−2,3n−2 − χ[0] · e3n−1,3n−2

− χ[00]t
−1 · e3n−1,3n−1 − χ[10] · e3n,3n−1

− χ[00]t · e3n,3n − anχ[01] · e1,3n

− χ[010]t
2 · e3n+2,2 − χ[00]t · e3n+2,3n+2 + χ[0] · e3n+3,3n+2

− χ[00]t · e3n+3,3n+3 − χ[01] · e3n+4,3n+3

− χ[010]t · e3n+3,3n+1 + χ[010]t
−1 · e1,3n+1

+
(
χ[00] + χ[100]

)
(Id3n+5 − e3n+1,3n+1 − e3n+4,3n+4) .

For W = [111], π(A)W gives the zero (3n + 5) × (3n + 5) matrix, so its kernel has dimension 3n + 5. For a
W = [110k110k21 · · · 0kr11] of length k = k1 + · · ·+kr + (r− 1), its graph EA(W ) has again four di�erent types
of connected components C, namely

a) C1, given by the graphs with only one vertex
•

Here dim(ker(AC1)) = 1, and we have (3n+5)+(2k1−1)+(3n+3+2k2)+ · · ·+(3n+3+2kr)+(3n+5) =
3n+ 6 + (3n+ 3)r + 2(k1 + · · ·+ kr) connected components of this type.
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b) C2, given by the graph
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We get, using Lemma 3.2.9, dim(ker(AC2)) = 1. We only have one connected component of this type.

c) C3, given by the graphs
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Lemma 3.2.9 applied to these graphs gives

dim(ker(AC3
)) =

{
2 if ki+1 = p(ki)d

ki − 1
1 otherwise

}
= 1 + δki+1,p(ki)dki−1.

We have r − 1 connected components of this kind.
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d) Finally C4, given by the graph
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We have here dim(ker(AC4
)) = 0 again by using Lemma 3.2.9 for every possible value of kr. We only

have one connected component of this type.

Due to (3.2.1) and Proposition 3.2.7, we get

dimvN (ker(A)) =
∑
W∈V

dim(ker(πE(A)W ))µ(W ) =
∑
W∈V

∑
C∈GA(W )

dim(ker(AC))µ(W )

=
3n+ 5

23
+
∑
r≥1

∑
k1,...,kr≥1

(3n+ 6) + (3n+ 3)r + 2(k1 + · · ·+ kr) + 1

2k1+···+kr+(r+3)

+
∑
r≥1

∑
k1,...,kr≥1

(r − 1) + δk2,p(k1)dk1−1 + · · ·+ δkr,p(kr−1)dkr−1−1

2k1+···+kr+(r+3)

=
3n+ 5

8
+

1

8

∑
r≥1

(3n+ 6) + (3n+ 8)r

2r

+
2

8

∑
r≥1

1

2r

( ∑
k1≥2

1

2k1+p(k1)dk1
+ · · ·+

∑
kr−1≥2

1

2kr−1+p(kr−1)dkr−1

)
=

3n+ 5

8
+

9n+ 22

8
+

2

8

∑
k≥1

1

2k+p(k)dk
=

12n+ 27

8
+

2

8

∑
k≥1

1

2k+p(k)dk

that is,

dimvN (ker(A)) =
12n+ 27

8
+

1

4

∑
k≥1

1

2k+p(k)dk

which is an irrational number, and even transcendental (see e.g. [95]).
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After these examples one can derive the pattern in order to obtain an exponent of the form

p0(k) + p1(k)dk1 + · · ·+ pn(k)dkn

by simply adding more levels, i.e. by considering matrices of higher dimension, and gluing the corresponding
graphs in an appropriate way. We write down the corresponding element that gives rise to such a pattern.
If we let N = m0 + · · · + mn to be the sum of the degrees of the previous polynomials, then the element A
realizing the preceding pattern belongs to M3N+n+5(AE), and is given explicitly by

A =− χ[00]t
−1 · e11 − χ[0] · e21 − χ[00]t

−1 · e22

− χ[10] · e32 − χ[00]t · e33 − χ[01] · e43 − (a1,0 − 1)χ[01] · e03

+

m0−2∑
j=1

(
− χ[00]t

−1 · e3j+1,3j+1 − χ[0] · e3j+2,3j+1 − χ[00]t
−1 · e3j+2,3j+2

− χ[10] · e3j+3,3j+2 − χ[00]t · e3j+3,3j+3

− χ[01] · e3j+4,3j+3 − aj+1,0χ[01] · e0,3j+3

)
− χ[00]t

−1 · e3m0−2,3m0−2 − χ[0] · e3m0−1,3m0−2 − χ[00]t
−1 · e3m0−1,3m0−1

− χ[10] · e3m0,3m0−1 − χ[00]t · e3m0,3m0
− am0,0χ[01] · e0,3m0

− χ[01] · e3m0+2,1

− d1χ[10] · e3m0+1,3m0+2 − χ[00]t · e3m0+1,3m0+1 − a0,1χ[01] · e0,3m0+1

− d1χ[00]t
−1 · e3m0+2,3m0+2 − χ[0] · e3m0+3,3m0+2

− d1χ[00]t
−1 · e3m0+3,3m0+3 − d1χ[10] · e3m0+4,3m0+3

− χ[00]t · e3m0+4,3m0+4 − χ[01] · e3m0+5,3m0+4 − a1,1χ[01] · e0,3m0+4

+

m1−2∑
j=1

(
− χ[00]t

−1 · e3m0+3j+2,3m0+3j+2 − χ[0] · e3m0+3j+3,3m0+3j+2

− χ[00]t
−1 · e3m0+3j+3,3m0+3j+3 − χ[10] · e3m0+3j+4,3m0+3j+3

− χ[00]t · e3m0+3j+4,3m0+3j+4 − χ[01] · e3m0+3j+5,3m0+3j+4

− aj+1,1χ[01] · e0,3m0+3j+4

)
− χ[00]t

−1 · e3(m0+m1)−1,3(m0+m1)−1 − χ[0] · e3(m0+m1),3(m0+m1)−1

− χ[00]t
−1 · e3(m0+m1),3(m0+m1) − χ[10] · e3(m0+m1)+1,3(m0+m1)

− χ[00]t · e3(m0+m1)+1,3(m0+m1)+1 − am1,1χ[01] · e0,3(m0+m1)+1

− χ[01] · e3(m0+m1)+3,1

...

− χ[01] · e3(N−mn)+2,1

− dnχ[10] · e3(N−mn)+n,3(N−mn)+n+1 − χ[00]t · e3(N−mn)+n,3(N−mn)+n

− a0,nχ[01] · e0,3(N−mn)+n − dnχ[00]t
−1 · e3(N−mn)+n+1,3(N−mn)+n+1

− χ[0] · e3(N−mn)+n+2,3(N−mn)+n+1 − dnχ[00]t
−1 · e3(N−mn)+n+2,3(N−mn)+n+2

− dnχ[10] · e3(N−mn)+n+3,3(N−mn)+n+2 − χ[00]t · e3(N−mn)+n+3,3(N−mn)+n+3

1s
t
p
ol
yn

om
ia
l

2n
d
p
ol
yn

om
ia
l

n
th

p
ol
yn

om
ia
l
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− χ[01] · e3(N−mn)+n+4,3(N−mn)+n+3 − a1,nχ[01] · e0,3(N−mn)+n+3

+

mn−2∑
j=1

(
− χ[00]t

−1 · e3(N−mn)+3j+n+1,3(N−mn)+3j+n+1

− χ[0] · e3(N−mn)+3j+n+2,3(N−mn)+3j+n+1

− χ[00]t
−1 · e3(N−mn)+3j+n+2,3(N−mn)+3j+n+2

− χ[10] · e3(N−mn)+3j+n+3,3(N−mn)+3j+n+2

− χ[00]t · e3(N−mn)+3j+n+3,3(N−mn)+3j+n+3

− χ[01] · e3(N−mn)+3j+n+4,3(N−mn)+3j+n+3

− aj+1,nχ[01] · e0,3(N−mn)+3j+n+3

)
− χ[00]t

−1 · e3N+n−2,3N+n−2 − χ[0] · e3N+n−1,3N+n−2

− χ[00]t
−1 · e3N+n−1,3N+n−1 − χ[10] · e3N+n,3N+n−1

− χ[00]t · e3N+n,3N+n − amn,nχ[01] · e0,3N+n

− χ[010]t
2 · e3N+n+2,1

+ χ[010]t
−1 · e0,3N+n+1

− χ[010]t · e3N+n+3,3N+n+1

− χ[00]t · e3N+n+2,3N+n+2 + χ[0] · e3N+n+3,3N+n+2

− χ[00]t · e3N+n+3,3N+n+3 − χ[01] · e3N+n+4,3N+n+3

+
(
χ[00] + χ[100]

)
(Id3N+n+5 − e00 − e3N+n+1,3N+n+1 − e3N+n+4,3N+n+4) .

n
th

p
ol
yn

om
ia
l

la
st

gr
ap
h

The elements in between connect the di�erent polynomials pi, and the contributions (monomials) of the poly-
nomials (that is, the sum p0(k) + p1(k)dk1 + · · · + pn(k)dkn) are accumulated in the χ[01] · e00 component. A
simpli�ed schematic of a prototypical graph appearing here is as follows.
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Using the same procedure as before, a straightforward (but quite tedious) computation allows us to conclude
the proof. We leave the details to the reader.

To conclude this section, it is interesting to compute some rational values. In [25], the authors computed
the von Neumann dimension of the element de�ned, in our notation from Chapter 2, by e0t+ t−1e0 = χX\E0

t+
t−1χX\E0

, which belongs to A0. We will compute, in general, the von Neumann dimension of the element
an = χX\Ent+ t−1χX\En , belonging to the ∗-subalgebra An. Under πn, we obtain the element

(0, (tm+k + t∗m+k,
Fibm(k)... , tm+k + t∗m+k)k≥1)

inside Rn = K ×
∏
k≥1Mm+k(K)Fibm(k), where recall m = 2n+ 1, and tr is the r × r matrix given by

0 0
1 0

. . .
. . .
. . . 0

0 1 0

 .

It is then straightforward to show that

dim(ker(tm+k + t∗m+k)) =

{
1 if k is even

0 otherwise

so by Proposition 3.2.7,

dimvN (ker(an)) =
∑
W∈Vn

dim(ker(πn(an)W ))µ(W )

=
1

2m+1
+
∑
k≥1

dim(ker(tm+k + t∗m+k))
Fibm(k)

22m+k
=

1

2m+1
+
∑
k≥1

Fibm(2k)

22m+2k
.

This sum can be computed by using the next lemma.

Lemma 3.2.11. We have∑
k≥1

Fibm(2k)

22k
= 2m−1 2m+1 − 1

1 + 2m+2
,

∑
k≥0

Fibm(2k + 1)

22k+1
= 2m−1 2 + 2m+2 − 2m+1

1 + 2m+2
.

Proof. Put K =
∑
k≥1

Fibm(k)
2k

,Keven =
∑
k≥1

Fibm(2k)
22k ,Kodd =

∑
k≥0

Fibm(2k+1)
22k+1 , so that K = Keven + Kodd.

We already know from Lemma 3.2.3 that K = 2m−1. Once again we will use the recurrence relation for the
Fibm(k). First note that for 1 ≤ k ≤ n, Fibm(2k)

22k = 22k−2

22k = 1
4 , so for 1 ≤ r ≤ n we have that Seven

r :=∑r
k=1

Fibm(2k)
22k = r

4 . Similarly, the �rst term of the second sum is Fibm(1)
2 = 1

2 , and for 1 ≤ k ≤ n, Fibm(2k+1)
22k+1 =

22k−1

22k+1 = 1
4 since

Fibm(m) = Fibm(m− 1) + · · ·+ Fibm(0) = 2m−3 + · · ·+ 2 + 1 + 1 + 0 = 2m−2,

so for 0 ≤ r ≤ n we have that Sodd
r :=

∑r
k=0

Fibm(2k+1)
22k+1 = 1

2 + r
4 = r+2

4 .
We can decompose the initial sum as

Keven =
n∑
k=1

Fibm(2k)

22k
+
∞∑
k=0

Fibm(m+ 2k + 1)

2m+2k+1
=
n

4
+

m∑
i=1

1

2i

(∑
k≥0

Fibm(m+ 2k + 1− i)
2m+2k+1−i

)
=
n

4
+

n∑
i=1

1

22i

(∑
k≥0

Fibm(m+ 2k + 1− 2i)

2m+2k+1−2i

)
+

n∑
i=0

1

22i+1

(∑
k≥0

Fibm(m+ 2k + 1− 2i− 1)

2m+2k+1−2i−1

)

=
n

4
+

n−1∑
i=1

1

22i

(∑
k≥0

Fibm(2(n+ k + 1− i))
22(n+k+1−i)

)
+
Keven

22n
+

n−1∑
i=0

1

22i+1

(∑
k≥0

Fibm(2(n+ k − i) + 1)

22(n+k−i)+1

)
+
Kodd

22n+1
.
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But for 1 ≤ i ≤ n−1,
∑
k≥0

Fibm(2(n+k+1−i))
22(n+k+1−i) = Keven−Seven

n−i , and for 0 ≤ i ≤ n−1,
∑
k≥0

Fibm(2(n+k−i)+1)
22(n+k−i)+1 =

Kodd − Sodd
n−1−i, so

Keven =
n

4
+
n−1∑
i=1

1

22i

(
Keven − Seven

n−i

)
+

1

22n
Keven +

n−1∑
i=0

1

22i+1

(
Kodd − Sodd

n−1−i

)
+

1

22n+1
Kodd

=
n

4
+
( n∑
i=1

1

22i
−

n∑
i=0

1

22i+1

)
Keven +

( n∑
i=0

1

22i+1

)
K −

( n−1∑
i=1

Seven
n−i
22i

+
n−1∑
i=0

Sodd
n−1−i
22i+1

)
.

We compute
∑n
i=1

1
22i = 1

3 −
1

3·22n ,
∑n
i=0

1
22i+1 = 2

3 −
1

6·22n , and

n−1∑
i=1

Seven
n−i
22i

=
1

4

n−1∑
i=1

n− i
22i

=
n

12
− 1

9

(
1− 1

22n

)
,

n−1∑
i=0

Sodd
n−1−i
22i+1

=
1

8

n−1∑
i=0

n+ 1− i
22i

=
n

6
+

1

9

(
1− 1

22n

)
where we have used the sum

∑n−1
j=1 jx

j = x(1−xn−1)
(1−x)2 − (n−1)xn

1−x for real x 6= 1. Putting everything together,

Keven =
n

4
− 1

3

(
1 +

1

22n+1

)
Keven +

(2

3
− 1

6 · 22n

)
K − n

4
,

so the result Keven = 2m+1−1
1+2m+2K follows. Since K = Keven +Kodd, Kodd also gives the stated value.

To conclude,

dimvN (ker(an)) =
1

2m+1
+

1

22m
Keven =

3

1 + 2m+2
=

3

1 + 22n+3
.

Note that, for n = 0, dimvN (ker(a0)) = 1
3 , and we recover the result given by Dicks and Schick. Also, as

n→∞, this value tends to zero, as expected since an → t+ t−1 in rank, which is invertible inside Rrk.

3.3 The odometer algebra

In this section we concentrate in studying the odometer algebra. We �rst recall how it is de�ned.
Let X be the compact space X =

∏
i∈N{0, 1} and let T be the homeomorphism X → X given by the

odometer, namely for x = (xi)i ∈ X, T is given by

T (x) = x+ (1, 0, ...) =


(1, x2, x3, ...) if x1 = 0,

(0, ..., 0, 1, xn+2, ...) if x1 = · · · = xn = 1 and xn+1 = 0,

(0, 0, ...) if x = (1)i.

Note that the odometer action is just adding (1, 0, ...) with respect to the binary arithmetics.
Let (K, ∗) be any �eld with a positive de�nite involution ∗. We consider again the ∗-algebra A = CK(X)oT

Z. We will show that A is isomorphic to the ∗-algebra P considered in [29, Section 5]. For our convenience,
we are going to denote such a ∗-algebra by POK . In that paper, only the case K = C is considered.

We �rst recall some de�nitions from [29].

De�nition 3.3.1. A function P : Z× Z→ K is said to be a periodic operator if there exists some n ≥ 1 such
that

a) P (x, y) = 0 if |x− y| > 2n, and

b) P (x, y) = P (x+ 2n, y + 2n).

We call the value 2n the period of P . The set of periodic operators POK is a ∗-subalgebra of the K-algebra
of row-and-column �nite matrices with coe�cients in K, which is endowed with the ∗-transpose involution.

Let J be the periodic operator de�ned by J(x + 1, x) = 1 for all x ∈ Z and J(y, x) = 0 if y 6= x + 1. We
now show that A is ∗-isomorphic to POK .
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Proposition 3.3.2. There is a ∗-isomorphism ϕ : A→ POK which sends CK(X) to the diagonal ∗-subalgebra
∆ of POK and the generator t of Z to the operator J .

Proof. For n ≥ 0, and 0 ≤ l ≤ 2n − 1, consider the representation of l in binary expression, say l = ε1 + 2ε2 +
· · ·+ 2n−1εn, and the corresponding basic clopen subset

Un,l = [ε1ε2 · · · εn] = {x ∈ X | xi = εi for 1 ≤ i ≤ n},

and the set of projections en,l = χUn,l in CK(X) given by the characteristic functions on these clopen sets Un,l.
Note that they satisfy

2n−1∑
l=0

en,l = 1, en,l = en+1,l + en+1,l+2n

for every n ≥ 0. The algebra CK(X) is then a commutative ultramatricial algebra with a binary tree as a
Bratteli diagram. We de�ne a map

ϕ : CK(X)→ ∆, en,l 7→ dn,l

where dn,l is the diagonal periodic operator of period 2n de�ned by dn,l(l, l) = 1 and dn,l(k, k) = 0 for k 6= l
and 0 ≤ k ≤ 2n − 1. It is easily checked that ϕ provides a ∗-isomorphism from CK(X) to ∆. Let's show that
it can be extended to a ∗-isomorphism A→ POK .

Note that
ten,lt

−1 = tχUn,lt
−1 = χT (Un,l) = χUn,(l+1) mod 2n

= en,(l+1) mod 2n .

Moreover, we also have that
Jdn,lJ

−1 = dn,(l+1) mod 2n

for all n ≥ 0 and 0 ≤ l ≤ 2n−1. It follows that we can extend ϕ to a ∗-isomorphism ϕ : A→ POK by sending
t to J .

When K is a sub�eld of C closed under complex conjugation and containing all the 2nth roots of unity for
all n ≥ 0, the algebra A is isomorphic to the algebra P considered in [29, Section 5]. Since Elek works with
K = C, we have no need to change our notation here since our algebra POK coincides in this case with his
algebra P .

In fact, if K is a �eld of characteristic di�erent from 2 and containing all the 2nth roots of unity for all
n ≥ 0, we can give a description of CK(X) as the group algebra of a concrete group, namely the Prüfer 2-group
Z(2∞). This group can be de�ned as the subgroup of the complex numbers that are 2nth roots of 1 for some
n ≥ 0, that is,

Z(2∞) = {z ∈ C | z2n = 1 for some n ≥ 1}.
In terms of generators and relations, if we denote by 1 the unit element of Z(2∞) and by gn a primitive 2nth

root of unity, we have the following presentation for Z(2∞):

〈{gn}n≥1 | g2
1 = 1, g2

n+1 = gn for n ≥ 1〉.

Take now a collection {ξ2n}n≥1 of primitive 2nth roots of unity in K such that ξ2
2n+1 = ξ2n . The Pontryagin

dual of the Prüfer 2-group Z(2∞) can be identi�ed with the group
∏
i∈N Z2 = X (whose operation is addition

by carry-over) by means of∏
i∈N

Z2

∼=−→ Ẑ(2∞), x = (a1, a2, ...) 7→ φx where φx(gn) = ξa1+2a2+···+2n−1an
2n .

Under this identi�cation, it is clear that the clopen subset Ugn,l = {φ ∈ Ẑ(2∞) | φ(gn) = ξl2n} corresponds to
the clopen Un,l = [ε1ε2 · · · εn] = {x ∈ X | xi = εi for 1 ≤ i ≤ n}, where l = ε1 + · · ·+ 2n−1εn.

We now consider the group algebra K[Z(2∞)]. By Fourier transform12 the homeomorphism T : X → X
given by carry-over induces a Z-action on K[Z(2∞)] by means of the diagram

K[Z(2∞)]
F //

ρ(1)

��

CK(X)

T, T (f)(x)=f(T−1(x))

��

K[Z(2∞)]
F // CK(X)

12See Proposition 3.1.1.
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That is, Z acts on K[Z(2∞)] by automorphisms by the rule

ρ : Z y K[Z(2∞)], ρ(1)(gn) = ξ2ngn.

In the next proposition we show that the group algebra K[Z(2∞)] is ∗-isomorphic to the ∗-subalgebra ∆ of
diagonal periodic operators, and the Z-crossed product K[Z(2∞)] oρ Z is ∗-isomorphic to the whole ∗-algebra
POK , hence ∗-isomorphic to CK(X) oT Z by Proposition 3.3.2.

Proposition 3.3.3. Let K be a �eld of characteristic di�erent from 2 and containing all the 2nth roots of
unity for all n ≥ 0. There exists then a ∗-isomorphism ψ : K[Z(2∞)] → ∆ which extends to a ∗-isomorphism
ψ : K[Z(2∞)] oρ Z→ POK by sending the generator t of Z to the periodic operator J .

Proof. This is a direct consequence of Proposition 3.1.1: we have ∗-isomorphisms

ψ : K[Z(2∞)]
F−→ CK(X)

∼=−→ ∆

which we know that extend to ∗-isomorphisms on the respective crossed products

ψ : K[Z(2∞)] oρ Z
F−→ CK(X) oT Z

∼=−→ POK .

Remarks 3.3.4.

1) An alternative proof for Proposition 3.3.3 is given in [29, Lemma 5.2]: the author de�nes, for each n ≥ 0
and 0 ≤ l ≤ 2n − 1, the diagonal periodic operator En,l by

En,l(x, x) = ξ
xl

2n ,

hence establishing a ∗-isomorphism ψ : K[Z(2∞)] → ∆ by sending gn 7→ En,1. This coincides with our
given isomorphism. Also,

JEn,lJ
−1 = ξl2nEn,l

for all n ≥ 0 and 0 ≤ l ≤ 2n − 1, so ψ extends to a ∗-isomorphism ψ : A→ POK by sending t to J .

2) It is worth mentioning that in this particular example it is not possible to realize the corresponding
algebra K[Z(2∞)]oρ Z as a group algebra K[G], simply because the crossed product is a simple algebra,
as mentioned at the beginning of this chapter. Nevertheless, it is an interesting example because we are
able to use the whole machinery from Chapter 2 in order to fully study it, giving for example explicit
descriptions concerning its ∗-regular close and the set of l2-Betti numbers arising from it (see the next
subsections 3.3.1 and 3.3.2).

The problem we encounter here is that, since the odometer algebra cannot be realized as a group algebra,
there is no canonical rank function on it even if K = C. Let's try to analyze the situation. In this discussion,
we let K = C.

What we have is a canonical T -invariant Sylvester matrix rank function rkK[Z(2∞)] on the group algebra
K[Z(2∞)] (the one inherited from U(Z(2∞))) which, under F , gives a T -invariant Sylvester matrix rank
function rkCK(X) on CK(X). By Lemma 2.3.11, rkCK(X) corresponds to a T -invariant probability measure
µ on X, and in fact it is easy to compute its value on any clopen set of the form Un,l = [ε1ε2 · · · εn], where
l = ε1 + · · ·+ 2n−1εn:

µ(Un,l) = rkK[Z(2∞)](F
−1(χUn,l)) = trK[Z(2∞)](F

−1(χUn,l))

= trK[Z(2∞)]

( 1

2n
(e+ ξl2ngn + · · ·+ ξ

(2n−1)l
2n g2n−1

n )
)

=
1

2n
.

One observes that µ coincides with the usual product measure, where we take the
(

1
2 ,

1
2

)
-measure on each

component {0, 1}. It is well-known (cf. [24, Section VIII.4]) that µ is an ergodic, full and T -invariant probability

measure on X, which in turn coincides with the Haar measure µ̂ on X = Ẑ(2∞). Hence we can apply our
construction from Chapter 2 (speci�cally, Theorem 2.3.7), to obtain a canonical Sylvester matrix rank function
rkA on A = CK(X) oT Z, therefore a canonical Sylvester matrix rank function on K[Z(2∞)] oρ Z by pulling
back rkA under F .

This observation enables us to construct, for any �eld K of characteristic di�erent from 2 and containing
all the 2nth roots of unity for all n ≥ 0, a canonical Sylvester matrix rank function on K[Z(2∞)]oρZ by pulling
back rkA under F .
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3.3.1 The ∗-regular closure RA
In his article [29], Elek computed the rank completion Rrk

K[Γ] of the ∗-regular closure of the lamplighter group
algebra for the case K = C by �rst computing the rank completion of the ∗-regular closure of the odometer
algebra and then showing that these two must be isomorphic, by a famous theorem of Ornstein and Weiss. We
have been able to exactly compute the ∗-regular closure of the odometer algebra A ∼= K[Z(2∞)] oρ Z in the
case K being any �eld of characteristic di�erent from 2 and containing all the 2nth roots of unity for all n ≥ 0.

First of all, we �rst show that our ∗-regular closure RA as de�ned can be identi�ed with his ∗-regular
closure de�ned in [29, Section 2] for crossed product algebras in the case K = C, the �eld of complex numbers.
His de�nition uses the Murray-von Neumann construction for group-measure spaces, as de�ned in Remark
3.1.5.2). So here X =

∏
i∈N{0, 1}.

We denote by λ the left-regular representation λ : L∞(X, µ̂) oT Z → B(H), where H = l2(Z, L2(X, µ̂)).
Note that A = CK(X) oT Z ⊆ L∞(X, µ̂) oT Z. We denote by N (A) the weak-completion of λ(A) inside
B(H), which coincides with the weak-completion of λ(L∞(X, µ̂)oT Z), denoted by N (T ). One obtains in this
way a diagram

A �
�

//

⊆

RA �
�

// Rrk

L∞(X, µ̂) oT Z �
�

// RT �
�

// U(T )

where U(T ) is the algebra of (unbounded) a�liated operators of N (T ), rkU(T ) is its canonical rank function,

and RT := N (T )
rkU(T )

. The rank function rkU(T ), when restricted to A, coincides with rkA by the uniqueness
part of Proposition 2.3.8, since for any clopen subset U of X

rkU(T )(χU ) = trL∞(X,µ̂)oTZ(χU ) =

∫
X

χUdµ̂(x) = µ(U).

So an argument similar to the one given in the proof of Proposition 3.1.6 extends the above diagram to a
commutative one

A �
�

//

⊆

RA �
�

//

∼=

Rrk� _

��

L∞(X, µ̂) oT Z �
�

// RT �
�

// U(T ).

We are now ready to compute RA for a general �eld K satisfying the above hypotheses. We will follow the
same notation as introduced in Section 3.2 for the case of the lamplighter group algebra. We take En = [11...1]
(with n one's) for the sequence of clopen sets, whose intersection gives the point y = (1, 1, 1, ...) ∈ X. We take
the partitions Pn of the complements X\En to be the obvious ones, namely

Pn = {[00 · · · 00], [10 · · · 00], ..., [11 · · · 10]}.

The unital ∗-subalgebra An is then generated by the partial isometries χZt for Z ∈ Pn.
The quasi-partition Pn is really simple in this case: write Zn,0 = [00 · · · 00], and Zn,l = T l(Zn,0) for 1 ≤ l ≤

2n − 2. Note that these clopen sets form exactly the partition Pn, and that T (En) = Zn,0, T (Zn,2n−2) = En.
Therefore there is only one possible W ∈ Vn, which is of length 2n and given by

W = En ∩ T−1(Zn,0) ∩ T−2(Zn,1) ∩ · · · ∩ T−2n+1(Zn,2n−2) ∩ T−2n(En) = En.

Clearly, ∑
k≥1

∑
W∈Vn
|W |=k

kµ(W ) = 2nµ(En) = 1

as we already know.
The representations πn : An ↪→ Rn, x 7→ (hW · x)W become ∗-isomorphisms, with Rn = M2n(K). Indeed,

for W = En, we have e00(W ) = χEn , and for 1 ≤ i ≤ 2n − 1, eii(W ) = χT i(En) = χZn,i−1
. Therefore

hEn =
∑2n−1
i=0 eii(W ) = χX = 1. The embeddings ιn : An ↪→ An+1 become the block-diagonal embeddings

M2n(K)→M2n+1(K), x 7→
(
x 0
0 x

)
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so that A∞ = lim−→n
An ∼= lim−→n

M2n(K). Note that A∞ is already ∗-regular; the problem is that it does not
contain A, in fact it is contained in A. Roughly speaking, what we need to adjoin to A∞ in order to get the
whole algebra A is the part corresponding to the generator of Z, namely the element t. This is what we are
going to do next.

De�nition 3.3.5. For every n ≥ 1, let An(t) be the unital ∗-subalgebra of A generated by An and t.

We can completely characterize these ∗-subalgebras.

Proposition 3.3.6. There exists a ∗-isomorphism An(t) ∼= M2n(K[t2
n

, t−2n ]).

Proof. Write e(n)
ij := eij(En) ∈ An for 0 ≤ i, j ≤ 2n − 1. These form a complete system of matrix units inside

An(t), so by [64, Theorem 17.5, see also Remark 17.6], there is an isomorphism An(t) ∼= M2n(T ), being T the
centralizer of the family {e(n)

ij }0≤i,j≤2n−1 in An(t). The isomorphism is given by

a 7→
2n−1∑
i,j=0

aije
(n)
ij , with aij =

2n−1∑
k=0

e
(n)
ki · a · e

(n)
jk ∈ T

which is also a ∗-isomorphism. We thus only need to prove that T = K[t2
n

, t−2n ]. The inclusion K[t2
n

, t−2n ] ⊆
T is clear, since

t2
n

e
(n)
ij t
−2n = t2

n

tiχEnt
−jt−2n = tiχT 2n (En)t

−j = tiχEnt
−j = e

(n)
ij .

Therefore An(t) ∼= M2n(T ) ⊇ M2n(K[t2
n

, t−2n ]). In order to prove equality, we only need to check that the
element t ∈ An(t) belongs to M2n(K[t2

n

, t−2n ]) under the previous isomorphism. But this is easy:

t =
2n−1∑
i=0

te
(n)
ii =

2n−2∑
i=0

e
(n)
i+1,i + t2

n

e
(n)
0,2n−1 ∈M2n(K[t2

n

, t−2n ]).

Henceforth we obtain the desired ∗-isomorphism.

The obvious inclusion map An(t) ↪→ An+1(t) translates to an embedding from M2n(K[t2
n

, t−2n ]) to
M2n+1(K[t2

n+1

, t−2n+1

]) given by

eij 7→ eij + ei+2n,j+2n , t2
n

Id2n 7→
(
02n t2

n+1

Id2n

Id2n 02n

)
.

Corollary 3.3.7. A is ∗-isomorphic to the direct limit lim−→n
M2n(K[t2

n

, t−2n ]) with respect to the previous
embeddings.

Proof. First one should note that the ∗-subalgebra of A generated by t and A∞ is A itself, since CK(X) ⊆ A∞
by Lemma 2.3.3. Now each An ⊆ An(t), so A∞ = lim−→n

An ⊆ lim−→n
An(t). But t ∈ lim−→n

An(t) too, so

A = lim−→n
An(t) ∼= lim−→n

M2n(K[t2
n

, t−2n ]) by Proposition 3.3.6 above.

We are now ready to compute RA.

Theorem 3.3.8. There is a ∗-isomorphism RA ∼= lim−→n
M2n(K(t2

n

)), where we specify the transition maps

M2n(K(t2
n

)) ↪→M2n+1(K(t2
n+1

)) during the course of the proof.

Proof. We have embeddings An(t) ↪→ A ↪→ RA ↪→ Rrk. By Lemma 2.4.4, the �eld of fractions of the
Laurent polynomials K[t2

n

, t−2n ] ⊆ An(t), which is K(t2
n

), sits inside RA. Hence there is, for each n ≥ 1, a
commutative diagram

An(t) �
�

//
� _

��

M2n(K(t2
n

)) �
�

// RA

=

An+1(t) �
�

// M2n+1(K(t2
n+1

)) �
�

// RA
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The embedding An(t) ↪→ An+1(t) extends uniquely to a ∗-homomorphism

M2n(K(t2
n

))→M2n+1(K(t2
n+1

)).

This is straightforward to see, once we prove that for any nonzero element q(t) ∈ K[t2
n

, t−2n ], the corresponding
matrix inM2n+1(K[t2

n+1

, t−2n+1

]) becomes invertible inM2n+1(K(t2
n+1

)). By multiplying with a suitable power
of t±2n , it is su�cient to consider the case when q(t) = λ0 + λ1t

2n + · · ·+ λ2r+1(t2
n

)2r+1 with λ0 6= 0. But

q(t) 7→ λ0

(
Id2n 02n

02n Id2n

)
+λ1

(
02n t2

n+1

Id2n

Id2n 02n

)
+· · ·+λ2r

(
02n t2

n+1

Id2n

Id2n 02n

)2r

+λ2r+1

(
02n t2

n+1

Id2n

Id2n 02n

)2r+1

and
(
02n t2

n+1

Id2n

Id2n 02n

)2

= t2
n+1

(
Id2n 02n

02n Id2n

)
, so if we de�ne

qeven(t) := λ0 + λ2t
2n+1

+ λ4(t2
n+1

)2 + · · ·+ λ2r(t
2n+1

)r ∈ K[t2
n+1

, t−2n+1

],

qodd(t) := λ1 + λ3t
2n+1

+ λ5(t2
n+1

)2 + · · ·+ λ2r+1(t2
n+1

)r ∈ K[t2
n+1

, t−2n+1

],

then q(t) is mapped to the matrix (
qeven(t)Id2n qodd(t)t2

n+1

Id2n

qodd(t)Id2n qeven(t)Id2n

)
which is invertible in M2n+1(K(t2

n+1

)) with inverse

1

qeven(t)2 − t2n+1qodd(t)2

(
qeven(t)Id2n −qodd(t)t2

n+1

Id2n

−qodd(t)Id2n qeven(t)Id2n

)
.

Notice that this matrix is well-de�ned since the polynomial qeven(t)2− t2n+1

qodd(t)2 has nonzero constant term,
so is invertible in K(t2

n+1

).
Therefore the previous commutative diagrams extend to commutative diagrams

An(t) �
�

//
� _

��

M2n(K(t2
n

)) �
�

//
� _

��

RA

=

An+1(t) �
�

//
� _

��

M2n+1(K(t2
n+1

)) �
�

//
� _

��

RA

=

... � _

��

... � _

��

...

=

A �
�

// lim−→n
M2n(K(t2

n

)) �
�

// RA

But lim−→n
M2n(K(t2

n

)) is already ∗-regular since each factor M2n(K(t2
n

)) is, and contains also A, so RA ∼=
lim−→n

M2n(K(t2
n

)) as required.

In particular, since lim−→n
M2n(K(t2

n

)) has a unique rank function rk, the rank function rkRA on RA is also
unique, and they agree under the previous ∗-isomorphism.

3.3.2 Determining C(A)

In this last subsection we are going to compute explicitly the set C(A) consisting of all positive real values that
the Sylvester matrix rank function rkA can achieve. First, let

C(RA) := rkRA

( ∞⋃
i=1

Mi(RA)
)
⊆ R+

and note that C(A) ⊆ C(RA).
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Theorem 3.3.9. C(A) = C(RA) = Z
[

1
2

]+
.

Proof. The argument is similar to the one given in the proof of Proposition 2.4.1. Since RA is a ∗-regular
ring with positive de�nite involution, each matrix algebra Mi(RA) is also a ∗-regular ring. Hence for each
A ∈ Mi(RA), there exists a projection P ∈ Mi(RA) such that rkRA(A) = rkRA(P ) (recall Theorem 1.2.11).
We conclude that C(RA) is equal to the set of positive real numbers of the form rkRA(P ), where P ranges over
projections in matrices over RA.

Now each such projection P is equivalent to a diagonal one ([39, Proposition 2.10]), that is, one of the form
p1

p2
. . .

pr

 for some projections p1, ..., pr ∈ RA,

so that rkRA(P ) = rkRA(p1) + · · ·+ rkRA(pr). But since RA ∼= lim−→n
M2n(K(t2

n

)), the set of ranks of elements

in RA is exactly Z
[

1
2

]+ ∩ [0, 1]. Therefore rkRA(P ) ∈ Z
[

1
2

]+
. This proves the inclusions

C(A) ⊆ C(RA) ⊆ Z
[1

2

]+
.

The inclusion Z
[

1
2

]+ ⊆ C(A) is straightforward, since

rkA(e
(n)
00 + · · ·+ e(n)

mm) =
m+ 1

2n
for 0 ≤ m ≤ 2n − 1.

3.4 The general odometer algebra

In this section we concentrate in studying the generalized odometer algebra. We �rst recall how it is de�ned.
Fix a sequence of natural numbers n = (ni)i∈N satisfying ni ≥ 2 for all i ∈ N, and consider Xi to be the

�nite space {0, 1, ..., ni−1}. We can thus form the compact space X =
∏
i∈NXi. Let T be the homeomorphism

X → X given by the odometer, namely for x = (xi)i ∈ X, T is de�ned by

T (x) = x+ (1, 0, ...) =


(x1 + 1, x2, x3, ...) if x1 6= n1 − 1,

(0, ..., 0, xm+1 + 1, xm+2, ...) if x1 = n1 − 1, ..., xm = nm − 1 and xm+1 6= nm − 1,

(0, 0, ...) if x = (ni − 1)i.

Note that the odometer action is just addition of (1, 0, ...) by carry-over.
Let (K, ∗) be any �eld with a positive de�nite involution ∗. We consider again the crossed product ∗-algebra

O(n) := CK(X)oT Z. We can de�ne a measure µ on X by taking the usual product measure, where we consider
the measure on each component Xi assigning mass 1

ni
on each point in Xi. It is well-known (e.g. [24, Section

VIII.4]) that µ is an ergodic, full and T -invariant probability measure on X, which in turn coincides with the
Haar measure µ̂ on X if we consider X as an abelian group with operation given again by carry-over. Hence
we can apply our construction from Chapter 2 (speci�cally, Theorem 2.3.7), to obtain a canonical Sylvester
matrix rank function rkO(n) on O(n).

3.4.1 The ∗-regular closure RO(n)

By using similar techniques from the last two sections, we have been able to exactly compute the ∗-regular
closure RO(n) of the generalized odometer algebra O(n). We will follow exactly the same steps as in the
previous section.

First, de�ne new integers pm = n1 · · ·nm for m ∈ N. At each level m ≥ 1, we take Em = [00...0] (with m
zero's) for the sequence of clopen sets, whose intersection gives the point y = (0, 0, 0, ...) ∈ X. We take the
partitions Pm of the complements X\En to be the obvious ones, namely

Pm = {[10 · · · 0], ..., [(n1 − 1)0 · · · 0], ..., [(n1 − 1)(n2 − 1) · · · (nm − 1)]}.

The unital ∗-subalgebra O(n)m is then generated by the partial isometries χZt for Z ∈ Pm.
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The quasi-partition Pm is really simple again: write Zm,0 = [10 · · · 0], and Zm,l = T l(Zm,0) for 1 ≤ l ≤
pm−2. Note that these clopen sets form exactly the partition Pm, and that T (Em) = Zm,0, T (Zm,pm−2) = Em.
Therefore there is only one possible W ∈ Vm, which is of length pm and given by

W = Em ∩ T−1(Zm,0) ∩ T−2(Zm,1) ∩ · · · ∩ T−pm+1(Zm,pm−2) ∩ T−pm(Em) = Em.

Clearly, ∑
k≥1

∑
W∈Vm
|W |=k

kµ(W ) = pmµ(Em) = 1

as we already know.
The representations πm : O(n)m ↪→ Rm, x 7→ (hW · x)W become ∗-isomorphisms, with Rm = Mpm(K).

Indeed, for W = Em, we have e00(W ) = χEm , and for 1 ≤ i ≤ pm − 1, eii(W ) = χT i(Em) = χZm,i−1
. Therefore

hEm =
∑pm−1
i=0 eii(W ) = χX = 1. The embeddings ιm : O(n)m ↪→ O(n)m+1 become the block-diagonal

embeddings

Mpm(K)→Mpm+1(K), x 7→

x 0
. . .
nm+1

0 x


so that O(n)∞ = lim−→m

O(n)m ∼= lim−→m
Mpm(K). Note that O(n)∞ is already ∗-regular; the problem again is

that it does not contain O(n), in fact it is contained in O(n). We need to adjoin to O(n)∞ the element t in
order to get the whole algebra O(n). This is what we are going to do next.

De�nition 3.4.1. For every m ≥ 1, we denote by O(n)m(t) to be the unital ∗-subalgebra of O(n) generated
by O(n)m and t.

We can completely characterize these ∗-subalgebras.

Proposition 3.4.2. There exists a ∗-isomorphism O(n)m(t) ∼= Mpm(K[tpm , t−pm ]).

Proof. The proof is exactly the same as in Proposition 3.3.6. The elements e(m)
ij := eij(Em) ∈ O(n)m, for

0 ≤ i, j ≤ pm − 1, form a complete system of matrix units inside O(n)m(t), so there is an isomorphism
O(n)m(t) ∼= Mpm(T ), being T the centralizer of the family {e(m)

ij }0≤i,j≤pm−1 in O(n)m(t). The isomorphism
is given explicitly by

a 7→
pm−1∑
i,j=0

aije
(m)
ij , with aij =

pm−1∑
k=0

e
(m)
ki · a · e

(m)
jk ∈ T

which is also a ∗-isomorphism. We only need to prove that T = K[tpm , t−pm ]. Since

tpme
(m)
ij t−pm = tpmtiχEmt

−jt−pm = tiχTpm (Em)t
−j = tiχEmt

−j = e
(m)
ij

and

t =

pm−1∑
i=0

te
(m)
ii =

pm−2∑
i=0

e
(m)
i+1,i + tpme

(m)
0,pm−1 ∈Mpm(K[tpm , t−pm ]),

we deduce that T = K[tpm , t−pm ], so we obtain the desired ∗-isomorphism.

The obvious inclusion map O(n)m(t) ↪→ O(n)m+1(t) translates to an embedding from Mpm(K[tpm , t−pm ])
to Mpm+1

(K[tpm+1 , t−pm+1 ]) given by

eij 7→
nm+1−1∑
k=0

ei+kpm,j+kpm , tpmIdpm 7→



0pm 0pm tpm+1Idpm
Idpm 0pm 0pm

. . .
. . .
nm+1

. . . 0pm
0pm Idpm 0pm

 .
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Corollary 3.4.3. O(n) is ∗-isomorphic to the direct limit lim−→m
Mpm(K[tpm , t−pm ]) with respect to the previous

embeddings.

Proof. First one should note that the ∗-subalgebra of O(n) generated by t and O(n)∞ = lim−→m
O(n)m(t) is O(n)

itself, since CK(X) ⊆ O(n)∞ by Lemma 2.3.3. Now each O(n)m ⊆ O(n)m(t), so O(n)∞ = lim−→m
O(n)m ⊆

lim−→m
O(n)m(t). But t ∈ lim−→m

O(n)m(t) too, so O(n) = lim−→m
O(n)m(t) ∼= lim−→m

Mpm(K[tpm , t−pm ]) by Propo-
sition 3.4.2 above.

We are now ready to compute RO(n).

Theorem 3.4.4. There is a ∗-isomorphism RO(n)
∼= lim−→m

Mpm(K(tpm)), where we specify the transition maps

Mpm(K(tpm)) ↪→Mpm+1
(K(tpm+1)) during the course of the proof.

Proof. We have embeddings O(n)m(t) ↪→ O(n) ↪→ RO(n) ↪→ Rrk. By Lemma 2.4.4, the �eld of fractions of the
Laurent polynomials K[tpm , t−pm ] ⊆ O(n)m(t), which is K(tpm), sits inside RO(n). Hence there is, for each
m ≥ 1, a commutative diagram

O(n)m(t)
� � //

� _

��

Mpm(K(tpm))
� � // RO(n)

=

O(n)m+1(t) �
�

// Mpm+1(K(tpm+1)) �
�

// RO(n)

The embedding O(n)m(t) ↪→ O(n)m+1(t) extends uniquely to a ∗-homomorphism

Mpm(K(tpm))→Mpm+1
(K(tpm+1)).

This is straightforward to see, once we prove that for any nonzero element q(t) ∈ K[tpm , t−pm ], the corre-
sponding matrix in Mpm+1(K[tpm+1 , t−pm+1 ]) becomes invertible in Mpm+1(K(tpm+1)). By multiplying with a
suitable power of t±pm , it is su�cient to consider the case when q(t) = λ0 + λ1t

pm + · · · + λknm+1(tpm)knm+1

with λ0 6= 0. But

q(t) 7→


q0(t)Idpm qnm+1−1(t)tpm+1Idpm · · · q1(t)tpm+1Idpm
q1(t)Idpm q0(t)Idpm · · · q2(t)tpm+1Idpm

...
...

. . .
...

qnm+1−1(t)Idpm qnm+1−2(t)Idpm · · · q0(t)Idpm


where

q0(t) := λ0 + λnm+1t
pm+1 + · · ·+ λknm+1(tpm+1)k ∈ K[tpm+1 , t−pm+1 ],

qi(t) := λi + λnm+1+it
pm+1 + · · ·+ λ(k−1)nm+1+i(t

pm+1)k−1 ∈ K[tpm+1 , t−pm+1 ] for 1 ≤ i ≤ nm+1 − 1,

which is an invertible matrix in Mpm+1(K(tpm+1)) since its determinant is of the form

λ
pm+1

0 + t · (polynomial in t),

so invertible in K(tpm+1) because λ0 6= 0.
Therefore the previous commutative diagrams extend to commutative diagrams

O(n)m(t) �
�

//
� _

��

Mpm(K(tpm)) �
�

//
� _

��

RO(n)

=

O(n)m+1(t) �
�

//
� _

��

Mpm+1
(K(tpm+1)) �

�
//

� _

��

RO(n)

=

... � _

��

... � _

��

...

=

A �
�

// lim−→n
Mpm(K(tpm))

� � // RO(n)
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But lim−→n
Mpm(K(tpm)) is already ∗-regular since each factorMpm(K(tpm)) is, and contains also A, so RO(n)

∼=
lim−→m

Mpm(K(tpm)) as required.

In particular, since lim−→m
Mpm(K(tpm)) has a unique rank function rk, the rank function rkRO(n)

on RO(n)

is also unique, and they agree under the previous ∗-isomorphism.

3.4.2 Determining C(O(n))

In this last subsection we are going to compute explicitly the set C(O(n)) consisting of all positive real values
that the Sylvester matrix rank function rkO(n) can achieve. First, let

C(RO(n)) := rkRO(n)

( ∞⋃
i=1

Mi(RO(n))
)
⊆ R+

and note that C(O(n)) ⊆ C(RO(n)).
First, we need some preliminary de�nitions.

De�nition 3.4.5. For each sequence n = (n1, n2, ...) of positive integers ni ≥ 2, one may associate to it the
supernatural number

n =
∏
i≥1

ni =
∏
q∈P

qεq(n),

where P = {q1, q2, ...} is the set of prime numbers ordered with respect to its natural order, and each εq(n) ∈
{0} ∪ N ∪ {∞}.

As in [65, De�nition 7.4.2], from any supernatural number n one can construct an additive subgroup of Q,
denoted by Z(n), consisting of those fractions a

b with a ∈ Z, and b ∈ Z\{0} being of the form

b =
∏
q∈P

qεq(b),

where εq(b) ≤ εq(n) for all q ∈ P , and εq(b) = 0 for all but �nitely many q's.
If n comes from a sequence n = (n1, n2, ...) as above, Z(n) is exactly the additive subgroup of Q consisting

of those fractions of the form
a

n1 · · ·nr
, where a ∈ Z, and r ∈ N.

Theorem 3.4.6. C(O(n)) = C(RO(n)) = Z(n)+.

Proof. As in the proof of Theorem 3.3.9, C(RO(n)) is equal to the set of positive real numbers of the form
rkRO(n)

(P ), where P ranges over projections in matrices over RO(n). Each such projection P is equivalent to
a diagonal one, so it is of the form

p1

p2
. . .

pr

 for some projections p1, ..., pr ∈ RO(n),

so that rkRO(n)
(P ) = rkRO(n)

(p1) + · · · + rkRO(n)
(pr). But since RO(n)

∼= lim−→m
Mpm(K(tpm)), the set of ranks

of elements in RO(n) is exactly Z(n)+ ∩ [0, 1]. Therefore rkRO(n)
(P ) ∈ Z(n)+. This proves the inclusions

C(O(n)) ⊆ C(RO(n)) ⊆ Z(n)+.

The inclusion Z(n)+ ⊆ C(O(n)) is straightforward, since

rkO(n)(e
(m)
00 + · · ·+ e

(m)
ll ) =

l + 1

pm
for 0 ≤ l ≤ pm − 1.
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Chapter 4

Generalizing a result of von Neumann

This chapter concerns about the characterization of the rank completion of some ultramatricial K-algebras,
being K an arbitrary �eld. We show in Theorem 4.2.2 that, whenever the rank completion of an ultramatricial
K-algebra becomes a separable continuous factor (i.e. a continuous factor Q containing a dense subalgebra,
with respect to its rank metric, of countable K-dimension), then its rank completion is isomorphic to a well-
known continuous ring, know as the von Neumann continuous factor, and denoted byMK . We also characterize
such K-algebras by means of a local property.

We extend, in Sections 4.3 and 4.4, the previous result toD-rings (beingD a division ring) and ultramatricial
∗-algebras (when K is a �eld endowed with a positive de�nite involution). We have not found a reasonable
analogue of the local condition in the case of D-rings, but we have succeeded, in a some technical way, for the
case of �elds with involution.

Throughout all this chapter we will not make use of the same notations used in the previous chapters, in
the sense that A will not stand for any Z-crossed product algebra anymore, just like B will not stand for any
approximation algebra neither. In terms of notation, this chapter is independent of the other previous ones.

4.1 Introduction

Murray and von Neumann showed in [80, Theorem XII] a uniqueness result for approximately �nite von
Neumann algebra factors of type II1. This unique factor R is called the hyper�nite II1-factor and plays an
important role in the theory of von Neumann algebras. It was shown later by Connes [21] that the factor R
is characterized, among II1-factors, by various other properties, such as self-injectivity (in the operator space
sense), semidiscreteness or Property P. It is in particular known (e.g. [94, Theorem 3.8.2]) that, for an in�nite
countable discrete group Γ whose nontrivial conjugacy classes are all in�nite (termed ICC-groups), the group
von Neumann algebra N (Γ) is isomorphic to R if and only if Γ is an amenable group.

Von Neumann also considered a purely algebraic analogue of the above situation, namely the example we
have in Chapter 1, Example 1.2.8.2). We brie�y recall it. For a �eld K, take the direct limit lim−→n

M2n(K) of
the sequence

M2(K)→M4(K)→ · · · →M2n(K)→ · · ·

with respect to the block-diagonal embeddings x 7→
(

x 02n

02n x

)
. It is a (von Neumann) regular ring which

admits a unique rank function rk de�ned on an element x = lim−→n
xn to be rk(x) = limn rkn(xn), where rkn = Rk

2n

is the usual normalized rank on M2n(K). The completion of lim−→n
M2n(K) with respect to the induced rank

metric, denoted byMK , is a complete regular ring with a unique rank function, again denoted by rk, which
is a continuous factor, i.e., a right and left self-injective ring where the set of values of the rank function �lls
the unit interval [0, 1].

There are recent evidences [28, 29, 30] that the factorMK could play a role in algebra which is similar to
the role played by the unique hyper�nite factor R in the theory of operator algebras. In particular, Elek has
shown in [29] that, if Γ = Z/2Z oZ is the lamplighter group, then the continuous factor c(Γ) obtained by taking
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the rank completion of the ∗-regular closure of C[Γ] in the ∗-algebra U(Γ) of unbounded operators a�liated to
N (Γ), is isomorphic toMC.

This raises the question of what uniqueness properties the von Neumann factorMK has, and whether we
can formulate similar characterizations to those in the seminal paper by Connes [21]. As von Neumann had
already shown (and was published later by Halperin [44]),MK is isomorphic to the factor obtained from any
factor sequence (pi)i, that is,

MK
∼= lim−→

n

Mpn(K),

where (pi)i is a sequence of positive integers converging to in�nity and such that pi divides pi+1 for all i. Here
the direct limit is taken with respect to the block-diagonal embeddings

Mpi(K)→Mpi+1
(K), x 7→

x 0
. . .

0 x

 ,

and the completion is taken with respect to the unique rank function on the direct limit rk, de�ned as before.
The purpose of this chapter is to obtain stronger uniqueness properties of the factorMK . Speci�cally, we

show that if B is an ultramatricialK-algebra and rkB is a nondiscrete extremal pseudo-rank function on B, then
the completion of B with respect to rkB is necessarily isomorphic toMK . We also derive a characterization of
the factorMK by a local approximation property (see Theorem 4.2.2). This was used in Chapters 2 and 3 to
generalize Elek's result to arbitrary �elds K of characteristic 6= 2, using a concrete approximation of the group
algebra K[Γ] by matricial algebras. It is also worth to mention that, as a consequence of our result and [38,
Theorem 2.8], one obtains that the center of an algebra Q satisfying properties (ii) or (iii) in Theorem 4.2.2 is
the base �eld K.

Elek and Jaikin-Zapirain have recently raised the question of whether, for any sub�eld K of C closed under

complex conjugation, and any countable amenable ICC-group G, the rank completion Rrk

K[G] of the ∗-regular
closure of K[G] in U(G) is either of the form Mn(D) or of the formMD := D⊗KMK , where D is a division
ring with center K. In view of this question, it is natural to obtain uniqueness results in the slightly more
general setting of D-rings over a division ring D, and also in the setting of rings with involution, since in
the above situation, the algebras have a natural involution which is essential even to de�ne the corresponding
completions. We address these questions in the �nal two sections.

4.2 Von Neumann's continuous factor

For a �eld K, a matricial K-algebra is a K-algebra which is isomorphic to an algebra of the form

Mn1
(K)×Mn2

(K)× · · · ×Mnk(K)

for some positive integers n1, n2, ..., nk. An ultramatricial K-algebra is an algebra which is isomorphic to a direct
limit lim−→n

An of a sequence of matricial K-algebras An and unital algebra homomorphisms ϕn : An → An+1.

Let K be a �eld. Write M = MK for the rank completion of the direct limit lim−→n
M2n(K) with respect

to its unique rank function. Von Neumann proved a uniqueness property forM. We are going to extend it to
ultramatricial algebras. The proof follows the steps in the paper by Halperin [44] (based on von Neumann's
proof), but our proof is considerably more involved. Indeed, we will obtain a uniqueness result for the class of
continuous factors which have a local matricial structure.

De�nition 4.2.1. By a continuous factor we understand a simple, regular, (right and left) self-injective ring
Q of type IIf (see Section 1.2 for the de�nition of the types and for a survey of the structure theory of regular
self-injective rings).

It follows from Proposition 1.2.7 that Q admits a unique rank function, denoted here by rkQ, and that Q
is complete in the rkQ-metric. Therefore, as we have already explained in Section 1.2, the range of rkQ can be
either a �nite set of values of the form

{
0, 1

n , ...,
n−1
n , 1

}
for some natural number n ≥ 1, or the whole interval

[0, 1]. In fact, since Q is complete of type IIf , it follows easily that rkQ(Q) = [0, 1] indeed.
The adjective �continuous� used here refers to the fact that rkQ takes a �continuous� set of values, in contrast

to the algebra of �nite matrices (type In), where the rank function takes only a �nite number of values (see
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Example 1.2.8.1)). Note however that any regular self-injective ring R is a right (left) continuous regular ring,
in the technical sense that the lattice of principal right (left) ideals L(RR) is continuous, see [39, Corollary
13.5]. However, the latter property will play no explicit role in the present chapter.

Since Q is a simple ring, the discussion following Proposition 1.2.6 asserts that Q satis�es the comparability
axiom. We shall use this property thoroughly without explicitly mentioning it.

We will show the following result, among others.

Theorem 4.2.2. Let Q be a continuous factor, and assume that there exists a dense K-subalgebra (with respect
to the rkQ-metric topology) Q0 ⊆ Q of countable K-dimension. Then the following are equivalent:

(1) Q ∼=M.

(2) Q ∼= B for a certain ultramatricial K-algebra B, where the completion of B is taken with respect to the
metric induced by an extremal pseudo-rank function on B.

(3) For any ε > 0 and x1, ..., xn ∈ Q, there exists a matricial K-subalgebra A of Q and elements y1, ..., yn ∈ A
such that

rkQ(xi − yi) < ε for i = 1, . . . , k.

The implication (1) =⇒ (2) is trivial, sinceM is already the completion of the ultramatricial K-algebra
lim−→n

M2n(K) with respect to its unique rank function, which is extremal.

For (2) =⇒ (3), if B = lim−→m
Am with respect to unital algebra homomorphisms ϕm : Am → Am+1, then

for every ε > 0 and elements x1, ..., xn ∈ Q there are elements y1, ..., yn ∈ lim−→m
Am being close to the xi up to

ε in rank, that is
rkQ(xi − yi) < ε for i = 1, ..., k.

Since y1, ..., yn ∈ lim−→m
Am, there exists an integer N ≥ 1 such that AN contains all of them. But AN is

already a matricial K-subalgebra of Q, so the implication is proved.
The hard implication is (3) =⇒ (1). For its proof, we will use a method similar to the one used in [44].

However the technical complications are much higher here.
We �rst prove a lemma, and show that the implication (3) =⇒ (1) holds assuming that the hypotheses of

the lemma are satis�ed. After this is done, we will show how to construct (using (3)) the sequences, algebras,
and homomorphisms appearing in the lemma.

First, let's �x some notation. Given a factor sequence (pi)i, the natural block-diagonal embeddings

Mpi(K)→Mpi+1(K), x 7→

x 0
. . .

0 x


will be denoted by γi+1,i. If j > i, the map γj,i : Mpi(K)→Mpj (K) will denote the composition

γj,i = γj,j−1 ◦ · · · ◦ γi+1,i,

and the map γ∞,i : Mpi(K) → lim−→n
Mpn(K) will stand for the canonical map into the direct limit. By [44],

there is an isomorphismMK
∼= lim−→n

Mpn(K), where the completion is taken with respect to the unique rank

function on the direct limit. We henceforth will identifyM =MK with the algebra lim−→n
Mpn(K).

Notation 4.2.3. Finally, for (X, d) a metric space, A, Y subsets of X and ε > 0, we write A ⊆ε Y in case
each element of A can be approximated by an element of Y up to ε with respect to the metric d, that is, for
each a ∈ A there exists an element y ∈ Y such that d(x, y) < ε.

Lemma 4.2.4. Let Q be a continuous factor with unique rank function rkQ. Assume that there exists a dense
K-subalgebra Q0 of Q of countable dimension, and let {xn}n be a K-basis of Q0.

Let θ ∈ (0, 1) be a real number. Assume further that we have constructed two strictly increasing sequences
(qi)i and (pi)i of natural numbers such that pi divides pi+1 and satisfying

a) 1 > p1

q1
> · · · > pi

qi
> pi+1

qi+1
> · · · > θ, lim

i→∞
pi
qi

= θ and
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b) pi+1

qi+1
− θ < 1

2

(
pi
qi
− θ
)
for i ≥ 0.

We also demand p0 = q0 = 1. Moreover, suppose that there exists a sequence of positive numbers εi <
pi
qi
− θ,

and matricial K-subalgebras Ai ⊆ Q together with algebra homomorphisms ρi : Mpi(K) → Q satisfying the
following properties:

i) rkQ(ρi(1)) = pi
qi

for all i.

ii) For each i and each x ∈ ρi(1)Aiρi(1), there exists y ∈Mpi+1
(K) such that

rkQ(x− ρi+1(y)) <
pi
qi
− θ .

iii) For each z ∈Mpi(K), we have

rkQ(ρi(z)− ρi+1(γi+1,i(z))) <
pi
qi
− θ .

iv) span{x1, ..., xi} ⊆εi Ai.

Then there exists an isomorphism ψ :M→ eQe, with e ∈ Q an idempotent such that rkQ(e) = θ.

Proof. For j > i ≥ 1, we have the following diagram

Mpi(K)
γi+1,i

//

ρi

��

Mpi+1
(K)

γi+2,i+1
//

ρi+1

��

· · ·
γj,j−1

// Mpj (K)
γj+1,j

//

ρj

��

· · ·

Q = Q = · · · = Q = · · ·

which may be, in general, not commutative. We are going to construct a "limit" version of it which indeed
commutes. Fix a positive integer i ≥ 1 and write δi = pi

qi
− θ. Note that by b), δi < 1

2δi−1 < 2−i. For
z ∈ Mpi(K), we consider the sequence in Q given by {ρj(γj,i(z))}j≥i. It is a simple computation to show,
using iii), that for h > j ≥ i we have

rkQ(ρh(γh,i(z))−ρj(γj,i(z))) = rkQ

h−1∑
k=j

ρk+1(γk+1,i(z))− ρk(γk,i(z))


≤
h−1∑
k=j

rkQ(ρk+1(γk+1,i(z))− ρk(γk,i(z))) <

h−1∑
k=j

δk <

h−1∑
k=j

2−k < 2−j+1 −−−→
j→∞

0 .

(4.2.1)

As a consequence, the sequence {ρj(γj,i(z))}j≥i is Cauchy in Q, so convergent. We can therefore de�ne algebra
homomorphisms ψi : Mpi(K)→ Q by

ψi(z) = lim
j
ρj(γj,i(z)) ∈ Q.

Now the previous diagram with the ρ's replaced with the ψ's commute, as the following computation shows:

ψi+1(γi+1,i(z)) = lim
j
ρj(γj,i+1(γi+1,i(z))) = lim

j
ρj(γj,i(z)) = ψi(z).

So the maps {ψi}i give a well-de�ned algebra homomorphism ψ : lim−→n
Mpn(K)→ Q, de�ned by

ψ(γ∞,i(z)) = ψi(z) for z ∈Mpi(K).

Let's extend it to the rank completion of lim−→n
Mpn(K). Denote by {ekl}1≤k,l≤pi the standard matrix units of

Mpi(K). By i) and the fact that the ekk are mutually orthogonal equivalent idempotents, their images ρi(ekk)
all have the same rank in Q, which equals rkQ(ρi(ekk)) = 1

qi
as the following computation shows:

pi
qi

= rkQ(ρi(1)) = rkQ(ρi(e11)) + · · ·+ rkQ(ρi(epipi)) = pi · rkQ(ρi(ekk))
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Now for z ∈Mpi(K), if we denote by rkpi =
Rkpi
pi

the unique rank function onMpi(K), there exist invertible
matrices P,Q ∈ Mpi(K) such that PzQ = IdN ⊕ 0pi−N = e11 + · · ·+ eNN , being N the usual matrix rank of
z. By applying ρi and taking into account that the P,Q are invertible,

rkQ(ρi(z)) = rkQ(ρi(PzQ)) = rkQ(ρi(e11)) + · · ·+ rkQ(ρi(eNN )) =
Rkpi(z)

qi
=
pi
qi

rkpi(z) =
pi
qi

rkM(γ∞,i(z)).

Therefore

rkQ(ψ(γ∞,i(z))) = lim
j

rkQ(ρj(γj,i(z))) = lim
j

pj
qj
· rkM(γ∞,i(z)) = θ · rkM(γ∞,i(z)).

It follows that rkQ(ψ(x)) = θ · rkM(x) for every x ∈ lim−→n
Mpn(K), and thus ψ can be extended to a unital

algebra homomorphism ψ : M → eQe, where e := ψ(1) = lim−→n
ρn(1), which also satis�es the identity

rkQ(ψ(z)) = θ · rkM(z) for all z ∈M. In particular, rkQ(e) = θ.
Clearly, the previous identity shows that ψ is injective, for if x ∈M is such that ψ(x) = 0,

0 = rkQ(ψ(x)) = θ · rkM(x),

so x = 0 since rkM is a rank function. To prove surjectivity onto eQe, let x ∈ Q and �x η > 0. Take i large
enough so that

εi <
η

10
, δi <

η

5
, rkQ(e− ρi(1)) <

η

5
,

and such that there exists an element x̃ ∈ span{x1, ..., xi} satisfying rkQ(x− x̃) < η
10 (this is possible due to the

fact that {xn}n is a K-basis for the dense subalgebra Q0). By iv), there exists y ∈ Ai so that rkQ(x̃−y) < η
10 ;

hence rkQ(x− y) < η
5 . We thus have, on one hand,

rkQ(exe− ρi(1)yρi(1)) ≤ rkQ(exe− exρi(1)) + rkQ(exρi(1)− eyρi(1)) + rkQ(eyρi(1)− ρi(1)yρi(1))

≤ rkQ(e− ρi(1)) + rkQ(x− y) + rkQ(e− ρi(1)) <
3η

5
.

On the other hand, since ρi(1)yρi(1) ∈ ρi(1)Aiρi(1), it follows from ii) that there exists z ∈ Mpi+1
(K) such

that
rkQ(ρi(1)yρi(1)− ρi+1(z)) < δi .

Also, for i+ 1 < h, we get from (4.2.1)

rkQ(ρh(γh,i+1(z))− ρi+1(z)) <

h−1∑
k=i+1

δk < δi+1

h−i−2∑
k=0

2−k < 2δi+1 < δi ,

and so letting h→∞ leads to
rkQ(ψ(γ∞,i+1(z))− ρi+1(z)) ≤ δi <

η

5
.

Using the above inequalities, we obtain

rkQ(exe− ψ(γ∞,i+1(z))) ≤ rkQ(exe− ρi(1)yρi(1)) + rkQ(ρi(1)yρi(1)− ρi+1(z))

+ rkQ(ρi+1(z)− ψ(γ∞,i+1(z))) ≤ 3η

5
+
η

5
+
η

5
= η.

Now, by choosing a decreasing sequence of positive numbers ηn
n→ 0, it follows that for each n there exists

wn ∈M satisfying rkQ(exe−ψ(wn)) < ηn, so that limn ψ(wn) = exe in Q. But by using the relation between
the ranks ofM and Q, we compute

rkM(wn − wm) = θ−1 · rkQ(ψ(wn)− ψ(wm)) −−−−−→
n,m→∞

0,

so we conclude that {wn}n is a Cauchy sequence inM, hence convergent to some w ∈M satisfying ψ(w) =
limn ψ(wn) = exe. This shows that ψ is surjective, proving the lemma.

We now show how Theorem 4.2.2 follows from Lemma 4.2.4, assuming we are able to show that the
hypotheses of that lemma are satis�ed. This indeed follows as in [44].
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Proof of the implication (3) =⇒ (1) of Theorem 4.2.2. Take θ = 1/2 and apply Lemma 4.2.4 to obtain an
isomorphism ψ : M → eQe, where rkQ(e) = 1/2. Since rkQ(e) = 1

2 = rkQ(1 − e), Proposition 1.2.7 says
that e and 1− e are equivalent idempotents in Q, so that there exist elements x, y ∈ Q such that xy = e and

yx = 1− e. We now obtain an isomorphism of K-algebras Q ∼= M2(eQe) by the rule α 7→
(
eαe eαy
xαe xαy

)
, and

this gives rise to a chain of isomorphisms

M ∼= M2(M) ∼= M2(eQe) ∼= Q,

where the �rst one is given by extending to the respective rank completions the isomorphism lim−→n
M2n(K)→

M2(lim−→n
M2n(K)), x 7→

(
x 0
0 x

)
. This proves the theorem.

It remains to show that the hypotheses of Lemma 4.2.4 are satis�ed. We need a preliminary lemma, which
might be of independent interest.

Lemma 4.2.5. Let p be a positive integer. Then there exists a constant K(p), depending only on p, such that

i) for any �eld K,

ii) any ε > 0,

iii) any pair A ⊆ B where B is a unital K-algebra and A is a unital regular K-subalgebra of B,

iv) any pseudo-rank function rk on B, and

v) any algebra homomorphism ρ : Mp(K)→ B such that

{ρ(eij)}1≤i,j≤p ⊆ε A

with respect to the rk-metric (where eij denote the canonical matrix units in Mp(K)),

there exists an algebra homomorphism ψ : Mp(K)→ A which is close to ρ in rank, namely

rk(ρ(eij)− ψ(eij)) < K(p)ε for 1 ≤ i, j ≤ p.

Proof. We proceed by induction on p. Let p = 1, and let K, ε,A,B, rk and ρ : K → B be as in the statement.
Then ρ(1) is an idempotent in B and, by assumption, there is x ∈ A such that rk(ρ(1) − x) < ε. By [39,
Lemma 19.3], there exists an idempotent g ∈ A such that x − g ∈ A(x − x2), so rk(x − g) ≤ rk(x − x2). It
follows that

rk(ρ(1)− g) ≤ rk(ρ(1)− x) + rk(x− g) ≤ rk(ρ(1)− x) + rk(x− x2)

≤ rk(ρ(1)− x) + rk(x− ρ(1)) + rk(ρ(1)2 − xρ(1)) + rk(xρ(1)− x2) ≤ 4 rk(ρ(1)− x) < 4ε.

Therefore we can take K(1) = 4, and de�ne ψ : K → A by ψ(1) = g.
Now assume that p ≥ 2 and that there is a constant K(p−1) satisfying the property corresponding to p−1.

Let K, ε,A,B, rk and ρ : Mp(K) → B be as in the statement. We identify Mp−1(K) with the subalgebra of
Mp(K) generated by eij with 1 ≤ i, j ≤ p− 1. By the induction hypothesis, there is a set of (p− 1)× (p− 1)
matrix units xij ∈ A (so that xijxkl = δjkxil for 1 ≤ i, j, k, l ≤ p− 1) satisfying

rk(ρ(eij)− xij) < K(p− 1)ε for all 1 ≤ i, j ≤ p− 1.

Also by hypothesis, there are z1p, zp1 ∈ A such that rk(ρ(e1p)−z1p) < ε and rk(ρ(ep1)−zp1) < ε. Structurally,


x11 · · · x1,p−1 z1p

...
. . .

... ×
xp−1,1 · · · xp−1,p−1 ×
zp1 × × ×

 (4.2.2)
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Our �rst task is to modify z1p and zp1 in order to obtain new elements z′1p and z
′
p1 such that

z′1pxi1 = 0 = x1iz
′
p1 for 1 ≤ i ≤ p− 1, (4.2.3)

with suitable bounds on the ranks. To get the desired elements, we proceed by induction on i. We will only
prove the result for the position (1, p). The element in the position (p, 1) is built in a similar way.

We start with i = 1. We use that A is regular to obtain an idempotent g1 ∈ A such that

z1px11A = g1A.

Note that

rk(g1) = rk(z1px11) = rk(z1px11 − ρ(e1p)ρ(e11))

≤ rk(z1px11 − ρ(e1p)x11) + rk(ρ(e1p)x11 − ρ(e1p)ρ(e11)) < ε+K(p− 1)ε = (K(p− 1) + 1)ε.

Now take z(1)
1p := (1 − g1)z1p. Since z1px11 ∈ g1A and g1 is an idempotent, g1z1px11 = z1px11, so we get that

z
(1)
1p x11 = (1− g1)z1px11 = 0 and that

rk(z
(1)
1p − ρ(e1p)) = rk(z1p − g1z1p − ρ(e1p)) ≤ rk(z1p − ρ(e1p)) + rk(g1) < (K(p− 1) + 2)ε.

Suppose that, for 1 ≤ i− 1 ≤ p− 1, we have constructed elements z(1)
1p , ..., z

(i−1)
1p in A such that z(l)

1pxj1 = 0 for
all �xed 1 ≤ l ≤ i− 1 and all 1 ≤ j ≤ l, and

rk(z
(i−1)
1p − ρ(e1p)) <

(
(2i−1 − 1)K(p− 1) + 2i−1

)
ε.

Let's construct z(i)
1p : take an idempotent gi−1 ∈ A such that z(i−1)

1p xi1A = gi−1A. We have the bound in rank
of gi−1 given by

rk(gi−1) = rk(z
(i−1)
1p xi1) = rk(z

(i−1)
1p xi1 − ρ(e1p)ρ(ei1))

≤ rk(z
(i−1)
1p xi1 − ρ(e1p)xi1) + rk(ρ(e1p)xi1 − ρ(e1p)ρ(ei1)) <

(
2i−1K(p− 1) + 2i−1

)
ε.

De�ne z(i)
1p := (1 − gi−1)z

(i−1)
1p . Since z(i−1)

1p xi1 ∈ gi−1A and gi−1 is an idempotent, gi−1z
(i−1)
1p xi1 = z

(i−1)
1p xi1,

so we get that z(i)
1p xi1 = (1− gi−1)z

(i−1)
1p xi1 = 0 and that

rk(z
(i)
1p − ρ(e1p)) = rk(z

(i−1)
1p − gi−1z

(i−1)
1p − ρ(e1p))

≤ rk(z
(i−1)
1p − ρ(e1p)) + rk(gi−1) <

(
(2i − 1)K(p− 1) + 2i

)
ε.

After all these constructions, we simply take z′1p = z
(p−1)
1p , and the element z′p1 := z

(p−1)
p1 built in a similar

fashion. These elements z′1p, z
′
p1 ∈ A satisfy (4.2.3) and are such that

max{rk(z′1p − ρ(e1p)), rk(z′p1 − ρ(ep1))} <
(
(2p−1 − 1)K(p− 1) + 2p−1

)
ε. (4.2.4)

The next step is to convert z′1p and z′p1 into mutually quasi-inverse elements in A, so that the new products
z′1pz

′
p1 and z′p1z

′
1p become idempotents. Indeed, we will also replace in addition our original elements x1i, xi1,

for 1 ≤ i ≤ p− 1, by another elements y1i, yi1, for 1 ≤ i ≤ p, in order to get a coherent family of partial matrix
units, i.e. elements satisfying

y1iyj1 = δi,jy11 for 1 ≤ i, j ≤ p. (4.2.5)

For this we will use [39, Lemma 19.3] and its proof. Consider the element x′11 := x11z
′
1pz
′
p1x11 ∈ A, and note

that

rk(x′11 − ρ(e11)) = rk(x11z
′
1pz
′
p1x11 − ρ(e11)ρ(e1p)ρ(ep1)ρ(e11))

≤ 2 rk(x11 − ρ(e11)) + rk(z′1p − ρ(e1p)) + rk(z′p1 − ρ(ep1))

< 2K(p− 1)ε+ 2
(
(2p−1 − 1)K(p− 1) + 2p−1

)
ε =

(
K(p− 1) + 1

)
2pε,
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where we have used the bound given by the induction hypothesis and (4.2.4). Therefore, we get

rk(x′11 − (x′11)2) ≤ rk(x′11 − ρ(e11)) + rk(ρ(e11)2 − x′11ρ(e11))

+ rk(x′11ρ(e11)− (x′11)2) < 3(K(p− 1) + 1)2pε.

Now using [39, Lemma 19.3] and its proof, we can �nd an idempotent g ∈ A such that g ∈ x′11A ∩ Ax′11,
x′11 − g ∈ A(x′11 − (x′11)2) and x′11g = g. It follows that gx′11g = g, and since x11x

′
11x11 = x′11, we also obtain

x11g = g = gx11, so g ≤ x11. Therefore

g = gx′11g = gx11z
′
1pz
′
p1x11g = gz′1pz

′
p1g.

Set

y11 := g ≤ x11,

{
y1i := gx1i

y1p := gz′1p
for 2 ≤ i ≤ p− 1 ,

{
yi1 := xi1g

yp1 := z′p1g
for 2 ≤ i ≤ p− 1.

Note that, with these de�nitions, (4.2.5) is satis�ed:{
y1pyj1 = gz′1pxj1g = 0

y1pyp1 = gz′1pz
′
p1g = g = y11

and

{
y1iyj1 = gx1ixj1g = δijgx11g = δijy11

y1iyp1 = gx1iz
′
p1g = 0

for 1 ≤ i, j ≤ p− 1.

Hence the elements y1i, yj1 for 1 ≤ i, j ≤ p form a coherent family of partial matrix units. If we de�ne
yij := yi1y1j for 1 ≤ i, j ≤ p, we obtain that {yij} forms a system of p× p matrix units in A:

yijykl = yi1y1jyk1y1l = δj,kyi1y1l = δj,kyil.

Therefore we can de�ne an algebra homomorphism ψ : Mp(K)→ A by the rule ψ(eij) = yij .
Let's now check that ψ is close to ρ in rank. We have the estimate

rk(y11 − ρ(e11)) ≤ rk(y11 − x′11) + rk(x′11 − ρ(e11))

≤ rk(x′11 − (x′11)2) + rk(x′11 − ρ(e11))

< 3(K(p− 1) + 1)2pε+ (K(p− 1) + 1)2pε = (K(p− 1) + 1)2p+2ε.

Using this inequality and (4.2.4), we obtain

rk(y1p − ρ(e1p)) = rk(gz′1p − ρ(e11)ρ(e1p))

≤ rk(gz′1p − ρ(e11)z′1p) + rk(ρ(e11)z′1p − ρ(e11)ρ(e1p))

≤ rk(g − ρ(e11)) + rk(z′1p − ρ(e1p)) < (K(p− 1) + 1)2pε+
(
(2p−1 − 1)K(p− 1) + 2p−1

)
ε

=
(
(2p+2 + 2p−1 − 1)K(p− 1) + 2p+2 + 2p−1

)
ε.

Similar computations give that rk(yp1 − ρ(ep1)) <
(
(2p+2 + 2p−1 − 1)K(p − 1) + 2p+2 + 2p−1

)
ε. For

2 ≤ i ≤ p− 1, we compute a bound for the other matrix units using the induction hypothesis:

rk(y1i − ρ(e1i)) = rk(gx1i − ρ(e11)ρ(e1i))

≤ rk(gx1i − ρ(e11)x1i) + rk(ρ(e11)x1i − ρ(e11)ρ(e1i))

≤ rk(g − ρ(e11)) + rk(x1i − ρ(e1i)) < (K(p− 1) + 1)2p+2ε+K(p− 1)ε

=
(
(2p+2 + 1)K(p− 1) + 2p+2

)
ε.

Similarly rk(yi1 − ρ(ei1)) <
(
(2p+2 + 1)K(p − 1) + 2p+2

)
ε. Putting everything together, we get the common

upper bound

max
1≤i≤p

{rk(y1i − ρ(e1i)), rk(yi1 − ρ(ei1))} ≤
(
(2p+2 + 2p−1 − 1)K(p− 1) + 2p+2 + 2p−1

)
ε.

Finally for any 1 ≤ i, j ≤ p,

rk(yij − ρ(eij)) = rk(yi1y1j − ρ(ei1)ρ(e1j))

≤ rk(yi1y1j − yi1ρ(e1j)) + rk(yi1ρ(e1j)− ρ(ei1)ρ(e1j))

≤
(
(2p+3 + 2p − 2)K(p− 1) + 2p+3 + 2p

)
ε.

This concludes the proof, if we take K(p) := (2p+3 + 2p − 2)K(p− 1) + 2p+3 + 2p.
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We now show that the hypotheses of Lemma 4.2.4 are indeed satis�ed (assuming condition (3) in Theorem
4.2.2). This is obtained from the next Lemma by applying induction (starting with p0 = q0 = 1 and A0 = K).

Lemma 4.2.6. Let Q be a continuous factor with unique rank function rkQ. Assume that there exists a dense
K-subalgebra Q0 of Q of countable K-dimension, and let {xn}n be a K-basis of Q0. Assume that Q satis�es
condition (3) in Theorem 4.2.2, and let θ ∈ (0, 1).

Let p be a positive integer such that there exist an algebra homomorphism ρ : Mp(K) → Q, a matricial
K-subalgebra A ⊆ Q, a positive integer m and ε > 0 such that

i) rkQ(ρ(1)) = p
q > θ for some positive integer q.

ii) {ρ(eij) | i, j = 1, ..., p} ⊆ε A, and span{x1, ..., xm} ⊆ε A.

iii) ε < 1
48K(p)p2

(
p
q − θ

)
, where K(p) is the constant introduced in Lemma 4.2.5.

Then there exist positive integers p′, g, q′, with p′ = gp, a real number ε′ > 0, an algebra homomorphism
ρ′ : Mp′(K)→ Q and a matricial K-subalgebra A′ ⊆ Q such that the following conditions hold:

1) rkQ(ρ′(1)) = p′

q′ .

2)

0 <
p′

q′
− θ < 1

2

(p
q
− θ
)
.

3) For each x ∈ ρ(1)Aρ(1), there exists y ∈Mp′(K) such that

rkQ(x− ρ′(y)) <
p

q
− θ.

4) For each z ∈Mp(K), we have

rkQ(ρ(z)− ρ′(γ(z))) <
p

q
− θ,

where γ : Mp(K)→Mp′(K) is the canonical unital homomorphism sending z to

 z 0
. . .
g

0 z

.

5) {ρ′(e′ij) | i, j = 1, ..., p′} ⊆ε′ A′, and span{x1, ..., xm, xm+1} ⊆ε′ A′, where {e′ij | i, j = 1, ..., p′} denote
the canonical matrix units in Mp′(K).

6) ε′ < 1
48K(p′)p′2

(
p′

q′ − θ
)
.

Proof. We denote by eij , for 1 ≤ i, j ≤ p, the canonical matrix units in Mp(K). Set f ′ := ρ(e11), which is an
idempotent in Q. By i) and the fact that the ekk are mutually orthogonal equivalent idempotents,

rkQ(f ′) = rkQ(ρ(e11)) =
1

p

(
rkQ(ρ(e11)) + · · ·+ rkQ(ρ(epp))

)
=

1

q
.

Because of ii) we can apply Lemma 4.2.5 to obtain an algebra homomorphism ψ : Mp(K) → A such that
rkQ(ρ(eij)− ψ(eij)) < K(p)ε for all 1 ≤ i, j ≤ p.

Set f = ψ(e11) which is an idempotent in A, and observe that

rkQ(f − f ′) < K(p)ε. (4.2.6)

Since A is matricial, A = A1 ⊕ · · · ⊕Ar ∼= Mn1(K)× · · · ×Mnr (K) for some positive integers n1, ..., nr, so we
can write

f = f1 + · · ·+ fk

for some k ≤ r, where f1, ..., fk are nonzero mutually orthogonal idempotents belonging to di�erent simple
factors Ai of A, i.e. each fi ∈ Ai is isomorphic to an idempotent in Mni(K). We consider, for each 1 ≤ i ≤ k,
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Chapter 4. Generalizing a result of von Neumann The Atiyah problem

a set of matrix units {f (i)
jl }1≤j,l≤ri inside fiAfi = fiAifi1 such that each f (i)

jj is a minimal idempotent in Ai,
and such that

ri∑
j=1

f
(i)
jj = fi, the unit of the corner fiAifi .

We can think of this decomposition of f using matrices, as follows:

f ∼=




f

(1)
11 · · · 0
...

. . .
...

0 · · · f
(1)
r1r1

 0

0 0

 , · · · ,



f

(k)
11 · · · 0
...

. . .
...

0 · · · f
(k)
rkrk

 0

0 0

 , 0, · · · , 0


with maybe some zero matrices in between the fi's. Note that, since the f

(i)
jj are all equivalent inside fiAfi,

rkQ(f) =
k∑
i=1

rkQ(fi) =
k∑
i=1

ri∑
j=1

rkQ(f
(i)
jj ) =

k∑
i=1

ri rkQ(f
(i)
11 ),

so that by [39, Lemma 19.1] and (4.2.6) we get the bound

∣∣∣1
q
−

k∑
i=1

ri rkQ(f
(i)
11 )
∣∣∣ = | rkQ(f ′)− rkQ(f)| ≤ rkQ(f − f ′) < K(p)ε. (4.2.7)

We now approximate each real number rkQ(f
(i)
11 ) by a rational number pi

qi
. Concretely, we set

δ :=
1

48p(
∑k
i=1 ri)

(p
q
− θ
)
> 0 ,

and take positive integers pi, qi such that 0 < rkQ(f
(i)
11 ) − pi

qi
< δ. By taking common denominator, we may

assume that qi = q′ for all i = 1, ..., k. Let α′ be such that 1
α′ =

∑k
i=1 ri

pi
q′ , and observe that, by using iii) and

(4.2.7), we have

∣∣∣p
q
− p

α′

∣∣∣ ≤ p∣∣∣1
q
− rkQ(f)

∣∣∣+ p
∣∣∣ rkQ(f)− 1

α′

∣∣∣ = p
∣∣∣1
q
−

k∑
i=1

ri rkQ(f
(i)
11 )
∣∣∣+

k∑
i=1

ri

∣∣∣ rkQ(f
(i)
11 )− pi

q′

∣∣∣
< K(p)pε+ p

( k∑
i=1

ri

)
δ <

1

48p
(p/q − θ) +

1

48
(p/q − θ) ≤ 1

24
(p/q − θ).

So in particular ∣∣∣p
q
− p

α′

∣∣∣ < 1

8

(p
q
− θ
)
. (4.2.8)

What we have now is an approximation of rkQ(f) given by rational numbers, induces by the approximations
of each rkQ(f

(i)
11 ) by pi

q′ , in such a way that

1

q
= rkQ(f) = r1 rkQ(f

(1)
11 ) + · · ·+ rk rkQ(f

(k)
11 ) and

1

α′
= r1

p1

q′
+ · · ·+ rk

pk
q′

are close enough. The problem we encounter now is that α′ may not be an integer like q. We remedy this
situation by approximating the whole fraction p

α′ by another rational one close enough to p
q , while maintaining

the same proportions between the fractions ri
pi
q′ in the expansion of 1

α′ . We take

λi =
ripi/q

′

1/α′
=
α′ripi
q′

and εi =
pi/q

′

p/α′

(p
q
− θ
)

=
α′pi
pq′

(p
q
− θ
)
.

1It is possible that fi coincides with the unit of the simple factor Ai, but in general it may not be the case, so we should
consider the corner fiAfi ∼= Mri (K), which is isomorphic to a corner of the full matrix algebra Mni (K).
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Chapter 4. Generalizing a result of von Neumann The Atiyah problem

and note that
∑k
i=1 λi = 1. Moreover, each λi and εi (and of course pi

q′ ) does not depend on replacing pi and
q′ by piN and q′N respectively, for any integer N ≥ 1, so we can assume that pi and q′ are arbitrarily large.
Taking pi large enough, we claim that we can �nd nonnegative integers p′i, for 1 ≤ i ≤ k, such that

5εi
8
<
pi
q′
− p′i
q′
<

6εi
8

(4.2.9)

for i = 1, ..., k. Indeed, we can choose q′ big enough so that εiq
′

8 > 1 and thus there is a positive integer N in

the open interval
(
5 εiq

′

8 , 6 εiq
′

8

)
. We want to estimate

6
εiq
′

8
= 6

pi
8

(α′
p

)(p
q
− θ
)
. (4.2.10)

By using (4.2.8), we obtain a lower bound for p
α′ , namely

7

8

(p
q
− θ
)

=
(p
q
− θ
)
− 1

8

(p
q
− θ
)
<

p

α′
− θ < p

α′
,

so applying this lower bound to (4.2.10) we get

6
εiq
′

8
< 6

pi
8

8

7
=

6

7
pi < pi .

This says that N ≤ 6 εiq
′

8 < pi, so we can write N = pi − p′i for some nonnegative integer p′i, which satis�es

5
εiq
′

8
< pi − p′i < 6

εiq
′

8
.

We thus see that (4.2.9) holds. Multiplying these inequalities by ri and summing over i, we obtain

5

8p

(p
q
− θ
)
<

1

α′
−
( k∑
i=1

ri
p′i
q′

)
<

3

4p

(p
q
− θ
)
.

Hence, setting g =
∑k
i=1 rip

′
i and p

′ = pg, we get

5

8

(p
q
− θ
)
<

p

α′
− p′

q′
<

3

4

(p
q
− θ
)
.

Finally, using (4.2.8), we end up with

1

2

(p
q
− θ
)
<
p

q
− p′

q′
<

7

8

(p
q
− θ
)
. (4.2.11)

Therefore p′, q′ are the integers we are looking for. Our next task is to construct a system of p′×p′ matrix units
inside Q in order to de�ne an algebra homomorphism ρ′ : Mp′(K)→ Q satisfying the required properties.

Now, since rkQ takes all the values of the interval [0, 1], there exists an idempotent e in Q such that

rkQ(e) = 1
q′ , and the inequality p′i

q′ < rkQ(f
(i)
11 ) can be thought of as

p′i · rkQ(e) < rkQ(f
(i)
11 ).

We can now apply the comparability property to the projective Q-modules (eQ)p
′
i and f (i)

11 Q to conclude that

either eQ⊕
p′i· · · ⊕eQ . f

(i)
11 Q or f

(i)
11 Q . eQ⊕

p′i· · · ⊕eQ.

But due to the previous relation with the ranks, the second option is impossible (recall part (i) of Proposition

1.2.3). Hence we obtain the comparison eQ⊕
p′i· · · ⊕eQ . f

(i)
11 Q, that is (eQ)p

′
i is isomorphic, as a right

Q-module, to a submodule of f (i)
11 Q. Write φ for the map realizing this isomorphism. For each l = 1, ..., p′i,

de�ne the injective Q-module homomorphism ιl : eQ → (eQ)p
′
i by sending an element x ∈ eQ to the vector
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Chapter 4. Generalizing a result of von Neumann The Atiyah problem

in (eQ)p
′
i having x at the lth position and 0 otherwise. Consider the compositions φ ◦ ιl : eQ → f

(i)
11 Q,

which are right Q-module homomorphisms. In fact, if we denote by x(i)
l the image of e under φ ◦ ιl, then this

composition consists exactly of left multiplication by x(i)
l , so eQ ∼= x

(i)
l Q. Take now ẽ

(i)
l to be an idempotent

generating the right ideal x(i)
l Q, so that x

(i)
l Q = ẽ

(i)
l Q ≤ f

(i)
11 Q. This, together with the previous isomorphism,

implies that eQ ∼= ẽ
(i)
l Q, so the idempotents e, ẽ(i)

l are all equivalent. In particular, the rank of all these

idempotents are the same, and equal to rkQ(e) = 1
p′ , and all the ẽ(i)

l are equivalent to ẽ(1)
1 , so there exist

elements x̃(1,i)
(1,l) ∈ ẽ

(1)
1 Qẽ

(i)
l , ỹ

(i,1)
(l,1) ∈ ẽ

(i)
l Qẽ

(1)
1 such that

ẽ
(1)
1 = x̃

(1,i)
(1,l) · ỹ

(i,1)
(l,1) , ẽ

(i)
l = ỹ

(i,1)
(l,1) · x̃

(1,i)
(1,l).

Consider e(i)
l := f

(i)
11 ẽ

(i)
l f

(i)
11 = ẽ

(i)
l f

(i)
11 . These are new idempotents with the property that e(i)

l ≤ f
(i)
11 , and their

ranks are the same as e:

rkQ(e) = rkQ(ẽ
(i)
l ) = rkQ(e

(i)
l ẽ

(i)
l ) ≤ rkQ(e

(i)
l ) ≤ rkQ(ẽ

(i)
l ) = rkQ(e).

Moreover, if we let x(1,i)
(1,l) := f

(1)
11 x̃

(1,i)
(1,l)f

(i)
11 and y(i,1)

(l,1) := f
(i)
11 ỹ

(i,1)
(l,1)f

(1)
11 , we compute

x
(1,i)
(1,l)y

(i,1)
(l,1) = f

(1)
11 x̃

(1,i)
(1,l)f

(i)
11 ỹ

(i,1)
(l,1)f

(1)
11 = f

(1)
11 ẽ

(1)
1 f

(1)
11 = e

(1)
1 ,

y
(i,1)
(l,1)x

(1,i)
(1,l) = f

(i)
11 ỹ

(i,1)
(l,1)f

(1)
11 x̃

(1,i)
(1,l)f

(i)
11 = f

(i)
11 ẽ

(i)
l f

(i)
11 = e

(i)
l ,

so all the e(i)
l are equivalent to e(1)

1 through the explicit equivalence already showed. Also, since each e(i)
l ≤ f

(i)
11 ,

we have decompositions of f (i)
11 Q given by

e
(i)
l Q ⊕ (f

(i)
11 − e

(i)
l )Q = f

(i)
11 Q

This implies that the e(i)
1 , ..., e

(i)
p′i

are mutually orthogonal idempotents in f (i)
11 Q. Indeed, note �rst that for l 6= m,

e
(i)
l Q ∩ e

(i)
m Q = {0}, since if x is an element of the intersection, x = e

(i)
l y = e

(i)
m z = φ(ιl(e)y) = φ(ιm(e)z)

for some y, z ∈ Q, so ιl(e)y = ιm(e)z. But the ιk(e), ιm(e) are orthogonal idempotents inside (eQ)p
′
i , so

ιl(e)y = ιl(e)ιm(e)z = 0, and x = 0. This, together with the previous decompositions of the right Q-module
f

(i)
11 , implies that e(i)

m Q is a submodule of the complement (f
(i)
11 − e

(i)
l )Q, and so the idempotents e(i)

m , e
(i)
l are

indeed orthogonal.
We summarize what we have so far.

a) We had a decomposition in orthogonal idempotents f = f1 + · · ·+ fk, so we can think the corner fQf as

fQf =


f1Qf1 f1Qf2 · · · f1Qfk
f2Qf1 f2Qf2 · · · f2Qfk

...
...

. . .
...

fkQf1 fkQf2 · · · fkQfk

 .

b) Each fi can be further decomposed in orthogonal idempotents fi = f
(i)
11 + · · ·+ f

(i)
riri , so we can think the

corners fiQfj as

fiQfj =


f

(i)
11 Qf

(j)
11 f

(i)
11 Qf

(j)
22 · · · f

(i)
11 Qf

(j)
rjrj

f
(i)
22 Qf

(j)
11 f

(i)
22 Qf

(j)
22 · · · f

(i)
22 Qf

(j)
rjrj

...
...

. . .
...

f
(i)
ririQf

(j)
11 f

(i)
ririQf

(j)
22 · · · f

(i)
ririQf

(j)
rjrj

 ,
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Chapter 4. Generalizing a result of von Neumann The Atiyah problem

that is,

fQf =




f

(1)
11 Qf

(1)
11 · · · f

(1)
11 Qf

(1)
r1r1

...
. . .

...
f

(1)
r1r1Qf

(1)
11 · · · f

(1)
r1r1Qf

(1)
r1r1

 · · ·


f

(1)
11 Qf

(k)
11 · · · f

(1)
11 Qf

(k)
rkrk

...
. . .

...
f

(1)
r1r1Qf

(k)
11 · · · f

(1)
r1r1Qf

(k)
rkrk


...

. . .
...

f
(k)
11 Qf

(1)
11 · · · f

(k)
11 Qf

(1)
r1r1

...
. . .

...
f

(k)
rkrkQf

(1)
11 · · · f

(k)
rkrkQf

(1)
r1r1

 · · ·


f

(k)
11 Qf

(k)
11 · · · f

(k)
11 Qf

(k)
rkrk

...
. . .

...
f

(k)
rkrkQf

(k)
11 · · · f

(k)
rkrkQf

(k)
rkrk




.

Having all these results at hand, we are now going to construct a set of matrix units inside the corner fQf
(recall f = ψ(e11) was the idempotent approximating f ′ = ρ(e11)).

For 1 ≤ i ≤ k and 1 ≤ l ≤ p′i, de�ne h(1,1)
(1,1),(1,1) := e

(1)
1 , h(i,i)

(1,1),(l,l) := e
(i)
l , h(1,i)

(1,1),(1,l) := x
(1,i)
(1,l) and

h
(i,1)
(1,1),(l,1) := y

(i,1)
(l,1) , so that

h
(1,1)
(1,1),(1,1) = h

(1,i)
(1,1),(1,l) · h

(i,1)
(1,1),(l,1), h

(i,i)
(1,1),(l,l) = h

(i,1)
(1,1),(l,1) · h

(1,i)
(1,1),(1,l).

In particular,

h
(1,1)
(1,1),(1,1) · h

(1,i)
(1,1),(1,l) · h

(i,i)
(1,1),(l,l) = h

(1,i)
(1,1),(1,l), h

(i,i)
(1,1),(l,l) · h

(i,1)
(1,1),(l,1) · h

(1,1)
(1,1),(1,1) = h

(i,1)
(1,1),(l,1).

All the idempotents e(i)
l belong to f (i)

11 Qf
(i)
11 . How can we move them between di�erent corners f (i)

jj ? We

know that all the f (i)
jj are equivalent to f (i)

11 , the equivalence given by the matrix units f (i)
j1 and f (i)

1j , namely

f
(i)
jj = f

(i)
j1 f

(i)
1j and f (i)

11 = f
(i)
1j f

(i)
j1 . Therefore we can de�ne, for 1 ≤ i ≤ k, 1 ≤ j ≤ ri and 1 ≤ l ≤ p′i,

h
(i,1)
(j,1),(l,1) := f

(i)
j1 · h

(i,1)
(1,1),(l,1), h

(1,i)
(1,j),(1,l) := h

(1,i)
(1,1),(1,l) · f

(i)
1j .

This is a coherent family of g × g partial matrix units (recall that g =
∑k
i=1 rip

′
i), since for 1 ≤ i1, i2 ≤ k,

1 ≤ j1 ≤ ri1 , 1 ≤ j2 ≤ ri2 , 1 ≤ l1 ≤ p′i1 and 1 ≤ l2 ≤ p′i2 ,

h
(1,i2)
(1,j2),(1,l2) · h

(i1,1)
(j1,1),(l1,1) = h

(1,i2)
(1,1),(1,l2) · f

(i2)
1j2
· f (i1)
j11 · h

(i1,1)
(1,1),(l1,1)

= δi1,i2δj1,j2h
(1,i1)
(1,1),(1,l2) · h

(i1,1)
(1,1),(l1,1) = δi1,i2δj1,j2δl1,l2h

(1,1)
(1,1),(1,1)

Therefore, the elements
h

(i1,i2)
(j1,j2),(l1,l2) := h

(i1,1)
(j1,1),(l1,1)h

(1,i2)
(1,j2),(1,l2)

form a system of g×g matrix units inside fQf , and we can now de�ne an algebra homomorphism ρ′ : Mp′(K) =
Mp(K)⊗Mg(K)→ Q by the rule

ρ′
(
eij ⊗ e(i1,i2)

(j1,j2),(l1,l2)

)
= ψ(ei1)h

(i1,i2)
(j1,j2),(l1,l2)ψ(e1j) ,

where
{
e

(i1,i2)
(j1,j2),(l1,l2)

}
is a complete system of matrix units in Mg(K). In order to show that it is well-de�ned,

it is only required to check that the images of the matrix units eij ⊗ e(i1,i2)
(j1,j2),(l1,l2) satis�es the corresponding

matrix units relations, but this is a matter of computation:

ρ′
(
eij⊗e(i1,i2)

(j1,j2),(l1,l2)

)
· ρ′
(
ei′j′ ⊗ e

(i′1,i
′
2)

(j′1,j
′
2),(l′1,l

′
2)

)
= ψ(ei1)h

(i1,i2)
(j1,j2),(l1,l2)ψ(e1j) · ψ(ei′1)h

(i′1,i
′
2)

(j′1,j
′
2),(l′1,l

′
2)ψ(e1j′)

= ψ(ei1)h
(i1,i2)
(j1,j2),(l1,l2) · f · h

(i′1,i
′
2)

(j′1,j
′
2),(l′1,l

′
2)ψ(e1j′) = δi2,i′1δj2,j′1δl2,l′1 ψ(ei1)h

(i1,i
′
2)

(j1,j′2),(l1,l′2)ψ(e1j′)

= δi2,i′1δj2,j′1δl2,l′1 ρ
′(eij′ ⊗ e(i1,i

′
2)

(j1,j′2),(l1,l′2)

)
It remains to verify properties 1)-6).
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1) Inside Mp′(K) = Mp(K)⊗Mg(K),

1 =

p∑
k=1

k∑
i=1

ri∑
j=1

p′i∑
l=1

ekk ⊗ e(i,i)
(j,j),(l,l),

so

ρ′(1) =

p∑
k=1

k∑
i=1

ri∑
j=1

p′i∑
l=1

ψ(ek1)h
(i,i)
(j,j),(l,l)ψ(e1k).

The idempotents ψ(ek1)h
(i,i)
(j,j),(l,l)ψ(e1k) are all pairwise orthogonal, and equivalent to e(1)

1 , through the
equivalences

ψ(ek1)h
(i,i)
(j,j),(l,l)ψ(e1k) =

(
ψ(ek1)h

(i,1)
(j,1),(l,1)

)(
h

(1,i)
(1,j),(1,l)ψ(e1k)

)
,

e
(1)
1 =

(
h

(1,i)
(1,j),(1,l)ψ(e1k)

)(
ψ(ek1)h

(i,1)
(j,1),(l,1)

)
.

Therefore if we take ranks, we obtain

rkQ(ρ′(1)) =

p∑
k=1

k∑
i=1

ri∑
j=1

p′i∑
l=1

rkQ
(
ψ(ek1)h

(i,i)
(j,j),(l,l)ψ(e1k)

)
=

p∑
k=1

k∑
i=1

ri∑
j=1

p′i∑
l=1

rkQ(e
(1)
1 ) = pg rkQ(e

(1)
1 ) =

p′

q′
,

as desired.

2) This follows from (4.2.11).

3) Let x ∈ ρ(1)Aρ(1). Then we can write

x = ρ(1)x′ρ(1) =

p∑
a,b=1

ρ(ea1)f ′ρ(e1a)x′ρ(eb1)f ′ρ(e1b)

for some x′ ∈ A. Now by ii) we can approximate each ρ(e1a), ρ(eb1) by an element of A up to ε in rank:

rkQ(ρ(e1a)− x1a), rkQ(ρ(eb1)− xb1) < ε for some x1a, xb1 ∈ A.

Thus we can consider the element

x̃ =

p∑
a,b=1

ψ(ea1) fx1ax
′xb1f︸ ︷︷ ︸

xab∈fAf

ψ(e1b) ∈ A

so that

rkQ(x− x̃) ≤
p∑

a,b=1

rkQ(ρ(ea1)f ′ρ(e1a)x′ρ(eb1)f ′ρ(e1b)− ψ(ea1)fx1ax
′xb1fψ(e1b))

≤
p∑

a,b=1

(
rkQ(ρ(ea1)− ψ(ea1)) + rkQ(ρ(e1b)− φ(e1b)) + 2 rkQ(f − f ′)

+ rkQ(ρ(e1a)− x1a) + rkQ(ρ(eb1)− xb1)
)
< p2(4K(p) + 2)ε < 5p2K(p)ε,

using K(p) ≥ 4 for the last inequality. Now if we recall that fAf ∼= Mr1(K) × · · · ×Mrk(K), we can
write each xab ∈ fAf in the form

xab =

k∑
i=1

ri∑
j,j′=1

λ(a, b)
(i)
jj′f

(i)
jj′

for some scalars λ(a, b)
(i)
jj′ ∈ K. Take the element

y =

p∑
a,b=1

eab ⊗
( k∑
i=1

ri∑
j,j′=1

λ(a, b)
(i)
jj′

( p′i∑
l=1

e
(i,i)
(j,j′),(l,l)

))
∈Mp′(K).
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Denoting

cbij′ =

p∑
a=1

ri∑
j=1

ψ(ea1)λ(a, b)
(i)
jj′f

(i)
j1 , dbij′ = f

(i)
11 ψ(e1b),

we can rewrite

x̃ =

p∑
b=1

k∑
i=1

ri∑
j′=1

cbij′f
(i)
11 dbij′ , ρ′(y) =

p∑
b=1

k∑
i=1

ri∑
j′=1

cbij′
( p′i∑
l=1

h
(i,i)
(1,1),(l,l)

)
dbij′ ,

so that

rkQ(x̃− ρ′(y)) ≤
p∑
b=1

k∑
i=1

ri∑
j′=1

rkQ

(
cbij′

(
f

(i)
11 −

p′i∑
l=1

h
(i,i)
(1,1),(l,l)

)
dbij′

)
≤ p

k∑
i=1

ri rkQ

(
f

(i)
11 −

p′i∑
l=1

h
(i,i)
(1,1),(l,l)

)
.

Taking into account that all the idempotents h(i,i)
(1,1),(l,l) = e

(i)
l are pairwise orthogonal and

∑p′i
l=1 e

(i)
l ≤ f

(i)
11 ,

the rank of the di�erence f (i)
11 −

∑p′i
l=1 e

(i)
l is the di�erence of the ranks, so

rkQ

(
f

(i)
11 −

p′i∑
l=1

e
(i)
l

)
= rkQ(f

(i)
11 )−

p′i∑
l=1

rkQ(e
(i)
l ) = rkQ(f

(i)
11 )− p′i

q′
.

Hence the previous computation gives

rkQ(x̃− ρ′(y)) ≤ p
k∑
i=1

ri

(
rkQ(f

(i)
11 )− p′i

q′

)
= p

k∑
i=1

ri rkQ(f
(i)
11 )− p′

q′
= p
( k∑
i=1

ri rkQ(f
(i)
11 )− 1

q

)
+
(p
q
− p′

q′

)
.

Using (4.2.7) and (4.2.11), we get

rkQ(x̃− ρ′(y)) < pK(p)ε+
7

8

(p
q
− θ
)
≤ 1

48p

(p
q
− θ
)

+
7

8

(p
q
− θ
)
≤ 43

48

(p
q
− θ
)
.

Putting everything together,

rkQ(x−ρ′(y)) ≤ rkQ(x− x̃)+rkQ(x̃−ρ′(y)) < 5p2K(p)ε+
43

48

(p
q
−θ
)
<

5

48

(p
q
−θ
)

+
43

48

(p
q
−θ
)

=
p

q
−θ,

as required.

4) Suppose now that x = ρ(z) for some z =
∑p
a,b=1 µabeab ∈ Mp(K), with µab ∈ K. Then we can see

that, using the same construction of y given in 3), we obtain that λ(a, b)
(i)
jj′ = µab for all 1 ≤ i ≤ k,

1 ≤ j, j′ ≤ ri. Therefore here

y =

p∑
a,b=1

eab ⊗
( k∑
i=1

ri∑
j,j′=1

µab

( p′i∑
l=1

e
(i,i)
(j,j′),(l,l)

))

=
( p∑
a,b=1

µabeab

)
⊗
( k∑
i=1

ri∑
j,j′=1

p′i∑
l=1

e
(i,i)
(j,j′),(l,l)

)
= z ⊗

( k∑
i=1

ri∑
j,j′=1

p′i∑
l=1

e
(i,i)
(j,j′),(l,l)

)
= γ(z)

since
∑k
i=1

∑ri
j,j′=1

(∑p′i
l=1 e

(i,i)
(j,j′),(l,l)

)
is the unit of Mg(K).

5) and 6) To conclude the proof, just take ε′ > 0 satisfying ε′ < 1
48K(p′)p′2

(
p′

q′ − θ
)
and, using condition (3)

in Theorem 4.2.2, consider a matricial K-subalgebra A′ such that {ρ′(e′ij) | i, j = 1, . . . , p′} ⊆ε′ A′ and
span{x1, ..., xm, xm+1} ⊆ε′ A′.
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4.3 D-rings

Let D be a division ring. A D-ring is a unital ring R together with a unital ring homomorphism ι : D → R.
If (R1, ι1) and (R2, ι2) are D-rings, a D-ring homomorphism ϕ : R1 → R2 is a ring homomorphism such that
ι2 = ϕ ◦ ι1. A matricial D-ring is a D-ring A which is isomorphic, as a D-ring, to a �nite direct product

Mn1
(D)× · · · ×Mnr (D) ,

where the structure of D-ring of the latter is the canonical one, i.e. viewing d ∈ D inside the matrix product as
the element (d Idn1

, ..., d Idnr ). AD-ring A is an ultramatricial D-ring if it is isomorphic, as aD-ring, to a direct
limit lim−→n

An of a sequence (An, ϕn) of matricial D-rings An and D-ring homomorphisms ϕn : An → An+1.
We now consider a generalization of Theorem 4.2.2 to D-rings. We have not found a reasonable analogue

of the local condition (3) in this setting, but we are able to extend condition (2). The reason we consider this
generalization is the question raised by Elek and Jaikin-Zapirain of whether the completion of the ∗-regular
closure of the group algebra of a countable amenable ICC-group is isomorphic to either Mn(D), n ≥ 1, or to
MD, for some division ring D. HereMD stands for the completion of lim−→n

M2n(D) with respect to its unique
rank function rk, which will be denoted inside the completion by rkMD

.
Throughout this section, D will denote a division ring, and K will stand for the center of D. We start with

a simple lemma concerning the D-ring D⊗KMK . Here ι : D → D⊗KMK is given by d 7→ d⊗ 1. Note that,
even though lim−→n

M2n(D) ∼= lim−→n

(
D ⊗K M2n(K)

) ∼= D ⊗K
(

lim−→n
M2n(K)

)
, it may happen that MD is not

isomorphic to D⊗KMK , so a priori we cannot infer anything about the possible rank functions on D⊗KMK .

Lemma 4.3.1. There is a unique rank function rk⊗ on the (possibly nonregular) simple D-ring D ⊗KMK ,
and D ⊗K

(
lim−→n

M2n(K)
) ∼= lim−→n

M2n(D) is dense in D ⊗KMK with respect to the rk⊗-metric.

Proof. The ring D ⊗KMK is simple by [19, Corollary 7.1.3].

We denote by rkMK
the unique rank function onMK . Let x =

∑k
i=1 di⊗xi ∈ D⊗KMK . Since xi ∈MK ,

we can take elements {xi,m}m ⊆ lim−→n
M2n(K) approximating xi in rank, that is rkMK

(xi − xi,m)
m→ 0. For

each m, set

xm :=
k∑
i=1

di ⊗ xi,m ∈ D ⊗K
(

lim−→
n

M2n(K)
) ∼= lim−→

n

M2n(D).

Then, for any rank function S on D ⊗KMK , we have

|S(x)− S(xm)| ≤ S(x− xm) ≤
k∑
i=1

S(di ⊗ (xi − xi,m))

≤
k∑
i=1

S((di ⊗ 1)(1⊗ (xi − xi,m))) ≤
k∑
i=1

S(1⊗ (xi − xi,m)).

The function S(1⊗−) de�nes a rank function onMK , so by uniqueness we must have S(1⊗−) = rkMK
(−).

Therefore

|S(x)− S(xm)| ≤
k∑
i=1

rkMK
(xi − xi,m) ≤ max

i=1,...,k
{rkMK

(xi − xi,m)} m→ 0

This ensures that S(x) is completely determined by the values of S over lim−→n
M2n(D). Since the restriction S|

of S over this ring gives again a rank function, by uniqueness of the rank function rk on lim−→n
M2n(D) we must

have S| = rk. This tells us that
S(x) = lim

m
rkD(xm).

This shows at once that there is a unique rank function, which will be denoted by rk⊗, on D ⊗KMK , and
that D ⊗K

(
lim−→n

M2n(K)
) ∼= lim−→n

M2n(D) is dense in D ⊗KMK with respect to the rk⊗-metric.

Theorem 4.3.2. Let A be an ultramatricial D-ring, and let rkA be an extremal pseudo-rank function on A
such that the completion Q of A with respect to rkA is a continuous factor. Then there is an isomorphism of
D-rings Q ∼=MD.
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Proof. We can assume that A = lim−→n
(An, ϕn), where each An is a matricial D-ring

An = Mm1(D)× · · · ×Mmrn (D)

with the canonical structure of D-rings, and each map ϕn : An → An+1 is an injective morphism of D-rings.
Write Bn = CAn(D) for the centralizer of D in An, i.e. all the elements of An that commute with D. It

can be explicitly computed in this case, giving

Bn = CAn(D) = CMm1
(D)(D)× · · ·CMmrn

(D)(D) = Mm1(K)× · · · ×Mmrn (K)

since each CMmi
(D)(D) = Mmi(K) because K is the center of D. Hence each Bn is a matricial K-algebra, and

D ⊗K Bn = D ⊗K (Mm1(K)× · · · ×Mmrn (K)) ∼= (D ⊗K Mm1(K))× · · · × (D ⊗K Mmrn (K)) ∼= An.

Moreover, we have ϕn(Bn) ⊆ Bn+1 for all n ≥ 1, so we obtain an inductive limit of matricial K-algebras
B = lim−→n

(Bn, (ϕn)|Bn), which is such that

D ⊗K B = D ⊗K
(

lim−→
n

Bn
) ∼= lim−→

n

D ⊗K Bn ∼= lim−→
n

An = A.

From now on we will simply identifyA = D⊗KB. Now, since B ⊆ A, we have an induced map P(A)→ P(B)
sending (pseudo-)rank functions of A to (pseudo-)rank functions of B given by restriction on B. In fact, using
that each factor Mm(K),Mm(D) has a unique rank function, compatible with respect to the isomorphism
Mm(D) ∼= D⊗KMm(K), it is clear that each rank function on Bn can be uniquely extended to a rank function
on An, and therefore each rank function on B extends uniquely to a rank function on A. This shows that
the previous map P(A) → P(B) is bijective, and it is straightforward to show that it is in fact an a�ne
homeomorphism. Consequently, the restriction rkB of rkA to B is also an extremal pseudo-rank function on B.

Moreover, since rkA(A) = rkA(B), it follows that rkA(B) is a dense subset of the unit interval, which implies
that the completion QB of B in the rkB-metric is a continuous factor over K. We can then apply Theorem
4.2.2 to QB, to conclude that there is an algebra isomorphism ψ′ : MK → QB, which induces naturally an
isomorphism of D-rings

ψ := idD ⊗ ψ′ : D ⊗KMK → D ⊗K QB.
Observe that D ⊗K QB can be realized as a subset of Q, since for an element d⊗ x ∈ D ⊗K QB, there exists
a sequence {xm}m ⊆ B approximating x in rank. Hence, the sequence of elements d ⊗ xm ∈ D ⊗K B = A is
Cauchy in rank:

rkA(d⊗ xm − d⊗ xm′) = rkA((d⊗ 1)(1⊗ (xm − xm′))) ≤ rkB(xm − xm′)
m,m′→ 0,

so convergent inside Q, where we identify its limit to be the previous element d⊗ x, but inside Q. Since

A = D ⊗K B ⊆ D ⊗K QB ⊆ Q,

it follows that ψ(D ⊗KMK) = D ⊗K QB is dense in Q. By Lemma 4.3.1, ψ(D ⊗K (lim−→n
M2n(K))) is dense

in ψ(D⊗KMK) with respect to the restriction of rkQ to it, therefore ψ(D⊗K (lim−→n
M2n(K))) is dense in Q.

Hence, the restriction of ψ to D⊗K (lim−→n
M2n(K)) ∼= lim−→n

M2n(D) gives a rank-preserving isomorphism of D-
rings from lim−→n

M2n(D) onto a dense D-subring of Q, and thus it can be uniquely extended to an isomorphism
fromMD onto Q.

4.4 Fields with involution

In this section, we will consider the corresponding problem for ∗-algebras. Again, the motivation comes from
the theory of group algebras. If K is a sub�eld of C closed under complex conjugation, and G is a countable
discrete group, then there is a natural involution on the group algebraK[G], and the completion of the ∗-regular
closure of K[G] in U(G) is a ∗-regular ring containing K[G] as a ∗-subalgebra. It would be thus desirable to
�nd conditions under which this completion is ∗-isomorphic toMK , whereMK is endowed with the involution
induced from the involution on lim−→n

M2n(K), which is in turn obtained by endowing each algebra M2n(K)
with the ∗-transpose involution.
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We will work with ∗-algebras over a �eld with positive de�nite involution (F, ∗). The involution on Mn(F )
will always be the ∗-transpose involution.

A ∗-algebra A is standard matricial if

A = Mn1
(F )× · · · ×Mnr (F )

for some positive integers n1, ..., nr.
Let A = Mn1

(F ) × · · · ×Mnr (F ), B = Mm1
(F ) × · · · ×Mms(F ) be two standard matricial ∗-algebras. A

standard map between A and B is a block-diagonal ∗-homomorphism Φ : A→ B, i.e. of the form

(A1, ..., Ar) 7→





A1

. . .
l11

A1

. . .
Ar

. . .
l1r

Ar


, ...,



A1

. . .
ls1

A1

. . .
Ar

. . .
lsr

Ar




.

For more information, see [2, p.232].

A standard ultramatricial ∗-algebra is a direct limit of a sequence A1
Φ1−−→ A2

Φ2−−→ A3
Φ3−−→ · · · of standard

matricial ∗-algebras An and standard maps Φn : An → An+1. An ultramatricial ∗-algebra is a ∗-algebra
which is ∗-isomorphic to the direct limit of a sequence of standard matricial ∗-algebras An and ∗-algebra
homomorphisms Φn : An → An+1.

Let A be a ∗-algebra which is ∗-isomorphic to a standard matricial algebra, through a ∗-isomorphism

ψ : A→Mn1(F )× · · · ×Mnr (F ).

We say that a projection (i.e. a self-adjoint idempotent) p in A is standard (with respect to ψ) in case that for
each 1 ≤ i ≤ r, the ith component ψ(p)i of ψ(p) is a diagonal projection in Mni(F ).

Recall that two idempotents e, f in a ring R are equivalent, written e ∼ f , if there are elements x ∈ eRf
and y ∈ fRe such that e = xy and f = yx. If moreover e, f are projections of a ∗-ring R, then we say that e
is ∗-equivalent to f , written e ∗∼ f , in case there is an element x ∈ eRf such that e = xx∗ and f = x∗x. Due
to Theorem 1.2.11, in a ∗-regular ring, for every element x ∈ R there exist unique projections e = LP(x) and
f = RP(x), called the left and the right projections of x, such that xR = eR and Rx = Rf . Furthermore,
there exists a unique element y ∈ fRe, termed the relative inverse of x, such that xy = e and yx = f . It is
denoted simply by x.

De�nition 4.4.1. A ∗-regular ring R satis�es the condition LP
∗∼ RP in case the ∗-equivalence LP(x)

∗∼ RP(x)
holds for each x ∈ R.

Observe that R satis�es LP
∗∼ RP if and only if equivalent projections of R are ∗-equivalent ([2, Lemma

1.1]). In general this condition is not satis�ed for a ∗-regular ring, but many ∗-regular rings satisfy it. It is
worth to mention that for a �eld F with positive de�nite involution, Mn(F ) satis�es LP

∗∼ RP for all n ≥ 1 if
and only if F is ∗-Pythagorean [47, Theorem 4.9] (see also [46, Theorem 4.5], [2, Theorem 1.12]).

The following result is relevant for our purposes.

Theorem 4.4.2 (Theorem 3.5 of [2]). Let (F, ∗) be a �eld with positive de�nite involution, let A be a standard
ultramatricial ∗-algebra, and let rk be a pseudo-rank function on A. Then the type II part of the rank completion
of A is a ∗-regular ring satisfying LP

∗∼ RP.

As a consequence of this result, the ∗-algebraMF always satis�es LP
∗∼ RP, independently of whether the

�eld F is ∗-Pythagorean or not. Hence, if we want to �nd an analogue of Theorem 4.2.2, we need to �nd a
condition that guarantees the ful�llment of the property LP

∗∼ RP on Q.
We collect, for the convenience of the reader, some properties of a pseudo-rank function on a ∗-regular ring.
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Lemma 4.4.3. Let rk be a pseudo-rank function on a ∗-regular ring R. The following hold:

i) The involution is isometric, that is, rk(r∗) = rk(r) for each r ∈ R.

ii) rk(r − s) ≤ 3 rk(r − s) for all r, s ∈ R.

iii) rk(LP(r)− LP(s)) ≤ 4 rk(r − s), and rk(RP(r)− RP(s)) ≤ 4 rk(r − s) for all r, s ∈ R.

iv) Suppose that e1, e2, f1, f2 are projections in R such that f1
∗∼ f2 and rk(ei − fi) ≤ ε for i = 1, 2. Then

there exist subprojections e′i ≤ ei such that e′1
∗∼ e′2 and rk(ei − e′i) ≤ 5ε for i = 1, 2.

Proof. (a) See the proof of Proposition 1 in [45], or [52, Proposition 5.11].
(b) In [10, p.310], it is shown that rk(r − s) ≤ 19 rk(r − s), and the authors comment that K. R. Goodearl

has reduced 19 to 5. Here we show that indeed it can be reduced to 3.
Let e = rr, f = rr, g = ss and h = ss. We claim that the element r∗r + (1 − f) is invertible in R. Since

R is ∗-regular, it follows that Rr∗r = Rf (see the proof of Theorem 1.2.11). Take x ∈ R such that xr∗r = f ,
and we can further assume that fx = x. Then r∗rx∗ = f too. We compute:

(r∗r + (1− f))((1− f) + fx∗) = r∗r(1− f) + r∗rfx∗ + (1− f) = f + (1− f) = 1

since r∗rf = r∗r. The claim now follows. Analogously, we �nd that the element ss∗ + (1 − g) is invertible in
R.

Hence, using that r∗e = r∗ and hs∗ = s∗, we get

rk(r − s) = rk((r∗r + (1− f))(r − s)(ss∗ + (1− g))) = rk(r∗ss∗ + r∗(1− g)− r∗rs∗ − (1− f)s∗)

≤ rk(r∗ss∗ − r∗rs∗) + rk(r∗(1− g)− (1− f)s∗) = rk(r − s) + rk(r∗ − s∗) + rk(fs∗ − r∗g)

= 2 rk(r − s) + rk(f(s∗ − r∗)g) ≤ 3 rk(r − s),

as required.
(c) Using (b), we get

rk(RP(r)− RP(s)) = rk(rr − ss) ≤ rk((r − s)r) + rk(s(r − s)) ≤ 3 rk(r − s) + rk(r − s) = 4 rk(r − s).

The proof for LP is similar.
(d) We follow the idea in [2, proof of Lemma 2.6]. Since f1

∗∼ f2, there exists a partial isometry w ∈ f1Rf2

such that f1 = ww∗ and f2 = w∗w. Consider the self-adjoint element a = e1 − e1ww
∗e1 and set p1 := LP(a).

Since it is self-adjoint, we have LP(a) = RP(a∗) = RP(a), and p1 ≤ e1 because e1a = ae1 = a. Then

rk(p1) = rk(a) = rk(e1 − e1f1e1) ≤ rk(e1 − f1) ≤ ε.

Set p′1 := e1−p1. Then rk(e1−p′1) = rk(p1) ≤ ε and, since p′1ap′1 = (e1−p1)a(e1−p1) = 0, if we set w′ := p′1w
we realize that

w′(w′)∗ = p′1ww
∗p′1 = p′1e1p

′
1 = p′1.

Now observe that (w′)∗w′ = w∗p′1w ≤ w∗w = f2. Consider the elements

b = e2 − e2(w′)∗w′e2, e′′2 = LP(b) = RP(b∗) = RP(b).

We have e′′2 ≤ e2 because e2b = be2 = b, and we can also give an estimate of its rank:

rk(e′′2) = N(b) = rk(e2 − e2(w′)∗w′e2) ≤ rk(e2 − (w′)∗w′) ≤ rk(e2 − f2) + rk(w∗w − w∗p′1w)

≤ ε+ rk(w∗f1w − w∗p′1w) ≤ ε+ rk(f1 − p′1) ≤ ε+ rk(f1 − e1) + rk(e1 − p′1) ≤ 3ε.

Set e′2 = e2 − e′′2 . As before, since e′2be′2 = (e2 − e′′2)b(e2 − e′′2) = 0, if set set w′′ := w′e′2 we get

(w′′)∗w′′ = e′2(w′)∗w′e′2 = e′2e2e
′
2 = e′2

and rk(e2 − e′2) = rk(e′′2) ≤ 3ε. Write e′1 = w′′(w′′)∗. Then e′i ≤ ei for i = 1, 2, e′1
∗∼ e′2, and

rk(e1 − e′1) = rk(e1 − p′1) + rk(p′1 − e′1) ≤ ε+ rk(w′(w′)∗ − w′′(w′′)∗) = ε+ rk(w′f2(w′)∗ − w′e′2(w′)∗)

≤ ε+ rk(f2 − e′2) ≤ ε+ rk(f2 − e2) + rk(e2 − e′2) ≤ 5ε.
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Lemma 4.4.4. Let R be a ∗-regular ring, and assume that R is complete with respect to a rank function
rk. Then R satis�es LP

∗∼ RP if and only if, given equivalent projections p, q ∈ R and ε > 0, there exist
∗-equivalent subprojections p′ ≤ p and q′ ≤ q such that rk(p− p′) < ε, rk(q − q′) < ε.

Proof. The �only if� direction follows trivially from [2, Lemma 1.1].
For the �if� direction, suppose that p and q are equivalent projections of R. By hypothesis, there are

∗-equivalent subprojections p1 ≤ p and q1 ≤ q such that

rk(p1 − p) < 2−1, rk(q1 − q) < 2−1.

Set p′1 := p − p1 and q′1 := q − q1. We obtain decompositions pR = p′1R ⊕ p1R and qR = q′1R ⊕ q1R. Since
p ∼ q and p1 ∼ q1, we have isomorphisms pR ∼= qR and p1R ∼= q1R, so by [39, Theorems 19.7 and 4.14] we
obtain an isomorphism p′1R

∼= q′1R which gives rise to an equivalence p′1 ∼ q′1. By hypothesis, there are again
∗-equivalent subprojections p2 ≤ p′1 and q2 ≤ q′1 such that

rk(p− (p1 + p2)) = rk(p′1 − p2) < 2−2, rk(q − (q1 + q2)) = rk(q′1 − q2) < 2−2.

Note that p1, p2 are orthogonal projections, such like q1, q2. By applying the same procedure, we can induc-
tively construct a sequence {pn}n of pairwise orthogonal subprojections of p, and {qn}n pairwise orthogonal
subprojections of q such that pn ≤ p−

∑n−1
i=1 pi, qn ≤ q −

∑n−1
i=1 qi, pn

∗∼ qn and

rk
(
p−

n∑
i=1

pi

)
< 2−n, rk

(
q −

n∑
i=1

qi

)
< 2−n

for every n ≥ 1. In particular, p = limn

∑n
i=1 pi and q = limn

∑n
i=1 qi. Let wn ∈ pnRqn be partial isometries

realizing the equivalences pn
∗∼ qn, so pn = wnw

∗
n and qn = w∗nwn. Then for n ≥ m,

rk
( n∑
i=1

wi −
m∑
j=1

wj

)
≤

n∑
i=m+1

rk(wi) ≤
n∑

i=m+1

rk(pi) ≤
n∑

i=m+1

rk
(
p−

i−1∑
j=1

pj

)
<

n∑
i=m+1

2−i+1 < 2−m+1.

It follows that the sequence {
∑n
i=1 wi}n converges to an element w ∈ R, and moreover

( n∑
i=1

wi

)( n∑
j=1

wj

)∗
=

n∑
i,j=1

wiqiqjw
∗
j =

n∑
i=1

wiw
∗
i =

n∑
i=1

pi
n→ p.

Hence ww∗ = p. Similarly we obtain w∗w = q. Therefore R satis�es condition LP
∗∼ RP (by [2, Lemma

1.1]).

In order to state the local condition in our main result of this section, we need the following somewhat
technical de�nition.

De�nition 4.4.5. Let R be a unital ∗-regular ring with a pseudo-rank function rk, and let A be a unital
∗-subalgebra which is ∗-isomorphic to a standard matricial ∗-algebra. We say that a projection p ∈ A is
hereditarily quasi-standard if

a) p is ∗-equivalent in A to a standard projection of A, and

b) for each subprojection p′ ≤ p, p′ ∈ A, and each ε > 0 there exists a unital ∗-subalgebra A′ of R and a
projection p′′ ∈ A′ satisfying the following properties:

1) A′ is ∗-isomorphic to a standard matricial ∗-algebra,
2) p′′ is ∗-equivalent in A′ to a standard projection of A′,
3) p′′ ≤ p′ and rk(p′ − p′′) < ε, and

4) A ⊆ A′.

We can now state the following analogue of Theorem 4.2.2. By a continuous ∗-factor over F we mean a
∗-regular ring Q which is a ∗-algebra over F , and which is a continuous factor in the sense of De�nition 4.2.1.
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Theorem 4.4.6. Let (F, ∗) be a �eld with positive de�nite involution. Let Q be a continuous ∗-factor over
F , and assume that there exists a dense F -subalgebra (with respect to the rkQ-metric topology) Q0 ⊆ Q of
countable F -dimension. The following are equivalent:

(1) Q ∼=MF as ∗-algebras.

(2) Q is isomorphic, as a ∗-algebra, to B for a certain standard ultramatricial ∗-algebra B, where the com-
pletion of B is taken with respect to the metric induced by an extremal pseudo-rank function on B.

(3) For every ε > 0, elements x1, ..., xn ∈ Q, and projections p1, p2 ∈ Q, there exist a ∗-subalgebra A of
Q which is ∗-isomorphic to a standard matricial ∗-algebra, elements y1, ..., yn ∈ A, and hereditarily
quasi-standard projections q1, q2 ∈ A such that

rkQ(pj − qj) < ε for j = 1, 2, and rkQ(xi − yi) < ε for 1 ≤ i ≤ n.

Proof. Clearly (1) =⇒ (2), since MF is already the completion of the standard ultramatricial ∗-algebra
lim−→n

M2n(F ) with respect to its unique rank function, which is extremal.

Let's prove (2) =⇒ (3). Write B = lim−→n
Bn as a direct limit of a sequence of standard matricial ∗-algebras

Bn and standard maps Φn : Bn → Bn+1. Write Φji : Bi → Bj for the composition maps Φj−1 ◦ · · · ◦ Φi for
i < j, and write θi : Bi → B ∼= Q for the canonical map. We identify Q with B.

We will show that the desired ∗-subalgebra A satisfying the required conditions is of the form θj(Bj). Note
that these ∗-subalgebras are indeed ∗-isomorphic to Bj , which are standard matricial ∗-algebras.

For a given ε > 0 and elements x1, ..., xn ∈ Q, there are elements y1, ..., yn ∈ B = lim−→n
Bn being close to

the xi up to ε in rank, that is
rkQ(xi − yi) < ε for i = 1, ..., k

Since y1, ..., yn ∈ lim−→n
Bn, there exists an integer N ≥ 1 such that θN (BN ) contains all of them. Now the

projections. Note that, since the algebras of the form θj(Bj) form an increasing sequence, it is enough to deal
with a single projection, since if we can �nd, for i = 1, 2, hereditarily quasi-standard projections qi satisfying
the required properties and belonging to some θNi(BNi), then θN (BN ), θNi(BNi) ⊆ θM (BM ) for M ≥ N,Ni,
and the required ∗-subalgebra A could be chosen to be θM (BM ).

Let then p be a projection in Q and let ε > 0. There exists an integer i ≥ 1 and an element x ∈ Bi
such that rkQ(p − θi(x)) < ε

8 . Write p′ := LP(x) ∈ Bi. We �rst claim that θi(p′) = θi(LP(x)) = LP(θi(x)).
To prove this, by uniqueness of the projection LP, it is enough to prove that θi(p′) is a projection satisfying
θi(p

′)B = θi(x)B. But this is easy: θi(p′) is clearly a projection since the θi's are ∗-homomorphisms, and if x
is the relative inverse of x, then

θi(x) = θi(p
′x) = θi(p

′)θi(x), θi(p
′) = θi(xx) = θi(x)θi(x).

This proves the equality of B-modules θi(p′)B = θi(x)B, as required.
Therefore θi(p′) = LP(θi(x))2. Now, using Lemma 4.4.3, we can estimate

rkQ(p− θi(p′)) = rkQ(LP(p)− θi(LP(x))) = rkQ(LP(p)− LP(θi(x))) ≤ 4 rkQ(p− θi(x)) <
ε

2
,

so that rkQ(p− θi(p′)) < ε
2 .

Since Bi is standard matricial, it is of the formMm1(F )×· · ·×Mmr (F ) for some positive integersm1, ...,mr.
Each component p′j of p

′ ∈ Bi is a projection inside Mmj (F ), so there exists an invertible matrix xj ∈Mmj (F )

such that xjp′jx
−1
j is diagonal, hence a standard projection gj inside Mmj (F ). We then observe that the

elements x = (xjp
′
j)j , y = (x−1

j gj)j ∈ Bi de�ne an equivalence between the projections p′ and g = (gj)j , since
xy = (xjp

′
jx
−1
j gj)j = (gj)j = g and yx = (x−1

j gjxjp
′
j)j = (p′j)j = p′. By the proof of [2, Theorem 3.5], there

are j > i and projections p̃, g̃ ∈ Bj such that p̃ ≤ Φji(p
′), g̃ ≤ Φji(g) with g̃ a standard projection, p̃

∗∼ g̃, and
moreover

rkQ(θi(p
′)− θj(p̃)) <

ε

2
and rkQ(θi(g)− θj(g̃)) <

ε

2
.

2Note that this is general, i.e. if f : A → B is a ∗-homomorphism between two ∗-regular rings, then for any element x ∈ A,
one has the equality f(LP(x)) = LP(f(x)). The same holds for RP .
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As a consequence, p̃ is ∗-equivalent to a standard projection in Bj , and

rkQ(p− θj(p̃)) ≤ rkQ(p− θi(p′)) + rkQ(θi(p
′)− θj(p̃)) <

ε

2
+
ε

2
= ε.

TakeA := θj(Bj) and q := θj(p̃). To conclude, we need to show that q is indeed a hereditarily quasi-standard
projection. Clearly, property a) in De�nition 4.4.5 is satis�ed. To show property b), take a subprojection
q′ = θj(p̃

′) of q = θj(p̃), where p̃′ is a subprojection of p̃, and δ > 0. We then use the same argument as
above but now applied to the projection p̃′ of Bj and to δ > 0 to obtain k ≥ j and a projection θk(p̃′′) in the
∗-subalgebra θk(Bk) such that the pair (θk(p̃′′), θk(Bk)) satis�es properties 1) - 4) in De�nition 4.4.5 (with ε
replaced with δ).

Finally we prove (3) =⇒ (1). We �rst show that Q satis�es LP
∗∼ RP. Let p1, p2 be equivalent projections

of Q and ε > 0. We will apply Lemma 4.4.4.
Since p1, p2 are equivalent projections, we can choose x ∈ p1Qp2 and y ∈ p2Qp1 such that xy = p1 and

yx = p2. Observe that, by uniqueness, necessarily y = x, the relative inverse of x in Q. Using (3), we can �nd
a ∗-subalgebra A of Q, which is ∗-isomorphic to a standard matricial ∗-algebra, hereditarily quasi-standard
projections q1, q2 ∈ A such that rkQ(pi − qi) < ε and qi

∗∼ ei in A for some standard projections e1, e2 ∈ A,
and an element x1 ∈ A such that rkQ(x− x1) < ε.

Now set x′1 := q1x1q2 ∈ A, and note that we have the estimate

rkQ(x− x′1) ≤ rkQ(p1xp2 − p1xq2) + rkQ(p1xq2 − q1xq2) + rkQ(q1xq2 − q1x1q2)

≤ rkQ(p2 − q2) + rkQ(p1 − q1) + rkQ(x− x1) ≤ ε+ ε+ ε = 3ε.

It follows from part iii) of Lemma 4.4.3 that, with q′′1 := LP(x′1) ∈ A and q′′2 := RP(x′1) ∈ A,

rkQ(pi − q′′i ) ≤ 4 rkQ(x− x′1) < 12ε for i = 1, 2.

Observe that q′′1 = LP (x′1) ∼ RP (x′1) = q′′2 (so they have the same rank), that q′′i ≤ qi, and the complement of
q′′i in qi is �small� in rank:

rkQ(qi − q′′i ) ≤ rkQ(qi − pi) + rkQ(pi − q′′i ) < ε+ 12ε = 13ε.

We still need to modify the projections q′′i in order to get ∗-equivalence of these, rather than just equivalence.

Since qi
∗∼ ei in A, there exist partial isometries wi ∈ qiAei such that wiw∗i = qi and w∗iwi = ei. Then

e′′i := w∗i q
′′
i wi are equivalent projections in A such that e′′i ≤ ei, and moreover

rkQ(ei − e′′i ) = rkQ(w∗i qiwi − w∗i q′′i wi) ≤ rkQ(qi − q′′i ) < 13ε.

A schematic for our actual situation is as follows.

q′′1 ≤

∼

q1
∗∼ e1 ≥ e′′1

∼

q′′2 ≤ q2
∗∼ e2 ≥ e′′2

We now use the fact that A is (∗-isomorphic to) a standard matricial ∗-algebra: the restriction of rkQ to A
is a convex combination of the normalized rank functions on the di�erent simple factors of A, so the above
information enables us to build standard projections e′i ≤ ei such that e′1

∗∼ e′2, and

rkQ(ei − e′i) < 13ε for i = 1, 2.

This in turn gives us projections q′i ≤ qi (through the ∗-equivalences qi
∗∼ ei) such that q′1

∗∼ q′2 and

rkQ(qi − q′i) < 13ε for i = 1, 2.

The last step is to transfer these to p1, p2. For this, observe that

rkQ(pi − q′i) ≤ rkQ(pi − qi) + rkQ(qi − q′i) < ε+ 13ε = 14ε.
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Since moreover q′1 and q′2 are ∗-equivalent, it follows from part iv) of Lemma 4.4.3 that there exist projections
p′i ≤ pi in Q such that p′1

∗∼ p′2 and
rkQ(pi − p′i) < 5 · 14ε = 70ε.

We can now apply Lemma 4.4.4 to conclude that Q satis�es LP
∗∼ RP.

Now (1) is shown by using the same method employed in Section 4.2. The �rst thing to notice here is that
exactly the same proof given in [44], showing that there is an isomorphismMF

∼= lim−→n
Mpn(F ) for any factor

sequence (pi)i, works for �elds with positive de�nite involution, provided that one replaces 'idempotents' by
'projections', and 'homomorphisms' by '∗-homomorphisms'. We henceforth will identifyMF with the ∗-algebra
lim−→n

Mpn(F ).

We only need to prove a variant of Lemma 4.2.4 with ∗-algebra homomorphisms ρi : Mpi(F )→ Q instead
of just algebra homomorphisms. For this, new versions of Lemmas 4.2.5 and 4.2.6 are required, as follows.

Lemma 4.4.7 (∗-version of Lemma 4.2.5). Let p be a positive integer. Then there exists a constant K∗(p),
depending only on p, such that

i) for any �eld with involution (F, ∗),

ii) any ε > 0,

iii) any pair A ⊆ B where B is a unital ∗-algebra over F and A is a unital ∗-regular subalgebra of B,

iv) any pseudo-rank function rk on B such that rk(b∗) = rk(b) for all b ∈ B, and

v) any ∗-algebra homomorphism ρ : Mp(F )→ B such that

{ρ(eij)}1≤i,j≤p ⊆ε A

with respect to the rk-metric (where eij denote the canonical matrix units in Mp(K)),

there exists a ∗-algebra homomorphism ψ : Mp(F )→ A which is close to ρ in rank, namely

rk(ρ(eij)− ψ(eij)) < K∗(p)ε for 1 ≤ i, j ≤ p.

If, in addition, we are given a projection f ∈ A such that rk(ρ(e11)− f) < ε, then the map ψ can be built with
the additional property that ψ(e11) ≤ f .

Proof of Lemma 4.4.7. The proof follows the same steps as the proof of Lemma 4.2.5. There is only an
additional degree of approximation due to the fact that we need projections instead of idempotents. Proceeding
by induction on p, just as in the proof of Lemma 4.2.5, we start with ∗-matrix units {xij} for 1 ≤ i, j ≤ p− 1,
so that x∗ij = xji for all i, j, and we have to de�ne new elements y1i, for i = 1, . . . , p, so that the family
yij = y∗1iy1j , 1 ≤ i, j ≤ p, is the desired new family of ∗-matrix units. To this end, one only needs to replace
the idempotents gi found in that proof by the projections LP(gi). Using Lemma 4.4.3, one can easily control
the corresponding ranks.

The last part is proven by the same kind of induction, starting with ψ(1) = f for the case p = 1.

Lemma 4.4.8 (∗-version of Lemma 4.2.6). Assume that Q satis�es condition (3) in Theorem 4.4.6. Let
θ ∈ (0, 1), and let {xn}n be an F -basis of Q0.

Let p be a positive integer such that there exist a ∗-algebra homomorphism ρ : Mp(F )→ Q, a ∗-subalgebra
A ⊆ Q which is ∗-isomorphic to a standard matricial ∗-algebra, a hereditarily quasi-standard projection g ∈ A,
a positive integer m and ε > 0 such that

i) rkQ(ρ(1)) = p
q > θ for some positive integer q.

ii) rkQ(ρ(e11)− g) < ε, where {eij | i, j = 1, ..., p} are the canonical matrix units of Mp(F ).

iii) {ρ(eij) | i, j = 1, . . . , p} ⊆ε A, and span{x1, ..., xm} ⊆ε A.

iv) ε < 1
48K∗(p)p2

(
p
q − θ

)
, where K∗(p) is the constant introduced in Lemma 4.4.7.
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Then there exist positive integers p′, t, q′, with p′ = tp, a real number ε′ > 0, a ∗-algebra homomorphism
ρ′ : Mp′(F ) → Q, a ∗-subalgebra A′ ⊆ Q, which is ∗-isomorphic to a standard matricial ∗-algebra and a
hereditarily quasi-standard projection g′ ∈ A′ such that the following conditions hold:

1) rkQ(ρ′(1)) = p′

q′ .

2)

0 <
p′

q′
− θ < 1

2

(p
q
− θ
)
.

3) For each x ∈ ρ(1)Aρ(1) there exists y ∈Mp′(F ) such that

rkQ(x− ρ′(y)) <
p

q
− θ.

4) For each z ∈Mp(F ), we have

rkQ(ρ(z)− ρ′(γ(z))) <
p

q
− θ,

where γ : Mp(F )→Mp′(F ) is the canonical unital ∗-homomorphism sending z to

 z 0
. . .
t

0 z

.

5) rkQ(ρ′(e′11)− g′) < ε′, where {e′ij | i, j = 1, ..., p′} are the canonical matrix units of Mp′(F ).

6) {ρ′(e′ij) | i, j = 1, ..., p′} ⊆ε′ A′, and span{x1, ..., xm, xm+1} ⊆ε′ A′.

7) ε′ < 1
48K∗(p′)p′2

(
p′

q′ − θ
)
.

Proof of Lemma 4.4.8. The proof is very similar to the proof of Lemma 4.2.6, so we will only indicate the
points where the proof has to be modi�ed.

We denote by eij , for 1 ≤ i, j ≤ p, the canonical matrix units in Mp(F ). Note that e∗ij = eji for all i, j. Set
f ′ := ρ(e11), which is a projection in Q. By i),

rkQ(f ′) = rkQ(ρ(e11)) =
1

p

(
rkQ(ρ(e11)) + · · ·+ rkQ(ρ(epp))

)
=

1

q
.

By hypothesis, there is a hereditarily quasi-standard projection g in the ∗-subalgebra A such that rkQ(f ′−g) <
ε. Now because of iii) we can apply Lemma 4.4.7 to obtain a ∗-algebra homomorphism ψ : Mp(F )→ A such
that ψ(e11) ≤ g and rkQ(ρ(eij)− ψ(eij)) < K∗(p)ε for all 1 ≤ i, j ≤ p.

Due to condition b) in De�nition 4.4.5, there exists another ∗-subalgebra A′ of Q which is ∗-isomorphic
to a standard matricial ∗-algebra and contains A, and a projection f ∈ A′, which is ∗-equivalent in A′ to a
standard projection of A′, such that f ≤ ψ(e11) and rkQ(ψ(e11)− f) < K∗(p)ε− µ, where

µ = max{rkQ(ρ(eij)− ψ(eij)) | 1 ≤ i, j ≤ p}.

Now, by setting ψ′(eij) = ψ(ei1)fψ(e1j), we obtain that ψ′ is a ∗-algebra homomorphism Mp(F ) → A′, and
that

rkQ(ρ(eij)− ψ′(eij)) ≤ rkQ(ρ(eij)− ψ(eij)) + rkQ(ψ(ei1)ψ(e11)ψ(e1j)− ψ(ei1)fψ(e1j))

≤ rkQ(ρ(eij)− ψ(eij)) + rkQ(ψ(e11)− f) < µ+ (K∗(p)ε− µ) = K∗(p)ε,

so that, after changing notation, we may assume that f = ψ(e11), and that f is ∗-equivalent in A to a standard
projection of A.

Since A is a standard matricial ∗-algebra, we can write

f = f1 + · · ·+ fk,

where f1, ..., fk are nonzero mutually orthogonal projections belonging to di�erent simple factors of A. Since
f is ∗-equivalent in A to a standard projection, there exists, for each 1 ≤ i ≤ k, a set of ∗-matrix units
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{f (i)
jl }1≤j,l≤ri inside fiAfi such that each f (i)

jj is a minimal projection in the simple factor to which fi belongs,
and such that

ri∑
j=1

f
(i)
jj = fi, the unit of the corner fiAfi.

Now the proof follows the same steps as the one of Lemma 4.2.6. The idempotent e built in that proof
can be replaced now by a projection since Q is ∗-regular and, since Q satis�es LP

∗∼ RP, we can construct p′i
mutually orthogonal subprojections of f (i)

11 . Using this and the fact that (f
(i)
jl )∗ = f

(i)
lj for all i, j, l, one builds

a system of matrix units inside fQf{
h

(i1,i2)
(j1,j2),(u1,u2) | 1 ≤ 1i1, i2 ≤ 1k, 1 ≤ 1j1 ≤ 1ri1 , 1 ≤ 1j2 ≤ 1ri2 , 1 ≤ 1u1 ≤ 1p′i1 , 1 ≤ 1u2 ≤ 1p′i2

}
,

satisfying all the conditions stated in the proof of Lemma 4.2.6, and in addition

(h
(i1,i2)
(j1,j2),(u1,u2))

∗ = h
(i2,i1)
(j2,j1),(u2,u1)

for all allowable indices.
We can now de�ne a ∗-algebra homomorphism ρ′ : Mp′(F ) = Mp(F )⊗Mt(F )→ Q by the rule

ρ′
(
eij ⊗ e(i1,i2)

(j1,j2),(u1,u2)

)
= ψ(ei1)h

(i1,i2)
(j1,j2),(u1,u2)ψ(e1j) ,

where {e(i1,i2)
(j1,j2),(u1,u2)} is a complete system of ∗-matrix units in Mt(F ). The veri�cation of properties 1) - 7)

is done in the same way, using condition (3), as in the proof of Lemma 4.2.6.

Lemma 4.4.9 (∗-version of Lemma 4.2.4). Let θ ∈ (0, 1), and let {xn}n be an F -basis of Q0. Assume that we
have constructed two strictly increasing sequences (qi)i and (pi)i of natural numbers such that each pi divides
pi+1 and satisfying

a) 1 > p1

q1
> · · · > pi

qi
> pi+1

qi+1
> · · · > θ, limi→∞

pi
qi

= θ and

b) pi+1

qi+1
− θ < 1

2

(
pi
qi
− θ
)
for i ≥ 0.

We also demand p0 = q0 = 1. Suppose further that there exists a sequence of positive numbers εi <
pi
qi
− θ

and ∗-subalgebras Ai ⊆ Q which are ∗-isomorphic to standard matricial ∗-algebras, together with ∗-algebra
homomorphisms ρi : Mpi(F )→ Q satisfying the following properties:

i) rkQ(ρi(1)) = pi
qi

for all i.

ii) For each i and each x ∈ ρi(1)Aiρi(1), there exists y ∈Mpi+1(F ) such that

rkQ(x− ρi+1(y)) <
pi
qi
− θ.

iii) For each z ∈Mpi(F ), we have

rkQ(ρi(z)− ρi+1(γi+1,i(z))) <
pi
qi
− θ.

iv) span{x1, ..., xi} ⊆εi Ai.

Then there exists a ∗-isomorphism ψ :MF → pQp, with p ∈ Q a projection such that rkQ(p) = θ.

Proof. Again, the proof is very similar to the proof of Lemma 4.2.4, so we will only indicate the points where
the proof has to be modi�ed.

Using iii), it is easy to show that the sequence {ρj(γj,i(z))}j≥i is Cauchy in Q, so convergent. The algebra
homomorphisms ψi : Mpi(F )→ Q de�ned by

ψi(z) = lim
j
ρj(γj,i(z))

131



Chapter 4. Generalizing a result of von Neumann The Atiyah problem

turn out to be ∗-algebra homomorphisms (since the involution is isometric by part i) of Lemma 4.4.3) com-
muting with the γ's, so we get a ∗-algebra homomorphism ψ : lim−→n

Mpn(F )→ Q de�ned by

ψ(γ∞,i(z)) = ψi(z) for z ∈Mpi(F ).

Following the same steps as in the proof of Lemma 4.2.4, we obtain that rkQ(ψ(x)) = θ · rkMF
(x) for all

x ∈ lim−→n
Mpn(F ), so ψ can be extended to a unital ∗-algebra homomorphism ψ : MF → pQp, where p :=

ψ(1) = limn ρn(1), which also satis�es the identity rkQ(ψ(z)) = θ · rkMF
(z) for all z ∈ MF . In particular,

rkQ(p) = θ. Injectivity and surjectivity of ψ follows exactly as in the proof of Lemma 4.2.4.

Now take θ = 1
2 . Lemma 4.4.8 enables us to build the sequence of ∗-algebra homomorphisms ρi : Mpi(F )→

Q satisfying the properties stated in Lemma 4.4.9, so we obtain a ∗-isomorphism ψ : MF → pQp, where
rkQ(p) = 1

2 . In particular, rkQ(p) = 1
2 = rkQ(1 − p), so p ∼ 1 − p. Since Q satis�es LP

∗∼ RP, p
∗∼ 1 − p, so

that there exists a partial isometry w ∈ pQ(1 − p) such that p = ww∗ and 1 − p = w∗w. We then obtain a

∗-isomorphism Q ∼= M2(pQp) by the rule α 7→
(
pαp pαw∗

wαp wαw∗

)
, and this gives rise to a chain of ∗-isomorphisms

MF
∼= M2(MF ) ∼= M2(pQp) ∼= Q,

where the �rst one is given by extending to the respective rank completions the ∗-isomorphism lim−→n
M2n(F )→

M2(lim−→n
M2n(F )), x 7→

(
x 0
0 x

)
. This proves the theorem.

In case the base �eld with involution (F, ∗) is ∗-Pythagorean, we can derive a result which is completely
analogous to Theorem 4.2.2, as follows.

Corollary 4.4.10. Let (F, ∗) be a ∗-Pythagorean �eld with positive de�nite involution. Let Q be a continuous
∗-factor over F , and assume that there exists a dense F -subalgebra (with respect to the rkQ-metric topology)
Q0 ⊆ Q of countable F -dimension. Then the following are equivalent:

(1) Q ∼=MF as ∗-algebras.

(2) Q is isomorphic, as a ∗-algebra, to B for a certain ultramatricial ∗-algebra B, where the completion of B
is taken with respect to the metric induced by an extremal pseudo-rank function on B.

(3) For every ε > 0 and elements x1, ..., xn ∈ Q, there exist a matricial ∗-subalgebra A of Q, and elements
y1, ..., yn ∈ A such that

rkQ(xi − yi) < ε for i = 1, ..., k.

Proof. This follows from Theorem 4.4.6, by using the fact that Mn(F ) satis�es LP
∗∼ RP for all n ≥ 1 ([47,

Theorem 4.9]) and [2, Proposition 3.3]. Note that, sinceMn(F ) satis�es LP
∗∼ RP for all n ≥ 1, every projection

of a standard matricial ∗-algebra is hereditarily quasi-standard.
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Chapter 5

KMS states on groupoids over graph

algebras

In this last chapter we change our topics from the previous chapters and we concentrate on the study of the
structure of KMS states over some particular C∗-algebras, namely the ones arising from groupoids and actions
of groupoids on graphs. We will not review all the theory of C∗-algebras needed, the reader may consult
[26, 55, 56, 76, 84] for an extensive source of this theory.

The main result of this chapter is Theorem 5.2.1, which leads some light on the structure of the simplex of
normalized traces of the groupoid C∗-algebra C∗(G).

Almost the entire work from this chapter has been done during a research stay of four months1 at the School
of Mathematics and Applied Statistics from the University of Wollongong, New South Wales (Australia), under
the co-supervision of the Professor Aidan Sims. The author would like to thank him and the people from the
department in general for their kind hospitality.

5.1 Introduction and preliminaries

There has been a lot of recent interest in the structure of KMS states for the natural gauge actions on C∗-
algebras associated to algebraic and combinatorial objects (see, for example, [1, 15, 23, 33, 49, 50, 51, 57, 96]).
The theme is that there is a critical inverse temperature βc below which the system admits no KMS states,
and above this critical inverse temperature the structure of the KMS simplex re�ects some of the underlying
combinatorial data. For example, for C∗-algebras of strongly-connected �nite directed graphs, the critical
inverse temperature is the logarithm of the spectral radius of the graph, there is a unique KMS state at this
inverse temperature, and at supercritical inverse temperatures the extreme KMS states are parametrized by
the vertices of the graph [31, 49].

A particularly striking instance of this phenomenon appeared recently in the context of C∗-algebras asso-
ciated to self-similar groups [81, 62] and, more generally, self-similar actions of groupoids on graphs in a recent
work by Laca, Raeburn, Ramagge and Whittaker [63]. Roughly speaking, a self-similar action of a groupoid
on a �nite directed graph E consists of a discrete groupoid G with unit space identi�ed with E0 and a left
action of G on the path-space of E with the property that for each groupoid element g and each path µ for
which g · µ is de�ned, there is a unique groupoid element g|µ such that

g · (µν) = (g · µ)(g|µ · ν) for any other path ν.

In [63], the authors �rst show that at supercritical inverse temperatures, the KMS states on the Toeplitz
algebra T (G, E) of the self-similar action are determined by their restrictions to the embedded copy of C∗(G).
They then show that the self-similar action can be used to transform an arbitrary trace on C∗(G) into a
new trace on the same C∗-algebra that extends to a KMS state on the Toeplitz algebra T (G, E), and that
this transformation is an isomorphism of the trace simplex of C∗(G) onto the KMS-simplex of T (G, E). The
transformation is quite natural: given a trace τ on C∗(G) and given g ∈ G, the value of the transformed trace

1The stay had been partitioned into two parts: the �rst part had a duration of two months and was conducted in 2016,
September-October; the second part also had a duration of two months, and was conducted in 2017, September-October.
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at the generator ug ∈ C∗(G) is a weighted in�nite sum of the values of the original trace on restrictions g|µ of
g such that g · µ = µ; so the transformed trace at ug re�ects the proportion � as measured by the initial trace
� of the path-space of E that is �xed by g. Building on this analysis, Laca, Raeburn, Ramagge and Whittaker
proved that if E is strongly connected and the self-similar action satis�es an appropriate �nite-state condition,
then T (G, E) admits a unique KMS state at the critical inverse temperature and this is the only state that
factors through the quotient O(G, E) determined by the Cuntz�Krieger relations for E. So the KMS structure
picks out a �preferred trace� on the groupoid C∗-algebra C∗(G), namely the restriction of the above mentioned
KMS state. Some enlightening examples of this are discussed in [63, Section 9].

This chapter is motivated by the observation that, for a �xed inverse temperature β > βc, the transformation
described in the preceding paragraph is a self-mapping χβ of the simplex of normalized traces of C∗(G), and
so can be iterated. This raises a natural question: for which initial traces τ and at which supercritical inverse
temperatures β does the sequence {χnβ(τ)}n≥1 converge, and what information about the self-similar action
do the limit traces � that is, the �xed points for χβ � encode? Our main result, Theorem 5.2.1, gives a very
satisfactory answer to this question: the hypotheses of [63] (namely that E is strongly connected and the
action G y E satis�es the �nite-state condition) seem to be exactly the hypotheses needed to guarantee that
χβ admits a unique �xed point for every supercritical β, that this �xed point is a universal attractor for χβ ,
and that it is precisely the preferred trace that extends to a KMS state at the critical inverse temperature.

After this introduction, we would like to devote the rest of the section to give some preliminary de�nitions
and results concerning self-similar actions of groupoids on graphs and KMS states on C∗-algebras.

5.1.1 A survey on KMS states

Consider a C∗-algebra A together with a strongly continuous homomorphism α : R → Aut(A). An element
x ∈ A is called analytic if the function t 7→ αt(x) extends to an analytic function from C to A. The set Aa of
analytic elements is a dense ∗-subalgebra of A (see for example [84, Chapter 8]).

De�nition 5.1.1. We say that a state2 φ of A satis�es the Kubo�Martin�Schwinger (KMS) condition at
inverse temperature β ∈ [0,∞) with respect to α if it satis�es

φ(xy) = φ(yαiβ(x)) for all analytic x ∈ A and all y ∈ A.

We call such a φ a KMSβ state for (A,α). For β = 0 we also required α-invariance of φ, that is φ ◦ αt = φ for
all t ∈ R.

Note that this condition generalizes the trace condition in the presence of the dynamics α, but part of it
is twisted by α along 'imaginary time'. In statistical mechanics, the dynamics α describes the time evolution
of a system, and the KMS condition is considered to be a condition characterizing the state of the system at
thermal equilibrium.

It is well-known that a state φ is KMSβ if and only if there exists a set S of analytic elements such that
spanS is an α-invariant dense subspace of A, and φ satis�es the KMS condition at all x, y ∈ S (cf. [84,
Proposition 8.12.3]).

Proposition 5.1.2. If φ is a KMSβ state, then φ is α-invariant.

Proof. See [84, Proposition 8.12.4].

Examples 5.1.3.

1) Let A = Mn(C) a �nite-dimensional C∗-algebra, with canonical trace Tr. For each positive matrix a ∈ A,
de�ne the state

φa : A→ C, φa(x) =
Tr(ax)

Tr(a)
.

Since any ∗-automorphism of A is given by conjugation with some unitary in A, any time evolution
α : R → Aut(A) arises as αt(x) = eitHxe−itH for some self-adjoint matrix H ∈ A (also called a
Hamiltonian). We show that φa is a KMSβ state with respect to α if and only if a = e−βH .

2That is, a positive linear functional of A of norm 1.
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Clearly if a = e−βH ,

φa(yαiβ(x)) =
Tr(e−βHye−βHxeβH)

Tr(a)
=

Tr(e−βHxy)

Tr(a)
= φa(xy),

so φa is a KMSβ state. Conversely, if φa(xy) = φa(yαiβ(x)) for all positive matrix x ∈ A and all matrix
y ∈ A, we have

Tr((ax− e−βHxeβHa)y) = Tr(a)(φa(xy)− φa(yαiβ(x))) = 0

for all matrix y ∈ A. Hence ax = e−βHxeβHa for all positive matrix x ∈ A. Equivalently, eβHa commutes
with all positive matrix x ∈ A, and hence commutes with any element in A. Therefore eβHa must be a
multiple of the identity matrix Idn, i.e. a = λe−βH for λ ∈ C\{0}. Noticing that φµa = φa for any µ 6= 0,
we can assume that a = e−βH , as required.

2) Recall the construction of the hyper�nite II1 factor R preceding Theorem 2.1.3: we have the sequence
of C∗-algebras M2(C) ↪→M4(C) ↪→M8(C) ↪→ · · · with connecting maps

ϕn : M2n(C) ↪→M2n+1(C), x 7→
(
x 0
0 x

)
.

The norm at eachM2n(C) de�nes a norm ‖ ·‖2∞ on the inductive limit. Its completion lim−→n
M2n(C)

‖·‖2∞

is sometimes called the Fermion algebra, and is denoted by M2∞ . We can also view each M2n(C) =⊗n
k=1M2(C), so that M2∞ =

⊗
k≥1M2(C)

‖·‖2∞
.

For a �xed sequence {µn}n≥1 in R+, we can de�ne a dynamics α : R→ Aut(M2∞), uniquely characterized
by the fact that for each t ∈ R, the dynamics αt is given on each simple factor M2n(C) by conjugation

with the element unt =
⊗n

k=1

(
1 0
0 µitn

)
, that is

αt : M2n(C)→M2n(C), A 7→ unt Au
n
−t.

We show that there exists KMSβ states for every value of β. Recall that we have a unique tracial state
τ on M2∞ , obtained by extending by continuity the tracial state tr on the inductive limit lim−→n

M2n(C),
where each trn : M2n(C) → C is the normalized tracial state trn = 1

2n Tr. τ is an example of a KMS0

state.

Now �x β > 0, and consider the sequence of matrices

hn =
n⊗
k=1

 2µβk
1+µβk

0

0 2

1+µβk

 ∈M2n(C).

We de�ne a state on M2n(C) by φn(A) = trn(hnA). It is straightforward to see that it gives rise, by
continuity, to a KMSβ state φ : M2∞ → C with respect to α.

5.1.2 A survey on self-similar groupoids

A groupoid is a countable small category G with inverses. Equivalently, a groupoid can be seen as a group
where the operation is no longer de�ned for all the elements of G. In this chapter, we will use d and c for the
domain and codomain maps G → G(0) to distinguish them from the range and source maps on directed graphs,
where G(0) denotes the set of objects. We also write G(2) = {(g, h) | d(g) = c(h)} for the set of composable
elements g, h ∈ G, so gh is de�ned if and only if (g, h) ∈ G(2). For u ∈ G(0), we write

Gu = {g ∈ G | d(g) = u} and Gu = {g ∈ G | c(g) = u}.

Consider a �nite directed graph E = (E0, E1, r, s). For n ≥ 2, write En for the paths of length n in E,
that is En = {e1e2 . . . en | ei ∈ E1, r(ei+1) = s(ei)}. We write E∗ :=

⋃
n≥0E

n. We can visualize the set E∗ as
indexing the vertices of a forest T = TE given by

T 0 = E∗ and T 1 = {(µ, µe) ∈ E∗ | µ ∈ E∗, e ∈ E1 and s(µ) = r(e)}.
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Example 5.1.4. For the graph E given by

v1v2 v3

3

4

2

1

we have the forest TE given by

v1

1

11

111

...

112

...

12

123

...

2

23

231

...

232

...

v2

3

31

311

...

312

...

32

323

...

v3

4

41

411

...

412

...

42

423

...

Throughout this chapter, we write AE for the adjacency matrix of a directed graph E, that is the integer
|E0| × |E0| matrix with entries AE(v, w) = |vE1w| for v, w ∈ E0.

We are interested in self-similar actions of groupoids on directed graphs E as introduced and studied in
[63]. To describe these, �rst recall that a partial isomorphism of the forest TE corresponding to a directed
graph E as above consists of a pair (v, w) ∈ E0 × E0 and a bijection g : vE∗ → wE∗ such that

a) g|vEk : vEk → wEk is bijective for k ≥ 1.

b) g(µe) ∈ g(µ)E1 for µ ∈ vE∗ and e ∈ E1 with r(e) = s(µ).

It turns out that the set of partial isomorphisms, denoted by PIso(TE), can be endowed with a groupoid
structure, as the following propositions shows.

Proposition 5.1.5 (Proposition 3.2 of [63]). The set of partial isomorphisms of TE forms a groupoid, with

(i) unit space E0, where the identify morphisms are the partial isomorphisms idv : vE∗ → vE∗ given by the
identity map on vE∗ for every v ∈ E0,

(ii) the inverse of a partial isomorphism g : vE∗ → wE∗ is the standard inverse map g−1 : wE∗ → vE∗, and

(iii) the groupoid multiplication given by composition of maps.

We de�ne the domain and codomain maps d, c : PIso(TE) → E0 by d(g) = v and c(g) = w for g a partial
isomorphism g : vE∗ → wE∗.

De�nition 5.1.6. Let E be a directed graph, and let G be a groupoid with unit space E0. A faithful action
of G on TE is an injective groupoid homomorphism θ : G → PIso(TE) that is the identity map on unit spaces.
We write g ·µ rather than θg(µ) for g ∈ G and µ ∈ E∗ with d(g) = r(µ). The action θ is self-similar if for each
g ∈ G and µ ∈ d(g)E∗ there exists g|µ ∈ G such that d(g|µ) = s(µ) and

g · (µν) = (g · µ)(g|µ · ν) for all ν ∈ s(µ)E∗. (5.1.1)

We also say that θ is �nite-state if for every element g ∈ G, the set {g|µ | µ ∈ d(g)E∗} is a �nite subset of G.
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The faithfulness condition ensures that for each g ∈ G and µ ∈ d(g)E∗, there is a unique element g|µ ∈ G
satisfying (5.1.1). Throughout this chapter, we will write G y E to indicate that the groupoid G acts faithfully
on the directed graph E.

By Proposition 3.6 of [63], self-similar groupoid actions have the following properties, which we will use
without comment henceforth: for g, h ∈ G, µ ∈ d(g)E∗, and ν ∈ s(µ)E∗,

a) g|µν = (g|µ)|ν ,

b) idr(µ)|µ = ids(µ),

c) if (g, h) ∈ G(2), then
(
g|h·µ, h|µ

)
∈ G(2), and (gh)|µ = g|h·µh|µ, and

d) (g−1)|µ = (g|g−1·µ)−1.

Example 5.1.7. Consider the same graph E as in Example 5.1.4. We de�ne two partial isomorphisms of TE ,
{a, b}, by the rules 

a · 1 = 3, a|1 = a

a · 2 = 2, a|2 = idv2

b · 3 = 4, b|3 = a

that is, a : v1E
∗ → v2E

∗ and b : v2E
∗ → v3E

∗ are de�ned recursively by a · (1µ) = 3(a · µ) for all µ ∈ v1E
∗

and a · (2µ) = 2µ for all µ ∈ v2E
∗, and b · (3µ) = 4(a · µ) for all µ ∈ v1E

∗. It is then easily veri�ed that the
subgroupoid GE of PIso(TE) generated by the set of partial isomorphisms {a, b, idv1 , idv2 , idv3} is self-similar
and acts faithfully on E.

5.1.3 The Toeplitz C∗-algebra of a self-similar groupoid

The Toeplitz algebra of a self-similar action G y E is de�ned in [63] as follows (see also [36]). A Toeplitz
representation (v, q, t) of (G, E) in a unital C∗-algebra B is a triple of maps v : G → B, q : E0 → B,
t : E1 → B such that

a) (q, t) is a Toeplitz�Cuntz�Krieger family in B, that is

(V) {qv}v∈E0 is a family of pairwise orthogonal projections,

(E) teqs(e) = qr(e)te = te for all edges e ∈ E1,

(TCK1) t∗etf = δe,fqs(e) for all e, f ∈ E1, and

(TCK2) {tet∗e}e∈E1 is a family of pairwise orthogonal projections satisfying tet∗e ≤ qr(e) for every e ∈ E1,

and it is also required that
∑
w∈E0 qw = 1B ;

b) {vg : g ∈ G} is a family of partial isometries on B satisfying vgvh = δd(g),t(h)vgh and vg−1 = v∗g for all
g, h ∈ G, and vw = qw for w ∈ G(0) = E0;

c) vgte = δd(g),r(e)tg·evg|e for g ∈ G and e ∈ E1; and

d) vgqw = δd(g),wqg·wvg for all g ∈ G and w ∈ E0.

De�nition 5.1.8. Standard arguments show that there exists a universal C∗-algebra T (G, E) generated by a
Toeplitz representation {u, p, s}; we call it the Toeplitz algebra of the self-similar action G y E.

We have
T (G, E) = span{sµugs∗ν | µ, ν ∈ E∗, g ∈ G

s(µ)
s(ν)}

by [63, Proposition 4.5]. The argument of the paragraph following the statement of [63, Theorem 6.1] applied
with πτ replaced by a faithful representation of C∗(G) shows that there is an embedding

C∗(G) ↪→ T (G, E) via δg 7→ ug.

We also �nd a copy of the Toeplitz algebra T C∗(E) considered in [49], which is the C∗-subalgebra of T (G, E)
generated by the universal Toeplitz-Cuntz-Krieger family (p, s).

De�nition 5.1.9. Following [63, Proposition 4.7], the Cuntz�Pimsner algebra of (G, E), denoted O(G, E), is
de�ned to be the quotient of T (G, E) by the ideal I generated by

{
pv −

∑
e∈vE1 ses

∗
e | v ∈ E0

}
.

Note that 1O(G,E) =
∑
µ∈En sµs

∗
µ for any n ≥ 1.
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5.1.4 Dynamics on T (G, E) and O(G, E)

The universal property of T (G, E) yields a strongly continuous gauge action γ : T→ Aut(T (G, E)) such that

γz(ug) = ug, γz(qv) = qv, and γz(te) = zte

for all t ∈ R, g ∈ G, v ∈ E0 and e ∈ E1. It gives rise to a dynamics σ : R → Aut(T (G, E)) via σt = γeit for
t ∈ R. Note that, since each pv −

∑
e∈vE1 ses

∗
e is �xed by σ, the dynamics σ descends to a dynamics, also

denoted by σ, on O(G, E).

5.2 A �xed-point theorem, and the preferred trace on C∗(G)

As we have already explained at the beginning of this chapter, recent results of Laca, Raeburn, Ramagge and
Whittaker [63] show that any self-similar action of a groupoid on a graph G y E determines a 1-parameter
family of self-mappings of the trace space of the groupoid C∗-algebra C∗(G). More speci�cally, if we let ρ(AE)
denote the spectral radius of the adjacency matrix AE , then Proposition 5.1 of [63] shows that there are no
KMSβ states for (T (G, E), σ) for β < log ρ(AE), and in [63, Theorem 6.1], given a trace τ ∈ Tr(C∗(G)), the
authors show that for β > log ρ(AE), the series

Z(β, τ) :=
∞∑
k=0

e−βk
∑
µ∈Ek

τ(us(µ))

converges to a positive real number, and that there is a KMSβ state Ψβ,τ on the Toeplitz algebra T (G, E)
given by

Ψβ,τ (sµugs
∗
ν) = δµ,νe

−β|µ|Z(β, τ)−1
∞∑
k=0

e−βk
( ∑
λ∈s(µ)Ek

g·λ=λ

τ(ug|λ)
)
. (5.2.1)

They show that the map τ 7→ Ψβ,τ is a homeomorphism from the simplex of tracial states of C∗(G) to the
KMSβ-simplex of T (G, E). In particular, it is easy to see that the map

τ 7→ Ψβ,τ |C∗(G) (5.2.2)

determines a self-mapping χβ : Tr(C∗(G))→ Tr(C∗(G)). We investigate the �xed points for these self-mappings
parametrized by β > log ρ(AE), under the same hypotheses that Laca et al. used to prove that T (G, E) admits
a unique KMSlog ρ(AE) state. We prove that for any supercritical value of the parameter β, the associated
self-mapping admits a unique �xed point, which is in fact a universal attractor. This �xed point is precisely
the trace that extends to a KMSlog ρ(AE) state on T (G, E).

Our main theorem is the following; its proof occupies the remainder of the section.

Theorem 5.2.1. Let E be a �nite strongly connected graph3, suppose that G y E is a faithful self-similar
action of a groupoid G on E, and suppose that β > log ρ(AE). If G y E is �nite state, then

(1) the map χβ : Tr(C∗(G))→ Tr(C∗(G)) of (5.2.2) has a unique �xed point θ;

(2) for any τ ∈ Tr(C∗(G)) we have χnβ(τ)
w∗→ θ;

(3) θ is the unique trace on C∗(G) that extends to a KMSlog ρ(AE) state of T (G, E).

We start with a straightforward observation about the map χβ of (5.2.2).

Lemma 5.2.2. Let G y E be a faithful self-similar action of a groupoid G on a �nite strongly connected graph
E, and suppose that β > log ρ(AE). Then the map χβ is weak∗-continuous. Moreover, if τ ∈ Tr(C∗(G)) is
such that the sequence {χnβ(τ)}n≥1 weak∗-converges to some θ, then θ ∈ Tr(C∗(G)) and χβ(θ) = θ.

3This means that every vertex is reachable from every other vertex. Equivalently, AE is an irreducible matrix, i.e. for each
pair of indices i, j there exists a power of AE such that the (i, j)-component of it is strictly positive, that is (Ak

E)i,j > 0 for some
integer k ≥ 1.
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Proof. The map Tr(C∗(G)) → KMS(T (G, E)), τ 7→ Ψβ,τ is a homeomorphism and hence continuous, and
restriction of states to a subalgebra is clearly continuous, so χβ : Tr(C∗(G))→ Tr(C∗(G)) is continuous. Hence

if χnβ(τ)
w∗→ θ, then θ ∈ Tr(C∗(G)) because the trace simplex of a unital C∗-algebra is weak∗-compact, and then

χβ(θ) = χβ(limn χ
n
β(τ)) = limn χ

n+1
β (τ) = θ.

Proposition 5.2.3. Let G y E be a faithful self-similar action of a groupoid G on a �nite graph E, and �x
β > log ρ(AE). Let χβ : Tr(C∗(G))→ Tr(C∗(G)) be the map (5.2.2). For τ ∈ Tr(C∗(G)), de�ne

N(β, τ) := eβ(1− Z(β, τ)−1).

(i) If τ ∈ Tr(C∗(G)) is a �xed point for χβ, then for each g ∈ G, we have

N(β, τ)nτ(ug) =
∑

µ∈En|g·µ=µ

τ(ug|µ) for all n ≥ 1. (5.2.3)

(ii) If E is strongly connected with adjacency matrix AE, and τ ∈ Tr(C∗(G)) satis�es (5.2.3), then m :=
(τ(uv))v∈E0 is the Perron�Frobenius eigenvector of AE

4, and N(β, τ) = ρ(AE).

Proof. (i) For each g ∈ G we have

τ(ug) = χβ(τ)(ug) = Z(β, τ)−1
∞∑
k=0

e−βk
( ∑
µ∈Ek
g·µ=µ

τ(ug|µ)
)

= Z(β, τ)−1
[
τ(ug) + e−β

∞∑
k=0

e−βk
( ∑
µ∈Ek+1

g·µ=µ

τ(ug|µ)
)]
.

Note that the map (e, ν) 7→ eν is a bijection between the sets {(e, ν) ∈ E1 × Ek | s(e) = r(ν), g · e =
e and g|e · ν = ν} and {µ ∈ Ek+1 | g · µ = µ}, so the de�nition of Ψβ,τ yields

τ(ug) = Z(β, τ)−1τ(ug) +
∑
e∈E1

g·e=e

(
Z(β, τ)−1e−β

∞∑
k=0

e−βk
( ∑
ν∈s(e)Ek
g|e·ν=ν

τ(u(g|e)|ν )
))

= Z(β, τ)−1τ(ug) +
∑
e∈E1

g·e=e

Ψβ,τ (seug|es
∗
e). (5.2.4)

We have Ψβ,τ (seug|es
∗
e) = δs(e),c(g)δs(e),d(g)e

−βΨβ,τ (ug|e) = e−βχβ(τ)(ug|e); applying this and rearranging
(5.2.4) gives

eβ
(
1− Z(β, τ)−1

)
τ(ug) =

∑
e∈E1

g·e=e

χβ(τ)(ug|e) =
∑
e∈E1

g·e=e

τ(ug|e).

Statement (i) now follows from an induction on n.
(ii) Using (5.2.3) for τ with n = 1 at the �rst step, we see that for v ∈ E0,

mv = N(β, τ)−1
∑
e∈vE1

τ(us(e)) = N(β, τ)−1
∑
w∈E0

AE(v, w)τ(uw) = N(β, τ)−1(AEm)v.

Hence, since 1 = τ(1) =
∑
v∈E0 mv, the vector m is a unimodular nonnegative eigenvector for the irreducible

matrix AE and has eigenvalue N(β, τ). So the Perron�Frobenius theorem [93, Theorem 1.6] shows that m is
the Perron�Frobenius eigenvector, and N(β, τ) = ρ(AE).

We now turn our attention to the situation where E is strongly connected and G y E is �nite-state, and
aim to show that χβ admits a unique �xed point. The strategy is to show that if C∗(G) admits a trace θ

satisfying (5.2.3), then for any other trace τ we have χnβ(τ)
w∗→ θ. From this it will follow �rst that χnβ admits

at most one �xed point, and second that a trace θ is a �xed point for χβ if and only if it satis�es (5.2.3). We
start with an easy result from Perron�Frobenius theory.

4That is, the unique unimodular eigenvector whose components are strictly positive.

139



Chapter 5. KMS states on groupoids over graph algebras The Atiyah problem

Lemma 5.2.4. Let A ∈Mn(R) be an irreducible matrix, and take β > log ρ(A).

i) The matrix I − e−βA is invertible, and AvN := (I − e−βA)−1 is primitive; indeed, every entry of AvN is
strictly positive.

ii) Let mA be the Perron�Frobenius eigenvector of A. Then mA is also the Perron�Frobenius eigenvector of
AvN , and ρ(AvN ) = (1− e−βρ(A))−1.

Proof. The proof of i) is easy. The matrix I− e−βA is invertible because eβ > ρ(A), and so eβ does not belong
to the spectrum of A. As in, for example, [27, Section VII.3.1], we have

AvN := (I − e−βA)−1 =
∞∑
k=0

e−kβAk.

Fix two indices 1 ≤ i, j ≤ n. Since A is irreducible, we have (Ak)i,j > 0 for some k = ki,j ≥ 0, and since
Ali,j ≥ 0 for all l ≥ 1, we deduce that (AvN )i,j ≥ e−kβ(Ak)i,j > 0.

For ii), we compute A−1
vNm

A = (I − e−βA)mA = (1 − e−βρ(A))mA. Multiplying through by (1 −
e−βρ(A))−1AvN shows that mA is a positive eigenvector of mA with eigenvalue (1 − e−βρ(A))−1, so the
result follows from uniqueness of the Perron�Frobenius eigenvector of AvN (cf. [93, Theorem 1.6]).

Notation 5.2.5. Henceforth, given a self-similar action G y E of a groupoid G on a �nite graph E and a
trace τ ∈ Tr(C∗(G)), we will denote by xτ ∈ [0, 1]E

0

the vector

xτ =
(
τ(uv)

)
v∈E0 .

Proposition 5.2.6. Let G y E be a faithful self-similar action of a groupoid G on a �nite strongly connected
graph E. Fix β > log ρ(AE), and let AvN := (I − e−βAE)−1. Let χβ : Tr(C∗(G)) → Tr(C∗(G)) be the map
(5.2.2). Fix τ ∈ Tr(C∗(G)). Then

xχ
n
β (τ) = ‖AnvNxτ‖−1

1 AnvNx
τ . (5.2.5)

Proof. For v ∈ E0, the de�nition of χβ gives

x
χβ(τ)
v = χβ(τ)(uv) = Z(β, τ)−1

∞∑
k=0

e−βk
( ∑
µ∈vEk

τ(us(µ))
)

= Z(β, τ)−1
∞∑
k=0

e−βk
∑
w∈E0

AkE(v, w)τ(uw)

= Z(β, τ)−1
∞∑
k=0

e−βk(AkEx
τ )v = Z(β, τ)−1(AvNx

τ )v,

so an induction gives xχ
n
β (τ) = Z(β, χn−1

β (τ))−1 · · ·Z(β, τ)−1AnvNx
τ . Since both xχ

n
β (τ) and xτ have unit

1-norm, we have Z(β, χn−1
β (τ))−1 · · ·Z(β, τ)−1 = ‖AnvNxτ‖

−1
1 , and the result follows.

Our next result shows that for any τ ∈ Tr(C∗(G)), the sequence xχ
n
β (τ) converges exponentially fast to the

Perron�Frobenius eigenvector of AE .

Theorem 5.2.7. Let G y E be a faithful self-similar action of a groupoid G on a �nite strongly connected
graph E. Fix β > log ρ(AE), and let AvN := (I− e−βAE)−1 and m = mE be the Perron�Frobenius eigenvector

of AE. Let χβ : Tr(C∗(G)) → Tr(C∗(G)) be the map (5.2.2). Fix τ ∈ Tr(C∗(G)). Then xχ
n
β (τ) n→ mE

exponentially fast and Z(β, χnβ(τ))
n→ ρ(AvN ) exponentially fast.

Proof. Since E is strongly connected, Lemma 5.2.4 shows that m is the (right) Perron�Frobenius eigenvector
of AvN := (I − e−βAE)−1. Write m̃ for the left Perron�Frobenius eigenvector of AvN such that m̃ ·m = 1. Let
r := m̃ · xτ . Then r > 0 because every entry of m̃ is strictly positive, and xτ is a nonnegative nonzero vector.

Proposition 5.2.6 implies that

x
χnβ (τ)
v −mv =

ρ(AvN )n∥∥AnvNxτ∥∥1

[(
ρ(AvN )−nAnvNx

τ − rm
)
v

+
(
r −

∥∥(ρ(AvN )−nAnvNx
τ
)∥∥

1

)
mv

]
. (5.2.6)
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By [93, Theorem 1.2], there exist a real number 0 < λ < 1, a positive constant C, and an integer s ≥ 0 such
that for large n we have

ρ(AvN )−n(AnvN )i,j − (m · m̃t)i,j ≤ Cnsλn for all indices i, j.

Moreover, since Cns(λ′/λ)n → 0 for any 0 < λ′ < λ < 1, we can assume that C = 1 and s = 0. So for large n,
we have ∣∣ρ(AvN )−n(AnvNx

τ )v − rmv

∣∣ ≤ λn.
Since v ∈ E0 was arbitrary, by summing up over all the vertices we deduce that∣∣ρ(AvN )−n‖AnvNxτ‖1 − r

∣∣ ≤ |E0|λn.

Hence ρ(AvN )−n
∥∥AnvNxτ∥∥1

n→ r exponentially fast. Making this approximation twice in (5.2.6), we obtain

|xχ
n
β (τ)
v −mv| ≤

(1 + |E0|)
ρ(AvN )−n

∥∥AnvNxτ∥∥1

λn,

which converges exponentially fast to 0. Hence xχ
n
β (τ) → m exponentially fast.

For the second statement, using Proposition 5.2.6 at the third equality, we calculate

Z(β, χnβ(τ)) =

∞∑
k=0

e−βk
∑
µ∈Ek

χnβ(τ)(us(µ))

=
∥∥AvNxχnβ (τ)

∥∥
1

=
‖An+1

vN xτ‖1
‖AnvNxτ‖1

=
ρ(AvN )−(n+1)

∥∥An+1
vN xτ

∥∥
1

ρ(AvN )−n
∥∥AnvNxτ∥∥1

ρ(AvN ).

We saw that ρ(AvN )−(n+1)
∥∥An+1

vN xτ
∥∥

1
converges to r > 0 exponentially fast, so the ratio

ρ(AvN )−(n+1)
∥∥An+1

vN xτ
∥∥

1

ρ(AvN )−n
∥∥AnvNxτ∥∥1

converges exponentially fast to 1.

The following estimate is needed for our key technical result, Theorem 5.2.9.

Lemma 5.2.8. Let G y E be a faithful �nite-state self-similar action of a groupoid G on a �nite strongly
connected graph E. Fix β > log ρ(AE), and let AvN := (I − e−βAE)−1 and m = mE be the Perron�Frobenius
eigenvector of AE. For g ∈ G \ E0, v ∈ E0, and k ≥ 0, de�ne

Gkg (v) := {µ ∈ d(g)Ekv | g · µ = µ} and Fkg (v) := {µ ∈ Gkg (v) | g|µ = v}.

Then for g ∈ G, we have the estimate

∞∑
k=0

e−βk
∑
v∈E0

|Gkg (v) \ Fkg (v)|mv < ρ(AvN )md(g).

Proof. The argument of [63, Lemma 8.7] shows that there exists k = k(g) > 0 such that∑
v∈E0

|Gnkg (v) \ Fnkg (v)|mv ≤ (ρ(AE)k(g) − 1)nmd(g)

for all n ≥ 0. For each k ∈ N we also have∑
v∈E0

|Gkg (v)|mv ≤
∑
v∈E0

|d(g)Ekv|mv = (AkEm)d(g) = ρ(AE)kmd(g).
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Combining these estimates and using Lemma 5.2.4 ii) at the �nal step, we obtain
∞∑
k=0

e−βk
∑
v∈E0

|Gkg (v) \ Fkg (v)|mv =
∑

k 6=k(g)

e−βk
∑
v∈E0

|Gkg (v) \ Fkg (v)|mv + e−βk(g)
∑
v∈E0

|Gk(g)
g (v) \ Fk(g)

g (v)|mv

≤
∑

k 6=k(g)

e−βkρ(AE)kmd(g) + e−βk(g)(ρ(AE)k(g) − 1)md(g)

<
∞∑
k=0

e−βkρ(AE)kmd(g) = ρ(AvN )md(g).

We are now ready to prove a converse to Proposition 5.2.3(i), under the hypotheses that E is strongly
connected and the action of G on E is �nite-state.

Theorem 5.2.9. Let G y E be a faithful �nite-state self-similar action of a groupoid G on a �nite strongly
connected graph E. Fix β > log ρ(AE). Let χβ : Tr(C∗(G)) → Tr(C∗(G)) be the map (5.2.2). Suppose that

θ ∈ Tr(C∗(G)) satis�es (5.2.3). Then for any τ ∈ Tr(C∗(G)), we have χnβ(τ)
w∗→ θ. In particular, θ is a �xed

point for χβ.

Proof. We will prove that for each g ∈ G there are constants 0 < λ < 1 and K,D > 0 such that

|χnβ(τ)(ug)− θ(ug)| < (nK +D)λn−1md(g)

for all n ≥ 0. Since (nK +D)Kλn−1 n→ 0 exponentially fast in n, the �rst statement will then follow from an
ε
3 -argument, since span{ug}g∈G is a dense subset for C∗(G).

To simplify notation, de�ne τ0 := τ and τn := χnβ(τ) for n ≥ 1. For g ∈ G and n ≥ 0, let

∆n(g) := τn(ug)− θ(ug).

Fix g ∈ G; note that, if c(g) 6= d(g), then τn(ug) = θ(ug) = 0 by [63, Proposition 7.2], so we may assume that
c(g) = d(g). Since the action is �nite-state, the set {g|µ | µ ∈ d(g)E∗} is �nite. By Lemma 5.2.8, there is a
constant α < 1 such that

∞∑
k=0

e−βk
∑
v∈E0

|Gkg|µ(v) \ Fkg|µ(v)|mv ≤ αρ(AvN )md(g|µ) (5.2.7)

for all µ ∈ E∗. Also, since θ satis�es (5.2.3), we have

θ(ug) = N(β, θ)−k
∑
µ∈Ek
g·µ=µ

θ(ug|µ) for all k ≥ 0.

Consequently,
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

θ(ug|µ) =

∞∑
k=0

e−βkN(β, θ)kθ(ug) =
(
1− e−βN(β, θ)

)−1
θ(ug).

Since N(β, θ) = eβ(1− Z(β, θ)−1) by de�nition, we can rearrange to obtain

θ(ug) = Z(β, θ)−1
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

θ(ug|µ).

Using this, and applying the de�nition of χβ at the third equality, we calculate

∆n+1(g) = τn+1(ug)− θ(ug) = χβ(τn)(ug)− Z(β, θ)−1
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

θ(ug|µ)

= Z(β, τn)−1
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

τn(ug|µ)− Z(β, θ)−1
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

θ(ug|µ).
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Since the sums are absolutely convergent, we can rewrite each θ(ug|µ) as τn(ug|µ)−∆n(g|µ) and rearrange to
obtain

∆n+1(g) =
(
Z(β, τn)−1 − Z(β, θ)−1)

∞∑
k=0

e−βk
( ∑
µ∈Ek
g·µ=µ

τn(ug|µ)
)

+ Z(β, θ)−1
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

∆n(g|µ). (5.2.8)

Now, θ satis�es (5.2.3), so Proposition 5.2.3(ii) combined with the de�nition of N(β, θ) imply that Z(β, θ) =(
1− e−βN(β, θ)

)−1
=
(
1− e−βρ(A)

)−1
, and then Lemma 5.2.4 ii) gives Z(β, θ) = ρ(AvN ). Also, by de�nition

of χβ , we have
∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

τn(ug|µ) = Z(β, τn)τn+1(ug).

Making these substitutions in (5.2.8), we obtain

∆n+1(g) =
(
Z(β, τn)−1 − ρ(AvN )−1)Z(β, τn)τn+1(ug) + ρ(AvN )−1

∞∑
k=0

e−βk
∑
µ∈Ek
g·µ=µ

∆n(g|µ).

With Gkg (v) and Fkg (v) de�ned as in Lemma 5.2.8, the preceding expression for ∆n+1(g) becomes

∆n+1(g) =
(
Z(β, τn)−1 − ρ(AvN )−1)Z(β, τn)τn+1(ug)

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

( ∑
µ∈Gkg (v)\Fkg (v)

∆n(g|µ) +
∑

µ∈Fkg (v)

∆n(g|µ)
)
.

(5.2.9)

The Cauchy�Schwarz inequality implies that for any h ∈ G,

|τn+1(uh)|2 = |τn+1(u∗huc(h))|2 ≤ τn+1(u∗huh)τ(u∗c(h)uc(h)) = τn+1(ud(h))τn+1(uc(h)).

Since our �xed g satis�es d(g) = c(g), taking square roots in the preceding estimate gives |τn+1(ug)| ≤
τn+1(ud(g)). Applying this combined with the triangle inequality to the right-hand side of (5.2.9), we obtain

|∆n+1(g)| ≤
∣∣Z(β, τn)−1 − ρ(AvN )−1

∣∣Z(β, τn)τn+1(ud(g))

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

( ∑
µ∈Gkg (v)\Fkg (v)

∣∣∆n(g|µ)
∣∣+

∑
µ∈Fkg (v)

∣∣∆n(g|µ)
∣∣),

which, using that g|µ = v for µ ∈ Fkg (v), becomes

|∆n+1(g)| ≤
∣∣Z(β, τn)−1 − ρ(AvN )−1

∣∣Z(β, τn)τn+1(ud(g))

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
µ∈Gkg (v)\Fkg (v)

∣∣∆n(g|µ)
∣∣

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
µ∈Fkg (v)

|∆n(v)|.

Since
(
Z(β, τn)−1 − ρ(AvN )−1)Z(β, τn) = ρ(AvN )−1

(
ρ(AvN )− Z(β, τn)

)
, we obtain

|∆n+1(g)| ≤ ρ(AvN )−1
∣∣ρ(AvN )− Z(β, τn)

∣∣τn+1(ud(g))

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
µ∈Gkg (v)\Fkg (v)

∣∣∆n(g|µ)
∣∣

+ ρ(AvN )−1
∑

µ∈d(g)E∗

e−β|µ||∆n(s(µ))|.
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By Theorem 5.2.7 there are positive constants λ0, K1 and K2 with λ0 < 1 such that |ρ(AvN )−Z(β, τn)| <
K1λ

n
0 for all n ≥ 0 and |∆n(v)| = |τn(uv)−mv| < K2λ

n
0 for all v ∈ E0 and n ≥ 0. Thus we obtain

|∆n+1(g)| ≤ K1λ
n
0ρ(AvN )−1τn+1(ud(g))

+ ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
µ∈Gkg (v)\Fkg (v)

∣∣∆n(g|µ)
∣∣

+K2λ
n
0ρ(AvN )−1

∑
µ∈d(g)E∗

e−β|µ|.

Theorem 3.1(a) of [49] shows that
∑
µ∈d(g)E∗ e

−β|µ| converges, and since the entries of the Perron�Frobenius

eigenvector m are strictly positive, l := maxv∈E0{m−1
v } is �nite. So K := 2l

ρ(AvN ) max{K1,K2

∑
µ∈E∗ e

−β|µ|}
satis�es

|∆n+1(g)| ≤ Kλn0md(g) + ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
µ∈Gkg (v)\Fkg (v)

∣∣∆n(g|µ)
∣∣. (5.2.10)

Since both λ0 and the constant α of (5.2.7) are less than 1, the quantity λ := max{λ0, α} is less than 1. Let
D := lmaxµ∈d(g)E∗{|τ(ug|µ)|+ |θ(ug|µ)|}, which is �nite because G y E is �nite state. Let g|E∗ := {g|µ | µ ∈
E∗} ⊆ G. We will prove by induction that |∆n(h)| ≤ (nK +D)λn−1md(h) for all n ≥ 0 and for all h ∈ g|E∗ .

The base case n = 0 is trivial because each |∆0(h)| = |τ(uh) − θ(uh)| ≤ |τ(uh)| + |θ(uh)| ≤ Dl−1 ≤
Dλ−1md(h). Now suppose as an inductive hypothesis that |∆n(h)| ≤ (nK + D)λn−1md(h) for all h ∈ g|E∗ ,
and �x h ∈ g|E∗ . Applying the inductive hypothesis on the right-hand side of (5.2.10), and then using that
h|E∗ ⊆ g|E∗ and invoking (5.2.7) gives

|∆n+1(h)| ≤ Kλn0md(h) + (nK +D)λn−1ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

∑
ν∈Gkh(v)\Fkh (v)

md(h|ν)

= Kλn0md(h) + (nK +D)λn−1ρ(AvN )−1
∞∑
k=0

e−βk
∑
v∈E0

|Gkh(v) \ Fkh (v)|mv

≤ Kλn0md(h) + (nK +D)λn−1αmd(h),

and since λ0, α ≤ λ we deduce that

|∆n+1(h)| ≤ ((n+ 1)K +D)λnmd(h).

The claim follows by induction, and in particular we have |∆n(g)| ≤ (nK + D)λn−1md(g) for all n ≥ 0, as
claimed. This proves the �rst statement.

The second statement follows immediately from Lemma 5.2.2.

Proof of Theorem 5.2.1. (1) Let m = mE be the Perron�Frobenius eigenvector of AE . For v ∈ G(0) = E0, let
cv := mv. Fix g ∈ G \ E0. By [63, Proposition 8.2], the sequence(

ρ(AE)−n
∑
v∈E0

∣∣{µ ∈ En | g · µ = µ, g|µ = v}
∣∣mv

)
n≥1

converges to some cg ∈ [0,md(g)]. By [63, Theorem 8.3], there is a KMSlog ρ(AE) state ψ of T (G, E) that factors
through (O(G, E)). This ψ satis�es

ψ(sµugs
∗
ν) =

{
ρ(AE)−|µ|cg if µ = ν and d(g) = c(g) = s(µ)

0 otherwise
.

In particular, θ := ψ|C∗(G) belongs to Tr(C∗(G)). We claim that θ is a �xed point for χβ . By the �nal statement
of Theorem 5.2.9, it su�ces to show that θ satis�es (5.2.3). Proposition 8.1 of [63] shows that xθ =

(
θ(uv)

)
v∈E0
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is equal to m. Using this, we see that

Z(β, θ) =
∑
v∈E0

∞∑
k=0

e−βk
∑

µ∈vEk
θ(us(µ)) =

∑
v∈E0

∞∑
k=0

e−βk
∑
w∈E0

AkE(v, w)mw

=
∑
v∈E0

∞∑
k=0

e−βk(AkEm)v =
∞∑
k=0

e−βkρ(AE)k
∑
v∈E0

mv = (1− e−βρ(AE))−1.

Hence N(β, θ) = eβ(1− Z(β, θ)−1) = ρ(AE). Since 1O(G,E) =
∑
v∈E0 pv =

∑
e∈E1 ses

∗
e, we have

θ(ug) = ψ(ug) =
∑
e∈E1

ψ(ugses
∗
e) =

∑
e∈E1

δd(g),r(e)ψ(sg·eug|es
∗
e)

=
∑
e∈E1

δd(g),r(e)δg·e,eδd(g|e),s(e)δt(g|e),s(e)ρ(AE)−1θ(ug|e) = N(β, θ)−1
∑
e∈E1

g·e=e

θ(ug|e).

Now an easy induction shows that θ satis�es relation (5.2.3).
It remains to prove that θ is the unique �xed point for χβ . For this, suppose that θ′ is a �xed point for χβ ,

so χnβ(θ′)
w∗→ θ′. Since θ satis�es (5.2.3), Theorem 5.2.9 shows that χnβ(θ′)

w∗→ θ, so θ′ = θ.
(2) This follows immediately from Theorem 5.2.9 because θ satis�es (5.2.3).
(3) The trace θ of part (1) extends to a KMSlog ρ(AE) state of T (G, E) by construction. If φ is any

KMSlog ρ(AE) state of T (G, E), then it restricts to a KMSlog ρ(AE) state of the C∗-subalgebra T C∗(E), so it
follows from [49, Theorem 4.3(a)] that φ agrees with ψ on T C∗(E), and in particular (φ(uv))v∈E0 is equal
to the Perron�Frobenius eigenvector mE . So [63, Proposition 8.1] shows that φ factors through O(G, E).
By construction, ψ also factors through O(G, E). By [63, Theorem 8.3(2)], there is a unique KMS state on
O(G, E), and we deduce that φ = ψ. In particular, φ|C∗(G) = ψ|C∗(G) = θ.

5.3 The lamplighter group as a self-similar group(oid)

To conclude this chapter, we would like to connect the study already made in Chapter 3 of the lamplighter
group, which is given by the wreath product Γ = Z2 o Z, see Example 3.1.2.

Let EΓ be the �nite graph given by one vertex v and two loops 0, 1 around v, namely

v 10

Its forest TEΓ is easy to describe:

v

0

00

000

...

001

...

01

010

...

011

...

1

10

100

...

101

...

11

110

...

111

...
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Since the graph EΓ contains only one vertex, the set of partial isomorphisms PIso(TEΓ) forms not even a
groupoid, but a group under composition of maps. We de�ne two (partial) isomorphisms a, b : vE∗ → vE∗

recursively by the rules {
a · (0µ) = 1(b · µ),

a · (1µ) = 0(a · µ)
and

{
b · (0µ) = 0(b · µ),

b · (1µ) = 1(a · µ)

for all paths µ ∈ vE∗. By a theorem of Grigorchuk and �uk [42, Theorem 2], the subgroup GEΓ of PIso(TEΓ)
generated by {a, b} is isomorphic to the lamplighter group Γ, through the isomorphism

GEΓ
∼= Γ, b−1a 7→ a0, b 7→ t.

In particular, Γ is a self-similar group(oid) which acts faithfully on EΓ. Note that AE = (2) here, so ρ(AE) = 2.

Proposition 5.3.1. For Γ the lamplighter group, the trace θ from Theorem 5.2.1(3) equals the canonical trace
trΓ de�ned on C∗(Γ) by the rule tr(ug) = δg,e, where e is the unit element of Γ, and δ is the Kronecker delta.

Proof. By a reformulation, in our notation, of the proof of [42, Proposition 9], we deduce that for an element
g ∈ Γ di�erent from the identity element, there exists an integer n0 ≥ 1 such that

|Γkn0
g | ≤ (2n0 − 1)k for any k ≥ 0,

where Γng = {µ ∈ En | g · µ = µ}. Therefore by [63, Proposition 8.2],

cg = lim
k

2−kn0 |{µ ∈ Ekn0 | g · µ = µ, g|µ = v}| ≤ lim
k

2−kn0 |Γkn0
g | ≤ lim

k
(1− 2−n0)k = 0.

Of course, for g = e ∈ Γ, ce = limn 2−n|En| = 1. This tells us precisely that θ(ug) = cg = δg,e = trΓ(ug) for all
g ∈ Γ, as required.

Recall from Section 1.1.2 that the canonical trace trΓ over the group algebra C[Γ] can be extended to a
trace over k × k matrices Mk(C[Γ]), and this in turn extends to a normal, faithful and positive trace over the
von Neumann algebra Nk(Γ) of Mk(C[Γ]) inside B(l2(Γ)) (see Proposition 1.1.4).

Since the von Neumann dimension of an element T ∈Mk(C[Γ]) is de�ned to be the trace of the projection
onto its kernel (De�nition 1.1.7), Proposition 5.3.1 opens a possible analytical approach to attack the problem
of computing l2-Betti numbers arising from Γ, by trying to study the role of the unique KMSlog 2 state that its
restriction gives back the trace trΓ.
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