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Chapter 1

Introduction and definitions

The most important problem in Computational Complexity can be briefly stated as: \( P = NP \)? The class \( P \) is formed by the problems that can be solved in deterministic polynomial time and \( NP \) is the class of problems that can be solved in nondeterministic polynomial time. Details and definitions can be found in [8, 51]. The problem is of the utmost importance both theoretically and practically. Polynomial time deterministic algorithms are universally considered as efficient algorithms, so a problem in \( P \) will have a fast algorithm, while a problem not in \( P \) will not. Many natural and practically important problems are shown to lay in \( NP \) but it is not known whether they belong to \( P \) or not, see [34]. The widely accepted conjecture is that \( P \neq NP \), but despite the tremendous amount of work done by many clever minds the question is still unsettled.

In 1979, Cook and Reckhow proposed in [27] a plan to solve the \( P \neq NP \) question. They proved a relationship between the complexity of propositional proof systems, that is, the size, number of symbols, of proofs of propositional tautologies, and the question whether \( NP = coNP \) or not. The class \( coNP \) is the set of problems whose complement lies in \( NP \). The main result in this paper was: if there is a propositional proof system such that for any tautology \( T \) we can give a proof of \( T \) of polynomial size in the size of \( T \), then \( NP = coNP \). They call such a desirable system \textit{super}. Cook and Reckhow’s result can be restated as:

\textbf{Theorem 1} [27] \( NP = coNP \) iff there exists a propositional proof system that is super.

As \( P = NP \) implies \( NP = coNP \), to show \( P \neq NP \) is sufficient to prove that there is no
supersystem, that is, for all propositional proof systems there is a tautology $T$ whose shortest proof is at least superpolynomial in the size of $T$. This result is very difficult and they had little hopes in proving it directly, therefore in [27] they proposed the following plan, known as Cook’s program:

Try to find families of tautologies hard to prove for progressively more powerful propositional proof systems until having sufficient knowledge to prove $P \neq NP$.

This program has created a new and fruitful branch of Complexity Theory, called Proof Complexity. Since the work of Cook and Reckhow many important results have been obtained following the the lines of their program. Nevertheless many problems remain open and the fundamental question whether $P \neq NP$ is still unsolved.

Proof complexity is also relevant to the study of efficiency issues for Automated Theorem Proving. Proof Complexity has strong relations with other branches of Complexity Theory. Results about Circuit Complexity have been successfully used to get results about Proof Complexity, giving then a new impulse to the study of Circuit Complexity.

The aim of this dissertation is to make contributions to the study of the complexity of a certain proof system by the name of Resolution and several other proof systems related to it. Resolution was proven long ago not to be a super proof system [38], so any new result about Resolution will hardly be of interest to the advancement of Cook’s program. Nevertheless, we think that is very important to understand completely the power of any proof system, especially one so widely used as Resolution. That means studying in depth the complexity of Resolution. Although there is plenty of papers devoted to Resolution, there are still interesting open problems that we believe that should be solved independently of the existence of Cook’s program. For example, we can mention whether Resolution is automatizable or not. So, is it possible to find an algorithm that produces Resolution proofs not much longer than the shortest proofs? Sometime, the shortest proofs are extremely long, but at least, can we find mechanically these proofs? This algorithm would be useful because when there were short proofs it would find one very fast. Another interesting open problem comes from the fact that currently we know that there formulas that require long Resolution proofs and others do not, but we do not know exactly why this happen. It would be very
interesting to know why some formulas are hard for Resolution. So, in our opinion there are
still a lot of work, interesting and difficult, to be done about Resolution.

This introductory chapter is structured as follows. In Section 1.1 we define the proof
systems that are considered in this work. We define in Section 1.2 the complexity measures
that are studied in this work. In Section 1.3 we define some important formulas for Proof
Complexity. We do so because these formulas are used in several parts of this work. Besides
we believe that having defined proof systems, complexity measures and formulas; the discus-
sion of results about Proof Complexity in Section 1.5 makes more sense. In Section 1.4 we
explain some results about Circuit Complexity that will be used in this work, for example
the feasible monotone interpolation property which is defined in Section 1.4.2.

1.1 Proof systems

The central notion of Proof System Complexity is PROOF SYSTEM. The widely accepted
definition of what a proof system is was given by Cook and Reckhow in [27]:

**Definition 2** Let TAUT be the set of propositional tautologies. A function \( f : \{0,1\}^* \rightarrow TAUT \) is a PROOF SYSTEM iff \( f \) is a polynomial time computable surjective function.

So, if \( f(x) = T \) we say that \( x \) is an \( f \)-proof of the tautology \( T \), that is, \( x \in \{0,1\}^* \) encodes
the proof of the tautology \( T \) in the system \( f \). It is important that any alleged \( f \)-proof can
be checked efficiently, that is, in polynomial time on the size of the proof. \( f \) is surjective
because \( f \) must be complete, any \( T \in TAUT \) must have at least one \( f \)-proof.

To get \( NP \neq coNP \) following Cook’s program, it must be proved that for every proposi-
tional proof system \( f \), there is a class of tautologies \( T \) such that any \( x \) which holds \( f(x) = T \),
has exponential, or at least superpolynomial, size on the size of \( T \).

In order to compare the efficiency of different proof systems, Cook and Reckhow proposed:

**Definition 3** Let \( f_1, f_2 : \{0,1\}^* \rightarrow TAUT \) be proof systems. Then \( f_1 \) POLYNOMIALY
SIMULATES \( f_2 \) if there is a polynomial time computable function \( g : \{0,1\}^* \rightarrow \{0,1\}^* \) such
that \( f_1(g(x)) = f_2(x) \) for all \( x \).
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So $f_1$ polynomially simulates $f_2$ iff there is an algorithm that translates proofs in $f_2$ into proofs in $f_1$ which are at most polynomially longer than the original proofs in $f_2$.

It can happen that two proof systems are not comparable, that means that one system is faster, produces shorter proofs, for some tautologies and the other system is faster for some other tautologies. It also is possible that one proof system is better than another, that is, it is never slower and sometime or most of the time is faster. In this work we will show that certain proof systems are much better than others. We define this in the following way:

**Definition 4** Let $f_1, f_2 : \{0,1\}^* \rightarrow \text{TAUT}$ be proof systems. Then $f_1$ dominates $f_2$ if $f_1$ polynomially simulates $f_2$ and $f_1$ is almost exponentially separated from $f_2$. That last means that there is a formula $\mathcal{T}$ on $n$ variables with polynomial $f_1$-proofs but requires almost exponential $f_2$-proofs. We say that a a proof $\mathcal{R}$ for a formula $\mathcal{T}$ on $n$ variables is almost exponential if its size is at least $2^{\Omega(n/\log n)}$.

The complexity of a proof system can be measured in different ways. The most common are size and length. Size is the number of symbols in the proof, length is the number of lines in the proof. In some proof systems both measures are polynomially related, in the case that this does not hold the preferred measure is size.

The proofs produced by any proof system can be represented in several ways. We will consider two ways: treelike proofs and daglike proofs. In a treelike proof any line, that is, any intermediate formula, can be used only once. If we need the same formula more than once, it should be derived again. In a daglike proof, any line can be used as many times as needed without having to redervative it. It is easier to get lower bounds for treelike proofs, so in order to study a proof system it is a good idea sometimes to study first the treelike version and then proceed with the daglike or unrestricted version. For some systems treelike size and daglike size are polynomially related, on the other hand, for other systems the difference is proved to be exponential, that is, for certain tautologies the system produces polynomial size proofs but requires exponential size treelike proofs.

**Definition 5** We group the definitions of several terms of common use in Proof Complexity.
1.1. PROOF SYSTEMS

- A boolean variable is a variable that can take only the values true or false. We will usually refer to boolean variables just by variables. We will denote variables as roman lowey letters as \(a, b, c\), etc.

- A literal is a boolean variable or its negation. For a variable \(v\) the positive literal will be denoted by \(v\) and the negative literal by \(\bar{v}\).

- A clause is a disjunction of literals. A clause is normally represented like \(l_1 \lor \ldots \lor l_n\) where \(l_i\) for \(i \in [n]\) are the literals occurring in the clause, but sometimes we will omit the \(\lor\) symbols, in this case a clause looks like \(l_1 \ldots l_n\). We will denote clauses as roman capital letters such as \(A\), \(B\), \(C\), etc.

- A \(k\)-term is a conjunction of up to \(k \geq 1\) literals.

- A \(k\)-clause is a disjunction of \(k\)-terms. A clause is then a 1-clause.

- A CNF formula is a conjunction of clauses. CNF stands for Conjunctive Normal Form. A CNF formula looks like \(C_1 \land \cdots \land C_n\) where \(C_i\) for \(i \in [n]\) are the clauses in the formula. As we are always dealing with CNF formulas we may call them just formulas. Also we may represent formulas as a list of clauses \(C_1, \ldots, C_n\). To denote the names of the formulas we will use math capital letters such as \(F\), \(PH\), etc.

- An assignment to a formula \(F\) is a mapping from the variables in \(F\) to the values true and false. When the assignment is not total we may call it a partial assignment. We will denote assignments with short greek letters such as \(\alpha\), \(\beta\), etc. A set of assignments will be denoted by greek capital letters, such as \(\Gamma\), \(\Delta\), etc.

- Given a formula \(F\) and a partial assignment \(\alpha\), the restriction of \(F\) to \(\alpha\), denoted \(F_\alpha\) or also \(F|_\alpha\), is the formula obtained after changing in \(F\) the variables mapped in \(\alpha\) by its values and simplifying the resulting formula.

- A formula \(F\) is unsatisfiable if no assignment to the variables in \(F\) satisfies \(F\), that is, no assignment makes \(F\) true.

- The empty clause, denoted by \(\lambda\), is the clause with no literals and is unsatisfiable.
A refutation for a formula $\mathbf{F}$ is a proof of the unsatisfiability of $\mathbf{F}$. A refutation will be denoted by $\mathcal{R}$, a treelike refutation by $\mathcal{T}$.

A derivation of a formula $\mathbf{F'}$ from a formula $\mathbf{F}$ is a proof of $\mathbf{F'}$ from $\mathbf{F}$. A derivation will be denoted by $\mathcal{R}$, a treelike derivation by $\mathcal{T}$.

A refutational proof system is a proof system for refuting formulas.

Our results concern mainly to refutational proof systems such as Resolution and extensions and restrictions of Resolution. Another refutational proof system studied in this work is the Cutting Planes proof system, which is also related to Resolution.

1.1.1 Resolution

Resolution is a refutation proof system for CNF formulas introduced by Robinson in [60]. The only inference rule is the Resolution rule:

$$
\frac{C \lor x \quad D \lor \bar{x}}{C \lor D}.
$$

From clauses $C \lor x$ and $D \lor \bar{x}$ we get the clause $C \lor D$ which is called resolvent. In this example we say that variable $x$ is cut or eliminated. A Resolution refutation of a CNF formula $\mathbf{F}$ is a derivation of $\lambda$ from $\mathbf{F}$ using the resolution rule. Resolution is a sound and complete refutation system: a set of clauses has a Resolution refutation if and only if it is unsatisfiable.

A Resolution refutation of a CNF formula $\mathbf{F}$ is a list of clauses $C_1, \ldots, C_n$ such that $C_n$ is $\lambda$, and for all $i \in [n]$, $C_i$ is either a clause in $\mathbf{F}$ or a resolvent from two clauses $C_j$ and $C_k$ where $1 < j < k < i \leq n$. Any refutation in the form of a list of clauses can be transformed into a daglike refutation. The graph will have $n$ nodes, each labeled by a clause. For a node $C_i$ we will draw edges from the parent clauses $C_j$ and $C_k$ to $C_i$. An initial clause will have no incoming edges and the node $\lambda$ will have no outgoing edges. If the graph is a tree we will have a treelike refutation.

Several restriction of Resolution have been proposed. These restrictions forbid to apply the Resolution rule under certain conditions, but maintaining the completeness. The idea
behind the restriction is to help to find refutations by limiting the search space. Some of the more studied restrictions are:

- **Regular Resolution**: Viewing the refutations as graph, in any path from $\lambda$ to any initial clause, no variable is eliminated twice.

- **Ordered Resolution**: There exists an arbitrary ordering of the variables in the formula, such that if a variable $x$ is eliminated before a variable $y$ on any path from an initial clause to $\lambda$, then $x$ is before $y$ in the ordering. As no variable is eliminated twice on any path, ordered Resolution is a restriction of regular Resolution. This system is also known as **Davis-Putnam Resolution**.

- **Negative Resolution**: To apply the Resolution rule, one of the two clauses should consist only of negative literals.

### 1.1.2 Extensions of Resolution

Resolution was generalized by Krajíček in [48]. The new proof system $R(k)$ allows disjunctions of conjunctions of up to $k$ literals and provides rules to work with them.

The inference rules are:

1. **$\land$-introduction**

\[
\frac{A \lor \bigwedge_{i \in I} l_i \quad B \lor \bigwedge_{i \in J} l_i}{A \lor B \lor \bigwedge_{i \in I \cup J} l_i}
\]

2. **$k$-cut**

\[
\frac{A \lor \bigwedge_{i \in I} l_i \quad B \lor \bigvee_{i \in I} \neg l_i}{A \lor B}
\]

3. **Weakening**

\[
\frac{A}{A \lor \bigwedge_{i \in I} l_i}
\]

where $A$ and $B$ are $k$-clauses, $I$, $J$ are sets of indices such that $|I \cup J| \leq k$, where $l_i$ for $i \in \{I \cup J\}$ are literals. Notice that $R(1)$ is Resolution with a Weakening rule.

We will follow the notation in [48], so Resolution will be denoted by $R(1)$, treelike Resolution by $R^*(1)$ and treelike $R(k)$ by $R^*(k)$. 
1.1.3 Cutting Planes

The CUTTING PLANES proof system, CP for short, is a refutational system for CNF formulas, as Resolution is. It works with linear inequalities. The initial clauses are transformed into linear inequalities in the following way:

\[
\bigvee_{i=1}^{j} x_i \vee \bigvee_{i=1}^{k} \bar{y}_i \quad \leadsto \quad \sum_{i=1}^{j} x_i + \sum_{i=1}^{k} (1 - \bar{y}_i) \geq 1
\]

We translate the boolean value TRUE into 1 and FALSE into 0. A CP refutation of a set \( \mathcal{E} \) of inequalities is a derivation of \( 0 \geq 1 \) from the inequalities in \( \mathcal{E} \) and the axioms \( x \geq 0 \) and \( -x \geq -1 \) for every variable \( x \), using the CP rules which are basic algebraic manipulations as addition of two inequalities, multiplication of an inequality by a positive integer and the following division rule:

\[
\frac{\sum_{i \in I} a_i x_i \geq k}{\sum_{i \in I} a_i x_i \geq \left\lfloor \frac{k}{b} \right\rfloor},
\]

where \( b \) is a positive integer that evenly divides all \( a_i, i \in I \).

It can be shown that a set of inequalities has a CP refutation iff it has no \( \{0, 1\} \)-solution. Any assignment satisfying the original clauses is actually a \( \{0, 1\} \)-solution. It is also well known that CP polynomially simulates resolution [28], and this simulation preserves treelikeness. To unify the notation we will denote treelike CP by CP*.

1.2 Complexity measures

In this section we present in detail the complexity measures that will be used in this work. We will use calligraphic letters to denote these measures.

1.2.1 Size and length

In \( \text{R}(1) \) and CP size and length are polynomially related which for us means that are equivalent and we will use both words indistinctly.

The length of a \( \text{R}(k) \) or \( \text{R}^*(k) \) refutation \( \mathcal{R} \) is the number of \( k \)-clauses in \( \mathcal{R} \). The length of refuting a formula \( \mathcal{F} \) in \( \text{R}(k) \), denoted by \( \mathcal{L}_k(\mathcal{F}) \), is the minimal length of all \( \text{R}(k) \)
refutations for $F$. The length of $R^*(k)$ refutations is denoted by $L_k^*(F)$. Similarly, the length of refuting $F$ in CP or CP* is denoted by $L_{CP}(F)$ or $L_{CP}^*(F)$.

1.2.2 Width

Width is a recent complexity measure defined by Ben-Sasson and Wigderson in [17]. The width of a clause $C$, $W(C)$, is the number of literals in $C$. The width of a set of clauses $\mathcal{C}$, $W(\mathcal{C})$, is the maximum width of the clauses in $\mathcal{C}$. Note that a set of clauses can be for example a formula or a refutation. The width of refuting a formula $F$, $W(F \vdash \lambda)$, is the minimal width of all the refutations for $F$.

In [17] there were also proved interesting relations between size and width.

**Theorem 6** For an unsatisfiable CNF formula $F$ with $n$ variables,

- $L_1^*(F) \geq 2^{W(F \vdash \lambda) - W(F)}$
- $L_1(F) \geq \exp(\Omega((W(F \vdash \lambda) - W(F))^2/n))$

Observe that we have not defined width for $R(k)$ in general because as $R(1)$ refutations are $R(k)$ refutations, the width for $R(k)$ cannot be bigger that the width for $R(1)$. On the other hand is very easy to transform a $R(k)$ refutation into a $R(1)$ refutation without increasing the width, but possibly increasing the size. That means that the width for $R(k)$ refutations cannot be smaller than the width for $R(1)$ refutations.

1.2.3 Space

Another measure for the complexity of $R(1)$ refutations is the amount of space it needs. This measure was defined in [44] in the following way:

**Definition 7** [44] An unsatisfiable CNF formula $F$ has $R(1)$ refutation bounded by space $k$ if there is a series of CNF formulas $F_1, \ldots, F_s$, such that $F = F_1$, $\lambda \in F_s$, in any $F_i$ there are at most $k$ clauses, and for each $i < s$, $F_{i+1}$ is obtained from $F_i$ by deleting, if wished, some of its clauses and adding the resolvent of two clauses of $F_i$. 
Intuitively this expresses the idea of keeping a set of active clauses in the refutation, and producing from this set a new one by copying clauses from the previous set and resolving one pair of clauses, until \( \lambda \) is included in the set. Initially the set of active clauses consists of all the clauses of \( \mathbb{F} \), and the space needed is the maximum number of clauses that are simultaneously active in the refutation.

The above definition has the important drawback that the space needed in a refutation can never be less than the number of clauses in the formula being refuted. This is so because the formula is the first one in the sequence used to derive \( \lambda \). Making an analogy with a more familiar computation model, like the Turing machine, this is the same as saying that the space needed cannot be less than the size of the input being processed. To be able to study problems in which the working space is smaller than the size of the input, the space needed in the input tape is usually not taken into consideration. We do the same for the case of \( \mathcal{R}(1) \) and introduce the following alternative definition for the space needed in a refutation.

\textbf{Definition 8} ([30]) An unsatisfiable CNF formula \( \mathbb{F} \) has \( \mathcal{R}(1) \) refutation bounded by space \( k \) if there is a series of CNF formulas \( \mathbb{F}_1, \ldots, \mathbb{F}_s \), such that \( \mathbb{F}_1 \subseteq \mathbb{F} \), \( \lambda \in \mathbb{F}_s \), in any \( \mathbb{F}_i \) there are at most \( k \) clauses, and for each \( i < s \), \( \mathbb{F}_{i+1} \) is obtained from \( \mathbb{F}_i \) by deleting some of its clauses, or adding the resolvent of two clauses of \( \mathbb{F}_i \), or adding some of the clauses of \( \mathbb{F} \).

So we can give a definition of the space for refuting a formula.

\textbf{Definition 9} The space needed for refuting in \( \mathcal{R}(1) \) an unsatisfiable formula is the minimum \( k \) for which the formula has a refutation bounded by space \( k \).

In the new definition it is allowed to add initial clauses to the set of active clauses at any stage in the refutation. Therefore these clauses do not need to be stored and do not consume much space since in any moment at most two of them are needed simultaneously. The only clauses that consume space are the ones derived at intermediate stages. The space for refuting a formula can now range from constant to linear.

There is another natural way to look at this definition using pebble games on graphs, a traditional model used for space measures in Complexity Theory and for register allocation.
1.2. Complexity Measures

problems, see [62]. As said in Subsection 1.1.1, R(1) refutations can be represented as directed acyclic graphs of indegree two, in which the nodes are labeled with the clauses.

**Definition 10** In a directed acyclic graph $G$ the **source nodes** are the nodes with no incoming edges, that is, with no predecessors and the **target nodes** are the nodes with no outgoing edges, that is, with no successors.

In a graph representing a R(1) refutation, the source nodes are the initial clauses, all the other nodes have indegree two, and the only target node is $\lambda$.

The space required for the R(1) refutation of a CNF formula $F$, as expressed in Definition 8, corresponds to the minimum number of pebbles needed in the following game played on the graphs of refutations of $F$.

**Definition 11** Given a connected directed acyclic graph with one target the aim of the Pebble Game is to put a pebble on the target of the graph, following this set of rules:

1) A pebble can be placed in any source node.

2) Any pebble can be removed from any node at any time.

3) A node can be pebbled provided all its parent nodes are pebbled.

3') If all the parent nodes of node are pebbled, instead of placing a new pebble on it, one can shift a pebble from a parent node.

An important concept that will be used often in this work is:

**Definition 12** The **pebbling number** of a directed acyclic graph $G$ is the minimal number of pebbles needed to put a pebble in a target node of $G$ following the rules of the pebbling game. The pebbling number of a $G$ is denote by $P(G)$.

There are several variations of this simple pebble game in the literature. In [68] it is shown that the inclusion of rule 3' in the game can at most decrease by one the number of pebbles needed to pebble a graph, but in the worst case the saving is obtained at the price of squaring the number of moves needed in the game. We include rule 3' so that the number of
pebbles coincides exactly with the space in Definition 8. This fact is stated in the following straightforward Lemma.

**Lemma 13** Let \( \mathbb{F} \) be an unsatisfiable CNF formula. The space needed in a R(1) refutation \( R \) of \( \mathbb{F} \) is \( \mathcal{P}(R) \).

Definition 11 allows us to use techniques introduced for the estimation of the number of pebbles required for pebbling certain graphs, for computing the space needed in R(1) refutations. However the estimation of the number of pebbles needed in the refutation of a formula is harder than the estimation of the number of pebbles needed for a graph, since in the first case one has to consider all the possible refutation graphs for the formula.

We also give the formulation of space in [2] which is equivalent to ours, but some results in this work are proved using the terminology in [2]. We start by defining a **configuration**.

**Definition 14** A **configuration** is set of \( k \)-clauses.

We use calligraphic letters to denote configurations. We will use the word configuration to denote the set of clauses pebbled in an stage of a pebbling strategy.

The formulation of [2] uses the concept of configuration.

**Definition 15** A R(1) refutation of a formula \( \mathbb{F} \) can be viewed as a list of configurations \( C = C_0, \ldots , C_s \) such that \( C_0 = \emptyset \), \( C_s = \lambda \) and each \( C_t \) for \( t \in [s] \) is obtained by one of the following rules:

- **Axiom Download**: \( C_t = C_{t-1} \cup C \) for some clause \( C \in \mathbb{F} \);
- **Memory Erasing**: \( C_t = C_{t-1} - C \) for some \( C \in C_{t-1} \);
- **Inference Adding**: \( C_t = C_{t-1} \cup C \), for some \( C \) obtained by the Resolution rule applied to two clauses in \( C_{t-1} \).

So, the definition of space of a refutation \( C \) is:

**Definition 16** Given a refutation \( C \) as a list of configurations, the **space** of \( C \) is the maximal length of a configuration in \( C \).
1.3. **FORMULAS**

If we call \( C_i \) to the set of pebbled clauses in the \( i \)th pebbling step, it is clear that both Definition 11 and Definition 16 are equivalent.

We will denote the space for refuting \( \mathbb{F} \) in \( R(k) \) as \( S_k(\mathbb{F}) \), and for \( R^*(k) \), by \( S_k^*(\mathbb{F}) \).

### 1.3 Formulas

We present the main \( CNF \) formulas that are studied in this work. In Section 1.5 we will state results concerning these formulas, so putting our own results in context.

#### 1.3.1 Pigeonhole Principle

The most studied \( CNF \) formula is the PIGEONHOLE PRINCIPLE, usually shortened to \( \text{PHP} \). It expresses that it is not possible to have a one-to-one mapping from \( m \) objects to \( n \) places, when \( m > n \). Let the variable \( x_{i,j} \) denote that the \( i \)th-object is placed in the \( j \)th-place. We can write a \( CNF \) formula for the Pigeonhole Principle as follows:

\[
x_{i,1}x_{i,2} \ldots x_{i,n} \quad i \in [m] \tag{1.1}
\]

\[
\overline{x}_{i,k}\overline{x}_{j,k} \quad 1 \leq i < j \leq m, 1 \leq k \leq n \tag{1.2}
\]

Clauses 1.1 say that every object must be placed somewhere. Clauses 1.2 say that in every place there is at most one object.

When \( m \geq 2n \) the formula is known as WEAK pigeonhole principle. Haken in [38] gave the first exponential size lower bound for \( R(1) \). Recently Razborov has dedicated a survey [59] to the Pigeonhole Principle collecting and commenting all the results concerning several proof systems and variations of the standard Pigeonhole Principle.

#### 1.3.2 Tseitin Formulas

These formulas where defined in [65]. Let \( G = (V, E) \) be a connected undirected graph with \( n \) vertices, and let \( m : V \to \{0,1\} \) be a marking of the vertices of \( G \) satisfying the property

\[
\sum_{x \in V} m(x) = 1 \pmod{2}.
\]
For such a graph we can define an unsatisfiable \( CNF \) formula \( \mathcal{T}(G, m) \) in the following way: The formula has \( E \) as set of variables, and is the conjunction of the translation in \( CNF \) of the formulas \( \mathcal{PAR}_v \) for \( v \in V \), where

\[
\mathcal{PAR}_v = \begin{cases} 
    e_1(v) \oplus \cdots \oplus e_d(v) & \text{if } m(v) = 1 \\
    e_1(v) \oplus \cdots \oplus e_d(v) & \text{if } m(v) = 0 
\end{cases}
\]

Here \( e_1(v), \ldots, e_d(v) \) are the edges, variables, incident with vertex \( v \). If \( d \) is the maximum degree of a node in \( G \), \( \mathcal{T}(G, m) \) contains at most \( n2^{d-1} \) many clauses, each one with at most \( d \) many literals. The number of variables in the formula is bounded by \( \frac{m}{2} \).

\( \mathcal{T}(G, m) \) captures the combinatorial principle that for all graphs the sum of the degrees of the vertices is even. When the marking \( m \) is odd, \( \mathcal{T}(G, m) \) is unsatisfiable. Suppose on the contrary that there were a satisfying assignment \( \alpha : E \to \{0, 1\} \). For every vertex \( v \), the number of edges of \( v \) that have been assigned value 1 by \( \alpha \) has the same parity as \( m(x) \), and therefore

\[
\sum_{v \in V} \sum_{(v, w) \in E} \alpha((v, w)) = \sum_{v \in V} m(v) \equiv 1 \pmod{2}
\]

but in the left hand sum in the equality, every edge is counted twice and therefore this sum must be even, which is a contradiction. Tseitin in [65] gave the first exponential size lower bound for a nontrivial proof system, concretely regular \( R(1) \). Usually the marking will be omitted and the formula will be denoted as \( \mathcal{T}(G) \) in the understanding that we are considering an odd marking. Note that applying an assignment to \( \mathcal{T}(G, m) \) has curious consequences with \( m \). Let \( e \) be the edge joining nodes \( u \) and \( v \), and let restrict \( \mathcal{T}(G, m) \) with \( e = 1 \), that is, \( \mathcal{T}(G, m)_{e=1} \). The new formula is \( \mathcal{T}(G', m') \), where \( G' = (V, E - e) \) and \( m'(u) \) is \( m(u) \) toggled and \( m'(v) \) is \( m(v) \) toggled.
1.3. **Formulas**

### 1.3.3 Graph Tautologies

The Graph Tautologies, $\text{GT}_n$, are unsatisfiable $C.N.F$ formulas based on directed graphs with $n$ nodes. Let variable $x_{i,j}$ mean that there is an edge from node $i$ to node $j$.

$$
\bar{x}_{i,j} \bar{x}_{j,k} \bar{x}_{i,k} \quad i,j,k \in [n], i \neq j \neq k \tag{1.3}
$$

$$
\bar{x}_{i,j} \bar{x}_{j,i} \quad i,j \in [n], i \neq j \tag{1.4}
$$

$$
x_{1,i} \ldots x_{i-1,i} x_{i+1,i} \ldots x_{n,i} \quad i \in [n] \tag{1.5}
$$

Clauses 1.3 say that when there is an edge from node $i$ to node $j$ and an edge to node $j$ to node $k$, then there is an edge from node $i$ to node $k$. Clauses 1.4 say that there are no cycles of size two. Graphs that satisfy these clauses must have a node with no incoming edges. Clauses 1.5 force that all nodes have an incoming edge, thus getting an unsatisfiable formula. This formula have short resolution proofs, see [64], nevertheless Bonet and Galesi in [19] proved a width lower bound of $n$. This result is very important because it shows that a width lower bound of the square root in the number of variables does not give a superpolynomial size $R(1)$ lower bound. The space for this formula is also $n$, see [2].

### 1.3.4 Pebbling Contradictions

The Pebbling Contradictions are formulas based in directed acyclic graphs of indegree 2 and the Pebbling Game, recall Definitions 11 and 12. Let us call $w$ to the variable representing node $w$. The meaning of variable $w$ is that the node can be pebbled. Remember that a source node is a node with no predecessors and a target node is a node with no successors.

Let $G = (V,E)$. A node $w$ can be pebbled if all its parents nodes are pebbled. We can represent it with the clause $\bar{u} \bar{v} w$ where $u$ and $v$ are the parents of $w$ in $G$. If $w$ is a source the clause becomes just $w$ and we call it SOURCE CLAUSE, otherwise it is called a PEBBLING CLAUSE. In order to obtain a contradiction we add for each target node $t \in V$ the TARGET CLAUSE $\bar{t}$. We denote this contradiction by $\text{PEB}(G)$.

An interesting result about $\text{PEB}(G)$ appeared in [14]. It is proven that $\text{PEB}(G)$ cannot have $R(1)$ refutations with both constant space and constant width. It is easy to find $R(1)$,
in fact $R^*(1)$, refutations with constant space but the width is $\Theta(\mathcal{P}(G))$ and also $R(1)$ refutations with constant width, but then the space is $\Theta(\mathcal{P}(G))$.

These contradictions can be generalized in the following way. The contradiction $\text{PEB}_k^l(G)$ where $l, k \geq 1$ is obtained from $\text{PEB}(G)$ by introducing $k \cdot l$ variables $v_{i,j}$, $i \in [l], j \in [k]$ for each variable $v$ in $\text{PEB}(G)$. Each variable $v$ is replaced by

$$\bigwedge_{i \in [l]} \bigvee_{j \in [k]} v_{i,j}.$$

The resulting formula is then transformed into $CNF$ using de Morgan's laws, and distributivity. Hence, each source clause $s$ in $\text{PEB}(G)$ will correspond to the $\text{PEB}_k^l(G)$ source clauses

$$s_{i,1} \lor \cdots \lor s_{i,k}$$

for $i \in [l]$. Each target clause $\vec{t}$ in $\text{PEB}(G)$ will correspond to the $\text{PEB}_k^l(G)$ target clauses

$$\vec{t}_{i,j_1} \lor \cdots \lor \vec{t}_{i,j_l}$$

for $j_1, \ldots, j_l \in [k]$. And each pebbling clause $\vec{u} \lor \vec{v} \lor w$ in $\text{PEB}(G)$ will correspond to the $\text{PEB}_k^l(G)$ pebbling clauses

$$\vec{u}_{i,j_1} \lor \cdots \lor \vec{u}_{i,j_l} \lor \vec{v}_{i,m_1} \lor \cdots \lor \vec{v}_{i,m_l} \lor w_{i,1} \lor \cdots \lor w_{i,k}$$

for $j_1, \ldots, j_l, m_1, \ldots, m_l \in [k], i \in [l]$. Clearly, $\text{PEB}_k^l(G)$ is a contradiction since $\text{PEB}(G)$ is. Moreover $\text{PEB}_k^l(G)$ has small $R^*(k)$ refutations. Ben-Sasson et al. considered in [17] the formulas $\text{PEB}_2^1(G)$ to give a quasioptimal size separation between $R(1)$ and $R^*(1)$. These formulas have exponential $R^*(1)$ refutations but constant width polynomial size $R(1)$ refutations.

### 1.3.5 Random Formulas

Let $F^n_m$ be the probability distribution obtained by selecting $m$ clauses of size exactly 3 independently, uniformly at random from the set of all $2^3 \cdot \binom{n}{3}$ clauses of size 3 built on $n$ distinct variables. $F \sim F^n_m$, means that $F$ is selected at random from this distribution. A random 3-CNF formula is a formula $F \sim F^n_m$. 
1.4 Circuit Complexity

In this section we introduce concepts about Circuit Complexity that will be used in several places of this work. As said in the Introduction, Circuit Complexity results are often used in Proof Complexity. The reason is that under certain circumstances R(1) or CP refutations can be transformed into circuit computing a function related to the formula being refuted. The size of the circuit is similar to that of the original refutation, so size lower bounds for circuits can be translated into size lower bounds for refutations, see for example [20, 39].

1.4.1 Monotone circuits

Definition 17 A boolean function in the boolean variables $x_1, \ldots, x_n$ is a map $f : \{0,1\}^n \rightarrow \{0,1\}$.

Definition 18 A monotone boolean function $f$ is a boolean function such that for any two inputs $a$ and $b$, when $a \leq b$ holds that $f(a) \leq f(b)$.

Definition 19 A boolean circuit is a directed acyclic graph of indegree 2, where source nodes are labeled by variables and boolean constants, and nonsource nodes are called gates and are labeled with the boolean function computed at that gate.

Definition 20 A monotone boolean circuit is a boolean circuit computing a monotone boolean function using monotone gates.

Definition 21 A monotone boolean formula is a fanout 1 monotone boolean circuit.

The class of real circuits was introduced by Pudlák[54] and are a generalization of boolean circuits.

Definition 22 A monotone real circuit is a circuit of fanin 2 computing with real numbers where every gate computes a nondecreasing real function. The circuits output 0 or 1 on every input of zeroes and ones only. A monotone real formula is a fanout 1 monotone real circuit.
We list the main complexity measures for circuits.

**Definition 23** Complexity measures for circuits.

1. **The size of a circuit** is the number of gates.

2. **The size of a function** is the minimal size of its circuits. We will denote boolean (monotone) circuit size by $S_B$ ($S_{MB}$), and real (monotone) circuit size by $S_R$ ($S_{MR}$).

3. **The depth of a circuit** is the length of the longest path from the target to a source.

4. **The depth of a function** is the minimal depth of its circuits. We will denote boolean (monotone) circuit depth by $D_B$ ($D_{MB}$), and real (monotone) circuit depth by $D_R$ ($D_{MR}$).

5. A circuit is called *formula* if every gate has fanout at most 1. The size of monotone real formulas is denoted by $S_{MR}$.

Lower bounds on the size of monotone real circuits were given by Pudlák [54], Cook and Haken [39] and Fu [32]. Rosenbloom [61] shows that they are strictly more powerful than monotone boolean circuits, since every slice function can be computed by a linear size, logarithmic depth monotone real circuit, whereas most slice functions require exponential size boolean circuits. On the other hand, Jukna [42] gives a general lower bound criterion for monotone real circuits, and uses it to show that certain functions in $P/poly$ require exponential size monotone real circuits. Hence the computing power of monotone real circuits and boolean circuits is incomparable.

### 1.4.2 The feasible monotone interpolation property

For the separations from $CP^*$ to $CP$ and from $R^*(1)$ to $R(1)$ in Section 2.1 we use the following version of feasible monotone interpolation property. Theorem 24 relates the size of CP refutations with the size of monotone real circuits and also the size of CP* refutations with the size of monotone real formulas.
Theorem 24 ([54]) Let $\vec{p}, \vec{q}, \vec{r}$ be disjoint vectors of variables, and let $A(\vec{p}, \vec{q})$ and $B(\vec{p}, \vec{r})$ be sets of inequalities in the indicated variables such that the variables $\vec{p}$ either have only nonnegative coefficients in $A(\vec{p}, \vec{q})$ or have only nonpositive coefficients in $B(\vec{p}, \vec{r})$.

Suppose there is a CP refutation $\mathcal{R}$ of $A(\vec{p}, \vec{q}) \cup B(\vec{p}, \vec{r})$. Then there is a monotone real circuit $C(\vec{p})$, called the interpolant, of size $O(|\mathcal{R}|)$ such that for any vector $\vec{a} \in \{0, 1\}^p$

\[
C(\vec{a}) = 0 \rightarrow A(\vec{a}, \vec{q}) \text{ is unsatisfiable}
\]
\[
C(\vec{a}) = 1 \rightarrow B(\vec{a}, \vec{r}) \text{ is unsatisfiable}
\]

Furthermore, if $\mathcal{R}$ is treelike, then $C(\vec{p})$ is a monotone real formula.

Skipping the condition that the variables $\vec{p}$ either have only nonnegative coefficients in $A(\vec{p}, \vec{q})$ or have only nonpositive coefficients in $B(\vec{p}, \vec{r})$, the interpolant is real circuit or a real formula if $\mathcal{R}$ was a CP refutation or a CP* refutation.

For the case of $R(1)$ or $R^*(1)$ refutations a simpler version of Theorem 24 suffices. The interpolant will be a monotone boolean circuit instead a monotone real circuit. This version of Theorem 24 will be also used in Section 2.2 to separate $R(2)$ from $R(1)$.

Also note that it is not stated in the original formulation of Theorem 24 in [54] that treelike refutations produce formulas instead of circuits, but this can be checked easily in the construction of the interpolant from the refutation.

1.5 Overview of results in the area

In this section we give an overview of results in Proof Complexity and put our results in context, explaining its significance and the relations with previous and posterior works of others.

Haken in [38] was the first in proving exponential $R(1)$ size lower bounds. He showed that $\mathbb{PHP}^{n+1}$ requires exponential size $R(1)$ refutations. The proof techniques of Haken where extended in [25] to prove that $\mathbb{PHP}^{n^2}$ requires exponential size $R(1)$ refutations. Only recently it has been proved exponential lower bounds for $\mathbb{PHP}^m$ where $m \geq n^2$ [56, 58]. Urquhart [66] proved exponential $R(1)$ size lower bounds for $T(G)$ for a suitable family
of graphs $G$. Chvátal and Szemerédi [26] showed that in some sense, almost all classes of unsatisfiable $CNF$ formulas require exponential size $R(1)$ refutations. In [13, 17] there are simplified proofs of these results. All these exponential lower bounds are bad news for Automated Theorem Proving, since they mean that often the time used in finding refutations will be exponentially long in the size of the formula, just because the shortest refutations are also exponentially long in the size of the formula. Refinements of $R(1)$ have been also studied. It is important to know if these refinements produce longer refutations than $R(1)$, because these refinements are often used in Automated Theorem Proving. Goerdt in [35, 36, 37] gave superpolynomial separations between $R(1)$ and several refinements: for ordered, negative and regular $R(1)$ respectively. In [18] an exponential separation between ordered $R(1)$ and $R(1)$ is proved, in fact between ordered and negative $R(1)$. Recently exponential separations have been proved between $R(1)$ against regular and negative $R(1)$, in [3, 22] respectively. It is also important to study efficiency issues for $R^*(1)$ because it is widely used in Automatic Theorem Proving. Its importance stems from the close relationship between the complexity of $R^*(1)$ refutations and the runtime of a certain class of satisfiability testing algorithms, the so-called DLL Algorithms, see [55, 12]. Superpolynomial separations between $R^*(1)$ and $R(1)$ can be found in [67]. In [18], see Section 2.1, this separation is proven to be exponential, thus showing that finding $R^*(1)$ refutations is not an efficient strategy for finding $R(1)$ refutations. In [16] this result is improved by giving a nearly optimal separation between $R(1)$ and $R^*(1)$. All the separation results of [18] improve to exponential the previously known superpolynomial ones, and these exponential separations harden the known results showing inefficiency of several widely used strategies for finding proofs, especially for $R(1)$.

There are also exponential size lower bounds for CP. Impagliazzo et al. [40] proved exponential size lower bounds for $CP^*$. Bonet et al. [20] proved an exponential size lower bound for a subsystem of CP, where the coefficients appearing in the inequalities are polynomially bounded in the size of the formula being refuted. This is an important result because all known CP refutations fulfill this property. Finally, Pudlák [54] and Cook and Haken [39] gave general circuit complexity results from which exponential lower bounds for CP follow. To this day it is still unknown whether CP with bounded coefficients polynomially simulates CP. Since there is an exponential speedup of CP over $R(1)$, see [28], it would be nice to find
1.5. **OVERVIEW OF RESULTS IN THE AREA**

an efficient algorithm for finding CP refutations and a question to ask is whether trying to find CP* refutations would be an efficient strategy for finding CP refutations. Johannsen [41] gave a superpolynomial separation, with a lower bound of the form $\Omega(n^{\log n})$, between CP* and CP. This was previously known for CP* with bounded coefficients in [20]. In [18] this separation is improved to exponential, this means that trying to find CP* refutations is not a good strategy for finding CP refutations. The separations between $R^*(1)$ and CP* against R(1) and CP respectively are obtained using the feasible monotone interpolation property introduced by Krajíček [46]. Closely related ideas appeared previously in the mentioned works that gave lower bounds for fragments of CP, see [40, 20]. The interpolation method applied to CP, translates proofs of certain formulas to monotone real circuits, a class of circuits which generalize boolean circuits. This transformation has two important features: it preserves the size, that is, the size of the circuit is of the order of the size of the proof from which it is built; and it preserves the structure, that is, treelike proofs give rise to treelike circuits. So it gives a way to reduce the problem of proving size lower bounds for CP* to that of giving lower bounds for the size of monotone real formulas. To use this method, in [18], we extend to monotone real circuits a result from [57] for monotone boolean circuits.

In [6] we give results about R(2). R(k) can be viewed either as an extension of R(1) or as a restriction of bounded-depth Frege. In [6, 4] it is proven that $\mathsf{PHP}^{cn}$ requires exponential size R(2) refutations. This is, to our knowledge, the first exponential lower bound for the weak Pigeonhole Principle in a subsystem of bounded-depth Frege that extends R(1). We state other results about $\mathsf{PHP}$ in several proof systems. For a complete treatment refer to [59]. Beame et al. [10] proved that $\mathsf{PHP}^{n+c}$ requires exponential size proofs in bounded-depth Frege systems and it is open whether lower bounds can be proved when the number of pigeons in greater than $n+c$. Regarding upper bounds, Buss [23] gave polynomial size proofs of $\mathsf{PHP}^{n+1}$ in unrestricted Frege systems. It is also known that $\mathsf{PHP}^{2n}$ has quasipolynomial size proofs in bounded-depth Frege [52, 49]. Also in [49] there is a quasipolynomial upper bound for depth-0,5 LK, which is equivalent to R($\log n$), when we allow conjunctions of up to polylog literals. As a consequence there is an exponential separation between R(2) and R($\log n$). In [6, 4] using techniques from [11], it is also obtained an exponential R(2) size lower bound for Random Formulas with a certain clause density. Again, this is the first
exponential lower for Random Formulas for a proof system stronger than R(1). This result may be considered as a first step towards proving them hard for bounded-depth Frege.

Another important question to ask is whether R(2) is more powerful than R(1). In [6] we prove that R(1) cannot polynomially simulate R(2), and therefore R(2) is superpolynomially more efficient than R(1). As a corollary, we see that R(2) does not have the feasible monotone interpolation property, solving this way a conjecture of Krajíček [48]. These results are in Section 2.2. This separation between R(1) and R(2) has been improved to slightly exponential in [5] using a different formula.

Another motivation for working with the system R(2) is to see how useful it can be for Automated Theorem Proving. Given that it is more efficient than R(1), because at least there is a superpolynomial separation, it might be a good idea to try to find good heuristics to find proofs in R(2).

In [29] there are some results about $R^*(k)$. It is proven that $R^*(k)$ forms a hierarchy regarding proof size, see Subsection 2.4.2. That means that there are formulas that require exponential size $R^*(k)$ refutation whereas they have polynomial size $R^*(k+1)$ refutations. This separation holds also between $R^*(2)$ and $R^*(1)$. In [29] it is also proven that R(1) dominates $R^*(k)$, see Subsection 2.4.3. This is a particular case of a simulation from [45], but we show that an increment by factor 2, independent of $k$, suffices. In [63] it is proved that R($k$) forms a hierarchy regarding proof size, thus extending the result in [29], and that the Pigeon Principle with certain parameters and Random Formulas with certain initial width require exponential size R($k$) refutations, thus extending the results in [6] which hold only for R(2).

Width is a complexity measure introduced in [17]. Under certain circumstances width lower bounds can provide exponential size R(1) lower bounds and proving a width lower bound should be easier than proving a R(1) size lower bound directly. In [17], previously known size R(1) lower bounds for formulas such as $\mathbb{P} \mathbb{F} \mathbb{F}$ and $T(G)$ were proved in an unified way using the concept of width. In [19] it was proved that a width lower bound of the square root in the number of variables does not imply a superpolynomial R(1) size lower bounds, solving an open problem in [17]. Another interesting result about width is the combinatorial characterization of [7]. A Player-Adversary game over CNF formulas can be used to find
width bounds, this simplifies the task of proving width lower bounds and consequently the
task of proving size lower bounds. In [30] a relationship between \( R^*(1) \) space and width was
proved and was later extended to \( R(1) \) space also in [7].

Space is also a recent complexity measure. It was introduced in [30] along with general
results about relationships between space and size and some space lower bounds for well
studied formulas as \( \mathsf{PMP} \) and \( \mathsf{T}(G) \). Independently in [2] appeared an equivalent definition
of space and the lower bounds in [30] were proved using this formulation along with a new
space lower bound for \( \mathsf{GT}_n \). The authors of [2] made a difference between what they call
clause space, which is what we call just space, and variable space, in which it is taken into
account not the number of clauses but the minimal number of literals that must be kept
simultaneously in order to carry out the refutation. They also extended space to other proof
systems. In [15] it was proved a new space lower bound for Random Formulas. In [29] all the
previously known space lower bounds have been proved in an simpler and unified way using
the concept of dynamical satisfiability also introduced in [29]. Besides this concept allows to
extend all these lower bounds to \( R(k) \). This results appear in Section 3.5. The concept of
dynamical satisfiability is very similar to the combinatorial characterization of width in [7],
but it was found independently. As happened with respect to size, in [29] it is also shown
that \( R^*(k) \) forms a hierarchy respect to space, see Section 3.4. So, there are formulas that
require nearly linear space for \( R^*(k) \) whereas they have constant space \( R^*(k + 1) \) refutations.

In [31] a combinatorial characterization of \( R^*(1) \) space is proved, see Section 3.2. As in the
case of the width characterization in [7] it is also via a Player-Adversary game over \( \mathsf{CNF} \)
formulas. It would be interesting to find a combinatorial characterization for \( R(1) \) space.

An interesting open problem about \( R^*(1) \) space is the space for \( \mathsf{PEB}^1(G) \) for a graph \( G \) with
a high pebbling number. In [16] is proved an exponential \( R^*(1) \) size lower bound for these
formulas. That lower bound implies by a result in [30] nearly linear \( R^*(1) \) space lower bounds
that can also be obtained via the combinatorial characterization in [31]. \( \mathsf{PEB}^1(G) \) has \( R(1) \)
refutations with both polynomial size and constant width, but not much is known about the
space. In [31] using this formula the first separation between \( R(1) \) space and \( R^*(1) \) space is
given, see Section 3.3. This separation shows that the characterization of \( R^*(1) \) space is
not valid for \( R(1) \) space. It would be interesting to prove a matching space lower bound
for $\mathsf{PBB}_2^I(G)$ or find an smaller space upper bound. As $\mathsf{PBB}_2^I(G)$ has constant space $R^*(2)$ refutations using the dynamical satisfiability concept only a constant space lower bound can be proved, so if it happens that $\mathsf{PBB}_2^I(G)$ requires nonconstant space $R(1)$ refutations, the dynamical satisfiability concept will not be a tight characterization of $R(1)$ space.

1.6 Summary of results and organization of this work

After giving an overview of results in Proof Complexity we will comment our results separately to show clearly our contribution to the field of Proof Complexity. The rest of this work is divided into three chapters. Chapter 2 is devoted to the results about size regarding the Proof Systems presented in Section 1.1, which include size lower and upper bounds that when they are related provide separations between different proof systems or the treelike and the general version of the same proof system. In Chapter 3 we present results mainly about space complexity, including also space lower and upper bounds and relationships between space and other complexity measures. Chapter 4 shows a summary of the results in this work compared to previous and posterior related results. We also list some open problems related to our work.

Regarding size, in Section 2.1 we improve separations between treelike and general versions of $R(1)$ and CP. To do so we extended a size lower bound from [57] for monotone boolean circuits to monotone real circuits. The results appeared in [18]. This kind of separations is interesting because some Automated Theorem Provers rely on the treelike version of proof systems, so the separations show that is not always a good idea to restrict to the treelike version. What we do is to prove CP* exponential lower bounds for certain formulas via the feasible monotone interpolation property, see Theorem 24, which clearly are also lower bounds for $R^*(1)$. To get the separation we show $R(1)$ polynomial size upper bounds for the same formulas, which clearly are also upper bounds for CP. In fact we can separate not only $R^*(1)$ from $R(1)$, also we can separate $R^*(1)$ from certain restrictions of $R(1)$ like regular $R(1)$ and negative $R(1)$. The separation result for $R^*(1)$ and $R(1)$ was later improved in [16].

The rest of Chapter 2 is devoted to $R(k)$ and $R^*(k)$. After the apparition of $R(k)$ which is
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a system lying between R(1) and bounded-depth Frege it was important to study how pow-erful it is and its relation both with R(1) and bounded-depth Frege. In Section 2.2 we show that R(2) is strictly more powerful than R(1). We give a R(2) polynomial size upper bound for a certain Clique-Coclique principle reducing it to a Pigeonhole Principle with parameters that ensures polynomial size proofs. But as R(1) has the feasible monotone interpolation property, and it is known that monotone circuits separating cliques from cocliques require superpolynomial size, then R(1) refutations for this Clique-Coclique principle also require superpolynomial size. This separation answers an open problem by Krajíček, namely we show that R(2) does not have the feasible monotone interpolation property. This result appeared in [6]. The separation between R(1) and R(2) was later improved in [5]. In Section 2.3 we present an unpublished result that shows that R(2) lower bounds for $\mathcal{PH}_{n}^{1}$ provides R(1) lower bounds for $\mathcal{PH}_{n}^{2}$. This was a new attempt of solving a long standing open problem, the R(1) size for $\mathcal{PH}_{n}^{2}$. Of course we do not know whether this approach would have made the proof easier, but as the problem was solved while we were working a it, see [56, 58], we abandoned this approach. Section 2.4, deals with $R^*(k)$. It was known that R(2) was more powerful that R(1) and $R^*(2)$ more powerful than $R^*(1)$, so a natural question was to find out whether we can separate successive levels of R(k) or $R^*(k)$. The answer is yes. We show exponential separations between successive levels of what we can call now the $R^*(k)$ hierarchy and Segerlind et al. [63] showed separations for the R(k) hierarchy. We also prove that R(1) simulates $R^*(k)$ which is a particular case of a theorem by Krajíček [45], but we can make the simulation shorter than the general simulation.

In Chapter 3 we show our results concerning R(k) space. R(1) space was defined in [30] improving a definition from [44]. Also in [2] there is an equivalent formulation of R(1) space. In Section 3.1 we give general results for R(1) and $R^*(1)$ space that appeared mainly in [30]. In Section 3.2 a combinatorial characterization of $R^*(1)$ space is proved. This result appeared in [31]. As in the case of the width characterization in [7] it is also via a Player-Adversary game over $CNF$ formulas. It would be interesting to find a combinatorial characterization for R(1) space. In Section 3.3 we give another result from [31], namely the first space separation from R(1) to $R^*(1)$. We show that $\mathcal{PBB}_{1}(G)$ requires less space for R(1) than for $R^*(1)$, at least one third less. In Section 3.4 we show a result from [29]. As happened with
respect to size, \( R^*(k) \) forms a hierarchy respect to space. So, there are formulas that require nearly linear space for \( R^*(k) \) whereas they have constant space \( R^*(k + 1) \) refutations. In Section 3.5 we present another result from [29]. We extend all previously known \( R(1) \) space lower bounds to \( R(k) \) in a simpler and unified way, that holds for \( R(1) \) as well, using the concept of dynamical satisfiability presented also in [29].
Chapter 2

Size

In this chapter we present the results relative to proof size. In Section 2.1 we prove several separations. The first, in Subsection 2.1.4, is an exponential separation between CP* and R(1) which of course implies an exponential separation between R*(1) and R(1) and also between CP* and CP. This separation was later improved in [16]. The second separation in Subsection 2.1.5 is between CP* and regular R(1). In Section 2.2 we present a super-polynomial separation between R(1) and R(2). We give a polynomial R(2) refutation of PHP with certain parameters, whereas there are only superpolynomial R(1) refutations for PHP with the same parameters. This solves an open question posed by Krajíček in [48], namely that R(2) has not the feasible monotone interpolation property, see Theorem 24. In Section 2.3 we prove that R(2) size lower bounds for PHP_{n^2} can be translated into R(1) size lower bounds for PHP_{n^2}. This was a way of solving a longstanding open problem: the size complexity of PHP_{n^2}, but as it was solved in [58, 56] later, we abandoned this work. In Section 2.4 we prove that R*(k) forms a hierarchy with respect to size and also we show that R(1) dominates R*(k) only by doubling the size of the refutation.

2.1 Size separation between CP* and R(1)

The main result of this section is an exponential separation between CP* and CP and also between R*(1) and R(1). The separations are obtained through the feasible monotone
interpolation property, see Section 1.4.2. To apply this property we had to extend the lower bounds for monotone boolean circuits of [57] to monotone real circuits, see Section 1.4.1.

The results in this section are part of [18] and also have appeared in Galesi’s dissertation [33]. I include in this work the results in which I had a significative part explaining also some results in [18, 33] which are needed to understand this section.

Before discussing how the results are obtained we need to define some new concepts that will be used only in this section.

### 2.1.1 Real Communication Complexity

**Definition 25** A \( R \subseteq X \times Y \times Z \) is a **multifunction** if for every pair \( (x, y) \in X \times Y \), there is a \( z \in Z \) with \( (x, y, z) \in R \).

We view such a multifunction as a search problem, that is, given input \( (x, y) \in X \times Y \), the goal is to find a \( z \in Z \) such that \( (x, y, z) \in R \).

**Definition 26** A **deterministic communication protocol** \( P \) over \( X \times Y \times Z \) specifies the exchange of information bits between two players, I and II, that receive as inputs respectively \( x \in X \) and \( y \in Y \) and finally agree on a value \( P(x, y) \in Z \) such that \( (x, y, P(x, y)) \in R \).

**Definition 27** The **deterministic communication complexity** of \( R \), \( CC(R) \), is the number of bits communicated between players I and II in the optimal protocol for \( R \).

**Definition 28** A **real communication protocol** over \( X \times Y \times Z \) is executed by two players I and II who exchange information by simultaneously playing real numbers and then comparing them according to the natural order of \( \mathbb{R} \).

This generalizes ordinary deterministic communication protocols in the following way: in order to communicate a bit, the sender plays this bit, while the receiver plays a constant between 0 and 1, so that he can determine the value of the bit from the outcome of the comparison.

Formally, such a protocol \( P \) is specified by a binary tree, where each internal node \( v \) is labeled by two functions \( f^I_v : X \to \mathbb{R} \), giving player I’s move, and \( f^{II}_v : Y \to \mathbb{R} \), giving player
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$II$'s move, and each leaf is labeled by an element $z \in Z$. On input $(x, y) \in X \times Y$, the players construct a path through the tree according to the following rule:

At node $v$, if $f^L_v(x) > f^R_v(y)$, then the next node is the left son of $v$, otherwise the right son of $v$.

The value $P(x, y)$ computed by $P$ on input $(x, y)$ is the label of the leaf reached by this path.

A real communication protocol $P$ solves a search problem $R \subseteq X \times Y \times Z$ if for every $(x, y) \in X \times Y$, $(x, y, P(x, y)) \in R$ holds.

**Definition 29** The real communication complexity $CC_R(R)$ of a search problem $R$ is the minimal depth of a real communication protocol that solves $R$.

Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a monotone boolean function, let $X := f^{-1}(1)$ and $Y := f^{-1}(0)$, and let the multifunction $R_f \subseteq X \times Y \times [n]$ be defined by

$$(x, y, i) \in R_f \text{ iff } x_i = 1 \text{ and } y_i = 0$$

**Definition 30** The Karchmer-Wigderson game for $f$ is defined as follows: Player I receives an input $x \in X$ and Player II an input $y \in Y$. They have to agree on a position $i \in [n]$ such that $(x, y, i) \in R_f$. We will call $R_f$ the Karchmer-Wigderson game for the function $f$.

There is a relation between the real communication complexity of $R_f$ and the depth of a monotone real circuit or the size of a monotone real formula computing $f$, similar to the boolean case:

**Lemma 31 (Krajíček [47])** Let $f$ be a monotone boolean function. Then

1. $CC_R(R_f) \leq D_{\text{MM}}(f)$;

2. $CC_R(R_f) \leq \log_{3/2} S_{\text{MM}}^*(f)$.

For a proof see [47] or [41]. Notice that by (2) a linear lower bound for the real communication complexity of $R_f$ gives an exponential lower bound for the size of the smallest monotone real formula computing $f$. 
2.1.2 DART games and Structured Protocols

Raz and McKenzie [57] introduced a special kind of communication games, called DART games, and a special class of communication protocols, the structured protocols, for solving them.

**Definition 32** For $m, k \in \mathbb{N}$, DART$(m, k)$ is the set of communication games specified by a relation $R \subseteq X \times Y \times Z$ such that:

- $X = [m]^k$. The inputs for Player I are $k$-tuples of elements $x_i \in [m]$.
- $Y = ([0,1]^m)^k$. The inputs for Player II are $k$-tuples of binary colorings $y_i$ of $[m]$.
- For all $i = 1, \ldots, k$ let $e_i = y_i(x_i) \in \{0,1\}$, that is, the $x_i$-th bit in the $m$-bits string $y_i$. The relation $R \subseteq X \times Y \times Z$ defining the game only depends on $e_1, \ldots, e_k$ and $z$, hence we can describe $R(x,y,z)$ as $R((e_1, \ldots, e_k), z)$.
- $R((e_1, \ldots, e_k), z)$ can be expressed as a DNF Search Problem. There exists a DNF tautology $F_R$ defined over the variables $e_1, \ldots, e_k$ such that $Z$ is the set of terms of $F_R$, and $R((e_1, \ldots, e_k), z)$ holds if and only if the term $z$ is satisfied by the assignment $(e_1, \ldots, e_k)$.

**Definition 33** A structured protocol for a DART game is a communication protocol for solving the search problem $R$, where player I gets input $x \in X$, player II gets input $y \in Y$, and in each round, player I reveals the value $x_i$ for some $i$, and II replies with $y_i(x_i)$.

**Definition 34** The structured communication complexity of $R \in$ DART$(m, k)$, denoted by $SC(R)$, is the minimal number of rounds in a structured protocol solving $R$.

In [57] it was proven that $CC(R) \leq SC(R) \cdot \Omega(\log m)$. This is easy to generalize to real communication complexity.

**Lemma 35** For a DART game $R$, $CC_{\mathbb{R}}(R) \leq SC(R) \cdot \Omega(\log m)$. 
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Proof. Observe that at each structured round the two players transmit $\lceil \log m \rceil + 1$ bits. The first player transmits a number in $[m]$ and the second answers with a bit. Observe that w.l.o.g. we can assume that both players know the structure of the protocol of the game. Therefore at each round they both know what is the coordinate $i$ of the inputs they have to talk about and they have no need to transmit it, so the result follows. Q.E.D.

Theorem 36 is a generalization to real communication complexity of a result of [57]. It is necessary to produce lower bounds for monotone real circuits. The proof of Theorem 36 can be found in [18, 33].

Theorem 36 Let $m, k \in \mathbb{N}$. For every relation $R \in \text{DART}(m, k)$, where $m \geq k^{14}$,

$$CC_{\#}(R) \geq SC(R) \cdot \Omega(\log m).$$

From Lemma 35 and Theorem 36 follows:

Corollary 37 [18] $CC_{\#}(R) = SC(R) \cdot \Omega(\log m)$.

Another corollary to Theorem 36, is that for DART games, real communication protocols are no more powerful than deterministic communication protocols.

Corollary 38 Let $m, k \in \mathbb{N}$. For $R \in \text{DART}(m, k)$ with $m \geq k^{14}$, $CC_{\#}(R) = \Theta(CC(R))$.

Proof. $CC(R) \geq CC_{\#}(R) \geq SC(R) \cdot \Omega(\log m) \geq \Omega(CC(R))$. Q.E.D.

At this point we must define the following concepts:

Definition 39 A minterm (respectively a maxterm) of a boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$ is a set of inputs $x \in \{0,1\}^n$ such that $f(x) = 1$ (respectively $f(x) = 0$) and for each $y \in \{0,1\}^n$ obtained from $x$ by changing a bit from 1 to 0 (respectively by changing a bit from 0 to 1) it holds that $f(y) = 0$ (respectively $f(y) = 1$).

We will apply the feasible monotone interpolation property, see Subsection 1.4.2 on a formula $A(\vec{p}, \vec{q}) \cup B(\vec{p}, \vec{r})$ such that $A(\vec{p}, \vec{q})$ will encode that $\vec{p}$ is a minterm of $f$ and $B(\vec{p}, \vec{r})$ will encode that $\vec{p}$ is maxterm of $f$. Given a CP* refutation of $A(\vec{p}, \vec{q}) \cup B(\vec{p}, \vec{r})$, the interpolant provided by Theorem 24 will be a monotone real formula $C(\vec{p})$ which computes the function
The fact that $C(p)$ is a monotone real treelike circuit if the refutation $R$ is treelike is not part of the original theorem, but can be directly obtained from the proof of the theorem in [54]. The reason is that the underlying graphs of the refutation and the circuit are the same. Therefore if we are able to prove exponential lower bound for the size of the treelike monotone real circuits computing $f$ we immediately obtain an exponential lower bound for CP* and a fortiori for R(1) refutations for $A(p, q) \cup B(p, r)$.

To get the separation we need a monotone boolean function such that:

- has exponential lower bounds for monotone real formulas computing it and

- the corresponding $A(p, q) \cup B(p, r)$ have polynomial size R(1) refutations, and therefore also polynomial size CP refutations.

For the monotone boolean function $f$ we consider the monotone function $GEN_n$ of $n^3$ inputs $t_{a,b,c}$, $a, b, c \in [n]$ defined as follows:

**Definition 40** $GEN_n(i) = 1$ iff $n$, where for $c \in [n]$, $c$ means $c$ is generated, which is defined recursively by $c = 1$ or there are $a, b \leq n$ with $a, b$ and $t_{a,b,c} = 1$.

Sometimes we will write $a, b \vdash c$ for $t_{a,b,c} = 1$.

We will prove exponential lower bounds for the size of treelike monotone real circuits computing $GEN_n$ in Section 2.1.3. The formulas $A(p, q)$ and $B(p, r)$ expressing respectively a minterm and a maxterm of $GEN_n$, with short R(1) refutations are presented in Section 2.1.4.

### 2.1.3 Lower bounds for Real Communication Complexity

We want to prove a $\Omega(n^c)$ lower bound for the real communication complexity of the Karchmer-Wigderson game associated to $GEN_n$. We will consider a DART game related to the $GEN_n$ function. In this game the generation will proceed in a pyramidal way. We first define a set that will ease the definition of the game.

**Definition 41** For $d \in \mathbb{N}$, let $P_d = \{(i, j) ; 1 \leq j \leq i \leq d\}$.

Following [57], we define the DART game PYR$(m, d)$, related to the $GEN_n$, with parameters $m = d^{2^8}$ and $n = \left(d^{d+1}\right)m + 2$, so that $d \approx n^{1/30}$. 
Definition 42 We regard the indices as elements of \( P_d \), so that the inputs for the two players I and II in the PYR\((m,d)\) game are respectively sequences of elements \( x_{i,j} \in [m] \) and \( y_{i,j} \in \{0,1\}^m \) with \((i,j) \in P_d\), and we picture these as laid out in a pyramidal form with \((1,1)\) at the top and \((d,j)\), \(1 \leq j \leq d\) and the bottom. The goal of the game is to find either an element colored 0 at the top of the pyramid, or an element colored 1 at the bottom of the pyramid, or an element colored 1 with the two elements below it colored 0. That is we have to find indices \((i,j)\) such that one of the following holds:

1. \( i = j = 1 \) and \( y_{1,1}(x_{1,1}) = 0 \), or
2. \( y_{i,j}(x_{i,j}) = 1 \) and \( y_{i+1,j}(x_{i+1,j}) = 0 \) and \( y_{i+1,j+1}(x_{i+1,j+1}) = 0 \), or
3. \( i = d \) and \( y_{d,j}(x_{d,j}) = 1 \).

Observe that, setting \( e_{i,j} = y_{i,j}(x_{i,j}) \) for \( 1 \leq j \leq i \leq d \), this search problem can be defined as a DNF search problem given by the following DNF tautology:

\[
\overline{e}_{1,1} \lor \bigvee_{1 \leq j \leq i \leq d-1} (e_{i,j} \land \overline{e}_{i+1,j} \land \overline{e}_{i+1,j+1}) \lor \bigvee_{1 \leq j \leq d} e_{d,j}
\]

Therefore, PYR\((m,d)\) is a game in DART\((m, (d+1)/2))\).

Theorem 43 For some \( \epsilon > 0 \) and sufficiently large \( n \) \( CC_{\mathbb{R}}(R_{\text{gen}}) \geq \Omega(n^\epsilon) \).

Proof. The theorem follows from the following results:

\[
d \leq SC(\text{PYR}(m,d)) \quad \text{(Lemma 44)}
\]

\[
\Omega(\log m) SC(\text{PYR}(m,d)) \leq CC_{\mathbb{R}}(\text{PYR}(m,d)) \quad \text{(Theorem 36)}
\]

\[
CC_{\mathbb{R}}(\text{PYR}(m,d)) \leq CC_{\mathbb{R}}(R_{\text{gen}}) \quad \text{(Lemma 45)}
\]

Q.E.D.

Lemma 44 is proved in [57]. In [18, 33], Theorem 36 is proven for every DART game \( R \). Lemma 45 is an adaptation of a proof in [57]. A lower bound on the structured communication complexity of PYR\((m,d)\) was proved in [57]:

Lemma 44 ([57]) \( SC(\text{PYR}(m,d)) \geq d \).
Lemma 45 shows that the real communication complexity of the game PYR\((m, d)\) is bounded by the real communication complexity of the Karchmer-Wigderson game for GEN\(_n\) for a suitable \(n\). The proof is adapted from [57].

**Lemma 45** Let \(d, m \in \mathbb{N}\) and let \(n := m \cdot \left(\frac{d+1}{2}\right) + 2\), then \(CC(R_{PYR}(m, d)) \leq CC(R_{GEN}(n))\).

**Proof.** We prove that any protocol \(P\) solving the Karchmer-Wigderson game for GEN\(_n\) can be used to solve the PYR\((m, d)\) game. Recall that PYR\((m, d)\) is a DART\((m, \left(\frac{d+1}{2}\right))\) game, so the two players I and II receive inputs respectively of the form \((x_{1,1}, \ldots, x_{d,d})\) where \(x_{i,j} \in [m]\) for all \((i, j) \in P_d\) and \((y_{1,1}, \ldots, y_{d,d})\) where \(y_{i,j} \in \{0, 1\}^m\) for all \((i, j) \in P_d\).

From their respective inputs for the PYR\((m, d)\) game, Player I and II compute respectively a minterm \(t^x_{a,b,c}\) and a maxterm \(t^y_{a,b,c}\) for GEN\(_n\) and then they play the Karchmer-Wigderson game applying the protocol \(P\).

As in [57] we consider fixed the element 1 as a bottom generator and the element \(n\) as the element we want to generate. We interpret the remaining \(n = \left(\frac{d+1}{2}\right)m\) elements between 2 and \(n - 1\) as triples \((i, j, k)\), where \((i, j) \in P_d\) and \(k \in [m]\).

Now player I computes from his input \((x_{1,1}, \ldots, x_{d,d})\) an input \(t^x_{a,b,c}\) for GEN\(_n\) such that GEN\(_n(t^x_{a,b,c}) = 1\) by setting the following (recall that \(a, b \vdash c\) means \(t^x_{a,b,c} = 1\)):

\[
1, 1 \vdash g_{d,j} \quad \text{for } 1 \leq j \leq d \\
g_{1,1}, g_{1,1} \vdash n \\
g_{i+1,j}, g_{i+1,j+1} \vdash g_{i,j} \quad \text{for } (i, j) \in P_{d-1}
\]

where \(g_{i,j} := (i, j, x_{i,j}) \in \{2, \ldots, n - 1\}\) and all the other bits \(t^x_{a,b,c} = 0\). This completely determines \(t^x_{a,b,c}\) and obviously GEN\(_n(t^x_{a,b,c}) = 1\) since we have forced a generation of \(n\) (in a pyramidal form).

Likewise Player II computes from his input \((y_{1,1}, \ldots, y_{d,d})\) a coloring \(col\) of the elements from \([n]\) by setting \(col(1) = 0, col(n) = 1\) and \(col((i, j, k)) = y_{i,j}(k)\) (the \(k\)-th bit of \(y_{i,j}\)). From this coloring, he computes an input \(t^y_{a,b,c}\) by setting \(t^y_{a,b,c} = 1\) iff it is not the case that \(col(c) = 1\) and \(col(a) = col(b) = 0\). Obviously GEN\(_n(t^y_{a,b,c}) = 0\).
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Playing the Karchmer-Wigderson game \( P \) for \( \text{GEN}_n \) now yields a triple \((a, b, c)\) such that 
\[
t_a^{x} = 1 \quad \text{and} \quad t_{a, b}^{y} = 0.
\]
By definition of \( t^y \), this means that \( \text{col}(a) = \text{col}(b) = 0 \) and \( \text{col}(c) = 1 \), and by definition of \( t^x \) one of the following cases must hold:

- \( a = b = 1 \) and \( c = g_{d,j} \) for some \( j \leq d \). By definition of \( \text{col} \), \( y_{d,j}(x_{d,j}) = 1 \).
- \( c = n \) and \( a = b = g_{k,1} \). In this case, \( y_{1,1}(x_{1,1}) = 0 \).
- \( a = g_{i+1,j}, b = g_{i+1,j+1} \) and \( c = g_{k,j} \). Then we have \( y_{i,j}(x_{i,j}) = 1 \), and 
\[
y_{i+1,j+1}(x_{i+1,j+1}) = 0.
\]

In any case, the players have solved PYR\((m, d)\) without additional communication. Q.E.D.

From Theorem 43 we obtain consequences for monotone real circuits analogous to those obtained in [57] for monotone boolean circuits. An immediate consequences of Theorem 43 and Lemma 31 is that any treelike monotone real circuit computing the boolean function \( \text{GEN}_n \) must have exponential size.

**Theorem 46** \( S_{\text{ME}},^*(\text{GEN}_n) = 2^\Omega(n^\epsilon) \) for some \( \epsilon > 0 \).

Consider now the following definition

**Definition 47** Let \( \vec{t} \) be an input to \( \text{GEN}_n \). We say that \( n \) is generated in a **DEPTH-\( d \) PYRAMIDAL FASHION** by \( \vec{t} \) if there is a mapping \( m : P_d \to [n] \) such that the following hold (recall that \( a, b \vdash c \) means \( t_{a,b,c} = 1 \)):

\[
1,1 \vdash m(d, j) \quad \text{for every} \ j \leq d
\]
\[
m(i + 1, j), m(i + 1, j + 1) \vdash m(i, j) \quad \text{for every} \ (i, j) \in P_{d-1}
\]
\[
m(1,1), m(1,1) \vdash n
\]

We need a function related to \( \text{GEN}_n \) in order to produce a unsatisfiable CNF formula to get the size separations.

**Definition 48** Call \( \text{PYR}_n \) the boolean function that outputs 1 on every input to \( \text{GEN}_n \) for which \( n \) is generated in a depth-\( d \) pyramidal fashion, and outputs 0 on all inputs where \( \text{GEN}_n \) is 0.
We can obtain an analogous of Theorem 46 also for the simpler case in which the generation is restricted to be only in a pyramidal form.

**Corollary 49** \( S^*_\text{ME} (\text{PYR}_n) = 2^{\Omega(n^\epsilon)} \) for some \( \epsilon > 0 \).

**Proof.** Observe that in Lemma 45 Player I from its input, builds an input for \( \text{GEN}_n \) which forces a depth-\( d \) pyramidal generation. So Lemma 36 can be easily adapted to \( \text{PYR}_n \) to prove that \( CC(\text{PYR}(m,d)) \leq CC(\text{PYR}_n) \). Lemma 44 and Theorem 36 imply that \( CC(\text{PYR}_n) \geq \Omega(n^\epsilon) \), for some \( \epsilon > 0 \). Finally Lemma 31 gives the Theorem. Q.E.D.

The other consequences drawn from Theorem 36 and Lemma 44 in [57] apply to monotone real circuits as well. We just state without proof the following result:

**Theorem 50** There are constants \( 0 < \epsilon, \gamma < 1 \) such that for every function \( d(n) \leq n^\epsilon \), there is a family of monotone functions \( f_n : \{0,1\}^n \rightarrow \{0,1\} \) that can be computed by monotone boolean circuits of size \( n^{O(1)} \) and depth \( d(n) \), but cannot be computed by monotone real circuits of depth less than \( \gamma \cdot d(n) \).

The method also gives a simpler proof of the lower bounds in [41], in the same way as [57] simplifies the lower bound of [43].

### 2.1.4 Separation between CP* and R(1)

As observed in Subsection 1.4.2, Theorem 24 allows to reduce the task of proving lower bounds for CP* to that of giving lower bounds for the size of treelike monotone real circuits. In this Section we build an unsatisfiable CNF formula \( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \) and we will obtain exponential lower bounds for CP* refutations using Corollary 49. That is, we build \( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \) in such a way that the interpolant provided by Theorem 24 is a monotone real treelike circuit computing the function \( \text{GEN}_n \), where \( n \) is generated in a pyramidal form. After that we also show that \( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \) admits polynomially size \( R(1) \) refutations.

Let \( n \) and \( d \) be natural numbers whose values will be fixed below. Recall that \( P_d := \{(i,j) ; 1 \leq j \leq i \leq d \} \). The clauses in \( \text{GEN}(\vec{p}, \vec{q}) \) will encode the property that the inputs
\( \vec{p} \) define a pyramidal generation, and therefore \( \text{GEN}_n(\vec{p}) = 1 \). The clauses in \( \text{COL}(\vec{p}, \vec{r}) \) will say that that the inputs \( \vec{p} \) define a coloring, so that \( \text{GEN}_n(\vec{p}) = 0 \) follows.

More precisely: the variables \( p_{a,b,c} \) for \( a, b, c \in [n] \) represent the input to \( \text{GEN}_n \). The variables \( q_{i,j,a} \) for \((i, j) \in P_d \) and \( a \in [n] \) will encode a pyramidal structure for some mapping \( m \) defining a pyramidal generation, see Definition 47. The meaning of \( q_{i,j,a} \) is that the mapping \( m \) is assigning the element \( a \in [n] \) to the position \((i, j)\) of the pyramid. The variables \( r_a \) for \( a \in [n] \) represent a coloring of the elements in \([n]\) by 0,1 such that: 1 is colored 0, \( n \) is colored 1 and the elements colored 0 are closed under generation, that is, if in a triangle of the pyramid the two base elements are colored 0, then also the top must be colored 0. The set \( \text{GEN}(\vec{p}, \vec{q}) \) is given by (2.1) - (2.4), and \( \text{COL}(\vec{p}, \vec{r}) \) by (2.5) - (2.7).

\[
\bigvee_{1 \leq a \leq n} q_{i,j,a} \quad \text{for } (i, j) \in P_d \tag{2.1}
\]

\[
\tilde{q}_{d,j,a} \lor p_{1,1,a} \quad \text{for } 1 \leq j \leq d \text{ and } a \in [n] \tag{2.2}
\]

\[
\tilde{q}_{1,1,a} \lor p_{a,a,n} \quad \text{for } a \in [n] \tag{2.3}
\]

\[
\tilde{q}_{i+1,j,a} \lor \tilde{q}_{i+1,j+1,b} \lor \tilde{q}_{i,j,c} \lor p_{a,b,c} \quad \text{for } (i, j) \in Pyr_{d-1} \text{ and } a, b, c \in [n] \tag{2.4}
\]

\[
\tilde{p}_{1,1,a} \lor \tilde{r}_a \quad \text{for } a \in [n] \tag{2.5}
\]

\[
\tilde{p}_{a,a,n} \lor r_a \quad \text{for } a \in [n] \tag{2.6}
\]

\[
r_a \lor r_b \lor \tilde{p}_{a,b,c} \lor \tilde{r}_c \quad \text{for } a, b, c \in [n] \tag{2.7}
\]

If \( \text{GEN}(\vec{t}, \vec{q}) \) is satisfiable for a fixed vector \( \vec{t} \in \{0, 1\}^{n^2} \), then \( n \) is generated in a depth- \( d \) pyramidal fashion, and if \( \text{COL}(\vec{t}, \vec{r}) \) is satisfiable, then \( \text{GEN}(\vec{t}) = 0 \). Observe that the variables \( \vec{p} \) occur only positively in \( \text{GEN}(\vec{p}, \vec{q}) \) and only negatively in \( \text{COL}(\vec{p}, \vec{r}) \). Hence from Theorem 24 and Corollary 49 we can prove size lower bounds for CP* refutations of \( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \):

**Theorem 51** \( L(CP) \left( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \right) = \Omega(n^r) \)

On the other hand, there are polynomial size \( R(1) \) refutations of these clauses.

**Theorem 52** \( L(1) \left( \text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}) \right) = n^{O(1)} \)
Proof. First we resolve clauses (2.2) and (2.5) to get

$$\bar{q}_{d,j,c} \lor \bar{r}_c$$

(2.8)

for \(1 \leq j \leq d\) and \(1 \leq c \leq n\).

Now we want to derive \(\bar{q}_{i,j,c} \lor \bar{r}_c\) for every \((i,j) \in P_d\) and \(1 \leq c \leq n\), by induction on \(i\) downward from \(d\) to 1. The induction base is just (2.8).

Now by induction we have

$$\bar{q}_{i+1,j,a} \lor \bar{r}_a \quad \text{and} \quad \bar{q}_{i+1,j+1,b} \lor \bar{r}_b,$$

we resolve them against (2.7) to get \(\bar{q}_{i+1,j,a} \lor \bar{q}_{i+1,j+1,b} \lor \bar{p}_{a,b,c} \lor \bar{r}_c\) for \(1 \leq a, b, c \leq n\) and then resolve them against (2.4) and get

$$\bar{q}_{i+1,j,a} \lor \bar{q}_{i+1,j+1,b} \lor \bar{q}_{i,j,c} \lor \bar{r}_c$$

for every \(1 \leq a, b \leq n\). All of these are then resolved against two instances of (2.1), and we get the desired \(\bar{q}_{i,j,c} \lor \bar{r}_c\) for every \(1 \leq c \leq n\).

Finally, we have in particular \(\bar{q}_{1,1,a} \lor \bar{r}_a\) for every \(1 \leq c \leq n\). We resolve them with (2.6) and get \(\bar{q}_{1,1,a} \lor \bar{p}_{a,a,n}\) for every \(1 \leq a \leq n\). These are resolved with (2.3) to get \(\bar{q}_{1,1,a}\) for every \(1 \leq a \leq n\). Finally, this clause is resolved with another instance of (2.3) (the one with \(i = j = 1\)) to get the empty clause. Q.E.D.

It is easy to check that the above refutation is an negative R(1) refutation. The following corollary is an easy consequence of the above theorems and known simulation results.

**Corollary 53** The clauses \(\text{GEN}(\bar{p}, \bar{q}) \cup \text{COL}(\bar{p}, \bar{r})\) exponentially separate \(R^*(1)\) from \(R(1)\) and negative \(R(1)\) as well as \(CP^*\) from \(CP\).

The \(R(1)\) refutation of \(\text{GEN}(\bar{p}, \bar{q}) \cup \text{COL}(\bar{p}, \bar{r})\) that appears in the proof of Theorem 52 is not regular. We do not know whether \(\text{GEN}(\bar{p}, \bar{q}) \cup \text{COL}(\bar{p}, \bar{r})\) has polynomial size regular \(R(1)\) refutations. To obtain a separation between \(R^*(1)\) and regular \(R(1)\) we will modify the clauses \(\text{COL}(\bar{p}, \bar{r})\).
2.1. SIZE SEPARATION BETWEEN CP\(^*\) AND R(1)

2.1.5 Separation of CP\(^*\) from regular R(1)

The clauses \(\text{COL}(\overline{p}, \overline{r})\) are modified into clauses \(\text{RCOL}(\overline{p}, \overline{r})\), so that \(\text{GEN}(\overline{p}, \overline{q}) \cup \text{RCOL}(\overline{p}, \overline{r})\) allow small regular R(1) refutations, but in such a way that the lower bound proof still applies. We replace the variables \(r_a\) by \(r_{a,i,D}\) for \(a \in [n]\), \(1 \leq i \leq d\) and \(D \in \{L, R\}\), giving the coloring of element \(a\), with auxiliary indices \(i\) being a row in the pyramid and \(D\) distinguishing whether an element is used as a left or right predecessor in the generation process.

The set \(\text{RCOL}(\overline{p}, \overline{r})\) is defined as follows:

\[
\begin{align*}
\overline{p}_{1,1,a} \lor r_{a,d,D} & \quad \text{for } a \in [n] \text{ and } D \in \{L, R\} \\
\overline{p}_{a,a,a} \lor r_{a,1,D} & \quad \text{for } a \in [n] \text{ and } D \in \{L, R\} \\
r_{a,i+1,k,v} \lor r_{a,b,c} & \lor \overline{r}_{c,i,D} \quad \text{for } i < d, \ a, b, c \in [n] \text{ and } D \in \{L, R\} \\
r_{a,i,D} \lor r_{a,i,D} & \quad \text{for } 1 \leq i \leq d \text{ and } D \in \{L, R\} \\
r_{a,i,D} \lor r_{a,j,D} & \quad \text{for } 1 \leq i, j \leq d \text{ and } D \in \{L, R\}
\end{align*}
\]

Due to the clauses (2.12) and (2.13), the variables \(r_{a,i,D}\) are equivalent for all values of the auxiliary indices \(i, D\). Hence a satisfying assignment for \(\text{RCOL}(\overline{p}, \overline{r})\) still codes a coloring of \([n]\) such that elements \(a\) with \(1, 1 \vdash a\) are colored 0, the elements \(b\) with \(b, b \vdash a\) are colored 1, and the 0-colored elements are closed under generation. Hence if \(\text{RCOL}(\overline{t}, \overline{r})\) is satisfiable, then \(\text{GEN}(\overline{t}) = 0\).

Hence any interpolant for the clauses \(\text{GEN}(\overline{p}, \overline{q}) \cup \text{RCOL}(\overline{p}, \overline{r})\) satisfies the assumptions of Corollary 49, and we can conclude

**Theorem 54** \(L_{C,P}(\text{GEN}(\overline{p}, \overline{q}) \cup \text{RCOL}(\overline{p}, \overline{r})) = 2^{\Omega(n^r)}\)

On the other hand, we have the following upper bound on regular R(1) refutations of these clauses:

**Theorem 55** There are regular R(1) refutations of the clauses \(\text{GEN}(\overline{p}, \overline{q}) \cup \text{RCOL}(\overline{p}, \overline{r})\) of size \(n^{O(1)}\).

**Proof.** First we resolve clauses (2.2) and (2.9) to get

\[
\overline{q}_{d,j,a} \lor r_{a,d,D}
\]
for $1 \leq j \leq d$, $1 \leq a \leq n$ and $D \in \{L,R\}$. Next we resolve (2.3) and (2.10) to get

$$\overline{q}_{1,1,a} \lor r_{a,1,D} \tag{2.15}$$

for $1 \leq a \leq n$ and $D \in \{L,R\}$. Finally, from (2.4) and (2.11) we obtain

$$\overline{q}_{i+1,j,a} \lor q_{i+1,j+1,b} \lor q_{i,j,c} \lor r_{a,i+1,L} \lor r_{b,i+1,R} \lor \overline{r}_{c,i,D} \tag{2.16}$$

for $1 \leq j < d$, $1 \leq a,b,c \leq n$ and $D \in \{L,R\}$.

Now we want to derive $\overline{q}_{i,j,a} \lor \overline{r}_{a,i,D}$ for every $(i,j) \in P_d$, $1 \leq a \leq n$ and $D \in \{L,R\}$, by induction on $i$ downward from $d$ to $1$. The induction base is just (2.14).

For the inductive step, resolve (2.16) against the clauses

$$\overline{q}_{i+1,j,a} \lor \overline{q}_{i+1,j+1,b} \lor q_{i,j,c} \lor \overline{r}_{a,i,D} \quad \text{and} \quad \overline{q}_{i+1,j+1,b} \lor \overline{r}_{b,i+1,R}$$

which we have by induction, to give

$$\overline{q}_{i+1,j,a} \lor \overline{q}_{i+1,j+1,b} \lor q_{i,j,c} \lor \overline{r}_{c,i,D}$$

for every $1 \leq a,b \leq n$. All of these are then resolved against two instances of (2.1), and we get the desired $\overline{q}_{i,j,a} \lor \overline{r}_{c,i,D}$.

Finally, we have in particular $\overline{q}_{1,1,a} \lor \overline{r}_{a,1,L}$, which we resolve against (2.15) to get $\overline{q}_{1,1,a}$ for every $a \leq n$. From these and an instance of (2.1) we get $\lambda$. Q.E.D.

Note that the refutation given in the proof of Theorem 55 is actually a ordered refutation: It respects the following elimination order

$$p_{1,1,1} \ldots p_{n,n,n}$$

$$r_{1,d,L} \ r_{1,d,R} \ldots \ r_{n,d,R} \ r_{n,d,R}$$

$$q_{1,d,1} \ldots q_{1,d,n} \ldots q_{d,d,1} \ldots q_{d,d,n}$$

$$r_{1,d-1,L} \ldots r_{n,d-1,R} \ q_{1,d-1,1} \ldots q_{d-1,d-1,n}$$

$$\vdots$$

$$r_{1,1,L} \ r_{1,1,R} \ q_{1,1,1} \ldots q_{1,1,n} \ .$$

**Corollary 56** The clauses $\mathsf{GEN}(\overline{p},\overline{q}) \cup \mathsf{RCOL}(\overline{p},\overline{r})$ exponentially separate the following proof systems: $\mathsf{R}^*(1)$ from regular $\mathsf{R}(1)$ and ordered $\mathsf{R}(1)$. 


2.2. \( R(2) \) has not the monotone interpolation property

In this section we prove that \( R(1) \) cannot polynomially simulate \( R(2) \). More precisely, we prove that a certain Clique-Coclique principle, as defined by Bonet, Pitassi and Raz in [20], has polynomial size \( R(2) \) refutations, but every \( R(1) \) refutation requires quasipolynomial size. The Clique-Coclique principle that we use, \( \text{CLIQUE}_n^{k,k'} \), is the conjunction of the following set of clauses:

\[
x_{i,1} \lor \cdots \lor x_{i,n} \quad 1 \leq l \leq k \tag{2.17}
\]
\[
\bar{x}_{l,i} \lor \bar{x}_{l,j} \quad 1 \leq l \leq k, \ 1 \leq i, j \leq n, \ i \neq j \tag{2.18}
\]
\[
\bar{x}_{l,i} \lor \bar{x}_{l',i} \quad 1 \leq l, l' \leq k, \ 1 \leq i \leq n, \ l \neq l' \tag{2.19}
\]
\[
y_{i,1} \lor \cdots \lor y_{k',i} \quad 1 \leq i \leq n \tag{2.20}
\]
\[
\bar{y}_{l,i} \lor \bar{y}_{l',i} \quad 1 \leq l, l' \leq k', \ 1 \leq i \leq n, \ l \neq l' \tag{2.21}
\]
\[
\bar{x}_{l,i} \lor \bar{x}_{l',j} \lor \bar{y}_{l,i} \lor \bar{y}_{l',j} \quad 1 \leq l, l' \leq k, \ 1 \leq t \leq k', \ 1 \leq i, j \leq n, \ l \neq l', \ i \neq j \tag{2.22}
\]

We start with a reduction from \( \text{CLIQUE}_n^{k,k'} \) to \( \text{PHP}_k^k \) that can be carried over in \( R(2) \):

**Theorem 57** Let \( k' < k \leq n \). If \( \text{PHP}_k^k \) has \( R(1) \) refutations of size \( S \), then \( \text{CLIQUE}_n^{k,k'} \) has \( R(2) \) refutations of size \( S n^c \) for some constant \( c > 0 \).

**Proof.** We use the following \( R(2) \) reduction to transform the formula \( \text{CLIQUE}_n^{k,k'} \) into \( \text{PHP}_k^{k'} \). The meaning of variable \( p_{i,j} \) is that pigeon \( i \) sits in hole \( j \). We perform the following substitutions:

\[
p_{i,j} \equiv \bigvee_{l=1}^{n} (x_{i,l} \land y_{i,l}) \quad \bar{p}_{i,j} \equiv \bigvee_{l=1, l' \neq j}^{n} (x_{i,l} \land y_{j',l'})
\]
First we show how to get clauses (1.1) from clauses (2.17) and (2.20). If we expand clause (1.1) for a certain \( i \) we have:

\[
\begin{align*}
(x_{i,1} \land y_{1,1}) & \lor (x_{i,2} \land y_{1,2}) \lor (x_{i,3} \land y_{1,3}) \lor \cdots \lor (x_{i,n} \land y_{1,n}) \\
(x_{i,1} \land y_{2,1}) & \lor (x_{i,2} \land y_{2,2}) \lor (x_{i,3} \land y_{2,3}) \lor \cdots \lor (x_{i,n} \land y_{2,n}) \\
(x_{i,1} \land y_{3,1}) & \lor (x_{i,2} \land y_{3,2}) \lor (x_{i,3} \land y_{3,3}) \lor \cdots \lor (x_{i,n} \land y_{3,n}) \\
& \vdots \\
(x_{i,1} \land y_{k',1}) & \lor (x_{i,2} \land y_{k',2}) \lor (x_{i,3} \land y_{k',3}) \lor \cdots \lor (x_{i,n} \land y_{k',n})
\end{align*}
\]  

(2.23)

We apply successively for \( 1 \leq j \leq k' \) the \( \land \)-introduction rule to clauses \( y_{1,1} \lor \cdots \lor y_{k',1} \) and \( x_{i,1} \lor \cdots \lor x_{i,n} \) along variables \( x_{i,1} \) and \( y_{j,1} \) and get:

\[
(x_{i,1} \land y_{1,1}) \lor (x_{i,1} \land y_{2,1}) \lor \cdots \lor (x_{i,1} \land y_{k',1}) \lor x_{i,2} \lor \cdots \lor x_{i,n}
\]  

(2.24)

Observe that the conjunctions in (2.24) form the first column in (2.23). To add the second column of (2.23) to (2.24) we apply successively for \( 1 \leq j \leq k' \) the \( \land \)-rule to clauses \( y_{1,2} \lor \cdots \lor y_{k',2} \) and (2.24) along variables \( x_{i,2} \) and \( y_{j,2} \) and get:

\[
(x_{i,1} \land y_{1,1}) \lor (x_{i,1} \land y_{2,1}) \lor \cdots \lor (x_{i,1} \land y_{k',1}) \lor (x_{i,2} \land y_{1,2}) \lor (x_{i,2} \land y_{2,2}) \lor \cdots \lor (x_{i,2} \land y_{k',2}) \lor x_{i,3} \lor \cdots \lor x_{i,n}
\]  

(2.25)

Now it is clear how to get (2.23).

Now we will show how to get the initial clauses (1.2). Let us consider the clause \( \bar{p}_{i,t} \lor \bar{p}_{j,t} \). We first generate \( p_{k,1} \lor \cdots \lor p_{k,k'} \) and \( p_{j,1} \lor \cdots \lor p_{j,k'} \). Let us rewrite them as:

\[
\begin{align*}
(x_{i,1} \land y_{t,1}) & \lor (x_{i,2} \land y_{t,2}) \lor (x_{i,3} \land y_{t,3}) \lor \cdots \lor (x_{i,n} \land y_{t,n}) \lor A \\
(x_{j,1} \land y_{t,1}) & \lor (x_{j,2} \land y_{t,2}) \lor (x_{j,3} \land y_{t,3}) \lor \cdots \lor (x_{j,n} \land y_{t,n}) \lor B
\end{align*}
\]  

(2.26)  

(2.27)

where \( A \) is \( p_{k,1} \lor \cdots \lor p_{k,t-1} \lor p_{k,t+1} \lor \cdots \lor p_{k,k'} \) and \( B \) is \( p_{j,1} \lor \cdots \lor p_{j,t-1} \lor p_{j,t+1} \lor \cdots \lor p_{j,k'} \). For the sake of brevity we use \( p_{i,j} \) as abbreviation of the 2-disjunction it denotes. It is clear that \( \bar{p}_{i,t} \lor \bar{p}_{j,t} \) is \( A \lor B \), that is:

\[
p_{i,1} \lor \cdots \lor p_{i,t-1} \lor p_{i,t+1} \lor \cdots \lor p_{i,k'} \lor p_{j,1} \lor \cdots \lor p_{j,t-1} \lor p_{j,t+1} \lor \cdots \lor p_{j,k'}
\]
2.2. R(2) HAS NOT THE MONOTONE INTERPOLATION PROPERTY

Now we will get $A \lor B$ from (2.26), (2.27) and (2.22). We apply the cut rule to (2.27) and $\bar{x}_{i,1} \lor \bar{x}_{j,1} \lor \bar{y}_{l,1} \lor \bar{y}_{l,1}$ for $1 \leq l \leq n$, $l \neq 1$, and get:

$$\bar{x}_{i,1} \lor \bar{y}_{l,1} \lor (x_{i,1} \land y_{l,1}) \lor B$$  \hspace{1cm} (2.28)

Solving it with $\bar{x}_{i,1} \lor \bar{x}_{j,1}$ we get $\bar{x}_{i,1} \lor \bar{y}_{l,1} \lor B$. Solving this clause with (2.26) we get

$$(x_{i,2} \land y_{l,2}) \lor \cdots \lor (x_{i,n} \land y_{l,n}) \lor A \lor B$$  \hspace{1cm} (2.29)

Now we can get rid successively of $(x_{i,2} \land y_{l,2}), \ldots, (x_{i,n} \land y_{l,n})$ as we did with $(x_{i,1} \land y_{l,1})$.

It remains to show how to simulate a normal R(1) step. We have $p_{i,j} \lor A$ and $\bar{p}_{i,j} \lor B$ and want to get $A \lor B$. We expand both clauses:

$$(x_{i,1} \land y_{j,1}) \lor (x_{i,2} \land y_{j,2}) \lor (x_{i,3} \land y_{j,3}) \lor \cdots \lor (x_{i,n} \land y_{j,n}) \lor A$$  \hspace{1cm} (2.30)

$$(x_{i,1} \land y_{1,1}) \lor (x_{i,2} \land y_{1,2}) \lor (x_{i,3} \land y_{1,3}) \lor \cdots \lor (x_{i,n} \land y_{1,n}) \lor$$

$$(x_{i,1} \land y_{2,1}) \lor (x_{i,2} \land y_{2,2}) \lor (x_{i,3} \land y_{2,3}) \lor \cdots \lor (x_{i,n} \land y_{2,n}) \lor$$

$$\cdots$$

$$(x_{i,1} \land y_{j-1,1}) \lor (x_{i,2} \land y_{j-1,2}) \lor (x_{i,3} \land y_{j-1,3}) \lor \cdots \lor (x_{i,n} \land y_{j-1,n}) \lor$$

$$(x_{i,1} \land y_{j+1,1}) \lor (x_{i,2} \land y_{j+1,2}) \lor (x_{i,3} \land y_{j+1,3}) \lor \cdots \lor (x_{i,n} \land y_{j+1,n}) \lor$$

$$\cdots$$

$$(x_{i,1} \land y_{k',1}) \lor (x_{i,2} \land y_{k',2}) \lor (x_{i,3} \land y_{k',3}) \lor \cdots \lor (x_{i,n} \land y_{k',n}) \lor B$$  \hspace{1cm} (2.31)

If we get clauses $\bar{x}_{i,l} \lor \bar{y}_{j,l} \lor B$ for $1 \leq l \leq n$, we solve them all with (2.30) and get $A \lor B$ as desired. We will show how to get $\bar{x}_{i,1} \lor \bar{y}_{j,1} \lor B$. We solve (2.31) with $\bar{y}_{j,1} \lor \bar{y}_{l,1}$, $l \neq j$ of course. With these we get rid of the first column of (2.31) and we add a literal $\bar{y}_{j,1}$. We can get rid of the rest of columns by solving enough times with clauses $\bar{x}_{i,1} \lor \bar{x}_{i,l}$, $l \neq 1$, and we get $\bar{x}_{i,1} \lor \bar{y}_{j,1} \lor B$. Q.E.D.

We will use the feasible monotone interpolation property for R(1), see Subsection 1.4.2, together with the following result of Alon and Boppana [21] establishing a lower bound to the size of monotone boolean circuits that separate large cliques from small cocliques. In the following, $F(m, k, k')$ is the set of monotone functions that separate $k$-cliques from $k'$-cocliques on $m$ nodes.
Theorem 58 [21] If \( f \in F(m, k, k') \) where \( 3 \leq k' \leq k \) and \( k\sqrt{k'} \leq m/(8\log m) \), then

\[
S_{\text{MB}}(f) \geq \frac{1}{8} \left( \frac{m}{4k\sqrt{k'} \log m} \right)^{(\sqrt{k'}+1)/2},
\]

Theorem 59 Let \( k = \sqrt{m} \) and \( k' = (\log m)^2/8 \log \log m \). Then,

1. \( \text{CLIQUE}_{k,k}^m \) has \( R(2) \) refutations of size polynomial in \( m \), and

2. every \( R(1) \) refutation of \( \text{CLIQUE}_{k,k}^m \) has size at least \( \exp(\Omega((\log m)^2/\sqrt{\log \log m})) \).

Proof. Regarding 1, we have that \( k' \log k' \leq \frac{1}{4}(\log m)^2 \), and so \( 2\sqrt{k' \log k'} \leq m^{1/2} = k \). On the other hand, Buss and Pitassi [24] proved that \( \text{PHNP}_k \) has \( R(1) \) refutations of size polynomial in \( k \) whenever \( k \geq 2\sqrt{k' \log k'} \). Therefore, by Theorem 57, \( \text{CLIQUE}_{k,k}^m \) has \( R(2) \) refutations of size polynomial in \( m \).

Regarding 2, we apply the feasible monotone interpolation theorem for \( R(1) \). We have

\[
\frac{\log m}{3\sqrt{\log \log m}} \leq \sqrt{k'} \leq \log m.
\]

Therefore, by Theorem 58, if \( f \in F(m, k, k') \) is a monotone interpolant, then

\[
S_{\text{MB}}(f) \geq \frac{1}{8} \left( \frac{m}{4\sqrt{m}(\log m)^2} \right)^{\log m} \geq \frac{1}{8} \left( \frac{m}{m^{3/4}} \right)^{\log m},
\]

which is \( \exp(\Omega((\log m)^2/\sqrt{\log \log m})) \). Q.E.D.

As a corollary, we solve an open problem posed by Krajíček [48].

Corollary 60 \( R(2) \) does not have the feasible monotone interpolation property.

2.3 \( R(2) \) and \( \text{PHNP}_n^c \)

At the time of writing [6] the question about the size of \( R(1) \) refutations of \( \text{PHNP}_n^c \), where \( c \geq 2 \), was still not settled. Before [58, 56] appeared, \( R(2) \) could have been used to settle this question, at least for \( \text{PHNP}_n^2 \).

In [13] it was defined the monotone \( R(1) \) proof systems and shown that it was equivalent to \( R(1) \) for \( \text{PHNP}_n^m \).
2.3. $\mathsf{R}(2)$ AND $\mathsf{PIP}_N^{n^2}$

A monotone clause contains only positive literals. Let $R, S, T$ be subsets of $\{1, \ldots, m\}$. Let $P_{R,j}$ (resp. $S, T$) the disjunction of the variables $p_{i,j}$, where $i \in R$ (resp. $S, T$). Let $C_1 = A \lor P_{R,j} \lor P_{S,j}$ and $C_2 = B \lor P_{R,j} \lor P_{T,j}$, where $R, S, T$ are disjoint sets. The monotone inference rule with respect to hole $j$ allows us to derive $C_3 = A \lor B \lor P_{R,j}$. A monotone $\mathsf{R}(1)$ refutation of $\mathsf{PIPP}_n^m$ is a sequence of monotone clauses, where the final clause is $\lambda$ and where every clause is either an initial clause of the form $p_{i,1} \lor \cdots \lor p_{i,n}$ where $i \in \{1, \ldots, m\}$ or follows from two previous clauses by the monotone $\mathsf{R}(1)$ rule.

Now we will show how to get a $\mathsf{R}(2)$ refutation of $\mathsf{PIPP}_n^{n^2}$ from a monotone $\mathsf{R}(1)$ refutation of $\mathsf{PIPP}_n^{n^2}$ of similar size. The idea comes from [49].

**Lemma 61** Let $\mathcal{R}$ a monotone $\mathsf{R}(1)$ refutation of $\mathsf{PIPP}_n^{n^2}$, then there are a $\mathsf{R}(2)$ refutation $\mathcal{R}'$ of $\mathsf{PIPP}_n^{n^2}$ of similar size.

**Proof.** From the clauses in $\mathsf{PIPP}_n^{n^2}$ we will show how to get the pigeon clauses in $\mathsf{PIPP}_n^{n^2}$. These are the only clauses needed for monotone $\mathsf{R}(1)$. Then we will show how to perform the monotone $\mathsf{R}(1)$ rule. The pigeon clauses in $\mathsf{PIPP}_n^{n^2}$ are:

$$P_{i,1} \lor \cdots \lor P_{i,n} \
1 \leq i \leq n^2$$

where $P_{i,j}$ is not a variable, but a conjunction, that we define next. Let us divide the set $\{1, \ldots, n^2\}$ into $n^2$ sets of $n^2$ elements. Let the set $A_i = \{n^2(i - 1) + 1, \ldots, n^2i\}$. Let us divide the set $\{1, \ldots, n^2\}$ into $\frac{n}{2}$ sets of $n$ elements. Let the set $B_i = \{n(i - 1) + 1, \ldots, ni\}$.

Let $i \in A_k$, let $A(i)$ the rank of $i$ in the set $A_k$. Let $B(l)$ the $l$-th element in $B_k$, then:

$$P_{i,j} = \bigvee_{l=1}^n (p_{A(i),l} \land p_{B(l),j}).$$

For example, $P_{n^2,1}$ is $(p_{n^2,1} \land p_{n^2-n+1,1}) \lor (p_{n^2,2} \land p_{n^2-n+2,1}) \lor \cdots \lor (p_{n^2,1} \land p_{n^2-1,1}).$

We will show a $\mathsf{R}(2)$ derivation of (2.32) for $i$ from $\mathsf{PIPP}_n^{n^2}$. The expansion of the clause looks like this:

$$\begin{align*}
(p_{k_1,1} \land p_{k_2,1}) &\lor (p_{k_1,2} \land p_{k_2+1,1}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,1}) \lor \\
(p_{k_1,1} \land p_{k_2,2}) &\lor (p_{k_1,2} \land p_{k_2+1,2}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,2}) \lor \\
(p_{k_1,1} \land p_{k_2,3}) &\lor (p_{k_1,2} \land p_{k_2+1,3}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,3}) \lor \\
&\cdots \\
(p_{k_1,1} \land p_{k_2,n}) &\lor (p_{k_1,2} \land p_{k_2+1,n}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,n})
\end{align*}$$

(2.33)
Conjuncting successively \( p_{k_1,1} \lor \cdots \lor p_{k_1,n} \) and \( p_{k_2,1} \lor \cdots \lor p_{k_2,n} \) over variables \( p_{k_1,1} \) and \( p_{k_2,i} \) for \( 1 \leq i \leq n \) we get

\[
(p_{k_1,1} \land p_{k_2,1}) \lor (p_{k_1,1} \land p_{k_2,2}) \lor (p_{k_1,1} \land p_{k_2,3}) \lor \cdots \lor (p_{k_1,1} \land p_{k_2,n}) \lor \ (2.34)

\]

\[
\lor p_{k_1,2} \lor \cdots \lor p_{k_1,n} \ (2.35)
\]

This is the first column of the expansion plus the literals that will allow us to get the rest of the columns. To get the second column we conjunct successively \((2.35)\) and \( p_{k_2+1,1} \lor \cdots \lor p_{k_2+1,n} \) over variables \( p_{k_2,2} \) and \( p_{k_2+1,i} \) for \( 1 \leq i \leq n \), and so on.

Now we will show how to get rid of two R(2) clauses such as \( P_{i,j} \) and \( P_{k,j} \) with the invaluable help of the hole clauses for the hole \( j \) in \( \mathbb{P} \mathbb{H} \mathbb{P}_n^{\frac{2}{3}} \). This will be used extensively in simulating the monotone \( R(1) \) rule.

Let \( P_{i,j} \) be the R(2) clause \( (p_{k_1,1} \land p_{k_2,1}) \lor (p_{k_1,2} \land p_{k_2+1,1}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,j}) \) and \( P_{k,j} \) be \( (p_{k_1,1} \land p_{k_3,1}) \lor (p_{k_1,2} \land p_{k_3+1,1}) \lor \cdots \lor (p_{k_1,n} \land p_{k_3+n-1,j}) \). If \( k_2 \neq k_4 \) then we can solve \((p_{k_3,1} \land p_{k_4,1}) \lor (p_{k_3,2} \land p_{k_4+1,1}) \lor \cdots \lor (p_{k_3,n} \land p_{k_4+n-1,j})\) with \( \bar{p}_{k_3+i,j} \lor \bar{p}_{k_4,j} \) for \( 0 \leq i < n \) and get \( \bar{p}_{k_2,j} \). Solving it with \( (p_{k_1,1} \land p_{k_2,1}) \lor (p_{k_1,2} \land p_{k_2+1,1}) \lor \cdots \lor (p_{k_1,n} \land p_{k_2+n-1,j}) \) we get rid of the first conjunctant. To eliminate the second conjunctant, that is, \( (p_{k_1,2} \land p_{k_2+1,j}) \) we solve \( (p_{k_2,1} \land p_{k_2,1}) \lor (p_{k_2,2} \land p_{k_3+1,j}) \lor \cdots \lor (p_{k_2,n} \land p_{k_3+n-1,j}) \) with \( \bar{p}_{k_2+i,j} \lor \bar{p}_{k_3,j} \) to get \( \bar{p}_{k_3+1,j} \).

When \( k_2 = k_4 \) we cannot do that. Let us show how to overcome the problem. To eliminate the first conjunction of \( P_{i,j} \), namely \( (p_{k_1,1} \land p_{k_2,1}) \) we solve \( (p_{k_1,1} \land p_{k_3,1}) \lor (p_{k_1,2} \land p_{k_3+1,1}) \lor \cdots \lor (p_{k_1,n} \land p_{k_3+n-1,j}) \) with \( \bar{p}_{k_1+i,j} \lor \bar{p}_{k_3,j} \) for \( 1 \leq i < n \), and get \( (p_{k_1,1} \land p_{k_3,1}) \lor \bar{p}_{k_3,j} \). As in fact \( k_2 = k_4 \) we can rewrite it as \( (p_{k_3,1} \land p_{k_3,1}) \lor \bar{p}_{k_3,j} \). But now we can solve it with \( \bar{p}_{k_1,1} \lor \bar{p}_{k_3,1} \) getting \( \bar{p}_{k_1,1} \lor \bar{p}_{k_2,j} \). With this we can eliminate the first conjunction from \( (p_{k_1,1} \land p_{k_2,j}) \). The rest of the conjunct can be eliminated in a similar way.

The last part is to show how to simulate a monotone R(1) rule over a hole, say \( j \). We have clauses \( C_1 = A \lor P_{R,j} \lor P_{S,j} \) and \( C_2 = B \lor P_{R,j} \lor P_{T,j} \). Let us suppose that \( T = \{1\} \), so \( P_{T,j} = P_{1,j} \). Do not get confused with the notation. \( P_{T,j} \), with \( T \) a set, is a disjunction of pigeons that share the same hole, \( P_{i,j} \) with \( i \) a number is pigeon in \( [n^2] \), this pigeon is in fact a R(2) clause and it is formed from literals in \( \mathbb{P} \mathbb{H} \mathbb{P}_n^{\frac{2}{3}} \), which are denoted with a \( p \) instead of a \( P \). In this case we can solve \( P_{1,j} \) with all the pigeons in \( P_{S,j} \) and get as desired \( C_3 = A \lor B \lor P_{R,j} \). In general \( |T| < n^2 \), because now we are working with \( \mathbb{P} \mathbb{H} \mathbb{P}_n^{\frac{2}{3}} \). For
simplicity \( C_1 = A \lor P_{S,i} \) and \( C_2 = B \lor P_{T,j} \), we omit the common holes. Without loss of
generality let \( T = \{1, \ldots i\} \). We make \( i \) copies of \( C_1 \) and solve the \( k \)-th with \( P_{k,j} \). Now we
will call \( P_{k,j} \) just \( k \) because we know we are talking about a pigeon and we know the hole is
\( j \). We get \( i \) clauses like these.

\[
A \lor B \lor \{2, 3, 4, \ldots, i - 1, i\} \\
A \lor B \lor \{1, 3, 4, \ldots, i - 1, i\} \\
A \lor B \lor \{1, 2, 4, \ldots, i - 2, i\} \\
\ldots \\
A \lor B \lor \{1, 2, 3, \ldots, i - 2, i - 1\}
\]

The \( j \)-th and the \( j + 1 \)-th clauses only differ in the \( j \) element. We solve this element for all
the pairs of consecutive clauses and get \( i - 1 \) clauses. Again the \( j \)-th and the \( j + 1 \)-th clauses
only differ in the \( j \) element. We solve again pairs of consecutive clauses. At the end of this
process we get clauses \( A \lor B \lor P_{i,j} \) and \( A \lor B \lor P_{1,j} \). From these we get \( A \lor B \) as desired.
Q.E.D.

2.4 Size and \( R^*(k) \)

In this Section we prove results concerning \( R^*(k) \) size. The first one is an exponential
separation between successive levels of \( R^*(k) \). We separate exponentially \( R^*(k) \) from \( R^*(k + 1) \). We first give in Subsection 2.4.1 polynomial size \( R^*(k) \) refutations for \( \text{PEB}_k^i(G) \), to do
so we prove a general proposition for Horn formulas. In Subsection 2.4.2 we give the \( R^*(k) \)
lowers bounds needed to establish the separation. Last, in Subsection 2.4.3 we show that
\( R(1) \) dominates \( R^*(k) \).

2.4.1 Upper bounds for Generalized Pebbling Contradictions

To give the upper bound we will transform \( \text{PEB}_k^i(G) \) into a Horn formula using the \( R(k) \)
\( \land \)-introduction rule and then apply the following proposition:

**Proposition 62** Let \( F \) be an unsatisfiable Horn formula. Then there is a linear \( R^*(1) \)
refutation of \( F \) that uses any input clause from \( F \) at most once.
Proof. We will show how to construct the treelike refutation for $\mathcal{F}$. It is well known [44] that the following method can be used to decide the unsatisfiability of a Horn formula $\mathcal{F}$:

Let $M_0 = \emptyset$. The set $M_{d+1}$ is obtained from $M_d$ by adding some atom $x \notin M_d$ from $\mathcal{F}$ such that there is a clause $A_d = \neg y_1 \lor \cdots \lor \neg y_l \lor x$ in $\mathcal{F}$ with $x_1, \ldots, x_k \in M_d$, $l \geq 0$. If no more atom can be added to $M_d$ according to the above rule then $\mathcal{F}$ is unsatisfiable iff there is a clause $\neg x_1 \lor \cdots \lor \neg x_k$ in $\mathcal{F}$ such that $x_1, \ldots, x_k \in M_d$.

Actually when $\mathcal{F}$ is unsatisfiable, this method performs a unit $R(1)$ refutation of $\mathcal{F}$. The treelike form of this refutation may however be of exponential size. Now using the sets $M_i$ from the above construction (in order of decreasing $i$) the following algorithm produces a linear $R^*(1)$ refutation of $\mathcal{F}$.

Start with the clause $C_1 = \neg x_{1} \lor \cdots \lor \neg x_{k}$ such that $x_1, \ldots, x_k \in M_{d_1}$, where $d_1$ is the final index. Now we will subsequently derive clauses $C_i$ and indices $d_i$ for $i = 1, 2, \ldots$ such that $C_i$ is a disjunction of some negated variables from $M_{d_i}$.

Obtain $d_i$ and $C_i$ from $d_{i-1}$ and $C_{i-1}$ as follows: Let $d_i < d_{i-1}$ be the minimal index such that all variables in $C_{i-1}$ are fully contained in $M_{d_i+1}$. This means that in order to construct $M_{d_{i+1}}$ from $M_{d_i}$ a variable $x$ from $C_i$ had been added such that there is a clause in $F$ of the form $A_{d_i} = \neg y_1 \lor \cdots \lor \neg y_l \lor x$. $C_{i+1}$ is obtained from $C_i$ by resolving with $A_{d_i}$ on $x$. Notice that all variables in $C_i$ are contained in $M_{d_i}$. Continue like this until $C_i$ is $\lambda$.

Since $M_1 = \emptyset$ and $d_{i+1} < d_i$, $\lambda$ will be derived in at most $d_1$ steps. Moreover since any clause $A_{d_i}$ is different, any input clause is used at most once. \hfill Q.E.D.

With this we can give the desired upper bound.

Theorem 63 There is a $R^*(k)$ refutation of $\mathsf{P\oplus B}_k(G)$ that involves less than twice the number of clauses in $\mathsf{P\oplus B}_k(G)$.

Proof. For some node $v$ and $i \in [l]$ let $v_i$ denote the clause $v_{i,1} \lor \cdots \lor v_{i,k}$ and let $\bar{v}_i$ denote the $k$-term $\bar{v}_{i,1} \land \cdots \land \bar{v}_{i,k}$. Hence, each source clause $s_{i,1} \lor \cdots \lor s_{i,k}$ is denoted by $s_i$ for $i \in [l]$.

From the target clauses

$$\bar{t}_{1,j_1} \lor \cdots \lor \bar{t}_{i,j_i}$$
with \( j_1, \ldots, j_l \in [k] \), we derive by solely using the \( \land \)-introduction rule, and using each of these clauses once, the \( k \)-clause

\[
(\bar{t}_{1,1} \land \cdots \land \bar{t}_{1,k}) \lor \cdots \lor (\bar{t}_{l,1} \land \cdots \land \bar{t}_{l,k})
\]

which is abbreviated by

\[
\bar{t}_1 \lor \cdots \lor \bar{t}_l .
\]

In a similar way we derive from the pebbling clauses

\[
\bar{u}_{1,j_1} \lor \cdots \lor \bar{u}_{l,j_l} \lor \bar{v}_{1,m_1} \lor \cdots \lor \bar{v}_{l,m_l} \lor \bar{w}_{1,1} \lor \cdots \lor \bar{w}_{l,k}
\]

for \( j_1, \ldots, j_l, m_1, \ldots, m_l \in [k] \) the \( k \)-clause

\[
\bar{u}_1 \lor \cdots \lor \bar{u}_l \lor \bar{v}_1 \lor \cdots \lor \bar{v}_l \lor \bar{w}_i .
\]

Observe, that we arrive at the Horn formula \( \text{PB}B_1^l(G) \) if we consider the formulas \( v_i \) and \( \bar{v}_i \) as variables and their negations. Moreover any \( R^*(1) \) refutation of this Horn formula is essentially a \( R^*(k) \) refutation, since a cut involving \( v_i \) and \( \bar{v}_i \) corresponds to a cut in \( R^*(k) \). Proposition 62 yields a treelike refutation of this Horn formula of \( \text{PB}B_1^l(G) \) that uses each input clause at most once. Combining these refutations we obtain a \( R^*(k) \) refutation of \( \text{PB}B_k^l(G) \) that uses each input clause at most once. Since we did not use weakening, the number of nodes in the refutation tree is less then twice the number of leaves. Hence the stated bound follows. \( \quad \text{Q.E.D.} \)

Note that \( \text{PB}B_2^1(G) \) are the Pebbling Contradictions in [16]. By Theorem 63 and the lower bound of [16] we get an almost exponential separation between \( R^*(1) \) and \( R^*(2) \).

**Corollary 64** \( R^*(2) \) dominates \( R^*(1) \).

### 2.4.2 Lower bounds for Generalized Pebbling Contradictions

In this section we show that any \( R^*(k) \) refutation of \( \text{PB}B_{k+1}^l(G) \) with \( l \geq k \) is of size at least \( 2^{(\mathcal{P}(G)-3)/k} \). Recall that \( \mathcal{P}(G) \) is the pebbling number of \( G \), see Definition 12. To obtain the lower bound we generalize a game introduced in [55] to prove lower bounds for \( R^*(1) \). It is a 2-Player game where the two players build a partial assignment, one variable per round.
Here we extend the rules of this game such that at each round the two players can play with up to $k$ variables at once.

**A game on contradictions**

The game $G_k(F)$ is a 2-Player game played on the unsatisfiable $CNF$ formula $F$. The aim of the first player, the Prover, is to build an assignment that falsifies an initial clause of $F$. The aim of the second player, the Delayer, is to get the maximal number of points.

At each round the Prover asks for a set $L$ of up to $k$ yet unassigned literals in $F$. The Delayer answers with a partial, possibly total, assignment $\rho$ to the variables in $L$. If $\rho$ falsifies either the conjunction or the disjunction of the literals in $L$, then the round is over. Otherwise the Prover extends $\rho$ to a total assignment over the variables in $L$ and the Delayer scores one point.

We show that each $R^*(k)$ refutation yields a strategy for the Prover in which the Delayer scores a number of points at most logarithmic in the size of the refutation. Actually already a special type of decision tree, called $k$-decision tree, here, for $F$ can be used by the Prover to obtain a good strategy.

It is well known, see [16], that a $R^*(1)$ refutation of a $CNF$ formula $F$ can be transformed into a binary decision tree $T$ of the same size such that for any assignment to $F$, $T$ yields a falsified clause of $F$. In $T$ each inner node is labeled by a variable and the decision how to continue the path at an inner node is determined by the assignment to its variable. So any total assignment will lead to a leaf node of $T$ associated to a clause that is falsified by that assignment. Here we consider binary decision trees where each inner node is labeled by a $k$-term. The decision how to continue a path at an inner node is determined by the value of its $k$-term. We call such a tree a $k$-decision tree for $F$. Similar to the well known result for $k = 1$ one obtains the following result for any $k \geq 1$.

**Proposition 65** If $F$ has a $R^*(k)$ refutation of size $S$, then $F$ has $k$-decision tree of size $\leq S$.

**Proof.** We will describe a recursive procedure, called DT, that in top-down fashion maps a proof tree $T$ for $F$ into a decision tree $DT(T)$ for $F$ that has not more nodes than $T$: If
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\( T \) consists of one leaf node (labeled by an initial clause) then \( DT(T) = T \). Otherwise let \( D \) denote the clause labeling the root of \( T \) and consider three cases:

1. If \( D = A \lor B \) is obtained by a \( k \)-cut from the clauses \( A \lor \bigwedge_{l \in L} l \) and \( B \lor \bigvee_{i \in L} \neg l \) labeling the roots of the two direct subtrees \( T_1 \) and \( T_2 \) (respectively) of \( T \), then the root of \( DT(T) \) is labeled by the \( k \)-term \( C = \bigwedge_{l \in L} l \) and \( DT(T) \) consists of the two direct subtrees \( DT(T_1), DT(T_2) \), such that any assignment satisfying (falsifying) \( C \) is led into \( DT(T_2) \) (resp., \( DT(T_1) \)).

2. If \( D \) is obtained by \( \land \)-introduction, involving the \( k \)-terms \( C_1, C_2 \) such that \( C_1 \land C_2 \) is in \( D \), then label the root of \( DT(T) \) by \( C_1 \) and branch to \( DT(T_1) \) (resp. \( DT(T_2) \)) if \( C_1 \) is falsified (satisfied).

3. If \( D \) is obtained by weakening and \( T' \) is the direct subtree of \( T \) then let \( DT(T) = DT(T') \).

The correctness of the transformation is proved by observing that the following invariant is maintained: any complete assignment \( \alpha \) that is led to \( DT(T) \) through the yet partially constructed decision tree, is falsifying the clause \( D \) labeling the root of \( T \). Q.E.D.

For \( k = 1 \) also the reverse inequality holds, see [16]. Since for any contradiction \( F \) in \( k \)-CNF there is a trivial \( k \)-decision tree of linear size: just check for each clause whether it is falsified; we obtain the following separation between the size of \( k \)-decision trees and the size of \( R^*(k) \) refutations.

**Proposition 66** There is a family \( (F_n) \) of contradictions such that \( F_n \) has a \( 3 \)-decision tree of size \( O(n) \) but any \( R^*(k) \) refutation of \( F_n \) has size \( 2^{\Omega(n)} \).

**Proof.** Since by Theorem 77 \( R^*(k) \) is simulated by \( R(1) \), the lower bound is given by the known lower bounds for \( 3 \)-CNF contradictions, see [17]. Q.E.D.

**Proposition 67** If \( F \) has a \( k \)-decision tree of size \( S \), then the Prover has a strategy for \( G_k(F) \) such that the Delayer scores at most \( \lfloor \log S \rfloor \) points.
**Proof.** Let $T$ be a $k$-decision tree of size $S$. The Prover’s strategy will maintain the following invariant: if the Delayer has scored $p$ points, then the currently constructed partial assignment $\alpha$ will lead to a node in $T$ such that the subtree $T_\alpha$ rooted at this node is of size at most $S/2^p$.

At the beginning the invariant holds since $T$ is by assumption of size at most $S$. Now assume that the partial assignment $\alpha$ constructed so far is such that $T_\alpha$ is of size at most $S/2^p$. Let $C$ be the $k$-term labeling the root of $T_\alpha$.

In the next round the Prover asks for the set of those literals $L$ in $C$ that are yet unassigned by $\alpha$. Now $\alpha$ is extended in this round to an assignment $\alpha'$ that will assign a value to the conjunction of $L$ and therefore also the same value to $C$. Hence, $\alpha'$ will lead to a subtree $T_{\alpha'}$ of $T_\alpha$. If the delayer scores a point the Prover is able to guarantee that $T_{\alpha'}$ is of at most half the size of $T_\alpha$: Since the assignments chosen by the Delayer left $C$ unassigned, the Prover is able to choose $\alpha'$ such that it leads into the smaller one of the both direct subtrees of $T_\alpha$. Hence $T_{\alpha'}$ has a size less than half of the size of $T_\alpha$, in this case. This shows that the invariant can be maintained.

As a consequence we obtain the following corollary.

**Corollary 68** If the Delayer in $G_k(\mathbb{F})$ has a strategy that yields at least $p$ points, then any $k$-decision tree for $F$, as well as any $R^*(k)$ refutation for $\mathbb{F}$, is of size at least $2^p$.

Notice however that this method will not allow us to prove directly lower bounds for $R^*(k)$ refutations of formulas in $k$-CNF.

**The Delayer’s strategy**

We show a strategy for the Delayer that gives a high score which will be translated into $R^*(k)$ size lower bounds.

Let us in the following fix a dag $G = (V, E)$ where each nonsource node has indegree 2, fix further constants $l, k$ with $l \geq k \geq 1$. We will describe a strategy for the delayer that yields at least $(\mathcal{P}(G) - 3)/k$ points in the game $G_k(\mathcal{PE}_l^{k+1}(G))$.

For sets $S, T \subseteq V$ let us denote by $\mathcal{P}(S, T)$ the pebbling number of the graph $G' = (V, E')$
where $E' = E \setminus ((V \times S) \cup (T \times V))$. In other words we obtain $G'$ from $G$ by additionally making each node in $S$ to a source node, and each node in $T$ to a target node.

To describe the strategy of the Delayer we will need Lemma 70. It is a generalization of the following lemma from [16].

**Lemma 69 [16]** For any node $v$ in $G$ and any subsets $S, T \subseteq V$

$$\mathcal{P}(S, T) \leq \max\{\mathcal{P}(S, T \cup \{v\}), \mathcal{P}(S \cup \{v\}, T) + 1\}.$$  

**Lemma 70** For any disjoint sets $W, S, T \subseteq V$, there exists a partition $X, Y$ of $W$ ($X \cup Y = W$ and $X \cap Y = \emptyset$) such that: $\mathcal{P}(S, T) \leq |X| + \mathcal{P}(S \cup X, T \cup Y)$.

**Proof.** We proceed by induction on $|W|$. If $|W| = 1$, the claim follows by Lemma 69. For the inductive step consider a partition of $W$ into two nonempty sets $W'$ and $W''$. By applying the inductive hypothesis to $W'$, there is a partition $X', Y'$ of $W'$ such that $\mathcal{P}(S, T) \leq |X'| + \mathcal{P}(S \cup X', T \cup Y')$.

Let now $S' = S \cup X'$ and $T' = T \cup Y'$. By the inductive hypothesis applied to $W''$, there is a partition $X'', Y''$ of $W''$ such that $\mathcal{P}(S', T') \leq |Y''| + \mathcal{P}(S' \cup X'', T' \cup Y'')$. Define $X = X' \cup X''$ and $Y = Y' \cup Y''$. All together we have

$$\mathcal{P}(S, T) \leq |X'| + \mathcal{P}(S \cup X', T' \cup Y')$$
$$\leq |X'| + |X''| + \mathcal{P}(S \cup X' \cup X'', T \cup Y' \cup Y'')$$
$$= |X| + \mathcal{P}(S \cup X, T \cup Y).$$

Q.E.D.

Now we are ready to describe the strategy of the Delayer for the game $G_k(\text{KRR}_{k+1}(G))$. She keeps two sets of source and target nodes that she (eventually) modifies at each round.

At the beginning $S_0 = T_0 = \emptyset$. Let $S_r$ and $T_r$ be the sets built after round $r$. Assume that at round $r + 1$ the Prover asks for a term $C$ of at most $k$ literals. Let us denote by $W$ the set of nodes associated with the variables in $C$. $W$ is divided into the four sets $W \cap S_r, W \cap T_r, W_\leftarrow$, and $W_\rightarrow = W \setminus (S_r \cup T_r \cup W_\leftarrow)$, where $W_\leftarrow \subseteq W \setminus (S_r \cup T_r)$ is a maximal set with the property that $\mathcal{P}(S_r, T_r \cup W_\leftarrow) = \mathcal{P}(S_r, T_r)$. Now the Delayer assigns 1 to every unassigned
variable in \( C \) that is associated with a node in \( W \cap S_r \), and she assigns 0 to every unassigned variable in \( C \) associated with a node in \((W \cap T_r) \cup W_\infty \). If now \( C \) is either satisfied or falsified by the constructed assignment, the round is over, and the Delayer sets \( T_{r+1} = T_r \cup W_\infty \), and \( S_{r+1} = S_r \), in this case the pebbling number remains the same \( \mathcal{P}(S_r, T_r) = \mathcal{P}(S_{r+1}, T_{r+1}) \).

Otherwise the Prover assigns a value to the remaining unassigned variables in \( C \), the Delayer scores one point and defines \( S_{r+1} \) and \( T_{r+1} \) as follows: by Lemma 70, she chooses a partition \( X, Y \) of \( W_\infty \) s.t.

\[
\mathcal{P}(S_r, T_r \cup W_\infty) \leq \mathcal{P}(S_r \cup X, T_r \cup W_\infty \cup Y) + |X|.
\]

Now \( S_{r+1} = S_r \cup X \), and \( T_{r+1} = T_r \cup W_\infty \cup Y \) (in this case the pebbling number decreases by at most \(|X| \leq k\)).

Assuming that the Delayer follows this strategy, she maintains the following invariants:

(I) If a variable \( v_{i,j} \) is assigned a value in round \( r \) or before then the associated node \( v \) is in \( S_r \cup T_r \). (II) If \( v \in S_r \) then there are at most \( k \) associated variables \( v_{i,j} \) that are assigned to 0. (III) If \( v \in T_r \) then there are at most \( k - 1 \) associated variables \( v_{i,j} \) that are assigned to 1. (IV) \( \mathcal{P}(G) \leq \mathcal{P}(S_r, T_r) + |S_r| \). (V) At the end of round \( r \) the Delayer achieved at least \( |S_r|/k \) points.

To see that (I) holds, notice that for any node \( v \) the Prover is allowed to assign at most \( k \) of its associated variables. (III) follows by a similar argument, by observing that if the Prover was allowed to assign a variable in round \( r + 1 \) then \( W_\infty \) was not empty in that round, and therefore at least one node in \( W_\infty \) has been added to \( S_r \) which follows by the maximality of \( W_\infty \). To see Invariant (IV), observe that in each round \( r + 1 \) the pebbling number decreases at most by the number of nodes we add to \( S_r \). (V) follows since in case the Delayer scores no point in round \( r + 1 \) then \( S_{r+1} = S_r \), and otherwise if she scores a point, \(|S_{r+1}| \leq |S_r| + k\).

Now observe that at the end of the game \( G_k(\mathcal{P}\mathcal{B}B_{k+1}(G)) \), say at round \( e \), the pebbling number is considerably reduced. Namely we have:

**Lemma 71** \( \mathcal{P}(S_e, T_e) \leq 3 \).

**Proof.** Let \( G' = (V, E') \) where \( E' = E \setminus ((V \times S_e) \cup (T_e \times V)) \). Remember that \( \mathcal{P}(S_e, T_e) \) was defined to be the pebbling number of \( G' \). The game ends when the constructed partial
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assignment falsifies a clause of \( \mathbb{PEB}^l_{k+1}(G) \). If a source clause \( s_{i,1} \lor \cdots \lor s_{i,k+1} \) associated to a source \( s \) in \( G \) is falsified then \( s \in T_c \) due to (II) and (I2). Hence \( s \) is both a source and a target node in \( G' \), which shows that one pebble suffices for a pebbling of \( G' \). Similarly, when a target clause \( \tilde{t}_{1,j} \lor \cdots \lor \tilde{t}_{l,j} \) is falsified then \( t \in S_c \) by (II) and (I3) (since \( l \geq k \)) and the pebbling number of \( G' \) is one. Finally assume that a pebbling clause associated to a node \( w \) with predecessors \( u \) and \( v \) is falsified. Similar to the previous considerations we obtain that \( u, v \in S_c, \) and \( w \in T_c \). Hence, for a pebbling of \( G' \) it suffices to use three pebbles. Q.E.D.

Due to Invariant (I4) this implies that \( \left| S_c \right| \geq P(G) - 3 \). Moreover we have

**Lemma 72** The Delayer scores at least \( |S_c|/k \) points.

**Proof.** In any round at most \( k \) nodes are added, and in case a node has been added to \( S_c \) in round \( r \), the Delayer has scored a point in round \( r \). Q.E.D.

Hence the Delayer will score at least \( (P(G) - 3)/k \) points.

**Theorem 73** If \( G \) is a dag where any nonsource node has indegree 2, and \( l \geq k \geq 1 \), then the Delayer can score at least \( (P(G) - 3)/k \) points in the game \( G_k(\mathbb{PEB}^l_{k+1}(G)) \).

**Almost exponential separations for \( R^*(k) \)**

It is shown in [53] that there is an infinite family of graphs \( G \), where each nonsource node in \( G \) has indegree 2, such that \( P(G) = \Omega(n/\log n) \), where \( n \) is the number of nodes in \( G \). Combining Theorem 73 with Corollary 68 this shows that for such a graph \( G \), any \( R^*(k) \) refutation for \( \mathbb{PEB}^l_{k+1}(G) \) has size \( 2^{\Omega(n/k \log n)} \). On the other hand \( \mathbb{PEB}^l_{k+1}(G) \) consists of at most \( O(n) \) clauses. Hence, by Theorem 63 there is \( R^*(k+1) \) refutation of \( \mathbb{PEB}^l_{k+1}(G) \) of size \( O(n) \). This yields an almost exponential separation between \( R^*(k) \) and \( R^*(k+1) \).

**Corollary 74** There is a family of graphs \( G \) such that any \( R^*(k) \) refutation for \( \mathbb{PEB}^l_{k+1}(G) \) has size \( 2^{\Omega(n/\log n)} \) whereas there is a \( R^*(k+1) \) refutation for \( \mathbb{PEB}^l_{k+1}(G) \) of size \( O(n) \).

**Corollary 75** Let \( k > 0 \). There is a family of CNF formulas \( F \) with a \( R^*(k+1) \) refutation of size \( s \) such that any \( R^*(k) \) refutation has size \( 2^{s/\log s} \).
**Corollary 76** $R^*(k+1)$ dominates $R^*(k)$.

Besides these separation between successive levels of the $R^*(k)$ hierarchy, there are a few known separations between $R(2)$ and $R(1)$. We have shown a superpolynomial separation in Section 2.2. Later this separation was improved in [5] to slightly exponential. In [63] they proved a separation between successive levels of the $R(k)$ hierarchy, and extended some lower bounds of [6] that hold only for $R(2)$ to $R(k)$.

### 2.4.3 $R(1)$ dominates $R^*(k)$

Moreover, $R(1)$ simulates $R^*(k)$, see [45, 5]. In fact we are able to improve the simulations from [45, 5], by showing that an increment by factor 2, independent of $k$, suffices.

**Theorem 77** *If $F$ has a $R^*(k)$ refutation of size $S$ then $F$ has a $R(1)$ refutation of size $2S$.*

**Proof.** For a $R^*(k)$ derivation $P$ let $s(P)$ denote the number of $k$-clauses in $P$ that are not obtained by the weakening rule, and $a(P)$ denote the number of $k$-clauses in $P$ that are obtained by ∧-introduction. Below we will prove the following statement by induction on $a(T)$: for all formulas $F$ in CNF, and for all clauses $C$, if $T$ is a $R^*(k)$ derivation of $C$ from $F$ then there is a $R(1)$ derivation $P$ of $C$ from $F$ with $s(P) = s(T) + a(T)$. Since weakenings can be removed in $R(1)$ refutations the theorem follows.

If $a(T) = 0$ then $T$ is already a $R(1)$ derivation. Now assume $a(T) > 0$, and consider the last $k$-cut in $T$ where a $k$-term $\bigwedge_{i \in L} l$ with $|L| \geq 2$ is involved, say

$$
\frac{A \lor \bigwedge_{i \in L} l \quad B \lor \bigvee_{i \in L} \neg l}{A \lor B}
$$

Since this was a last cut, $A \lor B$, and $B \lor \bigvee_{i \in L} \neg l$ are clauses. Let $T_1, T_2$ denote subtrees deriving $A \lor \bigwedge_{i \in L} l$ and $B \lor \bigvee_{i \in L} \neg l$, respectively. Since $T_1$ must contain some ∧-introduction to produce the term $\bigwedge_{i \in L} l$ we have that $a(T_2) < a(T)$ and we conclude by the inductive hypotheses that there is a $R(1)$ derivation $P_2$ of $B \lor \bigvee_{i \in L} \neg l$ from $F$ of size $s(P_2) = s(T_2) + a(T_2)$. Consider also the rest of the derivation $T' = T \setminus (T_1 \cup T_2)$. $T'$ derives $C$ from $F \land (A \lor B)$. 
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By the inductive hypothesis we obtain a R(1) derivation $P'$ of $C$ from $F \land (A \lor B)$ with 
$s(P') = s(T') + a(T') = s(T) + a(T) - \sum_{i=1,2} s(T_i) + a(T_i)$.

Now we add $B \lor \bigvee_{i \in L} \neg l_i$ to the initial clauses and show how to transform $T_1$ to a derivation tree $T'_1$ of $A \lor B$ from $F \land (B \lor \bigvee_{i \in L} \neg l_i)$ with $s(T'_1) = s(T_1) + r$, and $a(T'_1) = a(T_1) - r$ for some $r \geq 1$. Note that $\bigwedge_{i \in L} l_i$ can arrive to $A \lor \bigwedge_{i \in L} l_i$ through several paths, say $r$. Now, trace in $T_1$ the occurrence of the term $\bigwedge_{i \in L} l_i$ towards the leaves until one encounters a $k$-clause in which this term is introduced by $\land$-introduction. Denote these $k$-clauses by $C_i \lor \bigwedge_{i \in L} l_i$ for $i = 1, \ldots, r$, and denote the clauses from which they’re derived by $A_i \lor \bigwedge_{i \in L_i} l_i$ and $B_i \lor \bigwedge_{i \in L_i} l_i$ with $L = L_i \cup L'_i$, and $C_i = A_i \lor B_i$. Now replace for $i = 1, \ldots, r$ the $\land$-introduction

$$
\frac{A_i \lor \bigwedge_{i \in L_i} l_i}{C_i \lor \bigwedge_{i \in L} l_i}
$$

by two $k$-cuts (and eventually one weakening)

$$
\frac{B \lor \bigvee_{i \in L} \neg l_i}{A_i \lor \bigwedge_{i \in L_i} l_i}
\frac{A_i \lor B \lor \bigvee_{i \in L_i \setminus L_i} \neg l_i}{A_i \lor B \lor \bigwedge_{i \in L_i} \land_i}
\frac{B_i \lor \bigwedge_{i \in L_i} l_i}{C_i \lor B}
$$

Further replace on the path towards the root of $T_1$ the term $\bigwedge_{i \in L} l_i$ by $B$. To obtain the derivation tree $T'_1$ one may again need to add some weakenings on this path.

Applying the inductive hypothesis to $T'_1$ we obtain a R(1) derivation $P_1$ of $A \lor B$ from $F \land (B \lor \bigvee_{i \in L} \neg l_i)$ with $s(P_1) = s(T'_1) + a(T'_1) = (s(T_1) + r) + (a(T_1) - r) = s(T_1) + a(T_1)$.

Now combine the R(1) derivations $P_2$, $P'$, and $P_1$ to obtain the R(1) derivation $P = P_2, P_1, P'$ of $C$ from $F$ with size $s(P) = s(P_2) + s(P_1) + s(P') = s(T) + a(T)$. Q.E.D.

An immediate corollary of previous Theorem and lower bounds for each level of the $R^*(k)$ hierarchy is the following Theorem.

**Corollary 78** R(1) dominates $R^*(k)$ for $k \geq 1$. 
Chapter 3

Space and width

In this chapter we include the results concerning mainly to space. In Section 3.1 we deal with $R(1)$ and $R^*(1)$ space, the results come from [30, 9]. In Section 3.2 we show a combinatorial characterization of $R^*(1)$ space. A very simple Player-Adversary game from [55] played over any CNF formula $F$, can be used to find out $S_1^*(F)$. This characterization however does not hold for $R(1)$ space. In [7] there is a combinatorial characterization of width. In Section 3.3 we show that for $\mathbb{P}EB_1^1(T_n)$ where $T_n$ is the complete binary tree of $n$ levels requires less space in $R(1)$ than in $R^*(1)$. This is the first separation between $R^*(1)$ space and $R(1)$ space. This leaves two interesting open problems about $R(1)$ space. First, how much is $S_1(\mathbb{P}EB_1^1(G))$ for any $G$ or concretely for $T_n$. Second, is it possible to give an easy combinatorial characterization of $R(1)$ space? The results in Section 3.2 and Section 3.3 come from [31]. The rest of this chapter is devoted to results about $R(k)$. In Section 3.4 it is proven that $R^*(k)$ forms an strict hierarchy concerning space. Remember that in Section 2.4 it was proven that $R^*(k)$ formed also a strict hierarchy concerning size. Last, there has been some work done for proving space lower bound for $R(1)$. We can cite [65, 2, 15]. In Section 3.5 give an unified way for proving all known space lower bounds which holds not only for $R(1)$, it also holds for $R(k)$. 
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3.1 Space for \( R(1) \)

In this section we give upper and lower bounds for \( R(1) \) space. After some general results, we will show two examples of families of unsatisfiable formulas that can be refuted within less space than its number of clauses. The first example are unsatisfiable 2-CNF formulas, Theorem 83. The second example are the formulas whose clauses are all possible combinations of literals in such a way that every variable appears once in every clause. We will see that the space needed to refute these formulas is bounded by the number of different variables in it. In fact we will prove a more general result about the space needed in \( R^*(1) \) refutations.

**Definition 79** We say that a graph \( G_1 \) is EMBEDDED in a graph \( G_2 \) if a graph isomorphic to \( G_2 \) can be obtained from \( G_1 \) by adding nodes and edges or inserting nodes in the middle of edges of \( G_1 \).

The following claim is straightforward:

**Claim 80** If \( G_1 \) is embedded in \( G_2 \) then the number of pebbles needed to pebble \( G_1 \) is less or equal that the number of pebbles needed to pebble \( G_2 \).

This is so because any pebbling strategy for the \( G_2 \) can be easily adapted to pebble \( G_1 \).

We restate here with more detail what a restriction is, recall Definition 5. Let \( F \) a \( CNF \) formula, and \( \alpha \) a (partial) truth assignment to the variables in \( F \). \( F_\alpha \) is a modification of \( F \) according to \( \alpha \). For every variable \( x \) in \( \alpha \) if its truth value is 1, all the clauses in \( F \) containing the positive literal \( x \) are deleted and all occurrences of \( \overline{x} \) are deleted. If the truth value of \( x \) is 0, then all clauses in \( F \) containing \( \overline{x} \) are deleted and all occurrences of the literal \( x \) are deleted.

The next lemma, an easy adaptation of [54, Theorem 1], states the well known fact that for a \( R(1) \) refutation of a formula \( F \), for any partial truth assignment \( \alpha \) to the variables, we can get a \( R(1) \) refutation of \( F_\alpha \), the formula after applying the partial assignment, embedded in the initial \( R(1) \).
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**Lemma 81** Let $\mathcal{R}$ be a R(1) refutation of the CNF formula $\mathcal{F}$, let $\alpha$ be a partial truth assignment and the $\mathcal{F}_\alpha$ formula after applying the partial assignment. There is a R(1) refutation of $\mathcal{F}_\alpha$ whose R(1) graph is embedded in $\mathcal{R}$.

**Proof.** We construct a new refutation $\mathcal{R}'$ transforming the clauses of $\mathcal{R}$. Every original clause is either eliminated or transformed into a new one. The new graph of clauses, after maybe contracting some adjacent nodes representing the same clause, is also a refutation graph, and by construction, the new refutation graph is embedded in the original one.

To build the new refutation we start transforming the initial clauses going downward following the original refutation. If an original clause contains a literal that has been assigned value 1 by $\alpha$, then the whole clause is deleted. If it contains a literal with value 0, then the literal is deleted from the clause. Otherwise the clause remains unchanged.

If a clause in the original refutation is the resolvent of two previous ones, there are two cases depending on whether the resolved variable has been given a value by $\alpha$ or not. Suppose that clause $C$ is the resolvent of $A \lor x$ and $B \lor \bar{x}$.

- variable $x$ has been assigned by $\alpha$. If $A \lor x$ (resp. $B \lor \bar{x}$) has been replaced by $A'$ (resp. $B'$) then $C$ is replaced by $A'$ (resp. $B'$) if $\alpha(x) = 0$ (resp. $\alpha(x) = 1$).

- variable $x$ has not been assigned by $\alpha$. If $A \lor x$ (resp. $B \lor \bar{x}$) has been replaced by $A'$ (resp. $B'$) then $C$ is replaced by the resolvent of $A'$ and $B'$ if both contain variable $x$, and otherwise $C$ is replaced by any of $A'$ or $B'$ that does not contain variable $x$.

Consider the part of the new graph connected to $\lambda$. Contracting nodes of indegree one, we obtain a refutation graph that is embedded in the original one. Q.E.D.

We now give a relation between treelike size and treelike space.

**Theorem 82** If $L_s^*(\mathcal{F}) \leq s$ then $S_s^*(\mathcal{F}) \leq \lceil \log s \rceil + 1$.

**Proof.** We will show that the refutation tree for $\mathcal{F}$ can be pebbled with $d + 1$ pebbles, where $d$ is the depth of the biggest complete binary tree embedded in the refutation graph. As the biggest possible complete binary tree embedded in a tree of size $s$ has depth $\lceil \log s \rceil$, the theorem holds. It is a well known fact, see for example [62], that $d + 1$ pebbles suffice
to pebble a complete binary tree of depth \(d\) with the directed edges pointing to the root. In fact \(d+1\) pebbles suffice to pebble any binary tree whose biggest embedded complete binary tree has depth \(d\). In order to see this we use induction on the size of the tree. The base case is obvious. Let \(\mathcal{T}\) be refutation tree, and \(\mathcal{T}_1\) and \(\mathcal{T}_2\) be the two subtrees from the root. Let us call \(d_c(\mathcal{T})\) the depth of the biggest embedded subtree in \(\mathcal{T}\). So

\[
    d_c(\mathcal{T}) = \begin{cases} 
    \max(d_c(\mathcal{T}_1), d_c(\mathcal{T}_2)) & \text{if } d_c(\mathcal{T}_1) \neq d_c(\mathcal{T}_2) \\
    d_c(\mathcal{T}_1) + 1 & \text{if } d_c(\mathcal{T}_1) = d_c(\mathcal{T}_2) 
    \end{cases}
\]

By induction hypothesis one can pebble \(\mathcal{T}_1\) with \(d_c(\mathcal{T}_1) + 1\) pebbles and \(\mathcal{T}_2\) with \(d_c(\mathcal{T}_2) + 1\) pebbles. Let us suppose that \(d_c(\mathcal{T}_1) < d_c(\mathcal{T}_2)\), then \(d_c(\mathcal{T}) = d_c(\mathcal{T}_2)\) and one can pebble first \(\mathcal{T}_2\) with \(d_c(\mathcal{T}_2) + 1\) pebbles, leave a pebble in the root of \(\mathcal{T}_2\) and then pebble \(\mathcal{T}_1\) with \(d_c(\mathcal{T}_1) + 1\). For this second part of the pebbling one needs \(d_c(\mathcal{T}_1) + 2 \leq d_c(\mathcal{T}_2) + 1\). The other case is similar.

As a first example, consider the class of unsatisfiable formulas in \(CNF\) with at most two literals per clause.

**Theorem 83** Any unsatisfiable \(CNF\) formula with at most two literals in each clause can be refuted in \(R^*(1)\) within constant space.

**Proof.** The first part of the proof is similar to the one for showing that the set of \(2-CNF\) unsatisfiable formulas can be recognized in nondeterministic logarithmic space. In fact it is not hard to see that this result can also be derived from this Theorem. Given a \(2-CNF\) formula \(\mathbb{F}\) one can construct a directed graph \(G_{\mathbb{F}}\) related to it. This graph will be useful to know whether the formula is unsatisfiable or not, and in the former case, will provide us with a strategy to find a refutation that can be pebbled with constant space.

The set \(V\) of vertices of \(G_{\mathbb{F}}\) is the set of literals in \(\mathbb{F}\). For any clause \((x_1 \lor x_2)\), that can be viewed as the implication \(\bar{x}_1 \rightarrow x_2\) or also \(\bar{x}_2 \rightarrow x_1\), we include in \(E\) a directed edge from \(\bar{x}_1\) to \(x_2\) and another one from \(\bar{x}_2\) to \(x_1\). If the clause has only one literal \(x_1\) we consider it as \((x_1 \lor x_1)\) and include in \(E\) and edge from \(\bar{x}_1\) to \(x_1\). No other edge is included in \(E\).

The formula is unsatisfiable if and only if there is a cycle in the graph that contains a literal, say \(x_1\), and its negation. We can use this cycle to get a \(R(1)\) refutation. Starting from
node $x_1$, let us call the clauses related to the edges in the cycle $C_1, C_2, \ldots, C_k$. All these are initial clauses, and suppose that $C_1, \ldots C_l$ are the clauses corresponding to the edges from $x_1$ to $\bar{x}_1$ in the cycle, and $C_{l+1} \ldots C_k$ correspond to the edges from $\bar{x}_1$ to $x_1$. One can resolve $C_1$ with $C_2$ getting a new clause which will be resolved with $C_3$ and so on. When resolving with $C_l$ one gets the clause $x_1$. For this only 2 pebbles are needed. Analogously, starting from literal $\bar{x}_1$ one can resolve $C_{l+1}$ with $C_{l+2}$ and so on, until resolving with $C_k$ and thus getting the clause $\bar{x}_1$. Resolving finally both clauses $x_1$ and $\bar{x}_1$ $\lambda$ is obtained. This shows that at most 3 pebbles are needed to pebble such a refutation. Q.E.D.

We can apply Theorem 82 to compute the space needed in the refutation of our second example, the formula $\text{CT}_n$ defined as follows.

**Definition 84** The formula COMPLETE TREE, $\text{CT}_n$ for short, on $n$ variables, $\{x_1, \ldots, x_n\}$ is the set of clauses with all possible combinations of literals with the restriction that each variable appears once in each clause.

$$\text{CT}_n = \{x_1x_2 \ldots x_n, \bar{x}_1x_2 \ldots x_n, \ldots, \bar{x}_1\bar{x}_2 \ldots \bar{x}_n\}.$$  

Observe that this formula has $2^n$ clauses. It is not hard to see that $\text{CT}_n$ can be refuted using space $n + 1$. This is so since a straightforward $R^*(1)$ refutation that resolves the variables in different stages, has size $2^{n+1} - 1$. Theorem 82 assures that this refutation can be pebbled with $n + 1$ pebbles. In Corollary 92 it is shown that this amount of space is also necessary.

For some of the following results this concept will be very useful.

**Definition 85** We say that a CNF unsatisfiable formula is **MINIMALLY UNSATISFIABLE** if removing any clause the formula becomes satisfiable.

The following result attributed to M. Tarsi can be found in [1].

**Lemma 86** Any minimally unsatisfiable CNF formula must have more clauses than variables.
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In [9] we give a new, simpler proof of the fact that any minimally unsatisfiable CNF formula must have more clauses than variables. To prove this, we only use elementary properties of regular $R^*(1)$.

**Proof.** (of Lemma 86) Let $F$ be a minimally unsatisfiable formula over a set of variables $x_1, \ldots, x_n$. We consider a regular $R^*(1)$ refutation of the formula. This must exist since regular $R(1)$ is refutationally complete. Observe that since the formula is minimally unsatisfiable, every variable in $F$ is resolved at least once in the refutation. Let $T$ be the tree associated to the $R^*(1)$ refutation of $F$ and consider a postorder transversal of $T$, the root comes after the nodes of its subtrees in the transversal. For every variable $x_i$ we mark with $v_i$ the first node in the transversal of the tree that is a resolvent of variable $x_i$. There are as many such nodes as variables.

Let us call **outer nodes of type 1** to the marked nodes of $T$ that do not have any marked nodes in one of the two subtrees hanging from them, and **outer nodes of type 2** to those marked nodes in $T$ that do not have any marked nodes in neither one of the subtrees hanging from them.

We claim that we can associate to each outer node $v_i$ one or two initial clauses (depending on the type of the node) containing variable $x_i$ that are not associated to any other outer node. For doing so, we order the outer nodes in the order given by the postorder transversal of $T$. Let $v_i$ be such an outer node. We consider first the case in which $v_i$ is of type 2. It results from resolving variable $x_i$ and therefore it must have in its left and right subtrees two initial clauses, one containing the literal $x_i$, and the other one containing the negated literal. Moreover, these clauses cannot be in the subtrees of any of the other previous outer nodes in the postorder. To prove this, let us suppose that there is an outer node $v_j$ previous to $v_i$ containing variable $x_i$ in one of the initial clauses in its subtrees, and let $v$ be the deepest common ancestor of $v_i$ and $v_j$ in $T$. The occurrence of $x_i$ in the subtree of $v_j$ has to be resolved at some point. If it is resolved in the subtree of $v$ containing $v_j$ then we contradict the fact that $v_i$ is the first place in the postorder traversal in which $x_i$ is resolved. Otherwise the clause in node $v$ must contain the variable $x_i$, but this contradicts the fact that $T$ is a regular $R^*(1)$ refutation, since in the path from $\lambda$ to $v_i$ through $v$, variable $x_i$ is resolved more than once. If $v_i$ is of type 1, then its subtree that does not contain any other outer
node must contain some initial clause with the variable \( x_i \). By the same argument as above this clause cannot appear in the subtrees from any of the other previous outer nodes in the postorder.

Starting from the last outer node in the postorder, we can then always associate to each outer node \( v_i \) one or two initial clauses, containing variable \( x_i \) belonging to the subtree rooted at \( v_i \) and have not been associated yet.

We consider now a binary tree \( T' \) embedded in \( T \) containing all the marked nodes in \( T \), each one corresponding to one of the variables. \( T' \) can have some other inner nodes of \( T \) that are not marked, but have two marked nodes as descendants. The leaves in \( T' \) are the initial clauses associated to the outer nodes in \( T \) as explained in the claim above. All the leaves are different clauses. \( T' \) is a binary tree with at least \( n \) inner nodes, one for each variable, and therefore at least \( n + 1 \) leaves. From this follows that the number of clauses in \( \mathcal{F} \) is at least \( n + 1 \). Q.E.D.

It is obvious that the result does not apply for non minimally unsatisfiable CNF formulas in general. As an easy counterexample just consider the formula \( \{ x_1, \bar{x}_1, x_1 x_2 x_3 \} \). But the result can be extended to some nonminimally unsatisfiable formulas provided that all the variables are used in some R(1) refutation. Let us formalize the concept of used subset of variables of a formula.

**Definition 87** Let \( \mathcal{F} \) an unsatisfiable CNF formula over the set of variables \( V \). We say that a subset of the variables \( V' \subseteq V \) is used in \( R(1) \) if there exists a \( R(1) \) refutation of \( \mathcal{F} \), possibly deriving \( \lambda \) more than once, in which all the variables in \( V' \) are resolved at least once, that is there exists a \( R(1) \) refutation of \( \mathcal{F} \) with associated dag \( G \) such that:

- The target (or targets) of \( G \) correspond to \( \lambda \),
- the leaves are labeled with clauses in \( \mathcal{F} \) and
- every variable in \( V' \) is resolved at least once.

Lemma 86 can be generalized in the following way:

**Theorem 88** If \( \mathcal{F} \) is an unsatisfiable formula with a \( R(1) \) refutation in which all its variables are used, then \( \mathcal{F} \) has more clauses than variables.
CHAPTER 3. SPACE AND WIDTH

Proof. In proof in fact a more general result from which the Theorem directly follows. We consider a extension of R(1), that we call UNION R(1) in which besides the resolution rule we allow to infer from two clauses $C_1$ and $C_2$ with the property that no literal in $C_1$ appears negated in $C_2$, the clause $C_1 \lor C_2$. Clearly the new inference rule is sound. We define an unsatisfiable set of clauses to be used in union R(1) in the same way as above but allowing also the new rule in the refutation of the set of clauses.

We prove by induction of the number $|V|$ of variables in $F$ that if $V$ is used in union R(1) then $F$ has more clauses than variables. Observe that the result for R(1) follows directly from this fact, since R(1) is a special case of union R(1).

The base case is straightforward, if $V$ has one just variable, then $F$ must have two clauses.

Let us suppose now that $V$ contains $n$ clauses. If $F$ is minimally unsatisfiable we are done. Otherwise let us consider a minimally unsatisfiable subset of clauses $F_m \subseteq F$. Let us call $V_1$ the variables in $F_m$ and $V_2$ to the rest of variables in $F$. If $V_2 = \emptyset$ then since the number of clauses is $F$ is greater than the number of clauses in $F_m$ and this number is greater than $|V_1|$ ($S_m$ is minimally unsatisfiable) the result is also proved.

If $V_2 \neq \emptyset$, then we transform $F$ into $F'$ by deleting from the clauses in $F$ all the variables in $V_1$. We claim that $F'$ is unsatisfiable and all its variables are used in union R(1). As the variables in $F$ are used, there is a union R(1) graph $G$ that fulfills the conditions of Definition 87. We remove from the refutation graph all the variables in $V_1$. The nodes in $G$ corresponding to clauses that only have variables from $V_1$ have no label. Also, if a node in $G$ resulted from the R(1) of a variable in $V_1$, this node contains now the union of the corresponding clauses, without the variables in $V_1$. All the nodes in $G$ containing some variable in $V_2$ appear also in $G'$. We obtain in this way a union refutation for $F'$ with a graph $G'$ embedded in $G$. $\lambda$ might be derived in $G'$ more times than in $G$. All the variables in $V_2$ appear in some leaf of $G'$ and all the leaves are used in the new union R(1). Because of this, $V_2$ is a set of variables used in union R(1) of cardinality smaller than $n$, and by the induction hypothesis $F'$ has more clauses than variables. The number of clauses in $F'$ is greater than $|V_2|$ and the number of clauses in $F_m$ grater than $|V_1|$. Putting both parts together, the total number of clauses in $F$ is greater than the number of its variables. Q.E.D.
3.1. SPACE FOR R(1)

The concept of a set of clauses used in a proof, can be defined in an analogous way as that of used variable. In a used set of clauses, all the variables must be used. From this observation and the above result we obtain the following consequence.

**Corollary 89** Any subset of clauses \( S \) of an unsatisfiable CNF formula \( \Phi \) used in a \( R(1) \) refutation has more clauses than variables.

We may wonder whether it is of any use having nonminimally unsatisfiable formulas. The answer is yes. Buss and Pitassi have proved in [24] that \( \Phi \Phi_n \), where \( m = 2^{\sqrt{n \log n}} \) is faster to refute than its minimally unsatisfiable subformula, which is of course, \( \Phi \Phi_n^{n+1} \).

Now we give space bounds with respect to the number of variables.

**Theorem 90** Every unsatisfiable formula with \( n \) variables can be resolved using \( R(1) \) in space at most \( n + 1 \).

**Proof.** As mentioned in the proof of Theorem 82, for pebbling a tree of depth \( d \), \( d + 1 \) pebbles suffice. If we consider regular \( R^*(1) \), which is complete, we have refutation trees whose depth is at most the number of variables in the formula being refuted. Q.E.D.

There is a matching lower bound, since there are formulas of \( n \) variables whose refutation graphs can only be pebbled with \( n + 1 \) pebbles. This is a consequence of the following result:

**Theorem 91** Let \( \Phi \) an unsatisfiable CNF formula and \( k \) the smallest number of literals of a clause of \( \Phi \). Any \( R(1) \) refutation of \( \Phi \) needs at least space \( k + 1 \).

**Proof.** For any pebbling strategy, there is a first step, let us call it \( s \), in which the set of pebbled clauses becomes unsatisfiable. This step must exist because the first pebbling step consists of pebbling an initial clause, which is always satisfiable, and the last step pebbles \( \lambda \). In step \( s \), an initial clause has to be pebbled since according to the pebbling rules the only other possibility would be to pebble a clause with both parents pebbled, and this step would not transform the set of pebbled clauses into an unsatisfiable set. Therefore the set of pebbled clauses at step \( s \) contains at least \( k \) variables, the ones of the initial clause.

Let us suppose than the set of pebbled clauses at step \( s \) is minimally unsatisfiable, then, by Lemma 86, it has at least \( k + 1 \) clauses because it has at least \( k \) variables. On the
other hand, if this set is not minimally unsatisfiable, we can throw aside clauses until the remaining set becomes minimally unsatisfiable. Notice that we cannot delete the initial clause last added to the set, otherwise the set of clauses would be a subset of the clauses at stage \( s - 1 \) and becomes therefore satisfiable. So, \( k + 1 \) clauses are still needed because the initial clause is contained in the set and has at least \( k \) variables.

Q.E.D.

Theorem 91 can be used to give a R(1) space lower bound for \( \mathbb{CT}_n \), Definition 84. All the clauses of \( \mathbb{CT}_n \) have exactly \( n \) variables, hence:

**Corollary 92** \( S_1(\mathbb{CT}_n) \geq n + 1 \).

Theorem 91 can be strengthened to allow to prove lower bounds for the space needed in the refutation of a more general class of formulas.

**Theorem 93** Let \( \mathcal{F} \) be a unsatisfiable CNF formula, and let \( k \) be the maximum over all partial assignments \( \alpha \) of the minimum number of literals of a clause in \( \mathcal{F}_\alpha \). The space needed in a R(1) refutation of \( \mathcal{F} \) is at least \( k \).

**Proof.** Let \( \alpha \) be any partial assignment to the variables in \( \mathcal{F} \), and \( \mathcal{R} \) a refutation of \( \mathcal{F} \) that needs the smallest amount of space. From Lemma 81 we know that there exists a refutation \( \mathcal{R}' \) for \( \mathcal{F}_\alpha \) embedded in the structure of \( \mathcal{R} \). Theorem 91 guarantees that to pebble \( \mathcal{F}_\alpha \) one needs at least a number of pebbles equal to the length of the shortest clause in \( \mathcal{F}_\alpha \). But as \( \mathcal{R}' \) is embedded in \( \mathcal{R} \), one cannot pebble \( \mathcal{R} \) with fewer pebbles than \( \mathcal{R}' \). To finish the proof we just need to consider an assignment \( \alpha \) which produces a shortest clause of maximal length.

Q.E.D.

We give an upper bound on the size of R(1) refutations of a formula in terms of the space and the depth needed in a refutation. We say that the *depth* of a R(1) refutation is the size of the longest path from \( \lambda \) to an initial clause in the graph of the refutation.

**Theorem 94** If a R(1) refutation \( \mathcal{R} \) of \( \mathcal{F} \) has depth \( d \), \( S_1(\mathcal{R}) = s \), then \( \mathcal{L}_1(\mathcal{F}) \leq \left( \frac{d+s}{s} \right) \).

**Proof.** Let \( \mathcal{R} \) be the R(1) refutation proof that can be pebbled with \( s \) pebbles. The depth of a clause \( C \) in \( \mathcal{R} \) is the length of the longest path from \( C \) to \( \lambda \).
3.1. **SPACE FOR R(1)**

We associate a set $A$ of at most $s$ clauses in $\mathcal{R}$ with an array $\text{depth}(A) = a_1 \ldots a_s$ of $s$ numbers between 1 and $d + 1$ in the following way: Sort the clauses in $A$ by depth in $\mathcal{R}$ and for $1 \leq j \leq s$ let $a_j$ be the depth of the clause of $j$-th smallest depth. If there are less than $j$ clauses in $A$ then let $a_j = d + 1$. In this way the array $\text{depth}(A)$ has always $s$ positions. We can compare these arrays as base $d + 1$ numbers in the usual way.

$\mathcal{R}$ can be pebbled with $s$ pebbles. W.l.o.g. we can suppose that in the pebbling strategy pebbles are removed from clauses in the first moment they are not needed anymore, that is, pebbles can only be removed from a clause only immediately after one of its successors has been pebbled.

In the pebbling strategy pebbles are placed and removed. We consider the stages right before the pebbles are placed. Let $F_i$ be the set of clauses containing pebbles at the stage right before the $i$-th time a pebble is set or shifted. $F_i$ is the empty set. Observe that, by the special form of pebbling strategy we are considering, $F_{i+1}$ is obtained from $F_i$ by pebbling one clause, and eventually removing one or the two predecessors of this clause.

We claim that if $F_{i+1}$ and $F_i$ are two consecutive pebbling stages as described, then $\text{depth}(F_i) > \text{depth}(F_{i+1})$. If in stage $F_{i+1}$ no clauses are deleted, then the result is clear, since either one of the non-used pebbles at stage $i$ (with depth $d + 1$) is placed at depth $\leq d$, or some pebble is shifted to a position with smaller depth. In the other case one or two pebbles are deleted in stage $i + 1$, but this can only happen if at stage $i + 1$ a clause $C$ resolvent of the clauses with the removed pebbles is pebbled. $F_{i+1}$ differs from $F_i$ since it contains $C$ and does not contain one or the two predecessors of $C$. Since the depth of $C$ is smaller than the depth of its predecessors the inequality holds.

In each stage $i$ in the pebbling strategy at most a new clause is considered and it holds $\text{depth}(F_i) > \text{depth}(F_{i+1})$. Because of this the number of clauses in the refutation is bounded by the set of possible values of the function $\text{depth}(A)$ for sets $A$ of size at most $s$. $\text{depth}(A)$ is encoded by an ordered sequence of $s$ numbers ranging from 1 to $d + 1$. Since there are $\binom{d+s}{s}$ possible values for these sequences, the size of the refutation is bounded by $\binom{d+s}{s}$. Q.E.D.

We get several consequences from this result:

**Corollary 95** Any family of unsatisfiable CNF formulas with $R(1)$ refutations of polyno-
mial depth and constant space, have R(1) refutations of polynomial size.

In some types of R(1), the depth of the proof is automatically bounded. An example is regular R(1). For this type of R(1) it is required that in every path from \( \lambda \) to an initial clause in the refutation graph, every variable is solved at most once. Clearly in this case the number of variables is a bound on the depth of the proof.

**Corollary 96** If an unsatisfiable CNF formula on \( n \) variables has a regular R(1) refutation of space \( s \), then the size of this refutation is bounded by \((n+s)/s\).

An interesting question is whether the depth of the refutation can be taken out of the bound given by Theorem 94. A way to do this would be by showing that a refutation of a formula can be transformed into another one that uses the same amount of space, but has bounded depth. It is not clear that this result holds, but as we see in the next section, it does hold for the case of R*(1).

We consider now the question of measuring the space for R*(1) refutations. Recall that in this case all the nodes in the underlying graph have fanout one, and that the same clause may appear more than once in this graph. Since in Definition 8 does not refer to the structure of the underlying graph, we measure initially the treelike space needed for the refutation of an unsatisfiable formula as the minimum number of pebbles needed to play the game on a refutation tree of the formula. Later on we will show that it is also possible to give a characterization of treelike space in terms of list of clauses kept in memory, in a similar way as in Definition 8. We start showing that a R*(1) refutation can be made regular without increasing the space. Tseitin [65] showed that the same result holds also if the size of the R*(1) refutation, instead of the space, is considered.

**Theorem 97** If \( \mathcal{F} \) is a CNF unsatisfiable formula, such that \( S^*_s(\mathcal{F}) < s \) then \( \mathcal{F} \) has a regular R*(1) refutation that can be pebbled with \( s \) pebbles.

**Proof.** Let \( \mathcal{F} \) be any formula and \( \mathcal{T} \) any R*(1) refutation of \( \mathcal{F} \) and for any clause \( C \) let \( \mathcal{T}_C \) be the subtree in the refutation tree that derives \( C \) from initial clauses. Suppose that the last R*(1) step in the refutation, the one having \( \lambda \) as resolvent, resolves the variable \( x \), and
that this variable is resolved more than once in $\mathcal{T}$. Applying Lemma 81 to $\mathcal{F}_x$ (resp. $\mathcal{F}_{\bar{x}}$) with the partial truth assignment $\alpha(x) = 0$ (resp. $\alpha(x) = 1$) and then adding again the literal $x$ (resp. $\bar{x}$) to the clauses that had it deleted, one derives $x$ (resp. $\bar{x}$) or directly $\lambda$. Putting both refutation trees together, the resulting $R^*(1)$ refutation is embedded in $\mathcal{T}$ and resolves variable $x$ at most once. One can continue in this way with the parent clauses of $x$ and $\bar{x}$ modifying the refutation until the initial clauses are reached. The way in which the new refutation is constructed assures that on every path from $\lambda$ to an initial one, every variable is resolved at most once, and moreover the new refutation in embedded in the former one, and therefore it does not need more space.

Q.E.D.

We can give now a definition of space in $R^*(1)$ considering list of clauses kept in memory, with the particularity that when a clause is used to derive other clauses, it is removed from the memory.

Definition 98 Let $k \in \mathbb{N}$, we say that an unsatisfiable CNF formula $\mathcal{F}$ has a $R^*(1)$ refutation bounded by space $k$ if there is a series of CNF formulas (without having repeated clauses) $\mathcal{F}_1, \ldots, \mathcal{F}_s$, such that $\mathcal{F}_1 \subseteq \mathcal{F}$, $\lambda \in \mathcal{F}_n$, in any $\mathcal{F}_i$ there are at most $k$ clauses, and for each $i < s$, $\mathcal{F}_{i+1}$ is obtained from $\mathcal{F}_i$ by

- deleting (if wished) some of its clauses,
- adding the resolvent of two clauses of $\mathcal{F}_i$ and deleting the parent clauses.
- adding (if wished) some of the clauses of $\mathcal{F}$ (initial clauses).

We show the equivalence of this definition and Definition 11 applied to trees. Clearly if a formula can be refuted in space $k$ according to Definition 98, then there is a refutation tree than can be pebbled with $k$ pebbles.

For the other direction, the successive lists $\mathcal{F}_i$ will be formed by the pebbled clauses in the tree. A problem can happen in case there are repetitions in the set of pebbled clauses, because in the list there can be only one copy of each clause. When deleting one instance of this clause we are deleting the only occurrence of the clause in the list. We show that one can always have a $R^*(1)$ refutation using the same space and in which two occurrences of the same clause are never pebbled simultaneously.
Lemma 99 Let $s$ be the minimum number of pebbles needed in any $R^*(1)$ refutation of $F$. There is a regular $R^*(1)$ refutation of $F$ that can be pebbled with $s$ pebbles in such a way that two nodes corresponding to the same clause are not pebbled simultaneously.

Proof. By Theorem 97 we can suppose that there is a regular $R^*(1)$ refutation of $F$ using $s$ pebbles. Since every clause in the tree has at most one successor clause, when the successor clause is pebbled, in any sensible strategy, the parent clause can be deleted immediately. In Theorem 82 it is proved that the space needed to pebble a tree is the depth of its biggest embedded subtree. An optimal strategy is then: starting from the root, pebble first the subtree with the biggest embedded complete subtree and then the other subtree. Apply this rule recursively to both subtrees. If we follow this strategy when a clause, $A$ is pebbled then we pebble the subtree that derives its mating clause $A'$. Since we are dealing with a regular refutation, $A$ cannot be in the tree deriving $A'$. Otherwise, there would be a path going from the copy of $A$ deriving $A'$ to the resolvent of $A$ and $A'$ and then to $\lambda$, in which a variable has to be resolved twice, contradicting the fact that we are dealing with regular $R^*(1)$. Q.E.D.

Using Theorem 97 and the fact that in the proof of Theorem 94, applies to any kind of $R(1)$, we get:

Lemma 100 If an unsatisfiable formula $F$ with $n$ variables has a $R^*(1)$ refutation of space $s$, then it has a $R^*(1)$ refutation of size $(\binom{n+s}{s})$.

In the case of $R^*(1)$ we can show a connection between the concepts of size and width. For any unsatisfiable formula $F$, the difference between the width in a refutation of $F$ minus the initial width of the formula, is bounded by the space in any $R^*(1)$ refutation of the formula. The proof of this fact relies on the following lemma from Ben-Sasson and Wigderson:

Lemma 101 [17] Let $F$ be a CNF unsatisfiable formula, and for a literal $a$, let $F_0$ and $F_1$ be the formulas resulting from assigning $a$ the truth values 0 and 1 respectively. If for some value $k$, $W(F_0 \vdash \lambda) \leq k - 1$ and $W(F_1) \leq k$ then $W(F \vdash \lambda) \leq \max\{k, W(F)\}$

Theorem 102 $S_1^*(F) - 1 \geq W(F \vdash \lambda) - W(F)$. 
3.2. COMBINATORIAL CHARACTERIZATION OF R*(1) SPACE

Proof. Let $\mathbb{F}$ be an unsatisfiable CNF formula, and $s$ the minimum number of pebbles needed in any $R^*(1)$ refutation of $\mathbb{F}$, $\mathcal{T}$. We prove by induction on the depth of $\mathcal{T}$, $d$, that $W(\mathbb{F} \vdash \lambda) \leq W(\mathbb{F}) + s - 1$. For $d = 0$, we have that $\lambda$ is an initial clause, and the result holds trivially. For $d > 0$, let $\mathcal{T}$ be a $R^*(1)$ refutation of $\mathbb{F}$ of depth $d$ and let $x$ be the last variable being resolved. Let $\mathcal{T}_0$ and $\mathcal{T}_1$ be the subtrees in the refutation deriving the literals $x$ and $\bar{x}$ from initial clauses, and let $s_0$ and $s_1$ be the number of pebbles needed to pebble these subtrees reaching the literals $x$ and $\bar{x}$.

Since we are dealing with a $R^*(1)$ refutation, by the proof of Theorem 82, either $s_0$ or $s_1$ must be smaller than $s$. W.l.o.g. let us consider $s_0 < s$. Also, $\mathcal{T}_0$ and $\mathcal{T}_1$ have depth smaller than $d$.

Applying the partial assignment $x = 0$ to all the clauses in $\mathcal{T}_0$ (respectively the partial truth assignment $x = 1$ to the clauses in $\mathcal{T}_1$), we obtain two refutation trees deriving $\lambda$ from two sets of clauses $\mathbb{F}_0$, $\mathbb{F}_1$. By induction, $W(\mathbb{F}_0 \vdash \lambda) \leq W(\mathbb{F}_0) + s_0 - 1 \leq W(\mathbb{F}) + s - 2$, and $W(\mathbb{F}_1 \vdash \lambda) \leq W(\mathbb{F}_1) + s_1 - 1 \leq W(\mathbb{F}) + s - 1$. Applying Lemma 101 we obtain $s - 1 \geq W(\mathbb{F} \vdash \lambda) - W(\mathbb{F})$ Q.E.D.

This result shows that width lower bounds can be used to obtain space lower bounds for $R^*(1)$. Consider for example, for the case of a Tseitin formulas related to an undirected graph $G$ with odd marking. Ben-Sasson and Wigderson have proved a width lower bound of the expansion of $G$ [17]. By Corollary 102, this can be translated into a space lower bound for $R^*(1)$ refutations of this formulas of at least the expansion of $G$ minus the maximal degree of the graph. In [7] it is proven that Theorem 102 also holds for $R(1)$, solving an open problem from [30].

3.2 Combinatorial characterization of $R^*(1)$ space

We show that the Player-Adversary game from [55] played over CNF propositional formulas gives an exact characterization $R^*(1)$ space. This characterization is purely combinatorial. This game was used for proving size lower bounds for $R^*(1)$, see [55, 16]. Let us call $\mathbb{F}$ to a generic CNF formula. A generalization of the game, $G_k(\mathbb{F})$, was presented in Subsection 2.4.2. Here we recall the original game as in [55, 16] that here is called $G_1(\mathbb{F})$. 
The combinatorial game

The game is played in rounds on an unsatisfiable $CNF$ formula $\mathbb{F}$ by two players: Prover and Delayer. Prover wants to falsify some initial clause and Delayer tries to retard this as much as possible. In each round Prover chooses a variable in $\mathbb{F}$ and asks Delayer for a value for this variable. Delayer can answer either 0, 1 or *. In this last case Prover can choose the truth value (0 or 1) for the variable and Delayer scores one point. The variable is set to the selected value and the next round begins. The game ends when a clause in $\mathbb{F}$ is falsified (all its literals are set to 0) by the partial assignment constructed this way. The goal of Delayer is to score as many points as possible and Prover tries to prevent this. The outcome of the game is the number of points scored by Delayer.

**Definition 103** Let $\mathbb{F}$ be an unsatisfiable formula in $CNF$. We denote by $g(\mathbb{F})$ the maximum number of points that Delayer can score while playing the game on $\mathbb{F}$ with an optimal strategy of Prover.

Our result shows that for an unsatisfiable $CNF$ formula $\mathbb{F}$, the space needed in $R^*(1)$ refutation of $\mathbb{F}$ is exactly $g(\mathbb{F}) + 1$. Observe that the outcome of the combinatorial game depends only on the structure of $\mathbb{F}$. This characterization of $R^*(1)$ space is therefore completely independent of the notion of $R(1)$. We use the characterization and the relations from space and size in $R^*(1)$ to slightly improve a lower bound for $R^*(1)$ size in terms of the points scored in the combinatorial game from [55].

Atserias and Dalmau have given recently [7] a combinatorial characterization of $R(1)$ width that also depends only on the structure of the formula being considered. These two results point out the naturalness of $R(1)$ and its space and width complexity measures.

We show that for an unsatisfiable $CNF$ formula $\mathbb{F}$, the number of points that Delayer can score while playing the game on $\mathbb{F}$ provides both an upper and a lower bound on the $R^*(1)$ space of $\mathbb{F}$.

We show first that $g(\mathbb{F}) + 1$ is an upper bound for the $R^*(1)$ space.

**Theorem 104** If for a $CNF$ formula $\mathbb{F}$, $S^*(\mathbb{F}) = S$, then Delayer has a strategy in which she can score at least $S - 1$ points, that is, $S - 1 \leq g(\mathbb{F})$. 
3.2. COMBINATORIAL CHARACTERIZATION OF R*(1) SPACE

Proof. Let be $S$ the minimum space needed in any R*(1) refutation of $F$. We give a strategy for Delayer for playing the combinatorial game on $F$ that scores at least $S - 1$ points with any strategy of Prover. We prove the result by induction on $S$.

For the base case $S = 2$, Delayer just needs to answer $*$ to the first variable asked by Prover.

For $S > 2$, let $x$ be the first variable asked by Prover and let $F_{x=1}$ and $F_{x=0}$ the CNF formulas obtained after given value 1 and 0 respectively to variable $x$ in $F$. Any R*(1) refutation of $F$ requires $S$ pebbles and therefore either

i) the R*(1) space for refuting each of $F_{x=1}$ and $F_{x=0}$ is at least $S - 1$ or

ii) for one of the formulas, say $F_{x=1}$, the R*(1) space is at least $S$.

Any other possibility would imply that $F$ could be refuted in space less than $S$.

In the first case Delayer can answer $*$ and scores one point. By induction hypothesis Delayer can score $S - 2$ more points playing the game in any of the formulas $F_{x=1}$ or $F_{x=0}$. In the second case Delayer answers the value leading to the formula that requires treelike resolution space $S$ ($x = 1$ in this case) and the game is played on $F_{x=1}$ in the next round. Q.E.D.

On the other hand $g(F)$ is also a lower bound for the R*(1) space. Let us consider a R*(1) refutation of $F$, $T$. Prover and Delayer play a modification of the game $G_1(F)$ over $T$ that is called $G'_1(T)$. This new game can be seen as several $G_1(F)$ games played in parallel where Prover chooses the variables to ask in an order induced by the refutation $T$. Delayer will still use the strategy that scores at least $g(F)$ points. Prover starts at the empty clause in $T$ and in general, when placed in a clause $C$, Prover chooses the resolved variable $x$ from the two parent clauses of $C$, and at the end of the round moves to one of the parent clauses of $C$ or both of them according to the answer of Delayer. In this later case the current game forks into to games. If Prover is placed in a clause $C$ is because the assignment built so far falsifies all clauses in the path from $C$ to $\lambda$. If Delayer assigns to $x$ a value 0 or 1 then Prover moves to the parent clause that is falsified by the partial assignment and the new round starts. If Delayer assigns $x$ value $*$ then Prover mark the clause with $*$ and the game
forks into two games. In one of them $x$ is set to 0 and Prover moves to the parent clause falsified, in the other game $x$ is set 1 and Prover moves to the other parent clause and a new round start for each of the two new games. Each of the parallel games ends when Prover can move to an initial clause. The game $G'_1(T)$ ends when all parallel games end.

For a refutation $T$ let us denote by game$(T)$ the subgraph of $T$ formed by all the clauses that are visited by Prover and the edges joining them, in the game $G'_1(T)$, with a strategy from Delayer scoring at least $g(\mathbb{F})$ points. We show that the pebble game played on game$(T)$ needs at least $g(\mathbb{F}) + 1$ pebbles. Since game$(T)$ is a subgraph of $T$, by Claim 80 this implies that $R^*(1)$ space for $\mathbb{F}$ is at least $g(\mathbb{F}) + 1$.

**Theorem 105** For any CNF $\mathbb{F}$, $S^*_1(\mathbb{F}) \geq g(\mathbb{F}) + 1$.

**Proof.** Let $T$ be a $R^*(1)$ refutation of $\mathbb{F}$. game$(T)$ is also a tree and in any path from $\lambda$ to an initial clause in game$(T)$ there are at least $g(\mathbb{F})$ nodes marked with $*$ (branching nodes). We will show that game$(T)$ requires at least $g(T) + 1$ pebbles. This implies the result since game$(T)$ is a subgraph of $T$.

Consider any strategy for pebbling the tree game$(T)$, and consider the first moment $s$ in which all the paths going from an initial clause to the empty clause contain a pebble. After moment $s - 1$ a pebble has to be placed on an initial clause $C_i$, and before that, the path going from $C_i$ to $\lambda$ is the only path without pebbles. This path contains at least $g(\mathbb{F})$ nodes marked with $*$. In each one of these nodes starts a path going to an initial clause. All these paths are disjoint and they all contain a pebble at instant $s - 1$ (otherwise there would be at moment $s$ a path from the empty clause to some initial clause without any pebble). Together with the pebble at moment $s$, this makes at least $g(\mathbb{F}) + 1$ pebbles. Q.E.D.

This combinatorial game was defined in [55] as a tool for proving lower bound for the size of $R^*(1)$ refutations. Impagliazzo and Pudlák proved the following result:

**Theorem 106** [55] If Delayer has a strategy on a formula $\mathbb{F}$ which scores $r$ points then $L^*_1(\mathbb{F}) \geq 2^r$.

Based on the relations between size and space in $R^*(1)$ refutations and the above characterization, we can slightly improve this result by a factor of two. For this we rephrase Theorem 82:
3.3. SEPARATION BETWEEN R(1) SPACE AND R*(1) SPACE

Theorem 107 If for a CNF formula $\mathcal{F}$ $S^s_1(\mathcal{F}) \geq s$ then $L^s_1(\mathcal{F}) \geq 2^s - 1$.

Together with the combinatorial characterization of R*(1) space this implies:

Corollary 108 For any unsatisfiable CNF formula $\mathcal{F}$, if Delayer has a strategy on $\mathcal{F}$ which scores $r$ points then, $L^r_1(\mathcal{F}) \geq 2^{r+1} - 1$.

We have given an exact characterization of the R*(1) space for refutations of a CNF formula based on a purely combinatorial game and independent of the R(1) method. In Section 3.3 we show that this characterization cannot be used for R(1) space. It would be interesting to find a characterization for R(1) space. This could help to answer the question of whether there are families of formulas that have R(1) refutations of small width but require a large amount of space, a question proposed by Ben-Sasson in [15]. We conjecture that the Pebbling Contradictions, $\text{PEB}_2^1(G)$ for a suitable $G$, defined in [17] are an example of a family with this property. These formulas have R(1) refutations with small size and width [17] and require a large amount of space in R*(1). This last result follows from our characterization and the fact that Delayer has always a strategy scoring many points [16] when playing the combinatorial game on these formulas.

3.3 Separation between R(1) space and R*(1) space

In this section we give a R(1) space upper bound that separates R(1) space from R*(1) space. Recall the definition of the Pebbling Contradictions from Subsection 1.3.4. We are using $\text{PEB}_2^1(G)$ for a suitable graph $G$. It is convenient here to write the formula $\text{PEB}_2^1(G)$.

Definition 109 For a dag $G$ with indegree 2, the clauses of $\text{PEB}_2^1(G)$ are as follows.

1. The source clause for a source node $s$ is $s_1s_2$.

2. The target clauses for a target node $t$ are $\bar{t}_1$ and $\bar{t}_2$.

3. The pebbling clauses for any nonsource node $w$ with parent nodes $u$ and $v$ are $\bar{u}_1\bar{v}_1w_1w_2$, $\bar{u}_2\bar{v}_1w_1w_2$ and $\bar{u}_1\bar{v}_2w_1w_2$. 
Let $T_n$ be the complete tree with $n$ levels and let $\mathcal{F} \vdash^s C$ mean that clause $C$ can be derived in space $s$ from $\mathcal{F}$ or a subset of $\mathcal{F}$.

**Lemma 110** For $n \geq 5$, if $\text{PEB}_2^1(T_{n-3}) \vdash^{s-2} \lambda$, $\text{PEB}_2^1(T_{n-2}) \vdash^{s-1} \lambda$ and $\text{PEB}_2^1(T_{n-1}) \vdash^s \lambda$ then $\text{PEB}_2^1(T_n) \vdash^s \lambda$.

**Proof.** We give a R(1) strategy for refuting $\text{PEB}_2^1(T_n)$ measuring the space needed. The variables names follows the representation of $T_n$ in Figure 3.3. Since $\text{PEB}_2^1(T_{n-1}) \vdash^s \lambda$ it follows that $\text{PEB}_2^1(T_{n}) \vdash^s b_1 b_2$. This is because all the clauses in $\text{PEB}_2^1(T_{n-1})$ occurs in $\text{PEB}_2^1(T_{n})$ except for clauses $\bar{b}_1$ and $\bar{b}_2$. Similarly, since $\text{PEB}_2^1(T_{n-2}) \vdash^{s-1} \lambda$ it is also clear that $\text{PEB}_2^1(T_{n}) \vdash^{s-1} d_1 d_2$. So we can derive the two clauses $b_1 b_2$ and $d_1 d_2$ using space $s$ by first deriving $b_1 b_2$ in space $s$, keeping it, and then deriving $d_1 d_2$. The maximum amount of space used until this point is $s$.

From clauses $\bar{a}_1$, $\bar{a}_2$, the pebbling clauses for $a$ (which are initial clauses) and clause $b_1 b_2$, we can derive using constant space 3 $\bar{c}_1$ and $\bar{c}_2$. This means that from the stage with the clauses $d_1 d_2$ and $b_1 b_2$ we can derive $d_1 d_2 \bar{c}_1$ and $\bar{c}_2$ using space 4, see Table 3.3.

Now from $d_1 d_2$, $\bar{c}_1$, $\bar{c}_2$ and the pebbling clauses for $c$ we get in space 5 $\bar{c}_1$ and $\bar{c}_2$. The derivation is very similar to that in Table 3.3, but now clauses $\bar{c}_1$ and $\bar{c}_2$ must be kept in memory as they are not initial clauses. The detailed derivation is in Table 3.3.

Since $\text{PEB}_2^1(T_{n-3}) \vdash^{s-2} \lambda$ it follows that $\text{PEB}_2^1(T_{n}) \vdash^{s-2} f_1 f_2$. During this derivation we have to keep $\bar{c}_1$ and $\bar{c}_2$, so the maximum amount of space used is $s$. From $f_1 f_2$, $\bar{c}_1$, $\bar{c}_2$ and the pebbling clauses for $e$ we get $\bar{g}_1$ and $\bar{g}_2$ in space 5 as in Table 3.3. Again as $\text{PEB}_2^1(T_{n-3}) \vdash^{s-2} \lambda$ it follows clear that $\text{PEB}_2^1(T_{n}) \vdash^{s-2} g_1 g_2$. From $g_1 g_2$, $\bar{g}_1$ and $\bar{g}_2$ we derive $\lambda$ in space 3. Q.E.D.

It is easy to check that $\text{PEB}_2^1(T_2)$ can be pebbled with 3 pebbles, see Table 3.3. That means that $\text{PEB}_2^1(T_3)$ needs at most 4 pebbles and $\text{PEB}_2^1(T_4)$ 5 pebbles. Using Theorem 110, $\text{PEB}_2^1(T_5)$ can be pebbled also with 5 pebbles, thus saving one pebble. From this follows the upper bound for the resolution space of $\text{PEB}_2^1(T_n)$.

**Corollary 111** For every $n$, $S_l(\text{PEB}_2^1(T_n)) \leq 2n/3 + 3$.

**Proof.** The result follows from the fact that for $n = 2 \mod 3$, $\text{PEB}_2^1(T_n)$ has a R(1) refutation with space at most $2(n+1)/3 + 1$. We prove this by induction on $n$. The base
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case $n = 2$ is clear since in Table 3.3 there is a $R(1)$ refutation of $\mathbb{PEB}^1_2(T_2)$ with space 3. It also holds that for any $n$, $\mathbb{PEB}^1_2(T_{n+1})$ requires space at most $s + 1$ if $\mathbb{PEB}^1_2(T_n)$ can be refuted using space $s$. For the induction step, let us suppose that $n = 2 \mod 3$. By induction hypothesis the space needed for $\mathbb{PEB}^1_2(T_{n-3})$ is at most $2(n - 2)/3 + 1$. Using the above property we get that the space needed for $\mathbb{PEB}^1_2(T_{n-2})$ and for $\mathbb{PEB}^1_2(T_{n-1})$ respectively at most $2(n - 2)/3 + 2$ and $2(n - 2)/3 + 3 = 2(n + 1)/3 + 1$. By Lemma 110 $\mathbb{PEB}^1_2(T_n)$ requires also at most space $2(n + 1)/3 + 1$. Q.E.D.

On the other hand in the case of $R^*(1)$, the space needed in a refutation of $\mathbb{PEB}^1_2(T_n)$ is at least $n - 2$. This follows our characterization of $R^*(1)$ space together with the lower bound obtained in [16] on the number on points obtained by Delayer’s when playing the combinatorial game on $\mathbb{PEB}^1_2(G)$. We just need the particular case of this result when $G$ is $T_n$.

**Theorem 112** [16] For every $n$ Delayer has a strategy in which at least $n - 3$ points can be scored, when playing the combinatorial game on $\mathbb{PEB}^1_2(T_n)$.

**Corollary 113** For every $n$, $S^*_1(\mathbb{PEB}^1_2(T_n)) \geq n - 2$. 

Table 3.1: R(1) derivation of $\tilde{c}_2$ and $\tilde{c}_1$

\[
\begin{array}{c|c}
  d_1d_2 & b_1b_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1b_1a_1a_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1b_2a_1a_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1b_2a_1a_2 & \tilde{c}_1b_2a_1a_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1a_1a_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1a_1a_2 & \tilde{a}_1 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1a_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1a_2 & \tilde{a}_2 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1 \\
  d_1d_2 & b_1b_2 & \tilde{c}_1 & \tilde{c}_2b_1a_1a_2 \\
  d_1d_2 & \tilde{c}_2b_2a_1a_2 & \tilde{c}_1 \\
  d_1d_2 & \tilde{c}_2b_2a_1a_2 & \tilde{c}_1 & \tilde{c}_2b_2a_1a_2 \\
  d_1d_2 & \tilde{c}_2a_1a_2 & \tilde{c}_1 \\
  d_1d_2 & \tilde{c}_2a_1a_2 & \tilde{c}_1 & \tilde{a}_1 \\
  d_1d_2 & \tilde{c}_2a_2 & \tilde{c}_1 \\
  d_1d_2 & \tilde{c}_2a_2 & \tilde{c}_1 & \tilde{a}_2 \\
  d_1d_2 & \tilde{c}_2 & \tilde{c}_1 \\
\end{array}
\]
### Table 3.2: R(1) derivation of $\bar{e}_2$ and $\bar{e}_1$

<table>
<thead>
<tr>
<th></th>
<th>$\bar{e}_2$</th>
<th>$\bar{e}_1$</th>
<th>$d_1 d_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1 d_1 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1 d_2 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1 d_2 c_1 c_2$ $\bar{e}_1 d_2 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1 c_1$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_1 d_2$ $\bar{e}_1$ $\bar{e}_2 d_1 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_2 c_1 c_2$ $\bar{e}_1$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$d_2 c_1 c_2$ $\bar{e}_1$ $\bar{e}_2 d_2 c_1 c_2$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$\bar{e}_2 c_1 c_2$ $\bar{e}_1$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_2 c_2$</td>
<td>$\bar{e}_1$</td>
</tr>
<tr>
<td></td>
<td>$\bar{e}_2$</td>
<td>$\bar{e}_1$</td>
<td>$\bar{e}_1$</td>
</tr>
</tbody>
</table>
Table 3.3: R(1) refutation of \( \mathbb{PB}_2^1(T_2) \)

\[
\begin{array}{c}
\begin{align*}
& a_1 a_2 \\
& a_1 a_2 \quad \bar{a}_1 \bar{b}_1 c_1 c_2 \\
& a_2 \bar{b}_1 c_1 c_2 \\
& a_2 \bar{b}_1 c_1 c_2 \quad \bar{a}_2 \bar{b}_1 c_1 c_2 \\
& \bar{b}_1 c_1 c_2 \\
& \bar{b}_1 c_1 c_2 \quad b_1 b_2 \\
& b_2 c_1 c_2 \\
& b_2 c_1 c_2 \quad a_1 a_2 \\
& b_2 c_1 c_2 \quad a_1 a_2 \quad \bar{a}_1 \bar{b}_2 c_1 c_2 \\
& b_2 c_1 c_2 \quad a_2 \bar{b}_2 c_1 c_2 \\
& b_2 c_1 c_2 \quad a_2 \bar{b}_2 c_1 c_2 \quad \bar{a}_2 \bar{b}_2 c_1 c_2 \\
& b_2 c_1 c_2 \quad \bar{\delta}_2 c_1 c_2 \\
& c_1 c_2 \\
& c_1 c_2 \quad \bar{c}_1 \\
& c_2 \\
& c_2 \quad \bar{c}_2 \\
& \lambda
\end{align*}
\end{array}
\]
3.4 Space separations for $R^*(k)$

We prove that $R^*(k)$ forms a hierarchy with respect to space. Remember that in Section 2.4 a similar result was proven for size.

Consider the following definition from [5]. Given a $CNF$ $F$ over variables in $X$, and a $k \in \mathbb{N}$, define a new formula $F_k$ this way: for any set of literals $l_1, \ldots, l_s$ over $X$, with $s \leq k$, consider a new literal $z_i$, meaning $l_1 \land \ldots \land l_s$. Let $E(X, k)$ be the set of clauses $\neg z_i \lor l_i$, for $i \in [s]$ and $\neg l_1 \lor \ldots \lor \neg l_s \lor \neg z_i$, then $F_k$ is $F \cup E(X, k)$.

The following two Lemmas were proved in [5].

**Lemma 114** [5] For any $CNF$ $F$ and $k \in \mathbb{N}$, if $F$ has $R(k)$ (resp. $R^*(k)$) refutations of size $S$, then $F_k$ has $R(1)$ (resp. $R^*(1)$) refutations of size $O(kS)$.

**Lemma 115** [5] For any $CNF$ $F$ and $k \in \mathbb{N}$, if $F_k$ has $R(1)$ (resp. $R^*(1)$) refutations of size $S$, then $F$ has $R(k)$ (resp. $R^*(k)$) refutations of size $O(kS)$.

It is not difficult to see that similar relations hold for the space.

**Lemma 116** For any $CNF$ $F$ and $k \in \mathbb{N}$, if there are $R(k)$ (resp. $R^*(k)$) refutations of $F$ using space $S$, then there are $R(1)$ (resp. $R^*(1)$) refutations of $F_k$ using space at most $S + 2$.

**Lemma 117** For any $CNF$ $F$ and $k \in \mathbb{N}$, if there are $R(1)$ (resp. $R^*(1)$) refutation of $F_k$ using space $S$, then there are $R(k)$ (resp. $R^*(k)$) refutations using space at most $S + 2$.

We will extend Lemma 100 in to give exponential lower bounds for $R^*(k)$ space.

**Lemma 118** For any $CNF$ $F$ over $n$ variables and $k \in \mathbb{N}$, if $L^*_k(F) \geq S$, then $S^*_k(F) \geq \Omega(k S_{\log n})$.

**Proof.** Let $F$ be a $CNF$ contradiction over $n$ variables such that $L^*_k(F) \geq S$. Lemma 115 implies that $L^*_1(F_k) \geq S/F$. Since the space in $R(1)$ is always upper bounded by the number of variables, it is easy to see that Lemma 100 in turn implies that $S^*_1(F_k) \geq \Omega(\log S/\log n)$, which implies the claim by Lemma 116. Q.E.D.

As a corollary of the previous lemma and the size lower bound of Corollary 74, we obtain a space lower bound for $P_k(X)^k(G)$ for any constant $k$. 
Corollary 119 \( S^*_k(\mathcal{PBB}^k_{k+1}(G)) \geq \Omega(n/ \log n) \).

On the other hand we can obtain constant space \( R^*(k+1) \) refutations of \( \mathcal{PBB}^k_{k+1}(G) \).

Lemma 120 \( S^*_{k+1}(\mathcal{PBB}^k_{k+1}(G)) = O(1) \).

Proof. Notice that the refutation presented in Theorem 63 consists of an underlying linear treelike refutation where the leaves are replaced by complete binary trees of constant size, because the number of leaves in these binary trees is at most \((2k)^{k+1}\). It is obvious that only a constant number of pebbles is needed to pebble such a proof. Q.E.D.

Therefore the \( R^*(k) \) space hierarchy, for \( k \) constant, is strict.

Corollary 121 Let \( k > 0 \). There is a family of \( CNF \) formulas \( \mathcal{F} \) over \( n \) variables such that \( S^*_{k+1}(\mathcal{F}) = O(1) \), but \( S^*_k(\mathcal{F}) = \Omega(n/ \log n) \).

3.5 Space lower bounds for \( R(k) \)

We present the concept of \( \mu \)-dynamical satisfiability for a \( CNF \) formula \( \mathcal{F} \). This concept provides an unified way for proving space lower bounds for \( R(k) \). There are similarities between the concept of dynamical satisfiability and the combinatorial characterization of width in [7], but our method was found independently as the result of a detailed inspection of the common points to all space lower bounds proofs already known ([30, 2, 15]).

In [7] it is proved that \( S_1(\mathcal{F}) \geq \mathcal{W}(\mathcal{F} \vdash \lambda) - \mathcal{W}(\mathcal{F}) \), so width lower bounds for \( \mathcal{F} \) can be translated into space lower bounds for \( \mathcal{F} \) when the width of \( \mathcal{F} \) is small. In the case of \( \mathcal{PHP} \) the width characterization in [7] cannot be used to derive meaningful space lower bounds as \( \mathcal{PHP} \) has large width, whereas the concept of \( \mu \)-dynamical satisfiability can provide meaningful lower bounds for \( \mathcal{PHP} \). Besides width lower bounds cannot be used effectively to derive size lower bounds when the initial width is large. To overcome this difficulty also in [7] they transform any formula \( \mathcal{F} \) with large clauses into the standard non-deterministic extension of \( \mathcal{F} \), called \( EF \), see [2]. The formula \( EF \) has small initial width, so the width lower bounds for this formula can be translated into width lower bounds for the original formula \( \mathcal{F} \) and
consequently to space lower bounds. So this method from [7] can be used instead the μ-
dynamical satisfiability to get space lower bounds. Nevertheless neither the authors of [7]
nor the authors of [29] noticed this possibility and the concept of μ-dynamical satisfiability
is simpler.

**Definition 122** Let $\mathcal{F}$ be a CNF over $n$ variables and let $1 \leq \mu \leq n$. $\mathcal{F}$ is μ-dynamically satisfiable if there is a class $\Delta_{\mathcal{F}}$ of partial assignments such that the following properties hold:

1. **Closure under inclusion**: if $\alpha \in \Delta_{\mathcal{F}}$ and $\beta \subseteq \alpha$, then $\beta \in \Delta_{\mathcal{F}}$;

2. **Extendibility**: if $\alpha \in \Delta_{\mathcal{F}}$ and $|\alpha| < \mu$ and $C$ is a clause in $\mathcal{F}$, then there is a partial assignment $\beta \in \Delta_{\mathcal{F}}$ such that $\beta \supseteq \alpha$, $\beta(C) = 1$.

We show that dynamical satisfiability implies space lower bounds for $R(k)$.

**Theorem 123** Let $\mathcal{F}$ be an unsatisfiable CNF formula, which is μ-dynamically satisfiable. Then $S_k(\mathcal{F}) > \frac{\mu}{k}$.

**Proof.** Let $\Delta_{\mathcal{F}}$ be the class of partial assignments that makes $\mathcal{F}$ μ-dynamically satisfiable. Let $\mathcal{C}_0, \ldots, \mathcal{C}_s$ be a set of configurations expressing a refutation of $\mathcal{F}$ in $R(k)$. Assuming by contradiction that $S_k(\mathcal{F}) \leq \frac{\mu}{k}$, we build a sequence of partial assignments to the variables of $\mathcal{F}$, $\alpha_i$, where $i = 0, \ldots, s$. These assignments have the following three properties: $\alpha_i \in \Delta_{\mathcal{F}}$, $\mathcal{C}_i|_{\alpha_i} \equiv 1$ and $|\alpha_i| \leq k|\mathcal{C}_i|$. The contradiction is reached since no partial assignment can satisfy $\mathcal{C}_s$ which includes the empty clause, so $S_k(\mathcal{F}) > \frac{\mu}{k}$.

Since $\mathcal{C}_0 = \emptyset$, $\alpha_0$ can be set as the empty assignment. Given $\alpha_i$, we build $\alpha_{i+1}$ according to the rule used to produce $\mathcal{C}_{i+1}$ from $\mathcal{C}_i$.

- **Axiom Download**: Let $C$ be the downloaded clause of $\mathcal{F}$. If a clause can be downloaded, then $|\mathcal{C}_i| \leq \mu/k - 1$, hence $|\alpha_i| \leq \mu - k \leq \mu - 1$, since $k \geq 1$. Since $\mathcal{F}$ is μ-dynamically unsatisfiable and $|\alpha_i| < \mu$, by the extendibility of $\Delta_{\mathcal{F}}$, there is a $\beta \in \Delta_{\mathcal{F}}$ such that $\beta \supseteq \alpha$ and $C|_{\beta} \equiv 1$. Notice that by the closure property of $\Delta_{\mathcal{F}}$ and the fact that $C$ is a clause, we can assume that $\beta$ is setting to 1 at most on literal in $C$. Setting $\alpha_{i+1}$ to $\beta$ it follows that $\alpha_{i+1} \in \Delta_{\mathcal{F}}$ and $\mathcal{C}_{i+1}|_{\alpha_{i+1}} \equiv 1$. As $|\beta| \leq |\alpha| + 1$ and $|\mathcal{C}_{i+1}| = |\mathcal{C}_i| + 1$, then $|\alpha_{i+1}| \leq k|\mathcal{C}_{i+1}|$. 
• *Inference Adding:* Set $\alpha_{i+1} = \alpha_i$. The derived $k$-clause is satisfied from soundness of $R(k)$ and $\alpha_{i+1} \in \Delta_F$ because $\alpha_i \in \Delta_F$.

• *Memory Erasing:* Let $C$ be the $k$-clause deleted from $C_i$ to get $C_{i+1}$. Clearly $C_{i+1} | \alpha_i \equiv 1$. For every $k$-clause $C_j$ in $C_{i+1}$ let $\beta_j \subseteq \alpha_i$ be minimal (with respect to $\subseteq$) such that $C_j | \beta_j \equiv 1$. Define $\alpha_{i+1} = \bigcup_j \beta_j$. As $\alpha_{i+1} \subseteq \alpha_i$ and $\alpha_i \in \Delta_F$ then by the closure property $\alpha_{i+1} \in \Delta_F$. By construction $C_{i+1} | \alpha_{i+1} \equiv 1$. Finally, as at most $k$ variables are needed to satisfy a $k$-clause, $|\alpha_{i+1}| \leq k |C_{i+1}|$

Q.E.D.

It is easy to prove size lower bounds for $R^*(k)$ from Theorem 123 and Theorem 107. Since $S_k^*(F) \geq S_k(F)$, a space lower bound for $R(1)$ also yields a size lower bound for $R^*(1)$.

**Corollary 124** If $F$ is $\mu$-dynamically unsatisfiable, then $L_k^*(F) \geq 2^{\Omega(n/k)}$.

The rest of this section will be devoted to prove space lower bounds for $R(k)$ using $\mu$-dynamical satisfiability.

### 3.5.1 Semiwide formulas

We show that the concept of semiwideness, introduced in [2], implies dynamical satisfiability.

**Definition 125** [2] A partial assignment $\alpha$ for a satisfiable CNF $F$ is $F$-consistent if $\alpha$ does not falsify $F$ and can be extended to an assignment satisfying $F$.

The notion of consistency is used to define semiwideness for a CNF $F$.

**Definition 126** [2] A CNF $F$ is $\mu$-semiwide if and only if there exists a partition $F, F'$ of $F$ such that $F'$ is satisfiable and for any clause $C$ in $F'$, any $F'$-consistent assignment $\alpha$, with $|\alpha| < \mu$, can be extended to an $F'$-consistent assignment satisfying $C$.

Now we prove that semiwideness is a particular case of dynamical satisfiability.

**Lemma 127** Let $F$ be an unsatisfiable CNF over $n$ variables. If $F$ is $\mu$-semiwide, then $F$ is $\mu$-dynamically satisfiable.
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**Proof.** Let $\mathcal{F}', \mathcal{F}''$ be the partition of $\mathcal{F}$ guaranteed by $\mu$-semiwidth of $\mathcal{F}$. Fix

$$
\Delta_{\mathcal{F}} = \{ \alpha \mid \alpha \text{ is } \mathcal{F}' \text{-consistent} \}
$$

If $\alpha$ is $\mathcal{F}'$-consistent, any $\beta$ such that $\beta \subseteq \alpha$ is $\mathcal{F}'$-consistent, so $\Delta_{\mathcal{F}}$ has the closure property.

Finally to show that $\Delta_{\mathcal{F}}$ preserves extendibility, we prove that for any clause $C$ in $\mathcal{F}$ and any $\alpha \in \Delta_{\mathcal{F}}$, such that $|\alpha| < \mu$, there is an extension $\beta$ of $\alpha$ in $\Delta_{\mathcal{F}}$ that satisfies $C$. If $C \in \mathcal{F}$, by $\mathcal{F}'$-consistency of $\alpha$, there is a $\beta$ extending $\alpha$ satisfying $\alpha$ and $\mathcal{F}'$-consistent. Hence $\beta \in \Delta_{\mathcal{F}}$.

If $C \in \mathcal{F}'$, since $|\alpha| < \mu$, then by semiwidthness of $\mathcal{F}$, there is a $\beta$ extending $\alpha$ satisfying $C$ and $\mathcal{F}'$-consistent. Hence $\beta \in \Delta_{\mathcal{F}}$. Q.E.D.

We will consider now two semiwide formulas, namely Graph Tautologies and Pigeonhole Principle. [2] proved that the class of contradictions $\text{GT}_n$ is $\frac{n}{2}$-semiwide. Hence by Lemma 127 and Theorem 123:

**Corollary 128** $\text{GT}_n$ is $\frac{n}{2}$-dynamically satisfiable and $S_k(\text{GT}_n) > \frac{n}{2k}$.

Besides, these formulas provide another example that separates $\text{R}(1)$ from $\text{R}^*(k)$. In [64] it is proved that $\text{GT}_n$ has polynomial size $\text{R}(1)$ refutations, hence also polynomial size $\text{R}(k)$ refutations. This along with Corollaries 128 and 124 gives another proof for Corollary 78.

Alekhnovich et al. prove in [2] that for $m > n$, $\text{PHP}_n^m$ is $n$-semiwide, we have by Lemma 127 and Theorem 123:

**Corollary 129** For any $m > n$, $\text{PHP}_n^m$ is $n$-dynamically satisfiable and $S_k(\text{PHP}_n^m) > \frac{n}{k}$.

3.5.2 Random formulas

Recall the definition of Random Formulas from Definition 1.3.5.. A random 3-CNF formula $\mathcal{F}$ is a formula $\mathcal{F} \sim \mathcal{F}_m^n$. In this subsection we prove that random 3-CNF with clause/variable ratio $\Delta > 4.6$ requires $\Omega(n/k\Delta^{\frac{1+\epsilon}{2}})$ space in $\text{R}(k)$. Our result can be extended to any $l$-CNF.

We need some preliminary definitions from [15].

The MATCHING GAME is a two-player game defined on bipartite graphs $G = (U, V, E)$. For a node $u \in U$, let $N(u) = \{ v \in V \mid (u, v) \in E \}$. 
The first player, Pete, is looking for a subset $U' \subseteq U$ unmatchable into $V$, downloading vertices of $U$ into $U'$ or removing vertices from $U'$, one at time. The second Player, Dana, tries to delay as long as she can Pete, forcing a matching of $U'$ into $V$. During the game the players will build a set of edges $m \subseteq E$ and the set $U'$ as follows:

Initially $m = \emptyset = U'$. At each round only one the following occurs:

1. Pete downloads a $u \in U$ into $U'$, and Dana, if possible, answers by $v_u \in N(u)$ such that $v$ is not a vertex of any edge in $m$. Then $(u, v_u)$ is added to $m$;

2. Pete removes a $u$ from $U'$. Then $(u, v_u)$ is also removed form $m$, releasing $v_u$ for a future use by Dana.

Pete wins when no answer is possible for Dana in case 1. Dana wins the game when she can force a matching of the whole $U$ into $V$. The set $m$ defines a partial matching in $G$. The complexity of the game, $M(G)$, is the cardinality of the smallest $U'$ Pete has to produce in any strategy to win. Notice that when $|U| > |V|$ Pete can always win and $M(G) \leq |V| + 1$. Moreover, if $M(G) > k$, then there is strategy for Dana such that for any $U' \subseteq U$, $|U| \leq k$, and for any $u \in U \setminus U'$ she can always find a $v_u$ to match $u$.

Given a CNF $\mathcal{F}$, the bipartite graph $G_\mathcal{F} = (U, V, E)$ associated to $\mathcal{F}$ is defined this way: $U$ is the set of clauses of $\mathcal{F}$, $V$ is the set of variables of $\mathcal{F}$ and $(C, x) \in E$ iff the variable $x$ appears (negated or not) in $C$. It is the clear that any partial matching $m$ in $G_\mathcal{F}$, defines an assignment $\alpha_m$ that satisfies all clauses mentioned in $m$ and such that $|\alpha_m| = |m|$.

**Lemma 130** Let $\mathcal{F}$ be a CNF. If $M(G_\mathcal{F}) > \mu$, then $\mathcal{F}$ is $\mu$-dynamically satisfiable.

**Proof.** Let $\mathcal{F}$ be formed by the clauses $C_1, \ldots, C_t$. Since $M(G_\mathcal{F}) > \mu$, there is a strategy $\mathcal{S}$ for Dana such that as long as $|U'| < \kappa$, she can always extends the matching $m$ built so far, to any other possible clause still not in $U'$.

Let $I = \{i_1, \ldots, i_t\} \subseteq [t]$ be a set of indices. We need the order of the indices in $I$ to be meaningful. Therefore any set $J$ obtained permuting the elements of $I$ will be considered different from $I$. For $I \subseteq [t]$, let $P_t = \{J \mid J$ is a permutation of $I\}$. Given an ordered set $I \subseteq [t]$, let $\mathcal{F}_I = \{C_i \in \mathcal{F} \mid i \in I\}$, where the order of $I$ is inherited in $\mathcal{F}_I$. Let moreover $m_I$
the matching built by Dana following the strategy $S$ when the clauses in $F_I$ are put by Pete into $U'$ in the order inherited from $I$. Let $\alpha_I$ be the assignment associated to the matching $m_I$. We define $\Delta_F$ as follows:

$$\Delta_F = \bigcup_{I \subseteq [t], |I| \leq \mu} \bigcup_{J \in P_I} \alpha_J$$

$\Delta_F$ is clearly closed under inclusion by definition. Let $\alpha \in \Delta_F$, with $|\alpha| < \mu$ and let $C_I$ be a clause in $F$. There is a $I \subseteq [t]$, and a $J \in P_I$, such that $\alpha = \alpha_J$. Since there is a 1-1 correspondence between $m_J$ and the domain of $\alpha_J$, then $|I| < \mu$. If $l \in I$, then $C_l$ is satisfied by $\alpha_I$ and we have nothing to prove. Otherwise let $J' = J \cup \{l\}$ and $l$ is the last element in the order of $J'$. $|J'| \leq \mu$ and hence $\alpha_J \in \Delta_F$. Moreover $\alpha_J$ clearly satisfies $C_l$, $\alpha_J \supseteq \alpha_J$ since $l$ is defined as last element in the order of $J'$. Hence $\Delta_F$ verifies extendibility. Q.E.D.

When $F$ is a random $k$-CNF, Ben-Sasson and Galesi in [15] proved the following result

**Lemma 131** [15] Let $F \sim F^n_{\Delta, n}$, $\Delta > 4.6$. For any $\epsilon < 1$, $\mathcal{M}(G_F) \geq \frac{n}{\Delta^{1+\epsilon}}$.

which, by Lemma 130, implies

**Corollary 132** If $F \sim F^n_{\Delta, n}$, $\Delta > 4.6$, then $F$ is $\frac{n}{\Delta^{1+\epsilon}}$-dynamically satisfiable.

Which by Theorem 123 and Corollary 124 in turns implies:

**Corollary 133** If $F \sim F^n_{\Delta, n}$, $\Delta > 4.6$, then for each $k \geq 1$, $\mathcal{S}_k(F) \geq \Omega(n/k \cdot \Delta^{1+\epsilon})$ and $\mathcal{L}_k(F) \geq 2^{\Omega(n/k \cdot \Delta^{1+\epsilon})}$.

### 3.5.3 Tseitin Contradictions

Recall the definition of Tseitin Contradictions from Section 1.3.2. To prove the $R(k)$ space lower bound we follow [2].

**Definition 134** Let $G$ be a connected graph over $n$ nodes. The *connectivity expansion* $c(G)$ of a connected graph $G$ is the minimal number of edges to remove from $G$ to obtain a graph in which the largest connected component is of size at most $n/2$. 
Let $G = (V, E)$ be a constant degree connected graph and consider the $CNF$ $T(G)$. Let $\alpha$ be a partial assignment on variables of $T(G)$. Let $E(\alpha)$ be the subset of $E$ corresponding to the variables assigned by $\alpha$, and let $G_{\text{max}}(\alpha) = (V_{\text{max}}(\alpha), E_{\text{max}}(\alpha))$ be the maximal connected component in $(V, E - E(\alpha))$.

**Definition 135** We say that an assignment $\alpha$ with $|\alpha| < c(G)$ is admissible for $T(G)$ if there exists an assignment $\alpha'$ such that (1) $\alpha \subseteq \alpha'$, and (2) for all $v \notin V_{\text{max}}(\alpha)$, $\alpha'$ satisfies $\mathbb{PAR}_v$.

Note that in order admissible assignments to exist it must happen that all remaining connected components outside $V_{\text{max}}$ must have even weight, otherwise one small connected component could not be satisfied.

The following lemma was proved in [2].

**Lemma 136** Assume that $\alpha$ is admissible for $T(G)$. Then for any $v_0 \in V_{\text{max}}(\alpha)$ there exists an assignment $\alpha'$ such that $\alpha \subseteq \alpha'$ and for each vertex $v \neq v_0$, $\alpha'$ satisfies $\mathbb{PAR}_v$.

We will prove that Tseitin Contradictions associated to a graph $G$ of bounded degree $d$ are $(c(G) - d)$-dynamically satisfiable.

**Theorem 137** Let $G$ be a connected graph, then $T(G)$ is $(c(G) - d(G))$-dynamically satisfiable.

**Proof.** We define the class of partial assignments $\Delta_{T(G)}$ as:

$$\Delta_{T(G)} = \{ \alpha \mid |\alpha| < c(G) - d(G) \text{ and } \alpha \text{ is admissible} \}$$

We need to show that $\Delta_{T(G)}$ fulfills the properties of closure and extendibility.

For closure, if $\alpha \in \Delta_{T(G)}$, any $\beta \subseteq \alpha$ is also admissible. For extendibility, let $\alpha \in \Delta_{T(G)}$ such that $|\alpha| < c(G) - d(G)$. Now consider any clause $C$ from $T(G)$. Let $v$ be such that $C \in \mathbb{PAR}_v$. We will build a $\beta$ that preserves extendibility for $C$. Now we split the proof into cases:

- $v \notin V_{\text{max}}$: As $\alpha$ is admissible we can satisfy $C$ by setting one free variable of $C$. Let $\beta$ be $\alpha$ plus the set variable. Clearly $|\beta| \leq c(G) - d(G)$ and $\beta$ is admissible, so $\beta \in \Delta_{T(G)}$. 


• \( v \in V_{\text{max}} \): Our goal is to set a variable in \( C \) in such a way that the new biggest connected component has odd weight and all the remaining connected components have even weight. Let \( e_1, \ldots, e_i \) all the edges incident to \( v \), clearly \( i \leq d(G) \). Let \( V_{\text{max}}^{j} \) be the biggest connected component after assigning truth values to the variables \( e_1, \ldots, e_j \). Any \( e_j \) can be always assigned is such a way that \( V_{\text{max}}^{j} \) has odd weight. It can happen than a new connected component is detached from \( V_{\text{max}}^{j} \) because it was linked to \( V_{\text{max}}^{j} \) only by edge \( e_j \) through \( v \). This new connected component must have even weight. We will set edges until one of them, say \( e \), satisfies \( C \). This must always happen. Let us suppose that none of the variables \( e_1, \ldots, e_{i-1} \) satisfies \( C \). Then \( \text{PAR}_v \) after applying the assignment is either \( e_j \) or \( \overline{e}_j \) depending on the actual weight of \( v \). We can set variable \( e_i \) to satisfy \( C \) and \( V_{\text{max}}^{i} \) must have odd weight, otherwise we can satisfy \( T(V_{\text{max}}^{i}) \) and so \( T(G) \) which is unsatisfiable. Note that \( |V_{\text{max}}^{i}| > n/2 \). The assignment \( \beta \) will be \( \alpha \) plus \( e \) and its truth value. \( \beta \) is admissible because all connected components outside \( V_{\text{max}} \) have even weight and as we are adding only one variable to \( \alpha \) clearly \( \beta \leq c(G) - d(G) \).

Q.E.D.

Linear lower bounds for Tseitin contradictions are a consequence of the following Lemma which uses expander graphs.

**Lemma 138** [66, 2] There exists a family of constant degree connected graphs \( G = (V, E) \) with connectivity expansion \( \Omega(|V|) \).

**Theorem 139** Let \( G \) be connected graph over \( n \) vertices provided by Lemma 138. Then for any \( k \geq 1 \), \( S_k(T(G)) > \Omega(n) \).
Chapter 4

Recapitulation

This work has dealt mainly with Proof Complexity. Our aim was to prove lower and upper bounds for complexity measures such as size and space, related to refutational Proof Systems as \( R(1) \), \( R(k) \) and CP.

In order to prove some of the results, for example the separation between \( R^*(1) \) and \( R(1) \) and \( CP^* \) and CP, Section 2.1, or the separation between \( R(1) \) and \( R(2) \), Section 2.2, we needed to use results from Circuit Complexity, see Theorem 24, or extend a result from [57] for monotone boolean functions to monotone real function as we did in Section 2.1.

Separation of Proof Systems regarding different complexity measures is one of the main aims of Proof Complexity. Section 2.1 is an intermediate step in separating treelike version of proof systems from the daglike version. Our separation of \( CP^* \) from CP, in fact from regular \( R(1) \), represents an improvement of previous results, see [41]. Later our separation of \( R(1) \) from \( R(1) \), was improved in [16].

We were among the first researchers interested in a recent Proof System, \( R(k) \), proposed by Krajíček in [48]. We gave some of the first results about the size and space complexity of this Proof System.

In Section 2.2 we solve an open problem posed by Krajíček also in [48]. We show that \( R(2) \) does not have the feasible monotone interpolation property. That means that \( R(2) \) refutations of certain \( CNF \) formulas cannot be transformed into monotone boolean circuits of similar size, computing a function related to the \( CNF \) formula. To do so, we proved a
polynomial size upper bound for $R(2)$ refutations of the $CNF$ formula based on a Clique-Coclique principle. As it is known that the monotone boolean circuit computing a related function need superpolynomial size we conclude that $R(2)$ does not have the Interpolation property. Besides, as $R(1)$ has this property we get a superpolynomial separation between $R(1)$ and $R(2)$, which was the first separation between both systems.

In Section 2.3 we present an unpublished result that shows that $R(2)$ lower bounds for $\Pi_{n}^{2} \Pi_{n}^{2}$ provides $R(1)$ lower bounds for $\Pi_{n}^{2} \Pi_{n}^{2}$. This was a new attempt of solving a long standing open problem, the $R(1)$ size for $\Pi_{n}^{2} \Pi_{n}^{2}$. Of course we do not know whether this approach would have made the proof easier, but as the problem was solved while we were working a it, see [56, 58], we abandoned this approach.

In Section 2.4, we study the size complexity of $R^*(k)$ It was known that $R(2)$ was more powerful that $R(1)$ and $R^*(2)$ more powerful than $R^*(1)$, so a natural question was to find out whether we can separate successive levels of $R(k)$ or $R^*(k)$. We show exponential separations between successive levels of what we can call now the $R^*(k)$ hierarchy and Segerlind et al. [63] showed separations for the $R(k)$ hierarchy. We also prove that $R(1)$ simulates $R^*(k)$ which is a particular case of a theorem by Krajíček, but we can make the simulation shorter than the general simulation.

In [30] we introduced the space complexity measure for $R(1)$. This new measure has been studied in several papers as for example. [2, 15, 29, 31]. In Section 3.1 we give general results for $R(1)$ and $R^*(1)$ space that appeared mainly in [30]. In Section 3.2 a combinatorial characterization of $R^*(1)$ space is proved. This characterization makes easier the task of proving bounds for $R^*(1)$ space. As in the case of the width characterization in [7] it is also via a Player-Adversary game over $CNF$ formulas. It would be interesting to find a combinatorial characterization for $R(1)$ space.

In Section 3.3 we give the first space separation from $R(1)$ to $R^*(1)$. We show that $\Pi_{n}^{1}(G)$ requires less space for $R(1)$ than for $R^*(1)$, at least one third less. In Section 3.4 we show that, as happened with respect to size, $R^*(k)$ forms a hierarchy respect to space. So, there are formulas that require nearly linear space for $R^*(k)$ whereas they have constant space $R^*(k+1)$ refutations. In Section 3.5 all known $R(1)$ space lower bounds from [30, 2, 15] have been extended to $R(k)$ in an simpler and unified way, that also holds for $R(1)$, using
the concept of dynamical satisfiability from [29].

In the next table we list the bounds we have proved in this work among several related bounds. Note that this list is not intended to be complete, for example only \(R(k)\) and CP is mentioned. Its only purpose is to help to put in context this work. Citations in boldface appear in this work. To interpret the table note that not all bounds follows the \(O\) and \(\Omega\) notation. For the bounds not following this notation, if nothing is said in the corresponding cell, we understand that we are referring to a lower bound. For example, the \(R(1)\) size bound for \(\mathbb{P} \mathbb{P}^{n+1}\) is a lower bound and appeared in [38].

Last, we must recall some open problems related to this work. An interesting open problem for us, and also for Ben-Sasson [14] is the exact \(R(1)\) space complexity of \(\mathbb{P} \mathbb{E} \mathbb{B}_2^1(G)\). We gave a nontrivial space upper bound [31] but we could not find a matching lower bound or prove a lower upper bound matching trivial space lower bounds for \(\mathbb{P} \mathbb{E} \mathbb{B}_2^1(G)\). Our upper bound is the first space separation between \(R(1)\) and \(R^*(1)\). In [31] a combinatorial characterization of \(R^*(1)\) space is proved, similar to the width characterization in [7]. It will interesting to find a combinatorial characterization for \(R(1)\) space, which may help to solve the space complexity of \(\mathbb{P} \mathbb{E} \mathbb{B}_2^1(G)\). The space separation in [31] shows that the characterization of \(R^*(1)\) space is not valid for \(R(1)\) space. As \(\mathbb{P} \mathbb{E} \mathbb{B}_2^1(G)\) has constant space \(R^*(2)\) refutations using the dynamical satisfiability concept only a constant space lower bound can be proved, so if it happens that \(\mathbb{P} \mathbb{E} \mathbb{B}_2^1(G)\) requires nonconstant space \(R(1)\) refutations, the dynamical satisfiability concept will not be a tight characterization of \(R(1)\) space.
<table>
<thead>
<tr>
<th>Formulas</th>
<th>Proof System</th>
<th>Size</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{GEN}(\vec{p}, \vec{q}) \cup \text{COL}(\vec{p}, \vec{r}))</td>
<td>CP*</td>
<td>(2^\Omega(n^*)) [18]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R(1)</td>
<td>(n^{O(1)}) [18]</td>
<td></td>
</tr>
<tr>
<td>(\text{GEN}(\vec{p}, \vec{q}) \cup \text{RCOL}(\vec{p}, \vec{r}))</td>
<td>CP*</td>
<td>(2^\Omega(n^*)) [18]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regular R(1)</td>
<td>(n^{O(1)}) [18]</td>
<td></td>
</tr>
<tr>
<td>(\text{PHP}) (n^{+1})</td>
<td>R(1)</td>
<td>((1.49^{0.01})^n) [38]</td>
<td></td>
</tr>
<tr>
<td>(\text{PHP}_{n})</td>
<td>CP</td>
<td>(n^{O(1)}) [28]</td>
<td></td>
</tr>
<tr>
<td>(\text{PHP}_{2^n})</td>
<td>R(1)</td>
<td>(\frac{1}{2}(\frac{3}{2})^n/50) [25]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R(2)</td>
<td>(e^n/\log^4 n) [6]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R((\sqrt[\log n]{\log \log n}))</td>
<td>(2^{n^*}) [63]</td>
<td></td>
</tr>
<tr>
<td>(\text{PHP}_{2^n})</td>
<td>R(1)</td>
<td>(2^{n^*}) [56, 58]</td>
<td>(n + 1) [30, 2, 50] 1</td>
</tr>
<tr>
<td></td>
<td>R(k)</td>
<td>(n/k) [29]</td>
<td></td>
</tr>
<tr>
<td>(\text{CLIQUE}_{k,k'}^{m})</td>
<td>R(1)</td>
<td>(e^{\Omega(n^2/m/\sqrt{\log \log m})}) [6]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R(2)</td>
<td>(m^{O(1)}) [6]</td>
<td></td>
</tr>
<tr>
<td>(\text{GT}_{n})</td>
<td>R(1)</td>
<td>(n^{O(1)}) [64]</td>
<td>(n/2) [2]</td>
</tr>
<tr>
<td></td>
<td>R(k)</td>
<td>(n/2k) [29]</td>
<td></td>
</tr>
<tr>
<td>(\text{PEB}(G))</td>
<td>R*1</td>
<td>(2^{\Omega(n/\log n)}) [16],[31]</td>
<td>(n/\log n - 2) [31]</td>
</tr>
<tr>
<td>(\text{PEB}_{n})</td>
<td>R(1)</td>
<td>(O(n)) [16]</td>
<td></td>
</tr>
<tr>
<td>(\text{PEB}_{2}(T_k))</td>
<td>R(k)</td>
<td>(2n/3 + 3) [31] 2)</td>
<td></td>
</tr>
<tr>
<td>(\text{PEB}_{k+1}^{2}(G))</td>
<td>R*(k)</td>
<td>(2^{\Omega(n/\log n)}) [29]</td>
<td>(n/\log^2 n) [29]</td>
</tr>
<tr>
<td></td>
<td>R*(k+1)</td>
<td>(O(n)) [29]</td>
<td>(O(1)) [29]</td>
</tr>
<tr>
<td>(\text{T}(G))</td>
<td>R(1)</td>
<td>(2^\Omega</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>R(k)</td>
<td>(</td>
<td>G</td>
</tr>
<tr>
<td>(\text{Random}) Formulas</td>
<td>F_{\Delta,n}</td>
<td>R(1)</td>
<td>((1 + \epsilon)^n) [26]</td>
</tr>
<tr>
<td></td>
<td>F_{3,n}</td>
<td>R(2)</td>
<td>(2^\Omega(n^{3/2}/\log^2 n)) [6]</td>
</tr>
<tr>
<td></td>
<td>F_{5,n}</td>
<td>R(2)</td>
<td>(2^\Omega(n^{3/2}/\log^2 n)) [6]</td>
</tr>
<tr>
<td></td>
<td>F_{\Delta,n}</td>
<td>R(k)</td>
<td>(n/k \cdot \Delta^{1/2}) [29]</td>
</tr>
</tbody>
</table>

1) Exact bound 2) Upper bound
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