
5 Modeling the Hot Flow Curve of Commercial Purity Coppers with Different 
Oxygen Levels 
 
 
5.1 The Hot Flow Behavior 
 
 Although the purity of fire-refined copper can be of 99.9%, the relatively 
controlled residual composition may promote sensitive variations in the hot flow 
behavior and the final mechanical properties. The residual composition, particularly the 
oxygen content, has been shown to affect the hot flow curve [1, 2, 3]. At lower 
temperatures an increase in residual oxygen contents, at least up to 62ppm, increases the 
stress at a constant strain rate and a given strain value. However, at temperatures above 
850ºC, the residual composition of other elements affects to a lesser degree the flow 
stress, but instead the residual composition affects the dynamically recrystallized grain 
size. In general lower temperatures during dynamic recrystallization (DRX) favor a 
smaller dynamically recrystallized grain size, which improves room temperature 
mechanical properties. But at lower temperatures a higher stress response may be 
expected depending on the oxygen content. Also at lower temperatures oxygen in 
copper influences the stress necessary to produce the same dynamically recrystallized 
grain. As an example, during previous research [1, 3], compression at 800ºC and 0.1s-1 
of coppers A, B and, C with increasing oxygen levels produced an almost equivalent 
dynamically recrystallized grain sizes of 60µm, 67µm and 68µm respectively, however 
the peak stresses were of 44.82MPa, 50.52MPa and, 57.68MPa respectively. The steady 
state stress also followed the same behavior. The relationship between the residual 
chemical composition and the hot flow curve may thus be of interest while controlling 
the final mechanical properties of a hot-formed copper. The dynamically recrystallized 
grain size is studied elsewhere [1,3]. As a first step to understand the latter control an 
evaluation of the effect of the residual elements on the high temperature stress-strain 
curve must be carried out. The aim of the present work is to characterize the parameters 
of known hot flow models, which can then be used to predict the compression hot flow 
curve of 99.9% pure copper with varying residual oxygen levels. 
 The prediction of a hot flow curve has been comprehensively separated into two 
parts: strain hardening and dynamic recovery and then by DRX. Commonly the strain at 
peak stress indicates the beginning of DRX on a stress-strain curve, however the onset 
of DRX occurs at a previous critical strain value. For purposes of modeling the stress-
strain curve, knowledge of the critical strain value is not usually needed. As explained 
elsewhere [2] the peak and steady state stress models could use an apparent activation 
energy, Qapp, for prediction. However as shown on a latter chapter [3] increasing the 
value of the self-diffusion activation energy, Qsd, as a mean to fit stress-strain data 
affected by another hardening mechanism is physically incorrect. The extra stress or 
back stress needed to overcome precipitates should be subtracted from the stress 
registered during the test. As has been shown from early on, at higher temperatures the 
self-diffusion of atoms governs the hot flow behavior [4]. And on a 99.9% pure copper 
the self-diffusion coefficient cannot increase to the levels suggested by the apparent 
activation energy. On this work a more physical approach is presented when modeling 
the stress-strain curve, also a validation of the model is done by comparison with the 
experimental hot flow curves. 
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5.2 Relevant Experimental Procedure 
 

The experimental procedure here is the same as earlier [3] and is only briefly 
reviewed. The residual chemical composition of the three coppers selected is shown on 
Table 5.1 along with the initial grain size before the hot compression tests. The coppers 
selected had increasing oxygen content: copper A had 26 ppm of oxygen, copper B had 
46 ppm of oxygen and, copper C had 62 ppm of oxygen. Among the most significant 
elements were Pb, Ni and Ag, which were present in most quantity in copper B, in 
intermediate quantity in copper C and in least quantity in copper A. Phosphorous was  
the most abundant element in these fire-refined coppers. Phosphorous helps prevent 
fragility after soldering or brazing in the deoxidized high phosphorous coppers (DHP). 
The material was supplied as surplus billet after a hot extrusion operation, which 
assures a dynamically recrystallized microstructure with presumably weak texture 
components that may influence the hardening behavior.  The billets measured 231mm in 
diameter and 35mm in thickness. Cylindrical samples of 15 mm height and 10mm of 
diameter were machined from the latter billet.  These samples were annealed in a 
controlled inert atmosphere at 950ºC in order to promote the grain size listed on Table 
5.1. The uniaxial hot compression tests were performed on a computer enhanced Instron 
4507 electromechanical testing machine to attain constant true strain rate. Samples were 
also protected with a nitrogen flow during the compression tests inside the furnace 
chamber. The eight testing temperatures began at 950ºC and decreased in 50ºC intervals 
until 600ºC.  The strain rates tested at each temperature were 0.3s-1, 0.1s-1, 0.03s-1, 
0.01s-1, 0.003s-1 and 0.001s-1.  The total strain attained in each test was 0.8.  At the end 
of every test, samples were quenched in cool water.  The stress-strain data was analyzed 
and the characteristic coefficients and exponents in the constitutive equations of the 
established hot flow models were obtained. 
 
Table 5.1. Chemical composition (ppm) of the three coppers studied and initial grain 
size do (µm) at the beginning of the hot compression tests. 
ppm P Sn Pb Ni Ag S Fe Zn O do 
Cu A 297 86.2 63.5 31.7 30.8 22.0 17.2 15.6 26 637 
Cu B 253 120 169 54.3 46.5 9.8 16.3 31.3 46 570 
Cu C 153 63.3 133 40.0 37.7 10.1 15.5 13.4 62 530 
 
 
5.3 Review of the Experimental Results 
 

The true stress-true strain curves were typical of materials undergoing softening 
by dynamic recovery and, when conditions were appropriate softening by DRX.  The 
flow curves at 600ºC and 650ºC were representative of softening exclusively due to 
dynamic recovery. The difference between each copper laid on the magnitude of the 
observable stresses. Under the same conditions of strain rate and temperature the peak 
stress attained by copper C was always the highest, followed by copper B and then 
copper A with the lowest peak stress value. The beginnings of dynamic recrystallization 
(noticeable softening after the peak stress) were first noticed on the hot flow curve of 
650ºC and 0.003s-1 for copper B.  Both coppers B and C seemed to recrystallize 
dynamically at the next slowest strain rate of 0.001s-1.  At 700ºC an incomplete dynamic 
recrystallization (absence of a clear steady state stress) was noticed on most of the hot 
flow curves for the three coppers. Only at the slowest strain rates of 700ºC was 
complete recrystallization apparent, but micrograph analysis showed that homogeneous 
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grain refinement was only reached for some of these strain rates.  The tests conducted at 
750ºC showed single peak dynamic recrystallization independently of the strain rate 
considered.  Second peak stresses after the maximum stress peak (cyclic dynamic 
recrystallization) were noticed at the slowest strain rates of the 800ºC hot flow curves. 
Multiple peak dynamic recrystallization was a general observation on most of the tests 
carried out at 850ºC, 900ºC and, 950ºC for the three coppers.  Only at the highest strain 
rates (0.3s-1, 0.1s-1) of these latter temperatures, was dynamic recrystallization of the 
single peak type. The shape of the hot flow curves has been shown on the results 
chapter [3]. As a general feature and similar to the dynamic recovery case, the largest 
stresses observed under dynamic recrystallization conditions corresponded to copper C, 
followed by copper B and A. 
 
 
5.4 Interdependency of Strain Rate, Temperature and Stress 
 
 The studies of high temperature creep lead to consider that the activation energy 
for creep, Qcreep, in metals was equivalent to the activation energy for self-diffusion, Qsd, 
which ultimately controlled the deformation process [4]. Although creep tests measure 
the strain rate under constant stress conditions, the deformation mechanisms found 
under hot flow tests (constant strain rate) are the same, making inverse comparisons 
possible. One method to acknowledge the interdependency of steady state creep rate 
with temperature, T, and stress, σ, is the Zener-Hollomon parameter, which is written as 
 
                                                          ( )RTQZ expε&=                                                 
 
where R is the universal gas constant, 8.314kJ/K⋅mole. High temperatures and low 
strain rates produce a low Z value whereas low temperatures and high stresses produce a 
higher Z value. The activation energy, Q, is the value that normalizes the data, i.e. 
unifies the points. Stress values can be plotted against Z and one unified curve should be 
noticed. The self-diffusion activation energy for copper [5, 6, 7] is 197kJ/mole, however 
slightly different values may be found [8, 9], but bearing in mind the adequate 
correlation obtained on a latter chapter [3] while using 197kJ/mole then this value will 
continue to be used. On another work [10] the apparent activation energies for coppers 
A, B and C were calculated to be 213kJ/mole, 266kJ/mole and 278kJ/mole, respectively 
when using peak stress values, σp. However a more physical treatment calls for 
separation of the additional stresses or back stresses, σ0, attributed to other 
strengthening mechanisms different from the diffusion controlled glide and climb of 
dislocations. The equation used to determine the stress was 
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where the diffusion coefficient, D(T), normalizes the strain rate and the elastic modulus, 
E(T), normalizes the registered stress. The diffusion is an Arrhenius equation that 
contains the activation energy for self-diffusion. Frost and Ashby [5] give a definition 
of both D(T) and E(T). The constants A and α determined using eq. 4.2 and for each 
copper are given in Table 5.2, where Ap and αp correspond to the values obtained using 
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the peak stress, σp, and likewise Ass and αss were obtained using the steady state stress, 
σss. As expected among the 99.9% coppers, the values A and α are almost the same.   
 
Table 5.2. Values of A and α from eq. 4.2 after subtracting the corresponding back 
stress described by equations 4.5 and 4.6 to predict the peak and steady state stresses. 
Also shown are the values of A and α using Qapp from ref. [2]. 

 Ap αp Ass αss Q [kJ/mole] 
Copper A 438 1583 687 1209 Qsd = 197 
Copper B 437 1584 694 1199 Qsd = 197 
Copper C 437 1585 790 1079 Qsd = 197 
Copper A 562 1743 854 1385 Qapp = 213 
Copper B 2146 1278 3277 1006 Qapp = 266 
Copper C 1920 1409 45060 93 Qapp = 278 

 
 
5.5 Modeling Strain Hardening and Dynamic Recovery 
 
 One early physically based model to describe the observed decrease of the 
strain-hardening rate value ( [ ]

T,ε
εσ

&
∂∂=Θ ) on a Θ-σ plot was proposed by Voce [11, 

12, 13] and later given the physical justification by Kocks [13]. The model described 
the Θ-σ behavior as a linear equation with an intercept of Θ0 at the ordinates, which was 
defined as the quotient of a theorized saturation stress, σSat., over a characteristic strain 
value, εC. The linear intercept at the abscissas was σSat, which is the stress value to 
where the stress-strain curve will tend (not reached in practice). The strain-hardening 
rate evolution as a function of stress and the integrated function of strain are 
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where σ0 is the measured yield stress, ε0 is the strain history at the beginning of the test. 
Kocks also defined a relationship between the saturation stress and T and ε& . The initial 
strain-hardening rate, Θ0, has been found almost constant for most metals. A 
disadvantage of the latter Voce-Kocks model is that under certain conditions the Θ-σ 
curve does not follow a straight line, instead an asymptotic behavior is observed, as if a 
slow transition into stage IV was occurring.  
 The non-linearity of Θ-σ curve was noticed by several researchers, which 
suggested alternative hardening theories. Bergström [14, 15] theorized another 
evolution of dislocation density with the increase of strain and also was able to arrive to 
an expression that described stress as a function of strain. The Bergström model would 
have described an asymptotic behavior on the Θ-σ curve, however the theoretical basis 
assumed a direct variation of dislocation density, ρ, with strain, which is now 
understood to be dependent on the deformation mode [16] and the individual grain 
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orientation [17, 18]. Albeit considering a general ρ-ε relationship is a conceptual flaw, 
the Bergström model was capable of predicting the particular cases studied. Roberts 
[19] first raised the issue of the non-linearity of the Θ-σ curve and proposed another 
asymptotic equation, which did not mathematically resemble the Bergström equation. 
The Roberts model has not enjoyed much acceptance and few implementations can be 
found in literature. 

Later Estrin and Mecking [20] presented an asymptotic type model as an 
alternative to the linear type Voce-Kocks model. Estrin and Mecking described the 
strain-hardening rate evolution and the integrated function of strain as 
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where a new saturation stress, , was defined as well as a new characteristic strain 
value, . Estrin and Mecking alleged that in some materials the assumption that the 
mean free path of dislocations being proportional to ρ

*
.Satσ

*
Cε

1/2 needed to be abandoned, 
because the spacing between impenetrable obstacles (or sinks for dislocations), which 
determines the mean free path is a geometrically determined quantity. The distance a 
dislocation can travel on eq. 5.3 is d, which is geometrically determined either by grain 
size of by particle spacing. On eq. 5.3 b is the Burgers vector and µ is the shear 
modulus. The rest of the terms appearing on eq. 5.3 are constants to be determined. If 
the rest the constants on eq. 5.3 are agglomerated into two constants, then the eq. 5.3 
becomes 
 
                                                            Θ = A/σ -Bσ,                                                    (5.5) 
 
which clearly shows the asymptotic behavior. More recently Laasraoui and Jonas [21], 
based on the models by Bergström and Estrin and Mecking, have presented a model to 
describe dynamic recovery during the first part of the hot flow curve before additional 
softening by DRX may occur. 
 Laasraoui and Jonas theorized that a metal hardens as the increasing density of 
dislocations finds its mobility reduced, because of dislocation-dislocation and 
dislocation-obstacle interactions. In the meantime a density of dislocations finds 
recovery, because the mean free path is long enough to allow dislocations to reach the 
grain border or the surface. Other dislocations dynamically recover when annihilation 
occurs between dislocations of opposite sign.  Laasraoui and Jonas explained the 
dislocation evolution during strain in the same manner Estrin and Mecking [20] and 
Bergström [14, 15] by using an expression equivalent to  
 
                                                      ∂ρ/∂ε = U - Ωρ .                                                     (5.6) 
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Bergström first employed the notation of U and Ω. According to Laasraoui and Jonas 
the term responsible for the hardening mechanism is U and the term responsible for the 
softening during strain is Ω.  The quantity ∂ρ/∂ε represents the change in dislocation 
density as the strain changes. The physically based expression that directly relates the 
dislocation density, ρ, with stress, σ, is 
 
                                                         σ = α′µb(ρ)0.5                                                     (5.7) 
 
where α′ is a geometric constant (not to be confused with a constant α appearing on eq. 
4.2), b is the burgers vector and again µ is the shear modulus.  If eq. 5.7 is used to 
substitute ρ in eq. 5.6 then a constitutive equation of the form 
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can be obtained where       
 
                                                       ( ) 21

00 ρµασ b′=                                                    (5.9) 
 
and                                 
 
                                                     ( ) 21*

. Ω′= UbSat µασ .                                            (5.10) 
 
The stress σ0 is the initial stress due to the initial dislocation density, which in annealed 
materials is almost zero. Equation 5.8 of the Laasraoui and Jonas model is equivalent to 
eq. 5.3 of the Estrin and Mecking model. And in a similar manner the determination of 
the new saturation stress, , and the softening parameter Ω is performed through a 
non-linear fitting of eq. 5.5 on a Θ-σ plot where and . A direct 
fitting of eq. 5.8 on a stress-strain plot is iteratively difficult. And sometimes, due to the 
noise generated when differentiating eq. 5.8 to obtain Θ, fitting eq. 5.5 is also difficult. 
The dependency of  with strain rate and temperature was described by an 
expression of the form of eq. 4.2. A comparison of the Laasroui and Jonas model (eq. 
5.8) to the Estrin and Mecking model (eq. 5.4) shows that Ω equals 

*
.Satσ

.

2*
.5.0 SatA σΩ= Ω= 5.0B

*
Satσ

*
Cε1 . Unlike the 

Estrin and Mecking model the Laasraoui and Jonas model described the strain rate and 
temperature dependency of Ω by a power law expression of the form  
 
                                                             Ω                                                   (5.11) Ω

Ω= mZK
 
where KΩ is a function of initial grain size, D0, so that . The parameter Z is 
elevated to a constant exponent value, m

Ω
ΩΩ = nDAK 0

Ω. The flow stress on eq. 5.8, unlike on eq. 5.2, 
describes an asymptotic behavior on the Θ-σ plot and thereby capturing the 
experimental trends of some materials and conditions. 
 Prado and Cabrera [22, 23] to minimize the difficulties when determining Ω and 

 proposed a model that reproduces well the stress-strain behavior when the 
difference between  and σ

*
.Satσ

*
.Satσ p is negligible. As a counterpart to equations 5.8 and 
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5.10, Prado and Cabrera proposed that stress during dynamic restoration could be 
expressed by a function of strain of the form 
 

                                          ( ) ( )[ ] 2
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and  
 
                                                   ( ) 5.0
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where the softening parameter ΩCP and the hardening parameter UCP are also a function 
of Z in the form of 
 
                                                         Ω                                               (5.14) CPm

CPCP ZK Ω
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and 
 
                                                    ( ) UCPm

UCPCP ZKb =′ 2αU                                            (5.15) 
 
where KΩCP, mΩCP, KUCP and mUCP are constants to be determined. This work has 
determined the latter constants with the purpose of implementing the Cabrera and Prado 
model during restoration before DRX of the three coppers in study. Table 5.3 shows the 
coefficient and exponent appearing on eq. 5.14 for the commercial purity coppers 
studied. On fig. 5.1 the plot of ΩCP versus the Zener-Hollomon parameter shows the 
normalizing effect of the self-diffusion activation energy.  
 The exponent mΩCP decreased for precipitation-strengthened coppers however 
not in the order expected. The exponent mΩCP is smaller in Cu B and Cu C than in Cu A, 
the precipitation free copper. However a lower value was obtained for Cu B instead of 
Cu C. The coefficient KΩCP also increases for the two precipitation-hardened coppers, 
but again is higher for Cu B instead of Cu C.  A similar non-conclusive relationship was  
 

Fig. 5.1. Plot of ΩCP versus Z using the self-diffusion activation energy to normalize 
data. 

                                        

                                        

                                        

                                        

                                        

                                        

104 105 106 107 108 109 1010 1011 1012
1

10

.

 

 Cu A, Qsd = 197kJ/mole
 Cu B, Qsd = 197kJ/mole
 Cu C, Qsd = 197kJ/mole

Ω
C

P

Z = ε  exp(Qsd/RT)

 

 111



Chapter 5     Modeling the Hot Flow Curve... 

Table 5.3. Characteristic coefficients of the softening term ΩCP for the coppers studied. 
 KΩCP mΩCP Q  [kJ/mole] 

Copper A 78.66 -0.13 Qsd = 197 
Copper B 223.47 -0.17 Qsd = 197 
Copper C 158.87 -0.16 Qsd = 197 
Copper A 80.90 -0.12 Qapp = 213 
Copper B 277.29 -0.13 Qapp = 266 
Copper C 285.56 -0.13 Qapp = 278 

 
Table 5.4 Characteristic coefficients of the hardening term UCP(α’b)2  on eq. 5.15 for 
the coppers studied. 
 KUCP mUCP Q [kJ/mole] 

Copper A 1.95 X 10-7 0.21 Qsd = 197 
Copper B 2.41 X 10-7 0.24 Qsd = 197 
Copper C 2.24 X 10-7 0.25 Qsd = 197 
Copper A 1.69 X 10-7 0.20 Qapp = 213 
Copper B 1.14 X 10-7 0.19 Qapp = 266 
Copper C 9.21 X 10-8 0.20 Qapp = 278 

 
Table 5.5 Characteristic coefficients of eq. 5.16 and eq. 5.11. 
 KW nW KΩ mΩ Q [kJ/mole] 
Copper A 88.60 -0.11 177.21 -0.11 Qsd = 197 
Copper B 225.89 -0.14 451.78 -0.14 Qsd = 197 
Copper C 207.90 -0.14 415.80 -0.14 Qsd = 197 
Copper A 98.25 -0.11 196.50 -0.11 Qapp = 213 
Copper B 316.93 -0.11 633.86 -0.11 Qapp = 266 
Copper C 347.38 -0.11 694.77 -0.11 Qapp = 278 
 
 
found with the hardening parameter UCP, here expressed as UCP(α’b)2.  Equation 5.15 
shows the expression found between the Zener-Hollomon parameter and UCP(α’b)2.  
Table 5.4 shows the coefficient and exponent values of the hardening parameter 
UCP(α’b)2 for the commercial purity coppers studied. The value of UCP(α’b)2  is of  
speculative importance, because eq. 5.12 of the model does not require an evaluation to 
determine σ. The coefficients and exponents for eq. 5.15 are close in value; only allow 
pointing out that the exponent mUCP increases as the oxygen level increases. The 
coefficients and exponents that describe the softening and hardening parameters change 
when a copper is affected by precipitation hardening however an ordered correlation 
was not found. 
 Comparison of the reliability between models is not the objective of this work, 
however with a divulging character in mind the value of Ω according to Laasroui and 
Jonas (eq. 5.8) has been indirectly calculated. Estrin and Mecking [20] mathematically 
compared the Voce-Kocks model [13] with their model and explained that the term εC is 
equal to . In the Laasraoui and Jonas model the term Ω is equal to *2 Cε

*
Cε1 . The 

present author for on-going research purposes has calculated εC for the three coppers, 
but instead has defined εC as 
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where KW and nW are constants to be determined. The Ω parameter in the Laasraoui and 
Jonas model is then equal to 2W. Table 5.5 shows the values of the characteristic 
constants that define W (eq. 5.16) and Ω (eq. 5.11). If desired for a future work the 
saturation stress, σSat, which is not necessary for the Cabrera and Prado model, can be 
calculated using eq. 5.4, by inserting σp and εp, which can be defined using other 
relationships (eq. 4.2 and eq. 5.17). In a similar manner the new saturation stress, , 
can also be calculated using either eq. 5.4 or eq. 5.8. Regarding any of the restoration 
model equations 5.4, 5.8 or 5.12, the value of the peak stress is a function of strain; 
hence the point from where dynamic recrystallization is observed (on a stress-strain 
curve) is also strain dependent. 

*
.Satσ

A relationship is needed to predict the strain at the peak stress, εp, where the 
onset of DRX on the stress-strain curve is first noticed.  Like before a relationship with 
the Zener-Hollomon parameter has been found, such equation is as follows: 
 
                                                              .                                                 (5.17) ε

εε m
p ZK=

 
The coefficient Kε and the exponent mε were determined from a linear fit on a Log-Log 
plot of εp versus Z. Figure 5.2 shows the εp versus Z plot for the three coppers using the 
self-diffusion activation, Qsd, which normalizes the strain data adequately well. Table 
5.6 details the characteristic values of eq. 5.17. The coefficient Kε decreases as the 
oxygen level increases. The coefficient mε of copper C is significantly higher than the 
other two coppers; this may be related to the higher stress values copper C reaches.  
Figure 5.2 also shows that the fitted lines intersect around Z = 107s-1 signaling a reverse 
effect of the oxygen on the peak strain. At higher Z values Cu C reaches higher peak 
strains, however that behavior reverses at lower Z values. Higher mε values produce 
higher εp values and thus the onset of dynamic recrystallization is delayed at high Z 
values in coppers bearing more residual oxygen.  
 

Fig. 5.2. Plot of the peak strain versus Z using the self-diffusion activation energy.  
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Table 5.6. Characteristic values of eq. 5.17 to predict the onset of DRX. 
 [kJ/mole]  Kε mε Q

Copper A 6.571 X 10-3 0.177 Qapp =213 
Copper B 2.419 X 10-3 0.175 Qapp =266 
Copper C 1.338 X 10-3 0.190 Qapp =278 
Copper A 7.769 X 10-3 0.185 Qsd =197 
Copper B 4.366 X 10-3 0.219 Qsd =197 
Copper C 3.149 X 10-3 0.240 Qsd =197 

 

.6 Modeling Dynamic Recrystallization 

On this part of work Dynamic Recrystallization (DRX) is modeled assuming that 
the sof

 
5
 

tening on the flow curve is proportional to the recrystallized volume fraction, X. 
The difference between the peak stress, σp, and the steady state stress, σss, are used to 
characterize the kinetics of DRX. A constitutive equation used earlier [10, 24, 22, 25] 
during DRX is  
 
                                                   ( )Xsspp σσσσ −−= ,                                            (5.18) 

hich is similar to others appearing in literature [26]. On eq. 5.18 stress is modeled to 

grain will begin 
to nucl

                             

 
w
gradually decrease from the peak stress until reaching the steady state stress. The stress 
decreasing rate is determined by the recrystallizing volume fraction, X.  

If Z and strain conditions allow (see eq. 5.17) then the deformed 
eate new low dislocation density grains, preferably on the triple grain junctions, 

borders, deformation bands and, hard particles. The new dynamically recrystallized 
grains represent a second softening mechanism (besides dynamic recovery) and 
normally consume the deformed grain from the border to the inside. The advancing 
recrystallized volume fraction, X, can be measured by an Avrami type equation first 
suggested for DRX by Lutton and Sellars [27] and can be written as 
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ess error was made while measuring the time for DRX to consume 50% of the initial 

                                                       

L
grain volume, t50%, and because exp(-0.693) ≅ 0.5 the relationship between the 
coefficient KA and t50% has remained as shown on eq. 5.19. If the softening observed on 
the stress-strain curve is proportional to the recrystallized volume fraction then  
 

( )
( )ssp

pX
σσ
σσ

−
−

=  .                                                  (5.20) 

 
n eq. 5.20 the stress σ is the registered stress during the hot compression test at O

constant strain rate. As a first step to characterize the kinetics of DRX the exponent nA is 
calculated by measuring the slope on a ( )[ ]{ }X−11lnln  versus ( )( )[ ]εεε &1ln p−  plot. 
Figures 5.3, 5.4 and 5.5 show the linear fit  calculate  A, B ting sessions to  nA for coppers
and, C respectively.  
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(a) From 0.1s-1 to 0.001s-1 the slopes are: 
2.08, 1.87, 1.90, 2.43 and 2.45. 
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(b) From 0.3s-1 to 0.001s-1 the slopes are: 
1.95, 1.01, 1.88, 1.94, 1.93 and 1.77. 
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(c) From 0.3s-1 to 0.001s-1 the slopes are: 
1.68, 1.37, 1.31, 1.94, 2.09 and 1.74. 
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(d) From 0.3s-1 to 0.001s-1 the slopes are: 
2.37, 1.65, 1.34, 2.11, 2.08 and 2.03. 

                                        

                                        

                                        

                                        

                                        

-3 -2 -1 0 1 2 3 4 5
-6
-5
-4
-3
-2
-1
0
1 800ºC

.

 0.3s-1

 0.1s-1

 0.03s-1

 0.01s-1

 0.003s-1

 0.001s-1

ln
{ l

n[
1/

(1
-X

)] 
} 

ln[ (ε-εp)/ε ]

(e) From 0.1s-1 to 0.001s-1 the slopes are: 
1.43, 1.38, 1.11, 1.67 and 2.34. 

([

(f) From 0.1s-1 to 0.001s-1 the slopes are: 
1.58, 1.60, 1.21, 1.06 and 1.65. 

 
 

Fig. 5.3. Plots of ( )[ ]{ }X−11lnln  versus )( )]εεε &1pln −  for Cu A where the slope is 
equal to the Avrami exponent. 
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(a) From 0.1s-1 to 0.001s-1 the slopes are:  
2.29, 2.14, 2.31, 2.17 and 2.33. 
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(b) From 0.1s-1 to 0.001s-1 the slopes are:  
2.29, 2.09, 2.30, 2.57 and 2.12. 
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(d) From 0.1s-1 to 0.001s-1 the slopes are:  
2.06, 1.75, 1.95, 2.11 and 2.13. 

(c) From 0.1s-1 to 0.001s-1 the slopes are: 
1.87, 1.76, 2.11, 2.24 and 2.43.  
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(e) From 0.1s-1 to 0.001s-1 the slopes are:  
1.96, 1.59, 1.41, 1.37 and 1.09. 

[
(f) From 0.1s-1 to 0.001s-1 the slopes are:  
1.66, 1.92, 1.55, 1.55 and 1.71. 

 
 

Fig. 5.4. Plots of ( )[ ]{ }X−11lnln  versus ( )( )]εεε &1pln −  for Cu B where the slope is 
equal to the Avrami exponent. 
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(a) From 0.3s-1 to 0.001s-1 the slopes are: 
1.42, 2.66, 2.54, 1.73, 2.08 and 2.26. 
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(b) From 0.3s-1 to 0.001s-1 the slopes are: 
1.21, 1.33, 1.92, 1.96, 2.48 and 2.22. 
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(c) From 0.3s-1 to 0.001s-1 the slopes are: 
1.77, 1.44, 2.26, 1.96, 2.10 and 2.21. 
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(d) From 0.3s-1 to 0.001s-1 the slopes are: 
2.24, 1.65, 1.33, 1.69, 1.93 and 1.92. 
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(e) From 0.1s-1 to 0.001s-1 the slopes are: 
1.72, 1.86, 1.44, 1.64 and 2.13. 

(f) From 0.03s-1 to 0.001s-1 the slopes are: 
1.34, 1.21, 1.38 and 1.50. 

 
 

Fig. 5.5. Plots of ( )[ ]{ }X−11lnln  versus ( )( )[ ]εεε &1pln −  for Cu C where the slope is 
equal to the Avrami exponent. 
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Fig. 5.6. The Avrami exponent versus Z 
using the self-diffusion activation energy 
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Fig. 5.7. The Avrami exponent versus Z 
using the self-diffusion activation energy. 
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Then the nA exponent is plotted against the Zener-Hollomon parameter as means 
f noticing an ordered behavior. The correlations between nA and Z are poor either using 

Qapp or 
o

Qsd, however the expression used to describe the change is 
 
                                                           LogZban AAA += ,                                         (5.21) 

able 5.7 shows 
oefficients on eq. 5.21 calculated using Qsd and Qapp. Figures 5.6, 5.7 and 5.8 show the 

                    

 
where aA and bA are constants. T the values determined for the 
c
nA versus Z plot for Copper A , B and C respectively using Qsd. The equation used 
earlier [10, 24, 22, 25] to characterize the time for recrystallization of 50% of the initial 
grain volume is  
 
                             ( )RTQBt m

%50%50%50 exp%50ε&=

where R = 8.314kJ/K⋅mole is 50% and m50% are constant 

                                 (5.22) 

the universal gas constant, B
alues to be determined as well as Q50%, another activation energy that controls the  

2,6
  

2,6

2,8

 

v
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Table 5.7. Characteristic values of eq. 5.21 to predict the Avrami exponent nA. 
 aA bA Q [kJ/mole] 

Copper A 3.302 -0.210 Qsd = 197 
Copper B 3.720 -0.234 Qsd = 197 
Copper C 3.571 -0.232 Qsd = 197 
Copper A 3.416 -0.204 Qapp = 213 
Copper B 4.089 -0.195 Qapp = 266 
Copper C 3.971 -0.188 Qapp = 278 

 5.8. Chara s of eq t t50%. 
 
Table cteristic value . 5.22 to predic

 B50% m50% Q50% 
Copper A 3.82 X 10-3 -0.61 40552 
Copper B 5.00 X 10-5 -0.93 68358 
Copper C 1.44 X10-3 -0.72 50271 

 
 

RX process. Relationship 5.22 is independent of Qapp or Qsd. Table 5.8 shows the 
alues of the constants that characterize eq. 5.22. Coppers A and C present similar 

b

D
v
coefficients, but copper B separates substantially (see tables 5.7 and 5.8), this could be 
related to the fact that copper B produced on average finer recystallized grain diameters. 
The hot flow behavior of the entire curve has been modeled. A comparison between the 
experimental hot flow curves and the predicted curves will help validate the reliability 
of the model applied on coppers with varying residual compositions. Strain hardening 
and dynamic recovery will be modeled using eq. 5.12 then the onset of DRX is 
indicated by eq. 5.17. When the peak strain occurs (eq. 5.17) the associated stress value, 
σasc, given by eq. 5.12 will begin to decrease at the rate given by eq. 5.19. And thus to 
couple constitutive eq. 5.12 with the constitutive equation during DRX, eq. 5.18 

ecomes  
 
                                               ( )XssOssascasc σσσσσ +−−=

where σasc is the stress value .17) in eq. 5.12 and σ  is 

                                   (5.23) 

obtained by inserting εp (eq. 5
 

sso

back stress (see appendixes A, B, C and D). An adequate prediction using only the self-
diffusion activation energy was possible by separating the stress contributions of 
different hardening mechanisms. Figures 5.9, 5.10 and 5.11 show the comparisons of 
the predicted hot flow curves and the experimental curves for the three 99.9% pure 
coppers with varying residual oxygen amounts. 
 
 

the steady state back stress. The peak stress used on eq. 5.12 will also include the peak 
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Fig 5.9. Comparison between the experimental and predicted hot flow curves for Cu A. 
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and predicted hot flow curves for Cu B. 
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Fig. 5.11 Comparison between the experimental and predicted hot flow curves for Cu C. 
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5.7 Conclusions 
 

A descriptive model of the hot flow curves of three commercial-purity coppers 
has been presented.  The hot flow models selected are again [10, 24] validated on this 
work by a comparison with the experimental hot flow curves. The comparison 
demonstrates not only the reliability of the models, but also proves that using the self-
diffusion activation energy is correct. At higher Z values The εp – Z relationship showed 
that εp tends to be higher for the copper with higher oxygen content, however that effect 
reverses below Z = 107s-1. In the future a comparison between various hot flow models 
and using apparent activation energies may be done, as has been done elsewhere in 
literature [28]. 

 
5.8 Errata 
 
The author assumes an unwilling error made while publicly reporting the simulation 
results using the self-diffusion activation energy. The error was on fig. 4 presented on 
references [10, 24] where instead of simulating strain hardening and dynamic recovery 
(eq. 5.12) with an expression for ΩCP using eq. 5.14 (KΩCP = 78.66, mΩCP = -0.127) for 
copper A, an expression using non-linear fitted values for Cu B was used (KΩCP = 
223.47, mΩCP = -0.173). The author uses a commercial worksheet to draw the simulated 
hot flow curve and once the erroneous fig.4 [10, 24] was completed, success appeared 
to have been reached and, no immediate verification was performed. The correct figure 

sing the self-diffusion activation energy to correlate values with copper A and the 

ot as reliable as the erroneous figure. 

 

 

u
models equations 5.12 and 5.14 is shown on fig. 5.9. An unfortunate and late conclusion 
is that fig. 5.9 is n
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