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ABSTRACT

Several studies on the limits of the instruction-level parallelism have shown that current superscalar organizations are approaching to diminishing return points. Such studies have shown that just taking benefit of the ever increasing number of transistors to simply scale up such architecture hardly provides any improvement. These limits in instruction-level parallelism have motivated the research on alternative techniques to increase the performance of the processors. An approach that is being considered by several vendors is exploiting coarse-grain parallelism in addition to the conventional instruction-level parallelism so that future processor generations provide capabilities to exploit both types of parallelism. These processors are known as Multithreaded Processors

The way thread-level parallelism is being exploited in multithreaded processors is usually in a non-speculative manner. The hardware support for maintaining different contexts simultaneously are used to execute different applications in each of these contexts or to execute threads corresponding to parallelizable applications. In the former case, threads are independent among them and the processor obtains a better throughput due to the better usage of the resources of the processor even though the individual execution time of applications is increased by the fact that resources are now shared among different processes. In the latter case, applications executed in different threads reduce their execution time but the partitioning process may be a difficult task for irregular or non-numerical applications. This kind of applications hardly benefit of this type of thread-level parallelism since traditional parallel compilers usually fail to find parallel threads.

Instruction-level parallelism has traditionally used speculation techniques to increase its performance. In this thesis we propose to exploit thread-level parallelism speculatively. Thus, those applications the compiler is unable to find non-speculative threads can be partitioned into speculative threads to reduce their execution time. Threads are speculative since they are data and control dependent on previous threads. Then, in the case speculation is correctly performed, applications drastically reduce their execution time due to the additional exploitation of speculative thread-level parallelism. However, if a misspeculation occurs, roll-back mechanisms are necessary to return the processor to a correct state. Processors that are able to execute speculative threads are referred to as Speculative Multithreaded Processors.

In this thesis, the execution model of speculative multithreaded processors and the necessary requirements to implement it are studied. This execution model is based on inserting spawn instructions into the sequential code. The execution of programs in a speculative multithreaded processor is similar to any other conventional processor until a spawn instruction is reached, then a speculative thread is created at the corresponding point indicated by the spawn instruction and both threads proceed in parallel. When the spawner thread reaches where the speculative thread has started, then a verification process checks for the
correctness of the speculation. If the speculation was correctly done, the context of the non-speculative thread is committed and its context freed for a future usage of new speculative threads. If not, a recovery mechanism is started. In this execution model, there must always be a non-speculative thread and there may be multiple speculative threads.

To support this execution model, several requirements are needed: i) hardware support for spawning and managing speculative threads and ii) a partitioning mechanism to divide programs into speculative threads.

In this thesis, different platforms to manage concurrent threads are discussed. Clustered processors benefit from low wire delays, power and complexity even though communication among concurrent threads can suffer from delays. Centralized processors may benefit from sharing resources and low communication cost but the complexity of the required hardware is higher. In any case, hardware has to be able to simultaneously execute several contexts taking into account that some of the values used by the threads are shared while others are private in such a way that a variable may have different values simultaneously, one for each of the concurrent threads.

Regarding the hardware support, this thesis has paid special attention to the management of interthread data dependences since they have a high relevance on the overall performance of such processors. As finding data and control independent threads is almost impossible for irregular applications, speculative threads depends on the values produced by previous ones, either register or memory values. Different mechanisms to deal with interthread data dependences are analyzed such as synchronizing the producer and the consumer thread, or predicting the dependent values. In the former, schemes to early forward the dependent value to the consumer thread are studied, especially for memory values. On the other hand, the latter proposal is the most promising one since if values are correctly predicted, speculative threads are executed as if they were independent. Different well-known value predictors are evaluated and a new one especially targeted for this type of architectures is presented, the increment value predictor. This predictor takes into account information of the control-flow of the thread to predict the values and it obtains impressive results for small sizes of the predictor.

Finally, the way applications are partitioned affects the performance of these processors. In this thesis, different spawning schemes have been proposed and analyzed. One family of schemes spawn speculative threads associated to well-known program constructs whose characteristics may provide significant benefits. Spawning schemes that belong to this family are those that creates speculative threads at loop iterations, loop continuations and subroutine continuations. In another family of spawning schemes, speculative threads are created through a profile-based analysis of each particular code. Here, those parts of the code that present the most appropriate characteristics are selected to spawn speculative threads. Selection criterias such as control independence, minimum size, data independence and data predictability are considered in order to choose the most effective spawning pairs. Performance results for both families of spawning policies are quite impressive, and the profile-based spawning scheme is shown to outperform those based on heuristics.
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