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Chapter 1

Introduction

1.1 Alzheimer’s disease

Alzheimer’s disease is a neurodegenerative disorder and the first cause
of dementia (60 - 80% of cases). It is characterized by a decline in memory,
language, and cognitive skills that affects the ability to perform everyday
tasks. This decline is linked to the damage or destruction of nerve cells
in the areas of the brain that are devoted to these functions. Moreover, in
the progress of the disease, destruction of neurons eventually affects also
other parts of the brain, such as those related to walking and swallow-
ing. Alzheimer’s disease patients in the final stages are bed-bound and
require constant care. Eventually, the disease is fatal.[ll Despite the fact
that the discovery of this condition dates back to 1906, it was not until 70

years later that its destructive potential was understood. In 1976, it was

1
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estimated that Alzheimer’s may rank as the fourth or fifth most common
cause of death in the United States. %!

Dementia is commonly associated to old age, and for this reason it is
expected to be burdensome especially for developed countries, where life
expectancy is higher. However, it has been shown that dementia is really
a global problem, since population ageing is occurring at an unprecedent-
edly fast rate also in poorer regions.[®! Overall, although nowadays cases
are concentrated in the world’s richest and most demographically aged
countries, already the majority (62%) of people with dementia live in low
and middle income countries, where access to social protection, services
and care are limited. For this reason, it is expected that by 2050 the global
burden of dementia will shift to poorer countries. !

The spreading of the disease may be reduced through improvements
in population health, but it is estimated that only up to 10% of the cases
may be avoided through health policies. In particular, education and other
factors that enhance and cognitive skills improve the brain health of those
entering old age, and can reduce the incidence of dementia.[®! Regard-
ing Western Europe, although life expectancy at birth continues to show
substantial variation between social environments across countries, it has
been suggested that the number of people with dementia is stabilizing,
despite population ageing. However, dementia care will still remain a a
challenge of the utmost importance for many years, in particular due to
the fact that the oldest age group (85 years and older), which is the most

affected by dementia, is the fastest growing age group in the population. [l

Despite the lack of a cure for Alzheimer’s disease, an early diagnosis
is fundamental for a proper care of the patient. In particular, early de-
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healthybrain Alzheimer’sbrain

Figure 1.1: Amyloid plaques depositing in the brain of Alzheimer’s dis-
ease patient. Picture: www.alz.org

tection and diagnosis allows people to access available treatments, build
a care team, participate in support services, and enroll in clinical trials.
Since early signs such as memory problems, confusion and personality
changes may be attributable to a variety of sources, great effort must be
put into the correct identification of dementia. The hallmark pathologies
of Alzheimer’s disease are the progressive accumulation in the brain of
the protein fragment amyloid-/3 (plaques) outside neurons and twisted
strands of the protein tau (tangles) inside neurons (Figure 1.1). These
changes are responsible for the damage and death of neurons. !

The post mortem examination of brain tissues and the identification
of plaques and tangles ultimately confirms the diagnosis of Alzheimer’s
disease. Indeed, the diagnosis performed on living patients is based on
testing their neurological skills, and remains an hypothesis until amyloid
plaques are eventually identified. For this reason, examination of the brain

is of fundamental importance, because without access to brain material
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only clinical symptoms would be used to distinguish various types of de-
mentia. Moreover, thanks to examination of a large number of brain sam-
ples, it was possible to establish a pattern of development of the disease as
it spreads from region to region. These measurements are now used as a
benchmark for disease severity, allowing changes which occur early in the

disease to be studied.[®]

Morover, Alzheimer’s disease also results in an increase of oxidative
stress, which is the imbalance between the formation and spread of reac-
tive oxygen species, and antioxidant defenses. In particular, it has been
shown that amyloid aggregates are bound to copper (II) ions, and these
ions retain their redox activity and are able to degrade hydrogen perox-
ide. Eventually, this leads to the formation of hydroxyl radicals with high

oxydizing power, which result in additional brain damage. 7!

1.2 Amyloid plaques

1.2.1 Structural features of A540 and A 42 fibrils

As already mentioned, cerebral plaques and neurofibrillary tangles
are important pathological features of Alzheimer’s disease. Plaques are
fibrillar aggregates of amyloid-3 peptide.[%) This hydrophobic peptide,
which can be 37 to 42 residues long, is formed from the proteolytic cleav-
age of the amyloid precursor protein by secretases, and can abnormally ac-
cumulate in the brain eventually leading to the deposition of plaques. 1913
Indeed, according to the amyloid cascade hypothesis, the deposition of the
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amyloid-/ peptide in the brain initiates a complex sequence of events that
ultimately leads to Alzheimer’s dementia. Thus, amyloid-3 accumulation
seems to be the central event of the disease. Since several mutations in the
amyloid precursor protein have been identified and linked with heredi-
tary Alzheimer’s disease, a lot of interest has been devoted to the study of
this process. Two predicted cleavages, one in the extracellular domain (-
secretase cleavage) and the other in the transmembrane region (y-secretase
cleavage), are necessary to release the amyloid-3 from the precursor mole-
cule.'! Nearly 90% of secreted amyloid-3 ends in residue 40, whereas
Af342 accounts for roughly the remainig 10%. Only minor amounts of
shorter amyloid-3 peptides such (37 - 38 residues) are produced. Inter-
estingly, some mutations in the amyloid precursor protein increase the
production of AB42, thus increasing the A342/AB40 ratio.[1114]

Figure 1.2a shows the sequence and structure of the monomer unit in
Ap40 and Ap42 fibrils. Solid state NMR measurements have provided
precious insight into inter-residue interactions. In particular, for A340
fibrils, residues 1 to 10 are unstructured, and for this reason often miss-
ing in crystallographic structures, while residues 11 to 40 have a cross-
B architecture, with two parallel -sheets connected by a loop involv-
ing residues 23 to 29. Moreover, side chain packing has been observed
between PHE19 and ILE32, LEU4 and VAL36 and between GLN15 and
VAL36 as well as between HIS13 and VAL40 (blue dashed lines).[12151¢]
Concerning A342 fibrils, residues 1 to 17 may be unstructured (in gray),
with residues 18 to 42 again forming a cross-# motif. Molecular con-
tacts have been reported within the monomer unit of A342 fibrils between
PHE19 and GLY38 (red dashed line) and between MET35 and ALLA42 (or-
ange dashed line). (171 Tn both A540 and A 342, the turn conformation is sta-
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Figure 1.2: Sequence and structure of the monomer unit in A540 and A/340
tibrils; representation of structural constraints in Ag40 and Aj342 fibrils.
Picture: refl12l,
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bilized by hydrophobic interactions (green residues) and by a salt bridge
between ASP23 and LYS28 (black dashed line). "2 A 842 is less soluble than
ApB40, and is predominant in the plaques characteristic of Alzheimer’s dis-
ease, even though A 340 is much more abundant than A 342. [18,19] Recently,
it has been shown that in vitro A340 and A /342 can form mixed fibrils. This
suggests that, in in vivo conditions, there is some mechanism that favors
Aj342 deposition.?”] However, understanding the aggregation and toxi-
city mechanisms of amyloid-3 species is a complex and still open prob-
lem. [21-25]

In amyloid fibrils, the single A340 and AB42 peptides arrange reg-
ularly giving rise to protofilaments, the basic units of the fibrils, which
are constituted by two parallel 3 sheets resulting from the lateral aggrega-
tion of the peptides (Figure 1.2b). The further aggregation of two or more
protofilament units ultimately leads to the final structure of the fibril.

Much less information is available concerning amyloid-/3 oligomers,
which represent an earlier stage of aggregation compared to amyloid-3
tibrils and have been linked to neuronal disfunction. The structure and
neurotoxicity of A540 and AB42 are still to be explored. However, inter-
estingly, it has been shown that protofibrillar aggregates, oligomers, might

be more toxic than fully formed fibrils. [12:26-281

1.2.2 Polymorphism

The last decade has seen several advances in the determination of A3
fibril structures at the atomic level. This is particularly challenging mainly
due to their inherent polymorphism, i.e. architectures being strongly af-
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fected by the aggregation conditions, and by their scarce solubility. Both
magnetic (NMR, EPR) and optical (IR, Raman) techniques have been emplo-
yed in the determination of the secondary and tertiary structures of amyloid-
B deposits.[17'29‘34] Indeed, since the initial observation of the cross-§ ar-
chitecture of amyloid fibrils by X-ray christallography, many more struc-
tural traits have been identified as typical of amyloid fibrils. Amyloid fib-
rils have typical widths of 5 +- 15 nm, and are several yim long. Concerning
A340 fibers, whose binding properties have been investigated throughout
this thesis, both 2-fold and 3-fold symmetry structures have been reported
(Figure 1.3). [16,2931] More recently (in 2016), also a 2-fold AB342 fibril struc-
ture has been reported.[3334 Due to the higher availability of Aj340 fibrillar
structures over A342 ones, A /40 fibril models have been employed in this
thesis.

An interesting point about these fibrils is that the same monomer,
ApB40, or AB42, can aggregate into fibrils with a variety of morphologies.
In all the structures that have been proposed, the basic unit is the profil-
ament (A/40),, or (AB42), (Figure 1.2b), and the different morphologies
arise from different arrangements of protofilament units. In particular,
it has been shown the predominant morphology in AB40 fibril samples
obtained in vitro can be affected by subtle changes in growth conditions,
such as the presence or absence of gentle agitation of the peptide solution
during fibril deposition. [30] Agitation leads to 2-fold symmetry fibrils, in
which protofilaments associate laterally to form striated ribbons (Figures
1.3a and 1.3b). Quiescent growth, on the other hand, leads to fibrils with
a three-fold symmetry that are less prone to lateral aggregation (Figures
1.3c and 1.3d).
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(a) PDB code: 2LMN; residues 9-40.

(b) Nature of residues

Figure 1.3: Representation of the models of amyloid-# fibrils that have
been studied. Color scale for the residues: white = nonpolar, green = polar,
blue = basic, red = acidic.
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Concerning the examination of ex vivo amyloid plaques (Figures 1.3e
and 1.3f), there are structural features that distinguish these fibrils from
those obtained in vitro.[3!l Comparing the structures reported in Figures
1.3c and 1.3e, it is evident that in the case of the ex vivo fibril, 1.3e, there
is a twist in residues 19 to 23 which alters the regularity of the cross-3
architecture that allows the formation of contacts that had not been ob-
served in in vitro fibrillar structures. However, this structure alone cannot
be taken as a reference for in vivo amyloid-g fibrils. This is due to the fact
that is was observed that two Alzheimer’s disease patients with different
clinical histories both had a single predominant type of amyloid-# fibril
structure, but this structure was different in the two cases. This indicates
that structural variations from patient to patient are relevant, and depend
on the different aggregation conditions.!®!! Under this assumption, and
with the aim of detecting amyloid-g fibrils in the brain of living patients,
understanding these morphological variations from patient to patient is

the basis for the development of structure specific markers.[3!l

1.3 Amyloid-g detection

1.3.1 Nuclear methods

Currently, the method of choice for in vivo detection of amyloid-$ fib-
rils is positron emission tomography (PET). [35-38] This technique involves
the use of a radioactive isotope, which is injected into the body. In PET,
the gamma rays emitted indirectly by a positron emitting radioactive iso-

tope, which is bound to a chemical with known physiological properties,
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are detected.!®! Since radioactive isotopes do not occur naturally in bi-
ological molecules, the synthesis of PET tracers incorporating these iso-
topes is challenging. Moreover, even if this technique is not invasive, it in-
volves exposure to radiation. A related technique is SPECT, single photon
emission computed tomography, in which tomographic data are acquired
with a rotating gamma camera, which allows the construction of three-
dimensional images. "l The main difference between PET and SPECT is
the kind of tracer that is used: while in PET a positron emitting isotope
is used, and the gamma rays that are detected result from their annihi-
lation with electrons, in SPECT the direct emission of gamma rays is ob-

served. [

Pittsburgh compound-B is a successful amyloid-imaging positron emis-
sion tomography tracer. Since its first human application, PIB has been
shown to be retained in areas of the brain known to contain large amounts
of amyloid deposits in Alzheimer’s disease.*”! Moreover, PIB is selective
for fibrillar amyloid-3 (K4=1.4 nM). In contrast, it does not bind appre-
ciably to soluble amyloid-# species, such as oligomers. This selectivity
towards the pleated sheet structure of amyloid fibrils originates from the
aromatic rod-like strucuture of PIB, and will be discussed in greater de-
tail along with the properties of the related fluorescent amyloid marker
thioflavin-T, with which it shares a common architecture (Scheme 1.1).[35:3641,42]

Another PET tracer of interest, related to Alzheimer’s disease but not
to amyloid fibrils, is the glucose analog 2—[18F]—ﬂu0r0—2—deoxy—d—glucose,
which can be used to monitor brain glucose metabolism. This is impor-
tant because a progressive reduction in glucose metabolism occurs years

in advance of clinical symptoms Alzheimer’s disease. During disease pro-
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gression, glucose metabolism continues to decline, and this deterioration

is associated with decreasing patient scores in cognitive tests. 4344l

Even if it is the most common imaging technique for Alzheimer’s dis-
ese, PET presents serious limitations in terms of high cost, toxicity of the
radioactive isotopes, and practical limitations associated with the exper-
imental setup and need to use the radioactive isotopes within the short
time of their half-lives. For these reasons, there is a strive towards the de-
velopment of alternative techniques with better performance both in terms

of cost and safety.[*’!

1.3.2 Fluorescence imaging

Fluorescence spectroscopy is promising alternative to nuclear tech-
niques for amyloid-3 imaging. It allows an early diagnosis of Alzheimer’s
disease and enables the real time visualization of biomolecules in living
systems.[454¢] In general, optical imaging is a versatile technique com-
monly used in clinical practice, for instance for the visualization of tu-
mors. [¥48] Recently, fluorescence microscopy and imaging have under-
gone a significant development due to the increasing availability of probes,
that allow the study of several phenomena, including amyloid-/5 deposi-
tion. A parallel development has been observed in fluorescent imaging
techniques, which greatly enhanced resolution and sensitivity. Of partic-
ular interest is the use of light in the near-infrared region (600 <+ 900 nm).
This is because penetration depth increases with the decreasing wave-
length of radiation, and near-infrared light has a penetration of several

centimeters.*”] However, already after a few millimeters, near-infrared
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light becomes diffuse due to elastic scattering, with a consequent loss of
resolution. Therefore, macroscopic fluorescence imaging largely depends
on spatially resolving and quantifying bulk signals from specific fluores-

cent entities reporting molecular activity. [47]

Several imaging modalities are available. In planar imaging, the tis-
sue is illuminated with a plane wave, an expanded light beam, and flu-
orescence signals emitted toward a camera are collected. A simple and
noninvasive mode to perform planar fluorescence imaging measurements
is epi-illumination, in which the source shines light onto tissue surface and
collects emitted light from the same side of tissue. This method, however,
presents some disadvantages, including it inability to resolve depth and
the fact that superficial fluorescence activity may shield more underlying
optical activity. An alternative mode is trans-illumination, in which light is
shined through the tissue and either the relative attenuation of light or flu-
orescence emission is recorded. An advantage of trans-illumination over
epi-illumination is that in the first case the whole volume is sampled, while

it is difficult to quantify tissue penetration in epi-illumination mode. "]

With more sophisticated techniques, actual three-dimensional images
can be generated. In optical tomography, it possible to reconstruct the in-
ternal distribution of a chromophore in a given sample. The principle of
optical tomography is that tissue is illuminated at different points, and the
collected light is used in combination with a mathematical formulation
that describes photon propagation in tissues. A fascinating opportunity
provided by optical tomography is the possibility of combining it with
other imaging modalities, such as magnetic resonance imaging. 1471 More-

over, several techniques are available that allow the increase of spatial res-
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AB,,, in vitro

.

AB. ., in cells

1-42

Figure 1.4: Traditional (left) and super-resolution (right) fluorescence im-
ages of A342 fibrils grown in vitro and intracellular. Picture: ref49].

olution of fluorescence images.!>*!! For instance, it has been shown that
commercially available dyes, normally excited in the near-infrared range,
can be used to obtain a near nanometer resolution. This increased spa-
tial resolution is achieved by sequentially photoswitching individual flu-
orophores between a fluorescent state and a dark state. The advantage of
doing so is that a temporal separation of the individual fluorophores that
are emitting at the given time from the total ensemble of emitters is pos-
sible. An example of this is reported in Figure 1.4.14°5U The fluorescence
images indicate that while the resolution provided by traditional fluores-
cence imaging is not sufficient to provide information on the morphology

of amyloid- fibrils, with super-resolution methods this is possible.
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1.3.3 Fluorescent markers

Fluorescence imaging involves the use of probes, which can be either
nanoparticles or organic molecules, which undergo a variation of their flu-
orescence response depending of the environment and may be used to
identify specifically a target, which in this case is the amyloid-/ deposits
typical of Alzheimer’s disease. In particular, this thesis in focused on the
use of organic markers, or dyes. In order to be suitable candidates for in
vivo application, organic fluorescent markers need to fulfill a series of re-
quirement, in terms of both optical properties and biocompatibility. [4>46]
The main requirements are presented in the following list.

e Fluorescence emission in the near-infrared region;
e ability to rapidly enter the brain after intravenous injection;
e specific interaction with amyloid-/ species;

e variation of the fluorescence properties when bound to amyloid-3
species compared to aqueous solution.

The requirement on the fluorescence emission wavelength is related
to the fact that near-infrared radiation is particularly suited for in vivo ap-
plication to its tissue penetration, safety and the fact that it involves min-
imal photodamage and interference from the autofluorescence of biologi-
cal matter.[*5%2] The latter originates from the fact that cells contain mole-
cules which can become fluorescent when excited with radiation falling
in the visible and ultraviolet frequency range. Emission from these sys-

tems, which are mainly mitochondria, lysosomes, aromatic aminoacids



16 CHAPTER 1. INTRODUCTION

and lipopigments, is called autofluorescence. Morover, additional autoflu-
orescence may originate from the extracellular matrix, for instance colla-
gen or elastine. For this same reason of interference originating from liv-
ing tissues, it is desirable to red shift also the absorption wavelength of the
marker, for the excitation to be as selective as possible, i.e. ideally exciting
only the dye. 52!

Regarding the ability of markers to enter the brain of patients, the flu-
orescent molecule essentially needs to cross the blood-brain barrier, which
separates the brain from the systemic blood circulation and maintains the
homeostasis of the central nervous system.!®3 This is essential, since a
strict homeostasis is of paramount importance for optimal brain function-
ing. In particular, the blood-brain barrier is a complex system formed by
specialized endothelial cells that cling to brain capillaries and maintain
this protection.!®! Crossing the blood-brain barrier is an open challenge
for the treatment of several diseases affecting the central nervous system.
The structural requirements for molecules to cross this barrier are a certain
lipophilicity and the lack of ionic groups, and a small size, with an upper
bound of 600 Da. Obviously, fluorescent markers should also present the
least possible toxicity for the body. 46!

Concerning selectivity, fluorescent markers should be able to inter-
act preferentially with the hydrophobic grooves arising from the cross-g
structure of amyloid fibrils, which is encouraged by an hydrophobic or
aromatic linear rod-like architecture. This maximizes favorable contacts
between the marker and apolar residues belonging to several peptides.
This means that the selectivity is strictly related to the global structure of

the marker, and its interaction is with a whole class of residues, the apo-
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lar ones, rather than being driven by specific marker-residues interaction.
These hydrophobic residues concur in defining a channel-like or groove-
like binding pocket for the dye. These structural features explain why
binding is more favorable with amyloid-3 fibril than with, for instance,
globular proteins, which do not present these channel-like binding pock-

ets.[4054]

—— AP deposits

aqueous solution

fluorescence

-r-""---______—_-—---“-\____‘

wavelength

Figure 1.5: Fluorescence enhancement upon binding to amyloid-g fibrils
of fluorescent markers.

A last fundamental requirement is for the fluorescence properties of
the marker to be modified by the interaction with amyloid-4 fibrils. Com-
monly, a fluorescence enhancement is observed for the bound marker com-
pared to the free one, but the effect can also be opposite (Figure 1.5). The
modification of the quantum yield of fluorescence may also be accompa-
nied by a displacement of the emission maximum. 4654581 This different

behavior in water and bound to amyloid-£ fibrils is essential to distinguish
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between the two situations and allows the detection of signal coming ex-

clusively from the bound dye. 4!

Many different families of organic dyes have been proposed over the
years with different properties and performances. The following section
will be devoted to a brief and non-exhaustive presentation of the features
of some common markers for amyloid-/ fibrils detection (Scheme 1.1 and
1.2).

Thioflavin-T

Thioflavin-T (Scheme 1.1) is regarded as the golden standard for in
vitro and post mortem amyloid staining. Due to its success, this molecule

has been widely studied both experimentally and computationally. [5*-61]

‘ HO N H
/ s \ s \\

Thioflavin-T Pittsburgh compound B

Scheme 1.1: Molecular structures of thioflavin-T and Pittsburgh com-
pound B.

This molecule is composed of three rigid units: a benzothiazole ring,
abenzene ring and a dimethylamino group, linked by single bonds that al-
low torsional motion. This is important because torsion are strictly linked
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Figure 1.6: Schematic representation of the channel-like binding mode of
thioflavin-T on the 3-sheet of a amyloid fibril. Picture: ref [62],

to the photophysical properties of the marker. Indeed, calculations show
that thioflavin-T behaves as a molecular rotor: while in the planar confor-
mation it emits fluorescence, rotation around the single bond linking the
benzothiazole to the phenyl ring yields a dark, nonfluorescent, twisted in-
ternal charge transfer excited state. This point is particularly interesting
because it allows the interaction with amyloid-g fibrils to tune fluores-
cence emission. The free molecule in solution, indeed, will spontaneously
twist, yielding the dark state, while binding to amyloid fibrils constraints
the molecule to a planar conformation, which enhances fluorescence emis-
sion. Experimentally, a 1000-fold increase is observed, which leads to an
optimal imaging contrast.[>-61l

In this regard, it is crucial to investigate the nature of the biding be-
tween fibrils and thioflavin-T. As reported in Figure 1.6, the cross-3 ar-
chitecture of amyloid fibrils involves the formation of superficial grooves,
defined by the side chains of the 3-sheet. Molecular dynamics simulations

indicate that due to its aromatic, rod-like, architecture, thioflavin-T can
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be accommodated in these channels, parallel to the long axis of the fib-
ril. This kind of interaction is particularly favorable because it maximizes
the number of side chains which can interact with the marker. 2l A sim-
ilar binding is expected for all fluorescent markers that share this linear
aromatic/conjugated structure, as will be discussed in Chapters 3, 4 and
5. Remarkably, thioflavin-T shares a common structure with Pittsburgh
compound-B, which has similar binding properties and is employed in
PET imaging (Scheme 1.1).

The 1000-fold fluorescence enhancement observed when thioflavin-T
is interacting with amyloid-/ fibrils has made this molecule the reference
for amyloid staining in vitro. This fluorescence enhancement is due to the
fact that upon binding the molecules is constrained to a roughly planar
geometry, which prevents the rotation yielding a dark state and thus max-
imizes fluorescence emission. Unfortunately, thioflavin-T bears a positive
charge, which makes it difficult for this marker to cross the blood-brain
barrier. For this reason, it cannot be employed for in vivo applications.
Moreover, the emission wavelength falls at ~ 480 nm, which is far below
the desirable 600 + 900 nm range. %61l

Congo red

Congo red is a diazo dye built around a central biphenyl unit, with
an emission at 614 nm. It has been known to stain amyloid-3 plaques
since the 1960s (Scheme 1.2).[%31 Similarly to thioflavin-T, molecular dy-
namics simulations indicate that the primary binding mode of congo red

on amyloid-g fibrils is in the grooves formed by the (-sheets, and upon
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binding a restriction of the torsional rotation is observed.[®l The interac-

tion seems to involve both electrostatic and hydrophobic interactions. [¢%!

Na@
Nf —
Grro
Congo red O o
A
B\
O~ 200
W= ~
CRANAD-28
' I
N
@ \ T I\
\©\/ J\ Ho—f// A / \
\__/ A E
7 NN Xy = s \/S\> P
4
DANIR-2c NIAD-4

Scheme 1.2: Molecular structures of common amyloid markers.

Moreover, it has been reported experimentally that Congo red may
inhibit the formation of amyloid fibrils. A likely mechanism of inhibition
involves Congo red binding preferentially to partially folded states, stabi-
lizing them and therefore inhibiting the formation of fibrils. [¢°]

Unfortunately, under physiological conditions, Congo Red penetra-
bility through the blood-brain barrier is limited due to its molecular size
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and electrostatic charge. [66] However, its derivative (trans,trans)-1-bromo-
2,5-bis-(3-hydroxycarbonyl-4-hydroxy)styrylbenzene, BSB, can be emplo-
yed for in vivo applications. Remarkably, this marker is able to distinguish
between amyloid fibrils comprising peptides based on the critical carboxyl
terminus of the Alzheimer’s disease amyloid protein A /542 and those com-

prising the critical region of the type II diabetes pancreatic amyloid pro-
tein. 768

Curcumin based markers

Curcumin is a natural yellow compound produced by some plants
which served as reference for the design and synthesis of molecules of in-
terest for Alzheimer’s disease’s diagnosis and treatment. As already men-
tioned, along with the deposition of amyloid-{ fibrils, an important patho-
logical hallmark of the disease is the increased oxidative stress. This origi-
nates from brain inflammation and is linked to the excessive production of
amyloid-g3. [69] Curcumin ((1E,6E)-1,7-bis(4-hydroxy- 3-methoxyphenyl)-1,6-
heptadiene-3,5-dione) has been shown to have an antioxidant and anti-
amyloidogenic effect.[”071]

Indeed, polymerization assays of both A540 and Af342 in presence
of increasing concentrations of curcumin indicate that this molecule inter-
acts with amyloid-5 and inhibits fibril aggregation. Moreover, it has been
shown to be able to destabilize preexisting fibrils, even though not enough
to produce a depolymerization. ”! Furthermore, curcumin presents a fluo-
rescence emission which is sensitive to solvent polarity and falls at 524 nm
in acetonitrile.[”?] This fluorescence emission is too low to be useful in flu-
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orescence imaging in vivo, but the excellent properties of curcumin can be

employed synthesizing derivatives with improved optical performances.

In this regard, an interesting family of markers is that of CRANADs
(Scheme 1.2). Among these markers, CRANAD-58 and CRANAD-28 seem
particularly promising.[®>®773] Both markers have been designed specifi-
cally to bind the hydrophobic fragment A513-20 of the amyloid-3 pep-
tide. CRANAD-58 can bind both insoluble amyloid-/ aggregates and sol-
uble species (oligomers, dimers, monomers), and in all cases the bind-
ing is accompanied by a fluorescence enhancement. A blue-shift is ob-
served in the fluorescence maximum of the bound marker compared to
the free marker in aqueous solution, and, interestingly, small differences
are observed among the spectra recorded for the molecule bound to dif-
ferent amyloid species. Thus, a single molecule could help discriminate
between different types of amyloid-3 aggregates.”] CRANAD-28, on the
other hand, has a peculiar spectral response to binding to amyloid fibrils:
a significant reduction of fluorescence emission is observed upon bind-
ing to amyloid fibrils. This behavior is exactly opposite to that of most
fluorescent markers that have been proposed until now, which undergo
a fluorescence enhancement upon binding. This phenomenon is not un-
precedented but its origin is still unknown. 7475

A further point that makes CRANAD-28 particularly interesting is
that it may be employed for two-photon imaging.!®”! The key difference
between two-photon absorption and a standard fluorescence imaging tech-
nique lies in the process of light absorption: two photons are absorbed
simultaneously (within less than 1 fs), and combine their energies to pro-

mote the electronic transition. For this reason, low energy light (700 +
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1000 nm) may be employed to excite transitions in the visible range of the
electromagnetic spectrum. As already mentioned, near-infrared light is
convenient in terms of penetration depth and interference with the aut-
ofluorescence of biological matter.[7677]

Along with this possible two-photon spectroscopy application, CRANAD-
28 also presents promising properties in terms of inhibition of the crosslink-
ing of amyloid-3. The mechanisms underlying amyloid aggregation in
Alzheimer’s disease are not fully uncovered, [21,23-25] Byt it is known that
aggregation and crosslinking may be favored by metals such as copper. 2178
The anticrosslinking effect of CRANAD-28 both alone and in presence of
copper ions was assessed, and results indicate that CRANAD-28 is effec-
tive in both conditions. It has been hypothesized that the pyrazole moiety
of the marker can coordinate with copper, competing with histidines 13
and 14 of the amyloid peptide, and that this reduced availability of copper
ions may be the fundamental reason behind the reduced crosslinking in

the presence of copper ions.

An important structural modification of CRANAD markers compared
to curcumin is the incorporation of a difluoroboronate into the diketone
group. This addition of boron has the effect of red-shifting the emission
wavelength, and has been reported for several markers.[7?-811 Moreover,
this modification has the effect of “locking” the ring and preventing non-
radiative deactivation through excited state proton transfer, which is ob-
served in curcumin.®?] The activity of these molecules has not been ad-
dressed with computational methods yet, but some studies have been con-
ducted on a related class of markers, the BODIPYs.
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Boradiazaindacene markers

Boron-dipyrromethene markers (BODIPYs) share with CRANAD mark-
ers the presence of the difluoroboron unit. Since their discovery in 1968,
these markers have found a wide range of applications in the fields of
imaging and light harvesting. 83l These markers offer many advantages in
terms of versatility: their optical and coordination properties can be fine-
tuned with an appropriate substitution, leading to a wide range of com-
pounds. For example, they have been employed in dye-synthesized so-
lar cells'®¥ as green-light synthesizers for lanthanide-based near-infrared
emitters in medical diagnosis®®], but also as markers themselves. In par-
ticular, far red and near-infrared BODIPYs can act as fluorescent pH probes,

but can also be employed for labelling in living systems. 8¢l

In the field of Alzheimer’s disease diagnosis, BAP-1 has been pro-
posed, a BODIPY based probe for the imaging of amyloid-3 plaques in
vivo.!8!] Despite the somewhat short emission wavelength of this molecule
(648 nm) for in vivo applications, BAP-1 is selective towards amyloid-/ fib-
rils. Indeed, a fluorescence enhancement is observed in a solution contain-
ing aggregated amyloid-/3, while the fluorescence of the isolated molecule
is not affected by the presence of bovine serum albumin. Once more, this
is strictly dependent on molecular structure, which favors the recognition
of the linear, hydrophobic channels that run at the core of amyloid fibrils.

Moreover, an appropriate substitution on the BODIPY boradiazain-
dacene core allows the control of the photodynamics of these markers. ]
The effect that the molecular structure exerts of the optical properties of

BODIPY markers has been also been addressed computationally, by accu-
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rate calculation of the absorption and emission spectra of several mole-

cules. [88]

Bithiophene based markers

The first marker of this class, NIAD-4, was proposed in 2005 and
represents a milestone in the field of in vivo amyloid detection (Scheme
1.2).15] This molecule is composed of a central bithiophene body with a
donor and an acceptor group on either sides of the 7 system (push-pull)
and it undergoes a charge transfer transition. Due to this architecture, this
molecule combines two favorable features: i) it readily crosses the blood-
brain barrier after intravenous injection and ii) it emits in the near-infrared
despite the low molecular weight. Moreover, NIAD-4 undergoes a 400-
fold fluorescence increase when bound to amyloid-g fibrils compared to
the free molecule in aqueous solution, offering a good imaging contrast

for fluorescence imaging.

For this reason, bihiophene-based markers have attracted a lot of at-
tention, culminating with the synthesis of two derivatives, NIAD-11 and
NIAD-16, which were designed for improved optical performances. 46548
Indeed, the structural variations introduced in these molecules effectively
red-shift both the absorption and emission wavelength, which is now dee-
per into the near-infrared region. This effect is due to the extension of
the conjugated 7 system for NIAD-11, and to an increase of the charge
transfer character of the electronic transition responsible for fluorescence
emission for NIAD-16. These modifications, however, also affect signifi-

cantly the fluorescence increase observed when the marker binds to amy-
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loid fibrils, which reduces by a factor of ~ 40 in NIAD-11 compared to
NIAD-4.1465489] This information suggests that small structural modifica-

tions can have dramatic effects on the properties of a fluorescent molecule.

However, despite the success of these markers, little computational
effort has been devoted to uncovering the photophysical processes behind
their performance.”?l Chapter 3 is devoted to the study of their photo-
physics as isolated molecules, while Chapter 5 describes their interaction
with amyloid-$ fibrils, providing not only an explanation for their ef-
fectiveness as amyloid markers, but also general conclusions on the re-
lationship between structural, optical and binding properties of conju-
gated push-pull markers, which could serve the purpose of designing new
markers with tailored performances. 12l

Conjugated double bond markes

The conjugated double bond markes of the DANIR family have a
push-pull architecture, with the donor and acceptor groups separated by
a variable number of conjugated double bonds.!® The simple linear ar-
chitecture of these markers allows them to cross the blood brain barrier,
while their donor-acceptor nature results in an emission wavelength in the
near-infrared region for DANIR-2c (Scheme 1.2). These features make this
family of markers very interesting for in vivo application.!®®%3 Binding as-
says in vitro indicated that DANIR-2¢ undergoes a ~ 10-fold fluorescence
enhancement in presence of A /342 fibrils, while a lesser enhancement is ob-
served in presence of bovine serum albumin, which is a globular protein.
Again, this partial selectivity is due to the linear, hydrophobic, architecture
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of these molecules, which interacts effectively with the apolar, channel-
like, motifs of the cross-f structure of amyloid fibrils, and less favorably
with bovine serum albumin, which does not offer the same kind of bind-
ing pocket. Despite the promising properties, these molecules have not
been studied enough to provide a complete understanding of their perfor-
mance, and for this reason have been chosen for a computational analysis

in this thesis.

More recently, a second class of markers with the same architecture
has been proposed, in which the single phenyl ring is replaced by a naph-
talene. ! This substitution is accompanied by a remarkable improvement
of the optical properties, with a red-shift of the emission wavelength recor-
ded in dichloromethane and bound to amyoid-g fibrils.[®*l Moreover, a
pronounced increase in the quantum yield of fluorescence is observed
comparing these new markers with the parent molecules. Finally, one
of these markers undergoes a ~ 700-fold fluorescence enhancement upon
binding to amyloid-2 fibrils. This increase, which is comparable to that of
thioflavin-T (1000-fold), suggests that this molecule will attract attention

for in vivo application. %l

The optical and amyloid staining properties of DANIR markers have
been studied and will be presented in Chapter 4, while their binding prop-
erties will be presented in Chapter 5.
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1.4 Aims

This thesis is aimed at providing a complete description of the activity
of fluorescent markers for amyloid-/ detection using computational tech-
niques. Previous studies have focused either on the deactivation processes
of the isolated marker or on its interaction with amyloid deposits. This
is due to the fact that these two phenomena require quite different com-
putational approaches. The calculation of the excited states of the mark-
ers requires methods based on quantum mechanics, such as TDDFT and
CASPT2, and is affordable only for small systems, typically the isolated
molecule. The study of the binding to amyloid fibrils, on the other hand,
involves calculations on much larger systems, which are performed with

the methods of molecular mechanics.

This thesis tries to combine the two aspects, describing both the pho-
tophysics and binding of two classes of amyloid markers. In particular,
it is crucial to understand how does the interaction with amyloid fibrils
affect the relative efficiency of the decay pathways of the markers, or, in
other words, how does this interaction affect the fluorescence emission of
the molecule (Chapters 3, 4 and 5). Since amyloid-/ fibril structures have
become available only recently, this is a novelty in the field.[172%-34]

Indeed, in general it is understood that the interaction with amyloid-
B deposits results in a spatial constrain of the molecule, accompanied by
a marked reduction of its flexibility. For this reason, it is hypothesized
that the fluorescence enhancement that is commonly observed when these
molecules bind to amyloid fibrils is due to a reduced efficiency of non-

radiative decay processes, which are normally activated by torsional mo-
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tions, due to spatial confinement. These processes, however, had not been

described in detail before these studies.

Overall, for each class of fluorescent markers, the subsequent ap-

proach has been followed:

e calculation of the absorption spectrum and emission wavelengths of

the marker in solution;

e exploration of the nonradiative deactivation pathways of the mole-

cules;

e identification of the binding poses of the markers on models of amy-
loid fibrils.

A second part of this thesis has been devoted to surface hopping sim-
ulation of an artificial nucleobase. These results are presented in Chapter
6 and show how for small systems dynamics methods represent a valid al-
ternative for the study of excited states to the static methods presented in
the first part of the thesis. Dynamic simulations elucidate the relationship
between dynamics, structure and deactivation processes of isolated mole-
cules. Due to the high computational cost of surface hopping simulations,
a simple system has been studied, 5-bromouracil. A brief introduction on

nucleobases will be presented in Chapter 6.



Chapter 2
Computational methods

This Chapter presents an overview of the computational methods
employed in this thesis, divided in four main sections: i) electronic structure
methods, aimed at solving the electronic Schrodinger’s equation, ii) force
field methods, where the calculation of the electronic energy is bypassed by
parametrizing the potential energy of the system under study as a func-
tion of nuclear coordinates, iii) molecular dynamics simulations, which are
used to sample the configuration space of the system, and iv) the protein
energy landscape exploration (PELE) method, which is used to identify the
binding poses for a system composed of a protein and a small ligand.

31
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2.1 Electronic structure methods

2.1.1 Foundations

Schrodinger equation is the foundation of quantum mechanics. It is
a partial differential equation describing how the wavefunction of a given

system evolves over time.

- h ow
HVY(q,t) = ———- 2.1
The Hamiltonian operator H contains a kinetic and a potential term. Ac-
cording to Born’s probabilistic interpretation, the squared modulus of the
wavefunction | ¥(q,t) |? is the probability distribution function, meaning
that the probability of a particle’s having coordinates between q and dgq at

the time ¢ is given by | ¥(q, t) |? dq.

Most of the computational methods presented in this thesis deal with
physical situations is which the probability distribution function does not
vary over time (stationary state). These methods rely on the time-independent
Schrodinger equation, which can be derived from the time-dependent one
by a separation of variables. Indeed, the total wavefunction, which de-
pends on both the spatial coordinates of the particle and on time, can be
written as the product of a time-independent function (stationary wave-
function) and an exponential function of time. [+

The time-independent Schrodinger equation assumes the form re-
ported in eq. 2.2.
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HU(q) = EV(q) 22)

This equation describes the stationary states of the system. The electronic
structure methods presented in the following sections strive to solve this
equation for complex multi-body systems. The exact solutions to Schrodinger
equation are not known for most systems of chemical interest. In practice,

approximate solutions to this equation are calculated.

The Born-Oppenheimer approximation

As mentioned, the core of many ab initio methods for the electronic
structure calculations is finding an approximate solution to the time- inde-
pendent Schrodinger equation.

HU(r,R) = EY(r,R) (2.3)

The wavefunction ¥, eigenfunction of the Hamiltonian operator H, de-
pends on both nuclear (R) and electronic (r) coordinates of the system
under study. Several approximations need to be introduced to solve this
equation, each affecting the quality of the result.

An important approximation that underlies many computational meth-
ods is the Born-Oppenheimer approximation, which states that the total
wavefunction ¥(r, R) may be factorized, i.e. it may been written as the
product of a nuclear wavefunction x,, depending on nuclear coordinates,
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and an electronic wavefunction ¥;(r; R) depending on electronic coordi-

nates and, parametrically, on nuclear coordinates.

This separation implies that nuclear and electronic motions are inde-
pendent. This is not completely true, but is a reasonable approximation,
because since nuclei are much more massive than electrons, they move
considerably slower, and electrons can readjust their motion almost in-
stantly to match the new nuclear position, i.e. that electrons move in a
frozen nuclei picture. For this reason, the electronic Hamiltonian H,; may
be defined as the sum of an electronic kinetic energy term, T., an electron-
nucleus interaction term V,,,, an electron-electron interaction term V. and
a nucleus-nucleus interaction term V,,,, which is constant for the given nu-

clear geometry.

ﬁel =T+ ‘7en + ‘A/ee + ‘A/nn (24)
The solution of the corresponding electronic Schrodinger equation

HyVi(r; R) = U;(R)¥;(r; R) (2.5)

U; (R) = Eel,i + Van (26)

Ui(R) defines a potential energy surface (PES) for nuclear motion, so that the

nuclear Schrodinger equation may we written as in eq. 2.7.



2.1. ELECTRONIC STRUCTURE METHODS 35

(Tn + Ui(R))Xni = EtotXni (2.7)

This means that, according to the Born-Oppenheimer approximation, nu-
clei move on a single potential energy surface which is the solution to the

electronic Schrodinger’s equation. [

When dealing with the study of deactivation processes of excited mole-
cules, more than one potential energy surface E; is involved, as energy is
transferred between different excited states, and the Born-Oppenheimer
approximation is no longer valid. In such cases, indeed, the energy differ-
ences and couplings between different excited states regulate the deexcita-
tion. A non-Born-Oppenheimer treatment of such phenomena is compu-
tationally highly demanding, and thus unfeasible for molecules of a cer-
tain size. In the so-called surface hopping dynamics, which is described
in Section 2.2.3, the Born-Oppenheimer approximation is reintroduced by
propagating nuclear motion on a single potential excited state energy sur-
face at a time. At each step of the dynamics, the coupling between the
current and neighboring states is computed, allowing the system to “hop”
between states based on the comparison between the transition probabil-
ity and a random number, thus effectively propagating nuclear motion on

a series of adiabatic surfaces representing different electronic states.

Variational method

The variational method may be viewed as an alternative formula-

tion of Schrodinger’s equation, providing a route to approximate its ex-
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act solution at the desired degree of accuracy. Given a compact form of

Schrodinger’s equation

HU = BV (2.8)

it is possible to define a functional €[]

_KIHG
=70 @9)

where H is the exact Hamiltonian of the system and ¢ an arbitrary and
“well-behaved” trial function of the system coordinates (quadratically in-
tegrable, single-valued, continuous) over the configurational space of the

system whose exact wavefunction is W.

If the trial function is exactly the ground-state wavefunction of the
system, then €[(] is the exact energy. If, on the other hand, the trial func-
tion is not identical to the exact wavefunction, then the variational princi-
ple states that €[¢] is an approximation of the exact energy E.[%*! From an
operational point of view, this provides a way to build an approximate
wavefunction for the system, because it translates to finding a function ¢

for which the functional

el = (¢ H|C) (2.10)

is stationary, meaning that it differential de is zero. In practice, the energy
computed according to eq. 2.10 is considered an upper bound of the exact
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energy E. Interestingly, this is not completely correct because imposing
that E£[(] is stationary is a necessary but not sufficient condition for F[(] to
be a minimum. In most physical applications, however, E[(] actually is a
minimum, which grants the success of this theory.[”! Requiring that E[(]
is stationary is done with a constrained optimization using the method
of the Lagrangian multipliers which will be briefly discussed in the next
section in relation to the Hartree-Fock method.

2.1.2 Hartree-Fock method

As mentioned in the previous section, the variational principle pro-
vides an operational procedure to find an approximate solution to the
electronic Schrodinger equation of a given multi-electron system, i.e. by
requiring the functional (¢ | H | ¢) to be stationary. This is done iteratively
in the so-called self-consistent field method (SCF). The trial wavefunction
¢ of the multi-electron system has to meet, among others, two important
requirements: i) due to the probabilistic interpretation of the wavefunc-
tion, the trial function must be normalized, so that its squared modulus is
unitary, and ii) the trial wavefunction must be antisymmetric with respect
to the exchange of two electrons. In the simplest of these methods, the
Hartree-Fock method, the wavefunction is approximated by a single Slater
determinant wavefunction ®gp.

(2.11)
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The columns ¢; of the Slater determinant are orthonormal one-electron
wavefunctions (spin-orbitals), product of a spatial orbital and a spin func-
tion. The electronic Hamiltonian operator for this system, reads H, =
T v+ Vne + Vee + Vnn. The nucleus-nucleus repulsion Vnn does not depend
on the electron coordinates and is constant for the given nuclear config-
uration; the nucleus-electron attraction V,,. and kinetic 7. terms depend
on only one electron coordinate, and the electron-electron repulsion Ve
depends on two electron coordinates.

In matrix form, the energy of a Slater determinant may be written as

follows.

N

N
B=3" 01 hs | 60) + 5 3 (005 | Ji | 65) — (65 | Ki | 6)) 4 Vo (212)

A ij

h is a one-electron operator h; = —IVZI-3" ";C“” | RZ 7 Which describes
the motion of the electron ¢ in the field generated by all nuclei, while .J
and K are two-electron operators that account for the electron-electron
repulsion. .J is the Coulomb operator, with J; | $i(2)) = (¢i(1) | W ]
#i(1)) | ¢j(2)), and its matrix element J;; represents the classical repulsion
between the charge distributions represented by ¢?(1) and (;5?(2). K is the
exchange operator, with K; | ¢;(2)) = (¢;(1) | ﬁ | ¢;(1)) | ¢i(2)). This
operator has no classical analogy and permutes the function labels on the

right-hand side of the ] term. It has no simple physical interpretation,
and results from the antlsymmetrlc character of the Slater determinant and

its orbital product form. 4!
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The self-consistent field procedure arises from the variational method
by performing a constrained optimization of the energy E with the method
of the Lagrangian multipliers, where the constraint is for the spin-orbitals to
be orthonormal. This leads to the pseudo-eigenvalue equation reported in
eq. 2.13.

Ei¢h = e} (2.13)

In this equation, F; = h; + Z;V (J; — K) is the one-electron Fock op-
erator, which describes the energy of an independent electron interacting
with all the nuclei and with an average field generated by all the other
electrons. In this sense, the Hartree-Fock theory is a mean field theory. This
operator acts on a set of canonical molecular orbitals yielding e;, the orbital
energies. This is a pseudo-eigenvalue equation because a specific Fock op-
erator F; may be determined only if all other occupied orbitals are known.
From this dependence arises the need for an iterative procedure. From
a set of trial molecular orbitals, the Fock operator is constructed and its
eigenvalues and eigenfunctions computed. The eigenfunctions are then
used to construct a new Fock operator, and so on, until the calculation is
converged. 4]

According to the restrictions imposed to the molecular orbitals used
for building the Slater determinant, the Hartree-Fock method exists in sev-
eral variants. As aforementioned, spin-orbitals are the product of a spatial
part and a spin function. If there is no restriction on the form of the spa-
tial orbitals associated to o and 3 electrons, i.e. ¢; o # ¢; 3, the method

takes the name of unrestricted Hartree-Fock (UHF); if, on the contrary, it
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is required that the spatial orbital for « and 3 electrons is the same, i.e.
®ia = ¢ip, then the method takes the name of restricted Hartree-Fock
(RHF). In the restricted open shell Hartree-Fock method (ROHF), the spa-
tial partof o and /3 orbitals is the same, but there is a different number of o
and 3 electrons. 4

Basis sets

In section 2.1.2, the energy of the Slater determinant has been written
in matrix form. This is because the most common approach to solve the
self-consistent field equation of the Hartree-Fock method is to expand the
molecular orbitals ¢; in a linear combination of known functions. These
known functions, that among other options can be exponentials, Gaus-
sians or plane waves, are chosen according to two criteria: i) that they
provide a good representation of the physics of the problem and ii) that
the calculation of the one-electron and two-electron integrals defined in
eq. 2.12 is computationally efficient.

For non-periodic systems, such as molecules, Gaussian functions are
the natural choice, because they give a reasonable description of the physics
of the system and their integration is easy. The generic molecular orbital
can thus be expressed as ¢; = ZM

o CaiXa, Where x, is an atomic orbital

which is itself a linear combination of primitive Gaussian functions. The
Hartree-Fock equations reported in eq. 2.13 may be rewritten in terms of
atomic orbitals. 4]
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M

M
Fi Z CaiXa = € Z CaiXa (2.14)

«

After left-multiplication by a specific basis function and integration,
the matrix form FC = SCe represents the so-called Roothan-Hall equa-
tions, where F,,53 = (xo | F | x) is the Fock matrix element and S5 =
{(Xa | x3) the overlap matrix element in the given basis.[”¥l The Roothan-
Hall equations are the operative translation of the Hartree-Fock theory and
allow its application for a given system and basis set.

Plane waves represent another common choice of basis functions. They
are periodic functions that can be written in terms or complex exponen-
tials or sine-cosine functions, ¢(x) = Ae™*® + Be=** or ¢(x) = Acos(kz) +
Bsin(kx). Due to their periodic nature, plane waves are particularly suit-

able for the description of periodic systems.

The Gaussian!®! calculations presented in this thesis have been per-
formed with the split-valence double-zeta basis set 6-31+G(d,p) with dif-
fuse and polarization functions.*” CP2K calculations use a mixture of
Gaussian functions and plane waves.[*] Gaussian functions are used to
represent the wavefunction, while plane waves are used to represent the
electron density. This dual approach is advantageous in term of the com-
putational effort. A Gaussian functions double zeta basis set has been
employed[®! in combination with a pseudopotential.['%101] The electron
density has been described with a plane wave basis set defined by a cutoff
of 300 eV. The Molcas!1%! calculations presented in this thesis have been
performed with a basis set of atomic natural orbitals (ANO). [103-105] 1y par-

ticular, an ANO-S basis set has been employed with contraction [2s1p] for
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H, [3s2pld] for C, N, O and [4s3p2d] for S, corresponding to a double-zeta
basis set with polarization functions.

2.1.3 Post-Hartree-Fock methods

Electron correlation

The Hartree-Fock method is the starting point for a wide range of
computational techniques. As already mentioned, the Hartree-Fock method
(section 2.1.2) is a mean field method because it describes the interaction
of each electron with an average field generated by all the remaining elec-
trons. In this sense, it lacks the description of the instant correlation be-
tween the single electron and each of the others. The so-called correlation
energy can be defined as the difference between the true total energy of
the system and the Hartree-Fock limit (Hartree-Fock energy extrapolated
to the complete basis set limit), and may be divided into two contribu-
tions. The first is named static correlation, and arises when a system has
more than one electronic configurations that have similar weight. Since
the Hartree-Fock wavefunction consists of a single determinant, it natu-
rally fails in the description of systems which require the inclusion of more
than one configuration for an accurate description. The dynamical correla-
tion, on the other hand, is the energy change associated to correlating the

actual instantaneous motion of the electrons. %4

Increasing fractions of correlations energy can be recovered system-
atically by using methods based either on the variational principle or on

perturbation theory, either by expanding the wavefunction in more deter-
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minants, or by including higher order perturbation terms respectively. The
computational cost of these methods, which are generically labeled as post-
Hartree-Fock and are presented in the following sections, scales rapidly
with the dimension of the system, making calculations burdensome for
systems of a certain size. A completely different approach to the prob-
lem of recovering the electronic correlation is constituted by the methods
based on the density functional theory, which are presented in a separate

section.

Configuration interaction method

The configuration interaction (CI) method is based on the Hartree-
Fock method, and uses a trial wavefuntion which is a linear combination
of determinants. These determinants are built from the Hartree-Fock de-
terminant by keeping the molecular orbitals fixed and exciting the elec-
trons.

\IJCI:aO(I)HF+ZaS(I)S+ZaD(I)D+"':Zaiq)i (2.15)
S D 7

In eq. 2.15, only the coefficients of the linear combination are optimized,
while molecular orbitals are kept fixed.[**! Determinants are grouped ac-
cording to the excitation with respect to the Slater determinant, S being
the singly excited, D the doubly excited, and so on. Again, the variation

method is employed to obtain a set of working equations in matrix form.
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(H - EIa=0 (2.16)

H is the Hamiltonian matrix with elements H;; = (®; | H | ®;) and
a the coefficients vector of elements (ag, a1, az,...). In practice, since the
eigenfunctions of the Hamiltonian must also be eigenfunctions of the spin
operator 52 and the excited Slater determinants often are not, the calcu-
lations are performed using configurational state functions, or, simply, con-
tigurations, which are linear combinations of determinants that are eigen-
functions of S2. In the full CI method, all excited determinants are in-
cluded in the calculation, and their number increases factorially with the
number of electrons. For this reason, only very few systems can be treated.
Derivations of the CI method that allow the treatment of larger systems,

the so-called truncated CI methods, are reported in the following sections.

Multi-configuration self-consistent field method

The main difference between the multi-configuration self-consistent
field (MCSCF) and CI method is that while in CI the molecular orbitals
used to build the determinants are fixed, and only the coefficients of the
determinants are varied, in MCSCF also the molecular orbitals are opti-
mized. The energy is computed with a self-consistent procedure including
only a small fraction of configurations, which are selected in order to de-
scribe the property of interest. In the complete active space self-consistent
tiled method (CASSCEF), configurations are generated from a full CI calcu-

lation within a subset of active orbitals and electrons (Figure 2.1). [94]
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Figure 2.1: Orbital partition of the complete active space self-consistent

field method.
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The full CI calculation is performed within the active space optimiz-
ing the molecular orbitals along with the coefficients of the linear combina-
tion. Orbital optimization recovers a large fraction of the static correlation,
while in order to recover the dynamical correlation it is much more effi-
cient to increase the number of determinants at fixed molecular orbitals.
An important point of this method is the choice of the orbitals that form
part of the active space, because it affects significantly the quality of state
energies. The main lead in this choice is given by chemical intuition, i.e. in-
cluding the orbitals that are relevant for describing the reaction or process
of interest. A second lead comes from the occupation numbers: if one or
more of the orbitals that form fart of the active space have an occupation
number that is very close to 2 or to 0, then they are redundant and should
be exchanged with an inactive or virtual orbital.[*4!

Multi-reference configuration interaction method

The multi-reference configuration interaction method (MRCI) is a CI
method in which the reference wavefunction used to generate the config-
uration state functions is no longer the Hartree-Fock wavefunction, but a
MCSCF wavefunction. In a MRCISD calculation, for instance, the exci-
tations of one or two electrons out of all the determinants of the MCSCF
wavefunction are considered. This often leads to a number of configu-
rations that is too large, and a further truncation may be performed by

selecting as references only a subset of determinants. [*4!
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Excited state calculations

The methods presented in the previous sections may be employed
for the calculation of excited states. In this regard, it is interesting to eval-
uate these methods in terms of excited state properties. In the configu-
ration interaction method, the n-th excited state can be easily generated
by using the (n+1)-th eigenvalue from the diagonalization of the CI ma-
trix.[*!] The limit of this description is that a full CI is computationally
unfeasible for most systems, and for this reason truncated CI methods are
employed; when a truncated-CI is used, meaning that only a subset of the
molecular orbitals is employed, then the quality of the excited states is re-
duced. This is due to the fact that the orbitals that are used are normally
the Hartree-Fock orbitals of the lowest energy state, and for this reason
are biased against the excited states. A higher quality description requires
MCSCF-type wavefunctions in which the orbitals are optimized either for
a specific state, or for a certain average of desired states. As mentioned,
multi-reference methods recover static correlation effects. Accurate cal-
culation of excited state energies, however, requires also the inclusion of
dynamic correlation. MRCISD recovers partially both effects.

The problem of size consistency

The problem of the so-called size consistency arises when describ-
ing dissociation processes, such as for instance the dissociation of the Hy
dimer. If the two fragments (H> molecules) are at large distance, large
enough to prevent any kind of interfragment interaction, the energy of the

system should be identical to the sum of the energy of the two fragments
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calculated separately. If this holds, the method is said to be size consis-
tent. While the full CI method is size-consistent, all the truncated CI based
methods presented in the previous sections are not. This lack of size con-
sistency is due to the inclusion of only a limited number of determinants

in the the wavefunction.[®¥

A related property is that of the size extensivity, which implies that
the energy of a system scales properly with the number of electrons (e.g.
the study of ionization processes). Truncated CI methods are neither size
consistent nor size extensive, and this reflects in their performance in re-
covering the correlation energy.l A different class of methods for the
calculation of correlation energy, not variational theory based, is repre-
sented by the Moller-Plesset methods, which are based on the multi-body

perturbation theory. [*+%]

Many-body perturbation theory

In perturbation theory, the Hamiltonian of the system is described as
a sum of two terms, an unperturbed part, the zero-th order Hamiltonian
Hy (Slater determinant), and a perturbation H.

H = Hy+ \H' (2.17)

A is a parameter that describes the strength of the perturbation acting on
the system. The eigenfunctions and eigenvectors of the Hamiltonian may
be written in terms of a Taylor expansion of \, as ¥ = AW+ A1+ 20y +
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~-and W = X\OWo + A Wq 4+ A?Ws + - - - respectively. It may be shown that
the knowledge of the n-th order wavefunction ¥,, allows the calculation
of the (2n + 1)-th order correction to the energy W, 1. From the point
of view of the application of this very general theory, the most popular
method is the Moller-Plesset (MP), in which the unperturbed Hamilto-
nian presented in eq. 2.17 is chosen as a sum of the Fock operators of
the system. This way, the zero-th order wavefunction is the Hartree-Fock
determinant, and the zero-th order energy the sum of the molecular or-
bital energies. The first-order energy computed with the Moller-Plesset
method, E(MP1), is equal to the Hartree-Fock energy, while the second-
order energy correction £ (M P2) is given in eq. 2.18.

occ virt

B(MP?2) ZZ (i | Padv) — (Didj | Pbda) (2.18)

€+ € —€q — €

1<j a<b

A compact notation (¢;¢; | ¢ats) = [ ¢i(1)¢;(2 )|r1 r2|¢>a( )o(2))

has been used. The M P2 method is able to effectively recover an impor-
tant amount of the correlation energy (80 - 90%) taking into account only
the diexcited configurations obtained from the Hartree-Fock wavefunc-
tion. Contribution from the singly excited determinants is null owing to
Brillouin’s theorem, which states that matrix elements between the Hartree-
Fock determinant and monoexcited configurations built with canonical
orbitals disappear. Moller-Plesset methods efficiently recover increasing
fractions of dynamical correlation with the perturbation order. For exam-
ple, at the second order, M P2, pair correlation effects are described, while
at the third order, M P3, also the interaction between electron pairs is in-
cluded.® Since the Moller-Plesset method is not variational, there is no
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guarantee that the computed energy is an upper bound of the exact energy.
This might seem an inconvenience, but in practice it is not, because in gen-
eral the interest is not in computing the absolute energy of a system, but
rather energy differences. With MP methods, the error in the energy is rel-
atively constant, which allows for error cancellation. This, along with the
size extensivity and size consistency of Hartree-Fock based MP methods,
is an evident advantage with respect to CI based methods.”l An expan-
sion of this method, CASPT2, which will be discussed in the following
section, involves the perturbative calculation of an energy correction em-

ploying a multi-reference wavefunction as zero-th order reference.[1%

Multiconfigurational perturbation theory

As mentioned, calculation of accurate excitation energies requires the
inclusion of static and dynamic correlation effects, which can be done with
the multiconfigurational perturbation theory methods, among which the
CASPT2 method is the most successful.

In the CASPT2 approach, dynamic correlation effects are computed
using a CASSCF wavefunction as the zero-th order reference wavefunc-
tion. The computational efficiency of such calculations depends strongly
on the choice of the zero-th order Hamiltonian, which is built using a
Fock-type, one electron operator and reduces to the Moller-Plesset single-
reference operator when all orbitals are doubly occupied or unoccupied
(corresponding to having no orbitals in the active space). An efficient
implementation is achieved when the configuration space, in which the
wavefunction is expanded, is decomposed into four subspaces, V, Vi,
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Vsp and Vrq.... Vj is the one-dimensional space spanned by the CASSCF
reference function | 0); Vi is the space spanned by the orthogonal compo-
nent to | 0) in the restricted full CI subspace ued to generate the CASSCF
wavefunction; Vsp is the space spanned by all single and double excitation
generated from Vj; Vrg ... is the space containing the higher excitations not
included in Vp, Vi or Vsp. This partition leads to a zero-th order Hamilto-
nian with the following form:

ﬁo = POFPO + pKFpK -+ pSDFPSD + pTQ...FPTQ... (2.19)

which is particularly convenient because only vectors belonging to Vsp
will contribute to the first-order wavefunction and second order energy.
This structure of the zero-th order Hamiltonian, along with the choice of
the F operator as including only the diagonal terms of a one-electron oper-
ator, leads to a block-diagonal structure of the matrix representation of the
2nd order energy correction. Such a block diagonal structure is fundamen-
tal because it allows an efficient implementation of this method. 1961071

From the point of view of applications, CASPT2 presents a series of
problems. The first is that it underestimates bond energies, and yields
poor excitation energies. This is due to a systematic error in the descrip-
tion of open-shell systems. A correction that preserves the simplicity of
the method can be achieved through the so-called IPEA shift, a level shift
based on the values of electron affinity and ionization potential.[1%®! This
average shift parameter is determined by fitting and for excited states the
optimal value is of 0.25 atomic units. 1%l A second problem of CASPT2 cal-
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culations originates form the presence of intruder states. The solution is to
shift the intruder state by adding an arbitrary correction to the expectation
value of the Hamiltonian. Two types of level shift have been proposed, a
real one and an imaginary one. The calculations presented in this thesis

have been performed with an imaginary shift of 0.10 atomic units. [1%°]

CASSCEF does not provide a good reference wavefunction when strong
mixing occurs between the reference state and one or more of the CASSCF
states of the secondary space. In such cases, it is convenient to perform a
multi-state CASPT2 calculation (MSCASPT?2). This approach uses a multi-
dimensional reference space and constructs an effective Hamiltonian that
allows the CASSCF state to interact via non-diagonal terms. [11%]

214 Time-independent and time-dependent density functional
theory

Density functional theory

Density functional methods represent an alternative to post-Hartree-
Fock methods for recovering electron correlation. Due to their low compu-
tational cost, they have been successful in treating wide variety of systems.
In density functional theory (DFT), the electronic wavefunction is replaced

by an observable, the electronic density.

p(r) :NZ--~Z/dr2~'-/drN|\I'(r1,31,r2,52--~'rN,sN)|2 (2.20)
S1 SN
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The fundamental theorems of the density functional theory (Hohenberg-
Kohn theorems) affirm the existence of an energy functional of the elec-
tronic density p, which has a minimum corresponding to the ground state
density of the system. In other words, they state that there is a biunivo-
cal correspondence between the ground state energy of a system and its
ground state electronic density, and more in general that all observable
properties of the given system can be extracted form this density.*4111]
The problem then reduces to find the functional form that links the energy

to the density E[p).

Among the several distinct approaches to DFT that have been devel-
oped, the Kohn-Sham formulation has been particularly successful.[11]
This particular method expands the density in a set of molecular orbitals,
by analogy with the Hartree-Fock method. The price for introducing the
molecular orbitals is an increase of the complexity of the problem (3N vari-
ables instead of the three spatial coordinates of the density), but yields

good results at a low computational cost.

The Kohn-Sham formulation involves the use of a fictitious noninter-
acting electron system in such a way that the Hamiltonian operator may
be written as follows.

Hy =T + Vet (N) + A\Vee (2.21)

In this equation, the A parameter assumes values between 0 and 1, with 0
corresponding to the system of non-interacting particles, and 1 to the real
system. The external potential Vout iS equal to the nuclei-electrons inter-
action terms for A\=0, and is adjusted so that it yields the same electronic
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density for A=0, A=1 and all intermediate values.

The advantage of using a system of non-interacting electron as a ref-

erence is explained by looking at the equation that yields the DFT energy.

Eprrlp] = Ts[p] + Enclpl + J[pl + Exclp] (2.22)

Contributing to the energy (eq. 2.22) are i) T, the kinetic energy for
the non-interacting electrons system, ii) the nucleus-electron interaction
term, FE,., iii) the Coulomb electron-electron interaction J for the non-
interacting electrons, and iv) the exchange-correlation functional. Ts differs
only slightly form the kinetic energy term of the real system, and signif-
icantly improves the DFT energy value over the Hartree-Fock one, being
an important advantage of this method. The residual difference is incorpo-
rated in the exchange-correlation term, which is the core of DFT methods.
This terms also includes a potential energy contribution corresponding to
the difference between the real electron-electron interaction potential and
that of the reference system.[!l A further contribution t this term is the
so-called self-interaction energy. This is a spurious effect which describes
the interaction of the electron with itself, and arises from the Coulomb en-
ergy of the Kohn-Sham Hamiltonian. This error affects several properties,

including ionization potentials, electron affinity and kinetic barriers. 113l

In DFT calculations, the quality of the results depends on the choice
of the functional form for this exchange-correlation functional. A wide
variety of functionals is available, and the most common classification for
their quality is the so-called Jacob’s ladder.¥1 In local density approximation
functionals, the first rung of the ladder, the energy depends only on the
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electron density; one rung up are the general gradient approximation meth-
ods, where the energy depends also on the gradient of the density. In the
so-called higher order gradient methods, the third rung, the energy depends
on higher order derivatives of the density. Alternatively, the functional

can be taken to depend on the orbital kinetic energy density 7.

occ

r =5 Ivar)P 223)

At the fourth rung, in the hybrid generalized gradient approximation methods,
the exchange-correlation functional includes a fraction of the Hartree-Fock
exchange. These functionals, which include the famous B3LYP,[115116] 50
quite accurate. The development of fifth-rung functionals is ongoing, with
different outcomes. For example, optimized effective potential methods are

based on many-body perturbation theory expansions. %4l

DFT methods do not include the description of dispersion interac-
tions, which often play an important role in determining the structure and
properties of chemical systems. A robust and cheap approach to include
these effects is the so called DFT-D method, proposed by Grimme, which is
available in the two variants DFT-D2 and DFT-D3.[117118] Iy this method,
the dispersion energy, E;4,, is added to the standard DFT energy. In DFT-
D2, the dispersion energy consists of a single sum over pair interactions.
The DFT-D3 approach is similar, but includes two different contributions
to the dispersion energy, a two-body and a three-body term. Moreover,
while in DFT-D2 only a R% term is included, in the two-body term of DFT-
D3 more orders of dispersion are included (eq. 2.24).
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N C@'j
Baisp= Y sn ) R% f(Rij) (2.24)
n=6,8 i,j>i Y

C;; are the dispersion coefficients for atom pairs, R;; the interatomic
distances and f is a damping function whose role is to define the range
of action of dispersion forces: it sets a cutoff value such that for longer in-
teratomic distances than the cutoff, dispersion effects are negligible. The
ab initio molecular dynamics simulations presented in this thesis were per-
formed with the PBE-D3 functional, a generalized gradient approximation

functional with the D3 dispersion correction. [117/118]

Time-dependent density functional theory

Time-dependent density functional theory (TDDFT) is the basis for
many well-established methods for the description of the spectroscopic
properties of several kinds of systems. The foundation of this method was
provided by Runge and Gross, who stated that all observable properties
of a time-dependent multi-electron system starting from an initial state ¥
may be extracted from the one-body time-dependent electron density. 1]
Given a time-dependent external potential V. (r, ) acting on the system,
the response of the electron density to this external potential may be writ-
ten as a Taylor series, where the zero-th order term is the time-independent

density of the ground state pgs.

p(’l‘,t) = prs(’T’) + pl(rvt) + pQ(Tat) +o (2.25)
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In the so-called linear response formalism of TDDFT, only the first-

order term of the expansion, pi, is considered. This quantity, p; is com-
puted from the density-density linear response function .

) =Y (P | ﬁ(rzdl‘l’gﬁzi(l)f(r’) | To)
! (2.26)
(o | p(r') | )Py | p(r) | Yo)

w~+ Qp +1i0t

p is the density operator .~ | §(r — #;), and the sum runs over all excited
states.120] The density-density response function is a function of w, the
frequency of the perturbation, and has poles at 27, which are the excitation

energies of the system.

So, in order to obtain the excitation energies of a system, it is sufficient
to compute the poles of the response function. In practice, this is done by
separating the total response function y into two contributions, one from
an auxiliary system of non-interacting electrons (Kohn-Sham system), and
one that includes the effects of electron correlation, similarly to what is
done in standard DFT. This is done with the aim of computing the exact
kinetic energy of the electrons of the auxiliary system, which represents a
large fraction of the exact kinetic energy. Electron correlation is included in
terms of an exchange-correlation kernel, f;., which is simply the derivative
of the exchange correlation potential with respect to the density computed

at the ground state density.[12"]
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IVaelp](r, t)

frelpol(rt, vt = D) (2.27)

P=p0o

From a practical point of view, the optical response problem is turned into
an eigenvalue problem in terms of single particle transitions of the ground-
state Kohn-Sham system, yielding the so-called Casida’s equations (eq.

228) [121,122]
B* A~ 0o -1 Y;

Matrices A and B are the Hessians of the electronic energy and in-
clude the transitions between the orbitals of the reference system of non-
interacting electrons corrected with the exchange-correlation kernel. The
transition vectors X and Y'; are the collective eigenmodes of the time-
dependent Kohn-Sham density matrix with excitation energy Q;.[1!l Tran-
sition vectors are useful for analyzing the nature of electronic transitions

in terms of occupied and unoccupied orbitals.

The overall performance of TDDFT methods is good. Vertical exci-
tation energies and excited state geometries are in qualitative agreement
with those of post-Hartree-Fock methods, but have lower computational
cost.[1211 For this reason, TDDFT is the method of choice for most pho-
tophysical applications. Nevertheless, it presents some important limi-
tations that have to be taken into account, as discussed in the following
section.
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Practical problems

It is known that TDDFT underestimates by 1 eV or more the energy of
charge transfer (CT) transitions. This can be attributed to the long-range
behavior of the exchange potential, which is not described correctly in
standard DFT functionals.['?}] A solution to this problem is splitting the
spatial dependence of the potential in two terms, one short-range and an-

other long-range.

11— [+ B -erf(ur2)] L@ +B-erf(priz) (2.29)

12 12 12

The three parameters, o, 8 and i, can be adjusted to fit experimental data,
weighting how much of the DFT and Hartree-Fock exchange is incorpo-
rated.[123] These functionals take the name of range-separated. In particular,
the CAM-B3LYP functional'?®l has been shown to yield excitation ener-
gies in agreement with CASPT2, and for this reason has been used for
both DFT and TDDFT calculations presented in this thesis.

A second problem of TDDFT is the description of triplet excitations.
While the excitation energy of singlet states usually improves with the
increasing fraction of Hartree-Fock exchange, often triplet excitations de-
teriorate, being severely underestimated.!1?*l. This happens when there is
a problem of triplet instability in the ground state of the system. Com-
putationally, a triplet instability manifests in a negative eigenvalue of the
electronic Hessian, indicating that specific orbital rotations of an identi-
tied spatial-spin symmetry will lower the energy. This problem is com-

mon to all functionals, including range separated ones, and is not easily
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cured. It has been shown that the Tamm-Dancoff approximation of TDDFT in
some cases yields better results than the standard Casida’s formalism. 124!
The two approaches differ in the excitations that are taken into account.
Considering as a reference the standard Casida’s equations of eq. 2.28,
the Tamm-Dancoff approximation sets matrix B equal to the null matrix.
Physically, this corresponds to allow only excitations between occupied-
virtual orbital pairs, and to exclude virtual-occupied deexcitations, which
in turn are included in the standard TDDFT approach. Despite being a
simplification, the Tamm-Dancoff approximation significantly improves
triplet excitations over the standard TDDFT method, sometimes at the ex-

pense of the quality of singlet excitations. 124l

2.1.5 Solvation models

Solvent effects were included using a continuum solvent model. In con-
tinuum models, the solute-solvent interaction can be treated in a compu-
tationally efficient way by describing the solvent continuosly. The Hamil-
tonian of the system composed of a solute molecule M/ and the continuous
solvent S may be written as the sum of the Hamiltonian of the solute and

a potential term depending on the solvent response function Q.12

HMS = gM L virtiey Q(r, 7)) (2.30)

( describes the interaction between solute and solvent, and, according to
the specific solvent model which is employed, can include different terms,

the main one being electrostatic.
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From a practical point of view, the molecule is put in a void cavity
within a continuous dielectric medium. 12! This allows the definition of an
apparent surface charge spread on the cavity surface, whose interaction with
the solute completely defines the potential term Vint of eq. 2.30. In this
way, the problem of solvent-solute interaction reduces to solve a classical
electrostatic problem: the charge distribution of the solute inside the cavity
polarizes the dielectric continuum, which in turn polarizes the charge dis-
tribution. This mutual polarization is accounted for with a self-consistent

procedure.

Even if this method is conceptually simple, it becomes computation-
ally more demanding as the complexity of the cavity increases. For this
reason, the cavity surface is approximated in terms of a set of finite ele-
ments, tesserae, so that the global interaction may be written as a sum of
contributions from the single tesserae.!'?! Overall, the total solvation free
energy is given by the sum of three terms, are reported in eq. 2.31.

AC;sol = AGcav + AClvdw + ACzpol (231)

where AG ., accounts for the formation of the cavity, AG,4, is the solute-
solvent van der Waals interaction term, and AG),,; is the solute-solvent

electrostatic polarization term.

In general, continuum solvent models offer a robust and well estab-
lished way to simulate solute-solvent interaction. However, particular
care has to be taken when combining the continuum solvent model with
an excited state calculation, because in the presence of a time evolution

of the solute, the description of the solvent must include the response to
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this time-dependent perturbation. At this point, it is useful to point out
that the solvent will adapt to the new electronic state of the solute only to
a certain degree depending on the nature of the process under study. In
the so-called non-equilibrium regime, only the fast degrees of freedom are
equilibrated with the excited state electronic redistribution, while the slow
ones are not. This means that the solvent does not adapt completely to the
new state, and for this reason this approach is employed for the study of
fast processes, such as vertical excitations. In the equilibrium regime, on the
other hand, all degrees of freedom of the solvent are equilibrated with the
excited state. This implies that the process under study is long enough to
allow this relaxation, and for this reason this approach is employed when
describing relatively long processes, such as the geometry relaxation in the
given excited state.!'?”] In practice, the change from the non-equilibrium
to the equilibrium regime is done by changing the value of ¢, the permit-
tivity of the medium, from its optical value e.,, which corresponds to the
square of the refraction index, to its static bulk value ¢y. This change affects

significantly results obtained with polar solvents, for which e, << €.[1%’]

A further bifurcation is represented by two different approaches to
compute the excitation energies of solvated systems, the state specific and
the linear response one. The state-specific approach involves an additional
iterative procedure that is not present in the calculation of the isolated
molecule. At each step of this iteration, the additional solvent-induced
component of the Hamiltonian operator is computed using the first-order
density matrix of the state of interest, and the resulting energy is cor-
rected for the work required to polarize the dielectric, until convergence
is reached. This approach is quite expensive and presents the further dis-

advantage that a separate calculation has to be performed for each of the
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states of interest. In the linear response approach, on the other hand, ex-
citation energies are determined directly, avoiding the explicit calculation
of the excited state wavefunction. Thus, as for the isolated molecule, the
whole spectrum of excitation energies can be obtained with a single calcu-

lation.[12]

In this thesis, the D-PCM (Dielectric Polarizabile Continuum Model)
and SMD (Solvation Model Density) solvent models have been employed
in combination with electronic structure methods. 1251281,

Vertical excitation energies have been computed with the linear re-
sponse non-equilibrium approach, and fluorescence emission wavelengths
with the linear-response equilibrium approach. The computed values of
excitation and emission wavelengths with the different approaches are re-
ported in Table A.1.

The solvation methods employed in the molecular mechanics cal-
culations that will be presented next are the Generalized Born (GB) and
Poisson-Boltzmann (PB) models. The GB model is the least computation-
ally demanding of the two, and originates from the original Born expres-
sion of the free energy of a spherical ion surrounded by a continuum di-

electric medium, eq. 2.32.

1 2
AG o = —166.0(1 — 7) % (2.32)
€

In this equation, « is the ion’s Born radius, which is defined as the
distance between the center of the ion and the boundary of the dielectric.
The fundamental idea underlying the GB model is to extend this simple
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equation from an isolated spherical ion to complex solutes considering a
sum of terms arising from values of the Born radius that are specific for

every atom of the solute.

In the Poisson-Bolzmann model, the polar contribution to the solva-
tion free energy is calculated by subtracting the electrostatic potential com-
puted in vacuum (¢y/) from the electrostatic potential calculated in the sol-
vent medium (¢s), according to equation 2.33.

AGpor = % > Qilos(ri) — ¢y (ry)] (2.33)

where Q); is the charge of atom i.

2.2 Molecular dynamics simulations

Molecular dynamics simulations describe how a chemical system evolves
over time. The core of this kind of simulations lies in the choice of how to
describe the interatomic interaction. At this point, there is a main bifur-
cation between ab initio methods and methods based on molecular me-
chanics.'? ITn molecular mechanics methods, the interaction potential is
defined based on the force field energy (see below), while in ab initio meth-
ods the forces acting on the nuclei are computed on-the-fly from electronic

structure methods.

In general, molecular dynamics simulations provide useful informa-

tion on the equilibrium properties of the system under study. Indeed, per-
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forming an ideally infinite molecular dynamics simulation corresponds to
exploring the full set of microstates (phase space) of the chemical system
under study, and this information can be translated into the macroscopic
terms by means of statistical mechanics. Statistical mechanics provides a
molecular interpretation of the behavior macroscopic systems, and links
microscopic phenomena to the observables of thermodynamics. This is

done in terms of ensembles, which will be defined in the next section.[!30]

2.2.1 Ab initio molecular dynamics

In ab initio molecular dynamics, nuclei are treated classically, their

motion being propagated according to Newton’s second law.

2

M Ralt) = ~VE(Ra()) (2.34)
According to eq. 2.34, the force acting on the nuclei is the gradient of the
ground state potential energy surface V4 E(R(t)) with the sign changed,
which is calculated on-the-fly with electronic structure methods as a func-
tion of nuclear coordinates. This represents a tremendous advantage over
simulations driven by a potential defined beforehand (molecular mechan-
ics dynamics) because in principle it allows the simulation of any kind of
system and does not pose any restriction to the exploration of its phase

space. 1]

In practice, the classical equations of motion used to describe the nu-

clei are integrated by breaking the calculation into time steps that are small



66 CHAPTER 2. COMPUTATIONAL METHODS

enough for the assumption that within each step the force is constant to
hold, thus imposing a discretization of the time line. The time step of the
molecular dynamics simulation must be chosen to be smaller than the time
needed for the fastest event to take place. Commonly, this is the stretching
of bonds involving hydrogen, for which a 0.5 - 1 fs timestep is adequate.
In practice, after initialization, at each step an electronic structure calcula-
tion is performed to compute the forces acting on the nuclei. These forces
are then used to update positions and velocities, which effectively corre-

sponds to generating the next step of the simulation, and so on. 1291311

Several algorithms are available for the numerical integration of the
equations of motion, and the discussion of their features is beyond the
purpose of this section, but it is important to mention that the choice
of the integrator has to meet a certain set of criteria in terms of energy
conservation, accuracy, reversibility and, obviously, computational effi-
ciency. While Newton’s equations themselves fulfill the requirements of
reversibility and energy conservation, their numerical integration fatally

introduces a certain amount of error, which has to be controlled.

2.2.2 Thermodynamic ensembles

An ensemble is a large collection of systems constructed so that they
are replicas at the macroscopic level of the thermodynamic system whose
properties are under study. This is important because the first postulate
of statistical mechanics states that, in the limit of an infinite ensemble,
the long time average of a mechanical variable (such as pressure, for ex-

ample) of the thermodynamic system of interest is equal to the ensemble
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average of this quantity. Considering the example of pressure as the me-
chanical variable, its time average is the value of the equilibrium, time-
independent, pressure of the system. In microscopic terms, pressure is
the force for unit area exerted on the walls of the system by molecular
collisions. For this reason, a single macroscopic value of pressure can cor-

respond to a multiplicity of microscopic states. 3]

Several types of thermodynamic ensembles may be employed, and
are classified according to the control variables that are employed, i.e. the
variables that define the thermodynamic state. In particular, the molecu-
lar dynamics simulations presented in this thesis were performed using
the NVE, NVT and NPT ensembles, which will be briefly presented. In
an NV E, or microcanonical, ensemble, systems are distributed uniformly
over the possible microscopic states consistent with the specified values
of number of particles (IV), volume (V) and energy (£). This kind of en-
semble described an isolated system. A canonical ensembl (NVT'), on the
other hand, describes a situation in which the thermodynamics system of
interest, that has fixed values of number of particles (V) and volume (V),
is immersed in a heat bath (constant temperature 7'). This time, the ensem-
ble describes a closed system. In the isothermal-isobaric enseble, values of

number of particles (IV), pressure (P) and temperature (7' are specified.

Each ensemble has a characteristic function, a thermodynamic function
which is particularly suitable for the description of the system. The char-
acteristic function of the isothermal-isobaric ensemble is Gibbs free energy,
the one of the canonical ensemble the Helmholtz free energy, and the one

of microcanonical ensemble the product of temperature and entropy. [130]

Depending on the circumstance, one ensemble may be preferred over



68 CHAPTER 2. COMPUTATIONAL METHODS

the other. For example, for the molecular dynamics simulation of biomole-
cules both NVT and NPT ensembles may be employed. NPT can be
considered as the natural one, due to the fact that it eases comparison to
experimental data, which are usually recorded at atmospheric pressure
and at constant temperature. Moreover, the isothermal-isobaric ensemble
is particularly recommended when the biological system is expected to
undergo important conformational modifications along the simulation. If
this is not the case, NVT and NPT can be used almost indifferently, since
the characteristic functions of the two ensembles, the Helmholtz and Gibbs
free energy differ only slightly. Using NVT instead of NPT is convenient
in terms of computational cost: NPT is more computationally demanding
due to the introduction of a pressure scaling. 132!

Initialization of a molecular dynamics simulation involves choosing
the starting geometry and assigning the initial velocities of the particles of
the system under study. This is done with a random assignation of veloc-
ities, so that the kinetic energy is compatible with the assigned tempera-
ture. After initialization, the dynamics evolves according to interparticle

interactions. 1311

2.2.3 Surface hopping with arbitrary couplings

This section describes the surface hopping with arbitrary couplings
(SHARC) method used for the dynamical study of the photochemistry
of 5-bromouracil, presented in Chapter 6.['33] This technique allows the
study of the deactivation processes of excited molecules providing useful

information about the structural changes that accompany each deactiva-
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tion pathway, their branching ratios and kinetic constants. Surface hop-
ping methods describe the motion of the molecule on a subset of its excited
potential energy surfaces, and are based on the adiabatic approximation,
meaning that nuclear motion is propagated on one energy surface at at
time. When a trajectory approaches a crossing point, and the adiabatic
approximation loses its validity, a transition probability is computed be-
tween the current, active, state and other potential energy surfaces, and is
compared to a random number. Depending on this comparison, the tra-
jectory can either stay on the same state, or hop to a new state, and in
this second case the propagation follows on the new potential energy sur-
face. In this way;, it is possible to approximate the more exact motion of the
quantum wavepacket with an ensemble of independent classical trajecto-
ries, with a significant reduction of the computational cost with respect to
more accurate techniques. In practice, surface hopping is analogous to the
ab initio molecular dynamics presented in the previous section, but while
in its standard formulation nuclei only move on the ground state poten-
tial energy surface, in surface hopping more potential energy surfaces are

explored, one at a time.

Recently, the group of Prof. Gonzélez developed a surface hopping
methodology, called surface hopping including arbitrary couplings (SHARC),
which can include effects such as the spin-orbit coupling and laser fields,
which are not included in standard surface hopping codes. This extends
the applicability of this method to a wider range of photophysical effects
of interest.[133134] As all surface hopping programs, SHARC follows this

general scheme at each time step:

e electronic properties (such as the electronic Hamiltonian operator
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and the nonadiabatic couplings) are computed at the current nuclear

geometry;
e the electronic wavefunction is propagated;

e the hopping probabilities are computed and the new active state is
determined;

e the gradient of the new active state is used to calculate the new ge-
ometry.

The core of this procedure is the propagation of the electronic wave-
function. The electronic equation of motion can be derived from the time-

dependent Schrodinger equation expanding the wavefunction in a basis

2o | Ya)(Wa .

s |0 = =3 [itws | Ha | ) + {05 | 0 | )| (e | ) (239)

«

The operational formula used to update the coefficients of the wavefunc-

tion may be written more conveniently in matrix form.

d ,

%Cmp = —[iH"? 4+ T"P|C"? (2.36)
C"? is the wavefunction coefficient vector, H"“? the matrix representation
of the Hamiltonian in the given basis and T"? the temporal coupling ma-
trix. T"? = vK"?, where v is the nuclear velocity vector and K" the



2.2. MOLECULAR DYNAMICS SIMULATIONS 71

nonadiabatic coupling matrix. The matrices H"” and K"’ have differ-
ent properties according to the representation, which severely affects the
results of the calculation.

In the Molecular Coulomb Hamiltonian (MCH) representation, which
includes only the Coulomb and kinetic terms (eq. 2.37), the MCH Hamil-
tonian is spin independent, and thus shares its eigenstates with the spin
operators 5’2, SZ. In this representation, which is the most common for
quantum chemistry programs and, thus, the most natural for on-the-fly
dynamics, the Hamiltonian matrix is diagonal, and the elements of the

nonadiabatic coupling matrix are non-zero.

. 1 Z 1 ZaZ

MCH 2 A A4 B

_ 12 7] — 2.37

e S RS 3 D D D e
7 A 1< A<B

When additional terms are included in the Hamiltonian, such as the
spin-orbit operator, the Hamiltonian matrix is not diagonal anymore, with
off-diagonal couplings delocalized over the potential energy surface. More-
over, the spin-orbit operator lifts the degeneracy between the components
of multiplets, which are taken into account as individual states. This repre-
sents a further problem because the sum of the transition probabilities into
all multiplet components is not independent of the rotation of the mole-
cule in the laboratory frame in the MCH representation. [133134] A different
representation, in which the Hamiltonian matrix is diagonal, can cure both
problems (eq 2.38).
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H%Y%9 — UTHU (2.38)

Currently, no diagonal gradients are available for ab initio electronic
structure calculations. Thus, the SHARC code follows a pragmatic ap-
proach combining quantum chemical data in the MCH representation from
an external code with surface hopping in the diagonal representation. [133134]

In this work, COLUMBUS was chosen as the external code.[13]

2.2.4 Molecular mechanics dynamics

As mentioned, it is possible to run molecular dynamics simulations
with the methods of molecular mechanics, which will be briefly presented

in this section.

Force field methods

Molecular mechanics methods also go under the name of force field
methods. In force field methods, electrons are not treated explicitly. Rather,
they are fused with the nucleus into a single unit called atom type. Force
field methods arise from the observation that all molecules are composed
of structural units that keep approximately the same properties over dif-
ferent compounds. An aliphatic C—H bond distance, for instance, will
vary only slightly over different molecules with a mean value of 1.09 A.
In this light, it is possible to describe chemical bonds with an harmonic

potential whose equilibrium value and force constant depend on both the
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two elements that are involved and the type of bond. The latter is due to
the fact the same elements can form different kinds of bonds: the C—-C,
C=C and C=C bonds, for instance, have different properties and need

three different atom types to be described.

Bond angles and torsions can be described with analogous simple
functions according to the nature of their composing elements, along with
non-bonding interactions. Overall, the generic force field energy of a sys-
tem can be written as a sum of terms that account for the different interac-
tions. 4]

Err = Egr + Epend + Etors + Evaw + Eel (239)

E, is the energy required for stretching a bond between two atoms, Epe,q
the energy required for bending an angle, E;, s the energy required to
rotate around a bond and E,4, and E,; describe the non-bonded atom-
atom interactions. The functions that describe this energy are parametrized

over experimental data or calculations performed at a high level of theory.

This parametrization offers a simple way of computing the potential
energy as a function of nuclear coordinates. This approach presents enor-
mous advantages in terms of computational time, being far less demand-
ing than any ab initio calculations, but also presents several drawbacks.
Firstly, in its standard implementation, it cannot describe chemical reac-
tions, i.e. the breaking and formation of bonds. This is due to the fact
that the energy is defined in terms of the interactions that exist between
the constituent atom types; for this reason, the topology of the molecule is
defined beforehand, and cannot be changed. To circumvent this problem,
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reactive force fields have been developed, where atom types are dynami-

cally Changed, [136,137]

Secondly, force fields are usually parametrized over a specific class of
systems for which they are meant to be used, and for this reason do not
yield good results for compounds out of this class. Despite these limita-
tions, force field methods, also known as molecular mechanics methods, are
the methods of choice for the study of biological macromolecules. In this
thesis, force field methods have been employed to study the binding of
organic fluorescent markers to amyloid-/ fibrils. In particular, the protein
energy landscape exploration program has been used to identify the bind-
ing poses, and the molecular mechanics/Poisson-Boltzmann surface area
method to evaluate the binding energies. Details of these two methodolo-

gies are reported in the following sections.

Molecular mechanics/Poisson-Boltzmann surface area method

The molecular mechanics energies combined with the Poisson Boltz-
mann or generalized Born model and surface area (MM /PBSA and MM/
GBSA) methods are commonly used to estimate the free energy of binding,

AGhing, of small ligands to biological macromolecules.

L+R— RL (2.40)

The binding free energy for this reaction is computed from the free energy
defined in eq. 2.41.
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G=FEym+ GpOl + an - TS (2.41)

The first term of the sum is the molecular mechanics energy of the mole-
cule. G, is the polar contribution to the solvation free energy and can
be calculated either by solving the Poisson-Boltzmann equation, or by us-
ing the generalized Born model, while G, is the corresponding non-polar
contribution which is computed from a linear relation to solvent accessi-
ble surface area. The last term is an entropic contribution that is evaluated
with a normal mode analysis of vibrational frequencies. The basic idea of
this method is to compute the binding free energy as the expected value
of the difference between the free energy of the complex, composed of the
bound receptor and ligand, and the free energies of the separate compo-
nents, according to eq. 2.42.11381

AGying = (Grr —Gr — GL) gL (2.42)

In practice, this is done by running a molecular dynamics simulation
of the complex, selecting a series of uncorrelated snapshots form the cor-
responding trajectory, and for each compute both the free energy of the
complex and that of the ligand and receptor separately. In principle, three
parallel simulations should be run, for both the complex and the sepa-
rate components, but in practice this is seldom done, and is justified by
the assumption that the structural evolution of the ligand and the receptor
will not be significantly affected by their mutual interaction. Moreover,
the entropic term is often neglected based on the same assumption: if the
entropy of the separate components does not differ significantly from that
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of the complex, then the entropic contributes to the binding free energy
will cancel out. These two simplifications make this method computation-
ally advantageous, and since its first application, it has become increas-
ingly popular. (1381391 The MM /PBSA calculations presented in this the-
sis have been performed with the AMBER 14 suite, 140141l using the 99SB
force field. [142]

2.3 Protein energy landscape exploration

The protein energy landscape exploration (PELE) method combines pro-
tein structure algorithms and Metropolis Monte Carlo techniques. This
method generates and propagates changes in a system by generating a
series of structurally similar local minima and combining them in a trajec-
tory.[1*3l In our case, the program has been used to explore the energy
landscape corresponding to the interaction of a small organic markers
with several models of amyloid fibrils, with the aim of identifying a se-
ries of plausible binding poses.

Various approaches that go under the name of energy landscape ex-
ploration are available, aimed at defining a series of local minima that de-
scribe the conformational changes undergone by molecules. 14314 Among
these techniques, a relevant example is represented by normal mode anal-
ysis. This method provides insight into the internal motion of proteins
with little computational cost. This method, whose first application to bio-
molecules dates back to the 1980s,[1**! is widely used for exploring func-
tional motions of proteins.'*l Normal mode analysis provides informa-

tion on the equilibrium global motions (low frequency modes) accessible
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to the system. This is due to the fact that global modes essentially repre-
sent the configurational changes which involve the least energy increase
per unitary deformation. The advantages of this technique are its sim-
plicity (it is assumed that the system is stabilized by harmonic potentials)
and its robustness: it has been shown that protein structure, and conse-
quently its normal modes, is defined by the network of inter-residue con-
tacts, which is defined by the global shape and topology of the protein, and
are insensitive to both local interactions and the specific energy function

and parameters of the force field that is employed. [143147-14]

Alongside energy landscape exploration methods, also protein struc-
ture prediction methods based on rotamer libraries are well developed. [143149,150]
These methods are based on the observation that protein side chains tend
to assume a limited number of low energy conformations, rotamers. 15!
Thus, it is possible to reduce the complexity of the problem defining a
protein structure by considering only a small number of rotamers instead
of the continuous space of possible side chain conformations. The devel-
opment of this kind of methodology has been allowed by the growth of
the Protein Data Bank.!'®!l Indeed, not only the number but also the reso-
lution of available structures increases, it becomes easier to recognize and
classify side chain conformations according to their frequency. The choice
of the combination of rotamers for a given polipeptidic sequence becomes
a combinatorial problem, because the search is oriented towards the com-
bination of rotamers which, avoiding steric clashes, establishes the best in-

terresidue network of interactions, yielding a stable conformation. [15%153]

PELE combines energy landscape exploration and protein structure

predictions methods in an algorithm composed of four steps. The first
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step of the procedure involves a local perturbation of the ligand, with rigid
rotation and translations, and torsions deriving from flexibility around
dihedral angles of rotable bonds. The algorithm then proceeds by opti-
mally arranging all side chains local to the ligand with a rotamer library
side chain optimization. This is followed by a minimization of the region
including all residues local to the atoms involved in the first two steps,
which may include the backbone of the protein as well, in which the alpha
carbons are driven to a new position resulting from small displacements
in low frequency anisotropic normal modes. 1431541551 These calculations
are performed using a force field; in particular, for our calculations the
OPLS 2005 force field was employed.15®! These three first steps compose
a move which is accepted or rejected using a Metropolis criterion in the
fourth and last step. If it is accepted, a local minimum has been found,
and the algorithm is repeated starting from this new geometry. In order
to obtain converged results, a number of trajectories has to be run which
guarantees that the ligand has explored all binding possibilities. Solvation
effects are included with the generalized Born model.'7]



Chapter 3

Bithiophene derivatives

This Chapter presents the results obtained for a family of near-infrared
push-pull fluorescent markers named NIADs. In particular, the fluores-
cent markers NIAD-4, NIAD-11 and NIAD-16 have been studied.[4054
They all share a common structure, being composed of an electron do-
nating (hydroxyl or N,N-dimethylamino) and an electron withdrawing
group (propanedinitrile) linked by a linear polarizable 7 bridge contain-
ing a bithiophene. These common features suggest that the three mole-
cules have similar optical properties, both isolated and interacting with
amyloid- fibrils, but in fact this chapter shows as the small structural dif-
ferences among the markers deeply affect their performance for amyloid
detection.

As mentioned in the Introduction, fluorescent markers for amyloid-

B detection need to fulfill a series of stringent requirements, including

79
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Scheme 3.1: Molecular structures of NIAD-4, NIAD-11 and NIAD-16.

emission in the near-infrared region, specific recognition of amyloid de-
posits, and a “turn on” mechanism triggered by this recognition. NIAD-4
(Scheme 3.1), the first marker of this family to be proposed in 2005, 4]
is extraordinarily promising for in vivo imaging due to its unique struc-
tural and spectral features. Its classical push—pull architecture results in
an highly polarizable molecule whose fluorescence emission wavelength
falls at 620 nm, in the near-infrared region. [45,46]

This low frequency emission is accompanied by a high blood-brain
barrier permeability, which is guaranteed by the low molecular weight
(334 Da) and a balance of hydrophobic and hydrophilic groups. Blood-
brain barrier permeability may be evaluated with the LogBB index, %]
computed according to the following equation

LogBB = —0.0148 x PSA + 0.152 x ClogP + 0.139 (3.1)

where PS A is the topological polar surface area of the molecule,'>°! corre-
sponding to the surface belonging to polar atoms, and ClogP the octanol-
water partition coefficient. Values of PSA and ClogP were computed us-

ing the Molinspiration properties calculator (www.molinspiration.com).
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It has been shown that molecules with values of LogBB > 0.3 readily
cross the Blood-Brain Barrier, while those with LogBB < - 1 are poorly
distributed in the brain. NIAD-4 has a value of LogBB of - 0.10, which

falls close to the desired range.

The structural modifications introduced in NIAD-11 and NIAD-16
affect the permeability of the molecule through the blood-brain barrier
(Scheme 3.1). The computed values of LogBB for NIAD-11 and NIAD-16
are - 0.27 and 0.24, respectively. Since NIAD-4 has been shown to readily
cross the blood-brain barrier and bind to amyloid-/3 deposits after intra-
venous injection, it s reasonable to expect that NIAD-16, which has a pos-
itive LogB B value, may also able to cross the blood-brain barrier, while
NIAD-11, which has a higher negative LogBB value, is expected to show

a less pronounced blood-brain barrier permeability. %]

Additionally, in 2005 Nesterov et al. uncovered two important fea-
tures of NIAD-4: i) a strong binding to amyloid-3 aggregates (K; = 10 nM),
and ii) a strong influence of the environment on the fluorescence proper-
ties. Indeed, while in aqueous solution NIAD-4 has only trace emission, in
the presence of amyloid-{ fibrils a ~ 400-fold fluorescence is observed. 40!
The strong affinity for amyloid fibrils suggests that NIAD-4 may be se-
lective towards this kind of aggregates, and the significant difference in
the emission properties between the free and bound molecule allows high

contrast upon detection of amyloid-g.

Concerning the emission properties, NIAD-11 and NIAD-16 were de-
signed with the aim of pushing the emission wavelength deeper into the
near-infrared region. 46525481 This was achieved by extending the con-
jugated 7 system in NIAD-11 and by improving the donor capability of
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a terminal group in the case of NIAD-16. Moreover, NIAD-16 present a
remarkable behavior in terms of lifetimes of the emitting state: when in-
cubated with tissue sections, the distribution of lifetimes depends on the
specific tissue substrate, meaning that with a single fluorescent dye it is
possible to distinguish a variety of histological targets. >*!

Despite the success of these markers, only few theoretical studies
have been addressed to uncover the mechanism underlying their excel-
lent optical properties. 49021601 This Chapter presents the results that
have been obtained for NIAD-4, NIAD-11 and NIAD-16, which explain
the photophysical properties of these markers at the molecular level. Since
NIAD-4 is the first and most important marker of the family, our theo-
retical calculations were completed with experimental measurements. In
particular, the absorption, fluorescence and fluorescence excitation spectra
of the molecule in different solvents were recorded in collaboration with
Prof. Jordi Hernando of this University. The performances of NIAD-4,
NIAD-11 and NIAD-16 have been compared, with a focus on understand-
ing the relationship between structural modification and optical proper-
ties, which provides useful insights for the rational design of markers with

tailored properties.

3.1 Absorption and fluorescence

With the aim of investigating the optical properties of the free mark-
ers, the absorption and fluorescence spectra of NIAD-4 in several solvents
were recorded, and the same absorption spectra were simulated with TD-
DFT. NIAD-4 was purchased from AOBIOUS and used without any fur-
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ther purification. All spectroscopic experiments were carried out in HPLC
or spectroscopy quality solvents. Steady-state UV-vis absorption measure-

ments were recorded on a HP 8453 spectrophotometer.

As aforementioned, NIAD markers are composed of 7 blocks linked
by single bonds, that allow for conformational isomerism, and although
the most stable conformation is the one reported in Scheme 3.1, there are
several low-lying isomers that need to be taken into account for a proper
description of the system. In particular, the three conformers of NIAD-4
reported in Figure 3.1 have been considered.

Isomer A Isomer B Isomer C
« o p .ﬁvo‘
5 Y m b ] bt *}} ¢ Bt ;
“ “ U\‘HLQ *- { Ug.‘{:‘p-‘ib ¢ "¢ b’? : e
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), é v &Y Lo t{‘ g
G=0.0 k] mol, A= 407 nm G=1.5k] mol'!, A= 405 nm G=4.4 k] mol, A= 401 nm

Figure 3.1: Conformational isomers of NIAD-4, with indication of their
relative free energies and excitation wavelengths.

« is the torsional angle between the phenyl group and the first thiophene
ring, 3 the one between the two thiophene rings and v the one between the
second thiophene ring and the double bond connected to the malononitrile
group (Figure 3.1). Results of ground-state DFT calculations indicate that
NIAD-4 has a pronounced flexibility around the a and 3 angles, with ro-
tational barriers of ~ 12 and ~ 18 k.J mol ! respectively. Rotation around
«, on the other hand, has a higher barrier (38 k.J mol™1), with a much less
pronounced flexibility. This means that in aqueous solution there will be a
continuous interconversion between the various conformational isomers.
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For systems of this kind, the single optimized geometry of the most sta-
ble conformational isomer is not a good descriptor of the system, which
is better simulated with a collection of structures. For this reason, the ab-
sorption spectrum has been computed using a pool of several geometries
extracted from molecular dynamics simulations. This strategy is widely
accepted for the description of the absorption properties of flexible sys-

tems [161-163]

Ab initio molecular dynamics simulations within the NVT ensemble
at T = 300 K and using the PBE-D3!11814] functional were carried out with
the CP2K package,[®®! according to what reported in Chapter 2. A 10 ps
simulation was conducted on each of the three isomers reported in Fig-
ure 3.1, with a timestep of 0.5 fs, and 40 snapshots were sampled from
each trajectory. On the resulting 120 geometries, vertical excitations have
been computed, both for the isolated molecule and including solvation ef-
fects with the PCM method, with the oscillator strengths weighted by the
Boltzmann weight BW of the isomer. [12°]

BW = ¢~ &t (3.2)

The absorption spectra of NIAD-4 in a series of solvents of increasing di-
electric constant, diethylether (e = 4), dichloromethane (e = 9), methanol (e
= 33) and water (e = 80), are reported in Figure 3.2a. A striking difference
is observed in the behavior of the molecule in water compared to other
solvents: while in all other solvents the absorption maximum falls in the
narrow range 471 < 480 nm, in water it undergoes a blue-shift of ~ 50 nm,
accompanied by the appearance of a second, less intense, peak at ~ 525

nm.
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Comparing the computed and absorption spectra reported in Figure
3.2b with the experimental ones of Figure 3.2a, it is evident that our molec-
ular dynamics simulations are not able to reproduce the peculiar shape of
the spectrum recorded in water. Indeed, computed spectra are very sim-
ilar for all solvents, with a maximum around 470 nm, which is in excel-
lent agreement with the experimental values recorded in dichlorometh-
ane, methanol and diethylether. The difference between the absorption
wavelength computed with this method as the bar plot maximum and the
vertical excitation at the optimized Sy geometry of the most stable con-
former can be attributed to two factors: changes in the torsional angles and
corresponding rotational barriers derived from using different functionals
in molecular dynamics simulations and in excited state calculations, and
flexibility effects. Calculated values are in good agreement with experi-
mental data, but they do not predict the ~ 50 nm blue-shift observed in
water as compared to other solvents. Moreover, the inclusion of flexibility
effects obtained by using a pool of geometries to compute absorption spec-
tra instead of one is able to reproduce correctly the ~ 120 nm band width
of the spectra recorded in methanol, dichloromethane and diethylether,
but does not yield the double peaked shape of the absorption spectrum
recorded in water (Figure 3.2a). This result suggests that other effects may
be responsible for the peculiar behavior in water, which will be discussed

in the following sections.
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Figure 3.2: Experimental and calculated absorption spectra of NIAD-4
(eN1AD—4 =5 M) in diethylether, dichloromethane, methanol, water and
a 1: 2 mixture of N-methylformamide and methanol.



3.1. ABSORPTION AND FLUORESCENCE 87

A similar procedure may be adopted for computing the absorption
spectra of NIAD-11 and NIAD-16. The structural modifications of NIAD-
11 and NIAD-16 compared to NIAD-4 are the introduction of an additional
hydroxyl group, an aromatic ring fused to one of the two thiophene units
in NIAD-11 and the substitution of the hydroxyl group of NIAD-4 by an
N,N-dimethylamino group in NIAD-16 (Scheme 1).

Table 3.1: Equilibrium values of the torsional angles «,  and 7 (°) and free
energy rotational barriers around torsional angles «, 3 and « (k.J mol™?)
in gas phase and aqueous solution (in parentheses, SMD model).

molecule « I} v
NIAD-4 33 (28) -14 (-3) 180 (-179)
NIAD-11 -52 (-52) -21 (-21) -178 (-179)
NIAD-16 30 (23) -12 (0) 179 (180)
molecule TS, TSg TS,
NIAD-4 114 (13.1) 19.2 (19.8) 38.6 (45.8)
NIAD-11 6.6 (5.0) 16.5 (14.8) 40.5 (41.7)
NIAD-16 13.2 (17.4) 21.5 (19.0) 41.6 (44.5)

Equilibrium torsional angles for the most stable isomer of NIAD-4,
NIAD-11 and NIAD-16 along with the free energy rotational barriers are
reported in Table 3.1. The structural modifications do not influence the na-
ture of the most favorable conformer, which has a transoid conformation of
the two thiophene rings and a cisoid conformation between the malononi-
trile group and the adjacent thiophene.

It can be observed that the structural differences have an effect on the
planarity and flexibility of the molecule. The additional hydroxyl group

and aromatic ring in NIAD-11 result in a pronounced steric hindrance,
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which results in an equilibrium value for dihedral « of 52° and a lower
barrier for the corresponding rotation. The remaining angles and barriers
are quite similar in the three molecules. Regarding NIAD-16, the substi-
tution of —OH by —N(CH3)2 produces a stronger electron delocalization
and, consequently, a marginally more planar geometry that correlates with
marginally higher rotational barriers compared to NIAD-4 (Figure 3.1).

NIAD-11 NIAD-16
Isomer 1 Isomer 2 Isomer 3 Isomer 1 Isomer 2
o 6 Pl ‘ Do { < < (
Isomer 4 - Isomer 5 Isomer 6 Isomer 3 Isomer 4
e} S 3 ‘ o .
© . g % # S o L M
Isomer 7 Isomer 8

Figure 3.3: Conformational isomers of NIAD-11 and NIAD-16 at the
ground state optimized geometry.

NIAD-11 and NIAD-16 exhibit 8 and 4 low-lying conformational iso-
mers respectively, similarly to what was already described for NIAD-4.
These conformers result from rotations around the three single bonds and
are shown in Figure 3.3. Energy differences among isomers are small (less
than 7 kJ mol™!, see Figure 3.3 and Table B.5) and their relative stabili-
ties only marginally influenced by the modifications included in NIAD-11
and NIAD-16. This suggests that also for NIAD-11 and NIAD-16 several
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conformers are present in significant amounts at thermal equilibrium con-
ditions and thus, they all influence the photophysical properties of these
dyes.

Calculated spectra were obtained computing TDDFT vertical excita-
tions in gas phase and in water (SMD model) on 50 equally distributed
snapshots sampled from each 10 ps dynamics trajectory (400 total snap-
shots for NIAD-11 and 200 for NIAD-16) and weighting the contribution
of each conformer according to its Boltzmann factor. The resulting spectra
are reported in Figure 3.4, while isomer contributions weighted by their
Boltzmann factor are reported in Figure B.4.?l The spectra reflect the large
flexibility of NIAD-11 and NIAD-16, with bandwidths of about 120 to 200

nm.

Moreover, the same trends are observed for the three dyes when com-
paring the vertical excitation of the most stable isomer and the maximum
absorption wavelength from molecular dynamics simulations: the latter
present a 40 - 50 nm red shift in all cases. As already mentioned for
NIAD-4, this difference can be attributed to two factors: changes in tor-
sional angles and corresponding rotational barriers derived from using a
different functional in the two calculation and flexibility effects. This flex-
ibility is larger for NIAD-11, which translates to a larger bandwidth for
NIAD-11 than for the other two markers. NIAD-4 and NIAD-16, in turn,
present very similar bandwidths, in agreement with the similar flexibility

suggested by their rotational barriers.

The computed maximum absorption wavelength of NIAD-11 in wa-
ter is 550 nm and that of NIAD-16 is 525 nm. The computed value for
NIAD-11is in very good agreement with the experimental value of 545 nm
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Figure 3.4: Simulated absorption spectra from ab initio molecular dynam-
ics simulations.

registered in PBS (phosphate-buffer saline). NIAD-16, on the other hand,
exhibits an experimental absorption maximum at 470 nm, the computed
value being significantly larger. This situation is similar to that reported
for NIAD-4 (Figures 3.2a and 3.2b), and will be discussed in the following
sections.

A further step in the analysis of the dependence of the optical proper-
ties of these markers on the environment has been done by recording the
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fluorescence emission spectra of NIAD-4 in the same solvents used for the

absorption measurements, shown in Figure 3.5.

1.0
0.9 |
—~ 08}
)
g 07}
2 06|
B
S 05
&
> 04+
‘B
g§ 03}
=
=02
0.1 |
500

NMF/MeOH

HyO ——
MeOH ——
CH,Cl,
EtyO) ——

600 650 700 750 800

wavelength (nm)

Figure 3.5: Fluorescence spectra of NIAD-4 (cyrap—4 = 5 pM) in di-
ethylether, dichloromethane, methanol, water and a 1:2 mixture of N-
methylformamide and methanol.

Fluorescence spectra were recorded using a custom-made spectroflu-

orometer, where a cw DPSS laser (Aq;. = 473 nm, SciTec) was used as ex-

citation source and emitted photons were detected using a ICCD camera

(Andor) coupled to a spectrograph. Again, fluorescence spectra show a

marked difference between the behavior of the molecule in water and in

all other solvents: while in water fluorescence emission is null, in all other
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solvents there a significant emission is observed, whose intensity increases
with the dielectric constant of the solvent in the order diethylether (e = 4)
< dichloromethane (¢ = 9) < methanol (e = 33). This increase of fluores-
cence with solvent polarity is accompanied by a red-shift of the emission
maximum, which falls at lower energies in highly polar solvents (solva-
tochromic effect). Understanding these variations requires an analysis of

the nature of the electronic excitation undergone by bithiophene markers.

3.2 Charge transfer

TDDFT(CAM-B3LYP) vertical excitations computed at the optimized
ground state geometry of NIAD-4, NIAD-11 and NIAD-16 indicate that
the first excited singlet state, S1, has a strong HOMO — LUMO character,
and involves a charge transfer from the donor to the acceptor portion of
the molecule, as shown in Figure 3.6. Indeed, while the HOMO is delo-
calized over the whole 7 system, the LUMO is polarized on the electron-
withdrawing end of the molecules, confirming that a transfer of electron

density is produced upon excitation.
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Figure 3.6: Barycenters of charge depletion (green) and increase (pink) and
HOMO and LUMO orbitals at the Sy optimized geometry.

The extent of this transfer can be evaluated using the charge transfer
index Dcr, proposed by Ciofini and coworkers, [165166] wwhich is defined
as the distance between the barycenters of the regions in which the elec-
tron density increases or decreases as a result of the electronic transition.
A value of zero of this index indicates that the system under study has no
charge transfer character, while increasing values are indicative of an in-
creasing spatial extent of the charge transfer. The calculation uses the den-
sity difference Ap(r) between the two electronic states that are involved
in the transition, S; and Sy in this case, which is used to define the regions

of charge increase p (r) and depletion p_(r) as follows.
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po(r) = Ap(r)if Ap(r) >0 (r) = Ap(r)if Ap(r) <0
" 0if Ap(r) <0 - 0if Ap(r) >0

For NIAD-4, the distance between the barycenters of p (r) and p_(r),
the Dcr index, has been computed with a custom developed program,
and has a value of 3.0 A at the ground state optimized geometry, con-
firming the charge transfer character of this marker. Remarkably, when
molecular geometry is allowed to relax in the excited state, a reorganiza-
tion of the 7 conjugated system is observed, accompanied by a planariza-
tion, which results in a significant reduction of the charge transfer index,
which for NIAD-4 has a value of 1.8 A at the S; optimized geometry.

A similar situation is observed for NIAD-11 and NIAD-16. The S; op-
timized geometry of NIAD-16 is essentially planar for all conformers. In
contrast, for NIAD-11 and regardless of the conformation isomer, the S;
optimized geometry assumes a value of dihedral o of about 40°, probably
to avoid steric clashes between the fused aromatic ring and the adjacent
disubstituted phenyl ring. In the resulting geometry, the bithiophene unit
and the propanedinitrile group are almost coplanar, while the phenyl ring
is twisted (Table B.6 and Figure B.6). Overall, computed emission wave-
lengths reproduce satisfactorily experimental values, with a little overes-
timation.*?]

The partial compensation of charge separation observed upon geom-
etry reorganization is confirmed by the values of dipole moment of the
molecules. For NIAD-4, at the ground state optimized geometry, Sy has a
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dipole moment of 9.7 D, while S; has a dipole moment of 16.3 D; at the
S1 optimized geometry, on the other hand, Sy has a dipole moment of 12.6
D and S; of 15.8 D. This means that i) S; has a more pronounced dipolar
character than Sy independently of molecular geometry, which is a further
confirmation of the charge transfer character of the molecule, and ii) that
geometry relaxation in S lowers the dipole moment of the excited state,

partially compensating the charge separation.

Table 3.2: Computed excitation and emission wavelength (nm) and oscil-
lator strength in gas phase and water (in parentheses) of the most stable
isomer of NIAD-4, NIAD-11 and NIAD-16, along with charge transfer in-
dex Dot (A) and dipole moments 4 (D) of the ground and excited states
at the Sy and S (in square parentheses) optimized geometries of NIAD-4,
NIAD-11 and NIAD-16 in gas phase.

molecule Aabs f Aem f
NIAD-4 407 (442) 1.19 (1.36) 510 (651) 1.36 (1.76)
NIAD-11 469 (509) 0.95 (1.16) 573 (775) 1.02 (1.58)
NIAD-16 432 (469) 1.29 (1.47) 513 (751) 1.47 (2.04)
molecule Der 1(So) wu(S1)
NIAD-4 3.0[1.9] 9.7 [12.6] 16.3 [15.8]
NIAD-11 2.5[0.9] 11.7 [14.7] 16.8 [16.2]
NIAD-16  3.9[3.1] 12.4[15.2] 23.3[22.2]

The larger dipole moment of S; compared to Sy can be appreciated
in the experimental absorption and fluorescence spectra: while in all sol-
vents except water all absorption maxima fall approximately at the same
wavelength (Figure 3.2a), emission maxima are red-shifted as the polarity
of the solvent increases (Figure 3.5). This is due to the different sensitivity

of Sp and S; to the dielectric constant of the environment; while recording
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absorption spectra, indeed, the ground state is observed, which has the
lower dipole moment, and whose spectroscopic properties are not signif-
icantly affected by the dielectric constant of the environment, and this is
why the maximum absorption wavelength is not affected by solvent po-
larity. While recording fluorescence spectra, on the other hand, the excited
state is observed, which, having a higher dipole moment than the ground
state, is more sensitive to solvent polarity, and becomes more stabilized in
solvents of high dielectric constant. This means that the energy difference
between S; and Sy becomes increasingly smaller with the increasing po-
larity of the solvent, which explains the solvatochromic effect.”!] Similar
considerations may be drawn for NIAD-11 and NIAD-16.

Comparing the values of Dcr of the three molecules, it is evident
that NIAD-11 has a less pronounced charge transfer character than NIAD-
4, probably due to the participation of the additional aromatic ring to the
electron donation, which produces a deviation from planarity owing to
sterical hindrance. In contrast, NIAD-16 has a more pronounced charge
transfer character than NIAD-4. This may be attributed to the fact that the
dimethylamino group is a better electron donor that the hydroxyl group,
as already observed in the marginally higher rotational barriers around
dihedral angles «, 3 and v (Figure 3.1). This observation receives further
confirmation by comparing the values of emission wavelength of the three
compounds reported in Table 3.2: the fluorescence increase between water
and gas phase, which arises form the large dipole moment of the excited
state, grows in the order NIAD-11 < NIAD-4 < NIAD-16.
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3.3 Deactivation mechanisms

Intersystem crossing

A striking feature of the fluorescence spectra of NIAD-4 is the vari-
ation of fluorescence intensity in different solvents. Indeed, fluorescence
intensity increases with the polarity of the solvent from diethylether to di-
chloromethane to methanol, while it is null in water (Figure 3.5). In this
regard, it is interestig to explore the nonradiative deactivation pathways of
this molecule, which compete with fluorescence emission and can justify

the dependence of fluorescence on the environment.

One of the possible explanations for the dependence of fluorescence
intensity on solvent polarity is an intersystem crossing involving the emit-
ting state S; and triplet 75, which is the triplet state closest in energy to
S1. The rate constant of intersystem crossing is reported in eq. 3.3, and de-
pends on both the energy difference between the two states, AE, and the
spin orbit coupling matrix element, Hgo. A is the Marcus reorganization

energy.

21

R AE + ))?
kiso = %<1‘I’9|H50|3‘1’%>2 (AE+ A7

1
———exp| — 3.3
VATART p [ ANRT (3.3)

Indeed, intersystem crossing is an important deactivation pathway
for oligothiophenes.[1%7] In particular, it has been shown that, according to

the symmetry selection rules for spin-orbit coupling, ISC has a small prob-
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ability to occur in planar, symmetric, conformations and becomes more

likely with deviation from planarity. [167]

For NIAD-4, rotation around dihedral «, which has a barrier of ~
10 kJ mol~! in the ground state, cannot be responsible for an intersystem
crossing since a preliminary scan of S; and 75 vertical excitation energies
around this angle reveal that both states present a maximum for 5= 90 °,
indicating that the energy gap between the two states is roughly constant
for every value of « (Figure 3.7). The rotation around the single bond link-
ing the thiophene ring to the propanedinitrile group, dihedral +, on the
other hand, has not been explored because it involves a much higher ro-
tational barrier, ~ 38 k.J mol~! (Table B.1), and therefore is not expected
to contribute to molecular flexibility. Indeed, Bae et al. indicated that S
may present a shallow local minimum for v = 90°, but separated from
the ground state geometry by a significant energy barrier.’"! If this min-
imum was easily accessible, NIAD-4 would behave as a molecular rotor,
like thioflavin-T (see Introduction). In such molecules, after excitation, the
molecule evolves from an approximately planar conformation to an in-
ternal charge transfer twisted state. This behavior leads to a decreasing
fluorescence emission with the increasing polarity of the solvent. A po-
lar solvent, indeed, stabilizes the internal charge transfer state. This is in
contrast with our experimental results, which indicate an increase in fluo-

rescence moving from diethylether (¢ = 4) to methanol (e = 33).

At the DFT optimized geometry of NIAD-4, the torsional angle be-
tween the two thiophene rings, 5, has a value of - 14° (Table B.1), with
a relatively low rotational barrier of ~ 18 kJ mol ™1, indicating that the

molecule in solution has a certain flexibility around this angle. For this
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Figure 3.7: Rigid scan around dihedral o of NIAD-4: vertical excitation
energies to S and 7T in water (PCM model).
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reason, in order to evaluate the likeliness of an intersystem crossing in
different solvents, TDDFT calculations of S; and T3 excitation energies
were carried out at the optimized S; geometry for several fixed values
of dihedral 8. Moreover, since TDDFT triplet excitation energies may be
too low, as already mentioned in Chapter 2, the curves were corrected
by adding a uniform shift corresponding to the difference between MS-
CASPT2 and TDDEFT values computed at the TDDFT S; optimized geom-
etry (Table B.3).124] An active space of 12 orbitals was chosen describing
the 7 system, and 12 electrons were considered. The uniform correction
arising from these calculations is of + 0.14 eV for S; and + 0.94 eV for 7.

Corrected values are reported in Figure 3.8 and Table B.2.

Results show that 75 lies above S; regardless of the nature of the sol-
vent. Moreover, S has a maximum and 75 a minimum at 3 = 90°, again
for all solvents, so that the minimum S;/75 energy gap occurs for 3 =
90°. This means that the intersystem crossing will become more favor-
able as deviation from planarity increases. According to eq. 3.3, for an
intersystem crossing to be effective, not only the two states need to be
close in energy, but they must also show a significant spin-orbit coupling.
The spin-orbit coupling between S and 75 has been computed at the MS-
CASPT?2 level at four different geometries: the TDDFT optimized S; ge-
ometry, which is fully planar, and three derived geometries obtained by
setting the value of dihedral 3 to 20, 30 and 40°. The computed spin-orbit
coupling values are negligible for the first two geometries and 0.5 and 2.0
em~! for the 30 and 40° geometries respectively, which mirrors the be-
havior of oligothiophenes and goes in the same direction as the energy
difference. This suggests that intersystem crossing will be negligible for
planar conformation and will become increasingly important as deviation
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gies (eV) to S and 7> computed in gas phase and several solvents (PCM
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from planarity increases.

Concerning the effect of the dielectric constant of the environment,
while the energy of T3 is essentially unaffected by polarity, the stabiliza-
tion of Sy increases with the dielectric constant of the solvent due to its
charge transfer character, as already mentioned in section 3.1. This results
in higher S; /T3 gaps and thus, in less effective intersystem crossing in po-
lar solvents. Since fluorescence and intersystem crossing are competing
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deactivation processes, this explains the increasing fluorescence intensity
with the increasing dielectric constant of the solvent reported in Figure
3.5: a more effective intersystem crossing results in a lower quantum yield
of fluorescence and viceversa. This receives a further confirmation from
the calculation of the oscillator strengths at the S; geometry optimized in
water, methanol, dichloromethane and diethylether. These values are only
slightly affected by the nature of the solvent, and for this reason does not

reflect the experimental difference among fluorescence intensities.

These calculations are qualitative and do not allow the determination
of an intersystem crossing rate constant, however some qualitative conclu-
sions can be drawn. The small values of spin-orbit coupling even at highly
torsioned geometries (~ 40°) suggest that fluorescence is more favorable
than intersystem crossing in the whole range of solvent polarity that has
been explored, and that intersystem crossing can at best tune fluorescence
intensity, which decreases with decreasing solvent polarity. These obser-
vations, however useful to rationalize the general behavior of NIAD-4 in
solution, do not explain the peculiar photophysical properties observed in
water. According to the trend observed for the other solvents, indeed, one
would expect an absorption maximum in water in the 471 - 480 nm range,
and an intense emission peak at A > 650 nm. Contrary to what expected,
the absorption maximum falls at 429 nm, and the quantum yield of fluo-
rescence is vanishingly small. This peculiar behavior has beeen shown not
to depend on solvent polarity, because the same absorption and emission
spectra recorded in a 1 : 2 mixture of N-methylformamide and methanol,
which has a dielectric constant of 85, very close to the value of 80 of water,
show just the expected behavior (Figures 3.2a and 3.5). This means that
there is a property of water, other than its polarity, which severely affects
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the optical properties of NIAD-4. and will be discussed further on.
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Figure 3.9: Relaxed S energy scan around dihedral j3; excitation energies
(eV) to S1 and T, computed in gas phase and water (SMD model).

The same deactivation through intersystem crossing was explored for
NIAD-11 and NIAD-16. Again, the singlet and triplet energies were cor-
rected with the uniform shift computed as the difference between MS-
CASPT2 and TDDFT (Table B.3) S1 and 75 energies at the S; optimized
geometry. This correction is of - 0.08 eV for S; and + 1.13 eV for 75 in the
case of NIAD-11, and + 0.26 eV for S; and + 0.85 eV for 75 in the case
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of NIAD-16. Computed values for NIAD-11 in gas phase indicate that,
similarly to NIAD-4, T is higher in energy than S; for all geometries, the
triplet being an energy minimum and the singlet a maximum for 5 = 90°
(3.9a). This torsioned geometry corresponds to the smallest value of the
S1/T5 gap and thus, to the geometry for which intersystem crossing is ex-
pected to be more efficient. For NIAD-16, however, the computed energy
profiles for S and 75 indicate that the two states cross for a value of the di-
hedral angle of approximately 3=120° (Figure 3.9b). In aqueous solution,
and similarly to NIAD-4, the singlet state of both NIAD-11 and NIAD-16 is
stabilized due to its large charge transfer character, while the triplet state
remains almost unchanged (Figure 3.9c and 3.9d). This suggests that a
variation of the fluorescence quantum yield as a function of the polarity of
the solvent can be observed for these molecules as well, with fluorescence
becoming more intense with the increasing polarity of the environment, as

the intersystem crossing involving S and 75 becomes less effective. 192]

These calculations indicate that the energy of S and 75 states follow
the same trend for the rotation around dihedral 3 in all three markers.
Moreover, our calculations for NIAD-4 indicate that the spin-orbit cou-
pling, which concurs to the efficiency of the intersystem crossing along
with the energy difference of the states that are involved, is null for a pla-
nar geometry and increases for increasing values of dihedral 5. This result,
along with the TDDFT scans, indicates that if an intersystem crossing is
present in NIAD markers, it will be favored by twisted geometries rather

than planar ones.

Besides polarity, also viscosity is expected to affect the quantum yield
of fluorescence of NIAD markers in solution. Indeed, since the efficiency
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of the intersystem crossing is strictly related to the degree of planarity of
the molecule, if the viscosity if the environment increases, molecular flex-
ibility becomes hidered and fluorescence becomes more favorable. More-
over, flexibility may affect the quantum yield of fluorescence also by tun-
ing the efficiency of a second nonradiative deactivation process of the

molecule.

Internal conversion

In dyes containing a conjugated 7 system, the rotation around a dou-
ble bond may lead to a conical intersection between the excited and the
ground state. This is, for instance, the case of retinal. [168,169] T order to
explore this possibility for NIAD-4, we analyzed the effect of solvent vis-
cosity on fluorescence independently of polarity effects. To do so, the
quantum yield of fluorescence of NIAD-4 was measured in mixtures of
glycerol and methanol having approximately the same dielectric constant
(€ =33 + 42) and viscosity ranging from 0.6 to 1285 cP. Fluorescence quan-
tum yields were determined relative to N-N’-bis(sec-butyl)-1,6,7,12-tetra-
(4-tert-butylphenoxy)-perylene-3,4:9,10- tetracarboxylic diimide in dichlo-
romethane. 179! Room temperature viscosities for the mixtures of glycerol
and methanol were taken from reference!”!l. Results are reported in Fig-
ure 3.10, and clearly indicate that the quantum yield of fluorescence in-

creases with viscosity.

For NIAD markers, we expect the ground state and S; excited state
to become degenerate for a torsion of 90° around the double bond of the
propanedinitrile unit (dihedral @ of Figure 3.11). Due to their intrinsically
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Figure 3.10: Quantum yield of fluorescence of NIAD-4 (cyrap—4 =5 M)
in solutions of increasing viscosity: pure methanol, mixtures of methanol
and glycine3:1,1:1and 1: 3, and pure glycerol.

multireference nature, conical intersection geometries cannot be investi-
gated with DFT-based methods, which are single reference. However, it
has been shown that in the case of a model system of retinale, TDDFT
can reproduce qualitatively results obtained with more accurate multiref-
erence methods. 1]

For this reason, the S; energy profile for the rotation around dihedral
® of NIAD-4 has been explored with TDDFT, and is reported in Figure
3.11. Scan points with ® between 0 and 62° are the result of a geometry
optimization fixing the value of ®, while points with ® > 62° are single
point S; energy calculations on geometries obtained modifying only the
value of ® at the 62° optimized geometry. Once again, it must be stressed
that these results are qualitative, but they offer a rough estimation of the
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Figure 3.11: S; rotational scan around the double bond connecting a thio-
phene ring with the malononitrile unit of NIAD-4, ®.

energy barrier for the rotation around ®. The highest point of our scan,
which is located at an 80° geometry, is 52 k.J mol~* above the S; optimized
geometry, and only 24 k.J mol~! above the S; energy at the ground state
optimized geometry (.Sp), which corresponds to the S; energy of a vertical
excitation. These numbers suggest that deactivation through internal con-
version is feasible and may account for the variation of the quantum yield
of fluorescence as a function of solvent viscosity, along with the intersys-

tem crossing. [

Similar calculations were performed for NIAD-11 and NIAD-16. Re-
sults are reported in Figure 3.12. The highest point of the scans, ®=87° is 81
kJ mol~1 higher in energy than the S; optimized geometry for NIAD-11
and 70 kJ mol~! for NIAD-16, while it is located only 55 k.J mol~! and 44
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kJ mol~! above the Sy minimum for NIAD-11 and NIAD-16 respectively.
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Figure 3.12: Rotational scan around the double bond connecting a thio-
phene ring with the malononitrile unit, ®.

The propensity of the markers to decay through internal conversion
follows the order NIAD-4 > NIAD-16 > NIAD-11. This order is coher-
ent with the previous observation of the electron delocalization properties
of the three markers: in both NIAD-11 and NIAD-16, electron delocaliza-
tion is enhanced compared to that of NIAD-4, in the first case due to the
extension of the 7 system, and in the second due to the increased donor
capabilities of —~N(CHj), over —OH.

These results help rationalize the variation of the quantum yield of
fluorescence as a function of solvent viscosity and polarity, but yet they do
not explain the optical properties of NIAD-4 in water. In particular, it is left
to explain why only in water, among the solvents that have been consid-
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ered, NIAD-4 presents only negligible fluorescence emission (Figure 3.5)
and a significant blue shift in the absorption spectrum (Figure 3.2a), which
is observed for NIAD-16 as well.

3.4 Aggregation

In view of the incapability to disclose the photophysical behavior of
NIAD-4 and NIAD-16 in aqueous solution using purely solvent polarity
and viscosity arguments, additional factors were investigated. Owing
to the organic nature of these bithiophene-based markers, and its likely
low solubility in water, the effect of dye aggregation on its optical behav-
ior in aqueous media was considered. Concentration-dependent absorp-
tion spectroscopy and fluorescence excitation spectroscopy measurements
were performed. Absorption spectra of NIAD-4 in concentrations ranging
from 0.48 to 9.43 M uncovered large spectral variation, which only re-
sembled that expected for the monomeric form of the dye (A42,a05 ~ 475
nm) at 0.48 M, as reported in Figure 3.14. Upon adding further amounts
of NIAD-4, a new absorption band centered at 430 nm develops and be-

comes predominant.

This kind of spectral response is typical of co-facial self-assembly driven
by m-stacking interactions, as illustrated in Figure 3.15. The correspond-
ing parallel (non-centrosymmetric) and antiparallel (centrosymmetric) =-
stacking dimers reported in Figure 3.15 both present blue-shifted absorp-
tion compared to the monomer and quenched fluorescence emission. 172!
Calculations were performed for two stacked dimeric structures at differ-

ent interchromophoric distances, ranging from 3.6 to 4.6 A. The models of
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Figure 3.14: Concentration dependent aggregation experiments of NIAD-

4 in water.
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the non-centrosymmetric and centrosymmetric dimers were constructed
from the ground state optimized geometry of NIAD-4 by setting a fixed
distance between the monomers (Figure 3.15). In both the parallel and an-
tiparallel dimer model, the 7 interaction operates a splitting from a single
excited level of the monomer to two levels of the dimer, one higher and one
lower in energy than that of the monomer. In both dimer models, excita-
tion to the the lower of these levels is forbidden due to symmetry reasons
(f = 0), while excitation to the higher has a large oscillation strength (~
2.3) and corresponds to the blue-shifted peak observed in the experimen-
tal spectrum (Figure 3.2a). Absorption wavelengths and oscillator strength
for more interchromophoric distances are reported in Table B.4.

In addition, a weaker red-shifted band appears at around 500 nm in
the experimental spectrum, which may be attributed to the formation of
cofacially-stacked assemblies with non-zero offset displacement between
monomeric units. In such a case, the optical transition to the lowest of the
two states would be weakly allowed.[17>174] Concentration dependent ab-
sorption spectra recorded in a mixture of methanol and water are reported
in Figure B.3. They are similar to the spectra recorded in pure water, but,
since NIAD-4 is soluble in methanol, aggregation begins at higher concen-

trations.

Furthermore, fluorescence excitation spectra of NIAD-4 in methanol
and water have been recorded and are reported in Figure 3.16. This tech-
nique provides the absorption spectrum of fluorescence emitting species
only. In water only a very dim emission is observed, with a quantum yield
lesser than 0.01 (Figure 3.17a).
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Figure 3.15: Computed optical properties of the centrosymentric and non-
centrosymmetric co-facially stacked dimers of NIAD-4 with monomers at
a distance of 4.2 A in water (PCM): absorption wavelength and oscillator
strength of the m-stacking dimers of NIAD-4 compared to the monomer.

This fluorescence does not originate from the aggregates, but rather
from the little amount of monomeric NIAD-4 species still remaining in so-
lution (Agps ~ 470 nm), which confirms that the vast majority of NIAD-4 in
water is aggregated. This is in contrast to the nearly identical absorption
and fluorescence excitation spectra recorded in methanol (Figure 3.17b),
which indicates that in this solvent the species that absorbs and emit radi-
ation is the same. This is due to the fact that methanol is a good solvent
for NIAD-4, and aggregation does not take place.

These experimental and computational data allow us to conclude that
the spontaneous formation of fluorescence-quenched aggregates in wa-
ter already at very low concentrations (M) is the main reason for the
lack fluorescence emission in aqueous solution of NIAD-4. This fluoresce
quenching is reverted when NIAD-4 binds to amyloid-5 fibrils. As will
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Figure 3.16: Absorption and fluorescence excitation spectra of NIAD-4 at
CNIAD—4 =5 uM.

be discussed in detail in Chapter 5, the marker is accommodated into
hydrophobic channels defined by the hydrophobic side chains that arise
from the cross-g architecture of the fibrils and run parallel to the fibril
axis. These hydrophobic channels have the correct size to host only the
monomeric form of the marker, which emits fluorescence, and not the
fluorescence quenched dimer. Thus, disaggregation of the fluorescence-
quenched dimers and diffusion of the emitting monomer into the channels
located at the core of amyloid fibrils is the fundamental reason for the fluo-
rescence enhancement observed when NIAD-4 interacts to amyloid fibrils

compared to the free marker in aqueous solution.

Regarding NIAD-16, a behavior similar to that of NIAD-4 is expected.
As already mentioned, substitution of an —OH by an —N(CHj), group is
expected to lower the solubility, making NIAD-16 even more prone to ag-
gregation than NIAD-4. Since no experimental information on the entity of

the fluorescence enhancement upon binding to amyloid-g fibrils is avail-
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able for NIAD-16, at least to our knowledge, conclusions may be drawn
only by comparing our calculations to the experimental values of maxi-
mum absorption and fluorescence in saline solution: the 55 nm blue shift

of the experimental value from the calculated one suggests aggregation.

For NIAD-11, on the other hand, the calculated !l and experimen-
tal#®l absorption maximum recorded in saline solution are 550 and 545
nm respectively. This agreement seems to indicate that NIAD-11 does not
have the same propensity to aggregation as the other two. This can be
justified based on structural differences: despite presenting an additional
fused aromatic ring on a thiophene, NIAD-11 has one hydroxyl group
more than NIAD-4. This additional polar group is expected to improve
significantly the solubility of the marker acting as hydrogen bond donor
and acceptor. If NIAD-11 does not aggregate in water at the concentra-
tions employed for recording the experimental spectra!®, then the 10-fold
fluorescence enhancement upon binding is due to an effect of sterical hin-
drance of the marker when accommodated in the hydrophobic channels
of amyloid fibrils. Here molecular flexibility is reduced, so that the rate
of nonradiative deactivation processes that involve torsions, such as inter-
system crossing and internal conversion, is reduced, favoring the compet-
ing fluorescence emission. Since these nonradiative deactivation processes
are not fast enough to cancel out fluorescence, not even in the case of the
marker in aqueous solution, the fluorescence enhancement observed for
NIAD-11 is significantly smaller than that observed for NIAD-4.
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3.5 Final remarks and graphical summary

The photophysical properties of the bithiophene-derived markers NIAD-

4, NIAD-11 and NIAD-16 were studied with a combination of computa-
tional and experimental techniques. The large discrepancy between calcu-
lated and experimental absorption maximum of NIAD-4 and NIAD-16 in
water suggests that in this solvent the two markers may undergo aggrega-
tion. This has been confirmed in the case of NIAD-4 by performing con-
centration dependent absorption spectroscopy and fluorescence excitation
measurements. As a further confirmation, calculations attributed the ex-
perimental maximum absorption to the parallel and antiparallel 7-stacked
dimers of NIAD-4, whose fluorescence is quenched. In the absence of ex-
perimental absorption and fluorescence spectra of NIAD-16 in water, a
similar behavior has been hypothesized due to the 50 nm blue shift of the
experiental absorption maximum compared to the computed value.

Due to their donor-acceptor structure (donor: hydroxyl / dimethyl-
amino groups; acceptor: propanedinitrile group), all three markers un-
dergo a charge transfer transition, resulting in an emitting excited state S;
with a high dipole moment. Values of the D¢ index evaluating the spa-
tial extent of the charge transfer grow in the order NIAD-11 < NIAD-4 <
NIAD-16. A large value of Dcr corresponds to a high dipole moment of
the excited state. This is confirmed by the experimental fluorescence spec-
tra of NIAD-4 recorded in several solvents, which indicates the presence of
a solvatochromic effect, with the fluorescence maximum being red shifted
with the increasing solvent polarity. Moreover, also the quantum yield
of fluorescence depends on solvent polarity, increasing with the increas-

ing dielectric constant of the environment. This can be attributed, at least
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partially, to an intersystem crossing involving the emitting state S; and a
triplet lying close in energy 75. The dependence of S; energy on solvent
polarity leads to a solvent dependent S /15 energy gap, and thus to a sol-
vent dependent intersystem crossing efficiency; in particular, intersystem
crossing is more efficient in solvents of low dielectric constant, and less ef-
ficient in highly polar solvents. This correlates well with the experimental
observation that the quantum yield of fluorescence increases with solvent
polarity. The energy profiles of S; and 7T in water for the three markers
indicate that the propensity to undergo intersystem crossing grows in the
order NIAD-11 < NIAD-4 < NIAD-16. %]

Furthermore, also viscosity affects the fluorescence properties of the
three markers, with the quantum yield of fluorescence increasing with the
increasing viscosity. This can be partially explained in terms of the inter-
system crossing, since it becomes more effective as the molecule deviates
from planarity, and in a viscous medium flexibility is hindered, but it can
also originate from a second nonradiative deactivation process, an internal
conversion. Indeed, the rotation around the double bond of the propane-
dinitrile group leads to a conical intersection geometry , with a an energy
barrier increasing in the order NIAD-4 < NIAD-16 < NIAD-11. Again, by
hindering molecular flexibility, viscosity opposes the nonradiative deacti-
vation processes, which involve molecular torsions, and favors the com-

peting fluorescence emission. [*1%?]
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Chapter 4
Conjugated 7 system markers

This Chapter covers the results obtained for a class of conjugated =
system amyloid markers, DANIRs. ! These molecules have been pro-
posed in 2014 by Cui et al.%®], and have a push-pull architecture. They
are composed of an electron donating and an electron withdrawing group
linked by a linear polarizable 7 bridge composed by a benzene ring and
a variable number of conjugated double bonds. Our results highlight the
importance of the length of the backbone of the molecule in determining

its performances as amyloid marker.

The largest molecule of the family, DANIR-2c, emits in the near-infrared
and undergoes a fluorescence enhancement in presence of amyloid-/ fib-
rils, which makes it a good candidate for in vivo application. Due to its
high affinity towards amyloid-3 deposits (K; = 36.9 nM), DANIR-2c has
been tested on brain slices of both transgenic mice and an Alzheimer’s

119
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disease patient. Results on mice brain slices indicate that DANIR-2c can
specifically stain amyloid plaques, while results on human brain slices in-
dicate that it can also stain tangles. Computed values of LogB B, which is
an indicator of the propensity of the molecule to cross the blood-brain bar-
rier (see Chapter 3), are in the optimal range - 1.0 = 0.3 for the three mark-
ers, being - 0.27, - 0.19 and - 0.11 for DANIR-2a, -2b and -2c respectively.
This indicates that DANIR molecules may readily cross the blood-brain
barrier after intravenous injection.

A remarkable feature of DANIR markers is the difference among val-
ues of the quantum yield of fluorescence in dichloromethane with the
number of conjugated double bonds of the system. While compound 2a
has a quantum yield of zero, 2b has a value 0.66 and 2c of 4.09. This in-
crease is partially expected due the extension of 7 system, but not enough
to explain the utter lack of fluorescence in smallest molecule compared to

the largest one. 58!

This Chapter is aimed at explaining the optical properties of the mole-
cules in both aqueous solution and in the presence of amyloid fibers. First,
the absorption and emission properties of the three molecules will be pre-
sented. Then, the nature of the spectroscopically active transition will be
explored with the aim of understanding the relationship between charge
transfer and electron delocalization on the 7 system. Then, the deactiva-
tion processes that compete with fluorescence emission will be presented,
and finally, it will be shown how does binding to amyloid-{ fibrils affect

the properties of the markers.
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Scheme 4.1: Molecular structures of DANIR-2a, DANIR-2b and DANIR-
2c.

4.1 Absorption and fluorescence

DANIR makers are composed of an electron donor (N,N- dimethyl-
amino) and an acceptor (propanedinitrile) group linked by a 7 bridge
composed of a benzene ring and a variable number of conjugated double
bonds (Scheme 4.1), 1, 2 and 3 in DANIR-2a, -2b and -2c respectively. Due
to the delocalized 7 system, the optimized ground state geometry of these
molecules is essentially planar, with all dihedral angles being 0 or 180° and
bond lengths typical of substituted aromatic rings and conjugated double
bonds (Table C.1, Figure C.1).

Table 4.1: Computed rotational barriers (k.J mol ~!) of DANIR-2a, DANIR-
2b and DANIR-2c in gas phase and water, in parentheses.

2a 2b 2c
AGT TS, 43.9 (42.3) 47.4 (41.8) 35.1 (34.9)
AGT TS - 73.5 (58.3) 52.6 (49.2)
AG'TS, - - 59.1 (52.7)

Rotational barriers around the single bonds of the conjugated = sys-
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tem «, S and v are reported in Table 4.1 and are responsible for confor-
mational isomerism in compounds 2b (2 isomers) and 2c (4 isomers). In
all cases, the linear isomer reported in Scheme 4.1 is by far the most sta-
ble, and thus the most relevant for the discussion of molecular properties
(Figure 4.1 and Table C.2). Indeed, in the case of DANIR-2c, the second
most stable isomer is 11.8 k.J mol~! higher in energy the the linear one,
with a corresponding Boltzmann weight of less than 0.01. This indicates
indicates that all other conformations will be negligible compared to the

linear one.
DANIR-2a DANIR-2b DANIR-2¢
Isomer 1 Isomer 1 Isomer 1 Isomer 3
° A @
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Figure 4.1: Conformational isomers of DANIR-2a, DANIR-2b and DANIR-
2¢, with indication of relative free energies (kJ mol ™).

The computed absorption wavelengths in dichloromethane of the most
stable isomers are 376, 431 and 473 nm for compounds 2a, 2b and 2c, re-
spectively. Changing the solvent from dichloromethane to water has very
little effect on the absorption wavelength but both the values in dichlo-
romethane and water are between 30 and 68 nm larger than the values



4.1. ABSORPTION AND FLUORESCENCE

123

computed in gas phase. The large preference for the linear isomer and
the high rotational energy barriers (AGT > 30 kJ mol~ ') indicate that the
molecule will exhibit little flexibility in aqueous solution. Therefore, dye

flexibility is expected to affect absorption properties only to a small extent.

In any case, an ab initio molecular dynamics simulation for each molecule

was performed with the aim of reproducing the experimental spectra.
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Figure 4.2: Calculated absorption spectra from ab initio molecular dynam-

ics simulations in water and dichloromethane of DANIR-2a, DANIR-2b
and DANIR-2c.
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Table 4.2: Computed absorption and emission wavelength (nm) of the
three markers in gas phase, dichloromethane and water from ab initio
molecular dynamics simulations Az, vertical excitations computed at
the ground state optimized geometry with indication of the oscillator
strength in gas phase, dichloromethane and water \,;s; computed emis-
sion wavelengths \.,, in gas phase, dichloromethane and water; experi-
mental absorption in dichloromethane, emission in PBS (phosphate saline
buffer) and corresponding quantum yield of fluorescence are reported for
comparison. Wavelengths in nm.

2a 2b 2c
Aabs,gp [f] 336 [0.9] 375 [1.3] 406 [1.8]
Aabs,CH>Cls [f] 376 [1.1] 431 [1.6] 473 [2.0]
)‘abs,max,C’HgClg 385 455 505
Amaz,expt,CHyCl 433 489 519
Aabs, H,0 [f] 377 [1.1] 425 [1.6] 470 [2.0]
Aabs,max,HgO 385 435 505
Aem,gp [f] 376 [0.8] 411 [1.3] 450 [1.9]
Aem,CHsCly 1] 433 [1.3] 525 [1.7] 619 [2.2]
Aem,Hy0 [f] 450 [1.3] 549 [1.8] 655 [2.3]
/\em,empt,PBS 487 577 665
P 1 (%) 0 0.66 4.09

Similarly to what already shown for bithiophene derivatives, [°1/161-163l

the absorption spectra of DANIR markers have been computed using a
collection of snapshots extracted from ab initio molecular dynamics simu-
lations. According to what described in Chapter 2, a 10 ps PBE-D[118164]
simulation was performed with the program CP2K %8 for the most stable
isomer of DANIR-2a, DANIR-2b and DANIR-2¢ (Scheme 4.1). Only the
linear conformational isomer was considered for each marker because it

is by far the most stable in all cases (Figure 4.1 and Table C.2). For each
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molecule, 40 snapshots were sampled from the ab initio molecular dynam-
ics simulation, and vertical excitations computed with CAM-B3LYP in wa-
ter and dichloromethane (SMD model[!28]). The sum of oscillator strength
values is reported in Figure 4.2. Additionally, a longer (20 ps) dynam-
ics has been performed on DANIR-2a and DANIR-2b in order to assess
whether simulation time affects the position of the absorption maximum.
Results, which are presented in Figure C.4 indicate that no significant dif-
ference is observed in the spectra calculated from the longer and shorter
trajectory. Absorption maxima are in fair agreement with experimental
values. In general, the maximum absorption wavelength is about 10 nm
red-shifted with respect to the vertical excitation of the optimized linear
isomer in the case of 2a and 2b, and 30 nm in the case of 2¢ (Table 4.2).
This effect is composed of two factors: the different levels of theory used
for dynamics simulations and excited state calculations, and molecular
flexibility. The latter accounts for the bandwidth, which becomes larger
as the number of double bonds increases. Noteworthily, the bandwidth is
always smaller than in the case of bithiophene markers, which are much
more flexible and for which several isomers contribute to the absorption
(Chapter 3).

Regarding the excited state geometry, S minima are also flat for 2b
and 2c. However, in the case of 2a, the dihedral angle between the acceptor
propanedinitrile group and the aromatic ring assumes a value of 8.2° (Fig-
ure C.2). Moreover, in these minima and regardless of the molecule, four
C—C bonds of the aromatic ring are longer by 0.002 = 0.026 A than those
of the ground state, while the other two are shorter by 0.004 =- 0.012 A. The
C—C bond distances of the double bond conjugated chain also suffer sig-

nificant variations, the C—C and C=C bonds becoming much more similar



126 CHAPTER 4. CONJUGATED © SYSTEM MARKERS

in the case of the S; minima (Table C.1). This indicates that there is a close
relationship between the electronic transition and aromaticity/degree of
electron delocalization of the system, which will be discussed in the fol-

lowing section. (175]

The computed emission wavelengths in gas phase, dichloromethane
and water are also reported in Table 4.2. Computed values are in agree-
ment with experimental data, differences between computed and exper-
imental values being smaller than 40 nm. These values indicate a red-
shifting of the emission wavelength with increasing solvent polarity (batho-
chromic shift). This effect is more pronounced for compound 2c, which
presents the larger number of double bonds between the aromatic ring
and the acceptor group. All these data suggest that the Sy — S; tran-
sition has an important charge transfer character as expected for these
donor-acceptor dyes. Increasing the number of double bonds in the spacer
chain has two beneficial effects on the emission wavelength: i) the larger
number of double bonds moves the emission wavelength to the infrared
region as evidenced by the values in gas phase and ii) it increases the
charge transfer character of the transition which also moves the emission
wavelength to the infrared region with increasing solvent polarity. The na-
ture of the electronic transition responsible for the fluorescence emission
will be discussed in the next section.

4.2 Charge transfer and electron delocalization

Due to their architecture, DANIR molecules undergo an intense charge
transfer transition which involves the displacement of electron density
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from the donor to the acceptor portion of the molecule. This transition
corresponds to the first excited singlet state of the three molecules and
has large values of the oscillator strength (Table 4.2), increasing with the
increasing number of conjugated double bonds of the 7 bridge. Figure
4.3 shows the main orbitals involved in the transition to the first excited
state. In all three molecules, this transition has a strong HOMO-LUMO
character. Noteworthy, the HOMO has a larger contribution from the or-
bitals of the dimethylaniline moiety and the LUMO is more centered in the
conjugated double bond chain and cyanide groups, as expected for these
push—pull complexes and already observed for bithiophene derivatives.

The charge transfer character of the first excitation of DANIR mark-
ers has been analyzed by means of the index Do, 105191 which provides
a simple measure of the spatial extension of the electronic transfer across
the molecules, as already mentioned in the previous Chapter. This index is
defined as the distance between the barycenters of charges associated with
the zones of increase and depletion of the electronic density upon excita-
tion, 1651601 therefore the larger the value of the index, the more separated
the barycenters of charge and thus, the more pronounced charge transfer
character of the transition.Values of Dcr computed for compounds 2a, 2b
and 2c at the Sy and S optimized geometries are reported in Table 4.3.
Figure 4.3 shows a representation of the density difference Ap(r) and the

barycenters of charge depletion and increase.

Results indicate that, at the Sy optimized geometry, the value of the
Dcr index increases steadily with the number of double bonds, confirm-
ing that the spacer composed by the conjugated double bonds is effective

in red-shifting the energy of the transition not only by increasing the num-
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Figure 4.3: HOMO and LUMO orbitals at the Sy optimized geometry,
density difference between S and Sy at the Sy optimized geometry, and
barycenters of charge depletion (green) and increase (magenta) at the Sy
and S; optimized geometry of DANIR-2a, -2b and -2c.

ber of double bonds but also by enlarging the charge transfer character of
the transition. The representation of the barycenters of charge depletion
(green) and increase (magenta) shows that electron density is transferred
from the aromatic ring to the second closest double bond to the electron-
withdrawing group. These results confirm that the spatial extent of the
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Table 4.3: Dipole moment of Sy and S; at the Sy and S; optimized geome-
tries, values of the aromaticity index HOMA and values of the D7 index
(A) of DANIR-2a, -2b and -2c.

2a 2b 2c
,LLSQ/SQ 11.0 12.4 13.8
1S1/50 15.5 18.9 22.5
,uSo/Sl 11.9 13.6 15.6
wSo/S1 14.4 17.6 21.0
HOMA S, ring 0.89 0.91 0.92
HOMA S ring 0.67 0.73 0.77
HOMA S, double bonds - 0.72 0.67
HOMA S, double bonds - 0.95 0.97
Dcr/So 2.0 2.7 3.5
Dcr /Sy 1.3 2.1 2.6

charge transfer is inferior to the distance between the donor and acceptor
groups!1%l and show that the 7 bridge is an active participant in the tran-
sition. On the other hand, the same Table 4.3 and Figure 4.3 indicate that
geometry relaxation in S; results in a significant reduction of the spatial
extent of the charge transfer, because both Dcr index and dipole moment
of the excited state show a partial compensation of charge separation at the
optimized S; geometry. This is the same behavior reported for markers of
the bithiophene family.

Since, as already mentioned, geometry relaxation in S affects signifi-
cantly the bond lengths of the delocalized 7 system, the geometric HOMA
index!17¢! for the six-membered ring, as well as for the conjugated dou-
ble bond chain at the equilibrium Sy and S; geometries, was computed.

This index, which was devised for the study of aromatic systems, has also
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been applied for the study of electron delocalizetion in acyclic conjugated

S.[177

molecule 1Tt is defined as follows:

L _ON“p 2
HOMA =1 n;(R, Ryef) (4.1)

R; and R, are the i-th C—C bond length and the C—~C bond length
reference value, respectively, n is the number of C—C bonds and « a nor-
malization factor that guarantees that the index value vanishes for fully
localized systems. Thus, values of HOMA are close to 1 for fully aromatic
systems and close to 0 for for fully localized systems. A R,.; value of
1.388 A and a value of « of 257.7 have been employed according to the
literature.[176-178] HOMA index values are reported in Table 4.3, and in-
dicate that at the ground state geometry, the six-membered ring presents
a strong aromatic character (HOMA values between 0.89 and 0.92), while
the spacer behaves essentially as a normal conjugated double bond chain,
with the computed values lying between 0.67 and 0.72.117%! In contrast,
relaxation of the S; excited state leads to a structure in which the six-
membered ring loses part of its aromatic character (HOMA values de-
crease to around 0.67 — 0.77), while the conjugated bonds of the spacer
show larger electron delocalization (HOMA between 0.95 and 0.97). There-
fore, the loss of aromaticity in the benzene ring due to electronic excitation
is compensated by the delocalization of the electron density in the double
bonds of the spacer that stabilizes S;. That is, at the S optimized geom-
etry the conjugated double bond chain exhibits larger electron delocaliza-

tion than the six-membered ring.

Overall, the dipole moment, charge transfer transition and HOMA
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indexes illustrate that the m bridge is an active participant in the transition
and not just a passive spacer between the donor and acceptor groups. This
implies that structural modifications of the 7 bridge, even by keeping the
spatial separation between the donor and acceptor constant, may greatly

affect the charge transfer transition and the final emission wavelength.

4.3 Deactivation pathways

In the previous Chapter, it was shown that bithiophene markers can
undergo internal conversion through a conical intersection by torsion aro-
und the double bond of the propanedinitrile group. Indeed, in systems
containing C=C double bonds, the trans to cis or cis to trans isomerization
in the S; excited state is related to a nonradiative relaxation process involv-
ing a conical intersection at a geometry where the double bond is twisted
by about 90°.[16816% The spacer between the donor and acceptor groups in
DANIR probes contains a conjugated double bond chain that can undergo
trans to cis isomerization in the Sy state and thus offer a nonradiative decay
pathway back to the ground state. Interestingly, compound 2a presents no
fluorescence emission in solution in contrast to 2b and 2c. With the aim of
evaluating the feasibility of deactivation through internal conversion, we
have performed constrained optimizations along all double bonds ®, ®»
and ®3 (Figure 4.4) In these scans, the torsional angles defining the rota-
tion around the double bonds are kept fixed, while all other geometrical
parameters are allowed to relax in .S;. This methodology was adopted be-
fore for the retinal dye.[1®”l Since TDDFT is not suitable for describing the

conical intersection region due to its multireference nature, we confined
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Figure 4.4: Ground state optimized geometries of DANIR-2a, DANIR-2b
and DANIR-2¢ with indication of the torsional angles corresponding to
the double bonds ®;, 5 and P3.

our exploration to the 0 < ® < 50° range. This allows a brute estimation
of the energy barrier for achieving the conical intersection in the excited
states of 2a, 2b and 2c and more importantly a qualitative estimation of
the effect of enlarging the spacer. The reader should be aware that &,
®5 and P53 correspond to rotation around double bonds, and are different
from dihedrals «, $ and v, which correspond to rotation around single
bonds.

Results of relaxed energy scans are reported in Figure 4.5. Rotation
around the double bonds in S; produce initially a destabilization of this
state for DANIR-2b and DANIR-2c (Figure 4.5¢c and 4.5c). However, in the
case of 2a, when the torsional angle reaches a value around 50°, S; energy
starts decreasing. The energy difference between the trans fully optimized
geometry of S; and the highest point of the scan is very low (less than 1
kJ mol~1), indicating that the conical intersection can be reached through
an essentially barrierless process for 2a (Figure 4.5a). Extending the con-
jugated double bond chain produces a dramatic change in the feasibility
of the C=C double bond rotations. For 2b and 2c, the energy of S; keeps
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Figure 4.5: Sy and S energies for the relaxed scans around double bonds
O, &y and P53 (kJ mol~') of DANIR-2a, -2b and -2c.

increasing until at least 50°. In particular, the torsion with the smallest bar-
rier is always that arund ®;. This destabilization of S; is larger with the
increasing number of double bonds, regardless of the considered double
bond. This suggests that the nonradiative decay through internal conver-
sion is much less efficient for 2b and 2c, and this correlates with the exper-
imental values of the quantum yield of fluorescence of these molecules in
aqueous solution (Table 4.2).
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Details of the interaction of DANIR-2¢ with amyloid-5 fibrils will
be discussed in Chapter 5, but it is worth mentioning that the fluores-
cence enhancement observed when DANIR-2c binds to amyloid deposits
compared to aqueous solution may originate from steric hindrance. In-
teractions of the marker with the bulky side chains which define the hy-
drophobic channels of amyloid fibrils limits the flexibility of the m system
of DANIR-2¢, and, consequently, also deactivation through internal con-
version, which requires highly torsioned geometries. Reducing the effi-
ciency of this nonradiative deactivation favors the competing fluorescence
emission, and explains the 12-fold fluorescence enhancement observed in
presence of amyloid aggregates.It must be pointed out that this fluores-
cence enhancement is significantly smaller than that of NIAD-4 (400-fold),

which is due to disaggregation.

4.4 Final remarks

The photophysical properties of a class of donor-m-acceptor conju-
gated amyloid markers, DANIRs, has been studied with TDDFT. The ab-
sorption spectra of DANIR-2a, DANIR-2b and DANIR-2c in dichlorometh-
ane have been calculated with ab initio molecular dynamics simulations.
The agreement between calculated and experimental absorption maxima
is particularly good for DANIR-2c, which is the most interesting molecule
of this family for in vivo applications due to its emission wavelength in the

near infrared region.

Due to their donor-acceptor structure (donor: dimethylamino groups;

acceptor: propanedinitrile group), all three markers undergo a charge trans-
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fer transition, resulting in an emitting excited state S; with a high dipole
moment. Values of the Dcr index evaluating the spatial extent of the
charge transfer grow in the order DANIR-2a < DANIR-2b < DANIR-2c.
The position of the barycenters of charge depletion and increase indicate
that the 7 system composed of a benzene ring and a conjugated double
bonds chain is an active participant of the transition rather than as a mere
spectator. Moreover, in all cases, relaxation in the excited state .51 involves
a reorganization of electron density over the conjugated 7 system. The ef-
fect of this reorganization can be appreciated in the reduction of the value
of Dcr index at the S optimized geometry compared to the Sy optimized
geometry. Furthermore, this reorganization is evident in the values of the
aromaticity index HOMA at the Sy and S; equilibrium geometry. Geome-
try relaxation in the excited state, indeed, results in an increase of electron
delocalization of the conjugated double bonds chain and, conversely in a
reduced aromaticity of the aromatic ring.

Nonradiative deactivation through internal conversion involving a
conical intersection between S; and Sy has been explored. As already re-
ported for other conjugated molecules, trans to cis or cis to trans isomeriza-
tion involves a conical intersection for torsions of 90° around the double
bonds of the 7 system. The energy associated to these torsion has been
explored by performing relaxed rotational scans around all double bonds
of the conjugated chain. Results show that the torsion around the double
bond of DANIR-2a in S is essentially barrierless, indicating that for this
molecule internal conversion will be the dominant deactivation pathway,
while rotational barriers increase with the increasing number of conjuated
double bonds of the m system, showing that internal conversion will be less

efficient with growing system size. These results explain the experimen-
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tal values of quantum yield of fluorescence of DANIR-2a, DANIR-2b and
DANIR-2c in water, which is 0 for DANIR-2a and increases with system
size: for the smallest marker, only nonradiative deactivation takes place,
while for larger molecules, where internal conversion is less favorable, in-

creasing fluorescence emission is observed.

Interaction with amyloid fibers enhances fluorescence emission due
to sterical hindrance: when these markers are accommodated into the hy-
drophobic channels located at the core of amyloid fibers, their flexibility
is reduced by contact with the regular arranged side chains of amyloid-3
peptides. This has the effect of making internal conversion less favorable,
and enhances the competing radiative deactivation through fluorescence

emission.
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Chapter 5
Binding to amyloid-/ fibrils

This Chapter covers the binding of the two classes of fluorescent mark-
ers presented in Chapters 3 and 4, NIADs and DANIRs, to amyloid-/ fib-
rils (Scheme 5.1).

As already mentioned in the Introduction, in the last years several
models of amyloid-f fibrils have been proposed thanks to advances in
solid state NMR spectroscopy and scanning transmission electron micro-
scopy. 161729311 In this study, we focused on A340 fibrils rather than on
A[342 ones. This choice was determined by the superior availability of
A (40 fibrils at the time (2014).

In particular, the three models of A /40 fibrils reported in Figure 5.1 (I, II
and III) were taken into account for the study of the binding properties of

fluorescent markers. [162931]

139
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Scheme 5.1: Molecular structures of NIAD and DANIR markers for amy-
loid detection.

As mentioned, amyloid-{ fibrils present a marked conformational di-
versity. It has been shown that identical polypeptides can fold in multiple
conformations, and, remarkably, that the most abundant amyloid archi-
tecture may change from patient to patient.!**? This variety of structures
is due to the fact that aggregation is strongly affected by the environmen-
tal conditions, and this complicates the design of structure specific mark-
ers. However, all architectures present some common features: i) They are
composed of protofilaments, the basic units of these structures, two in the
case of I and three in the case of II and III (Figure 5.1); ii) these protofila-
ments have a cross-3 architecture, formed by two parallel S-sheets sepa-
rated by a loop (Figures 5.1a, 5.1b and 5.1c¢).

Regarding the nature of the aminoacidic residues, the loops and ter-
minals are composed of charged and polar residues, while the parallel
p-sheets contain hydrophobic residues and glycines. Due to this archi-

tecture, the regular arrangement of the hydrophobic side chains of the /-
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(c) T, PDB code: 2M4]J; residues 1-40.

Figure 5.1: Amyloid-/ fibril models that have been considered.

sheets leads to the formation of channels, that run parallel to the fibril
axis and can accommodate molecules with an aromatic/conjugated rod-
like structure, which interact through 7-stacking and dispersion . For this
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reason, the structure of amyloid-/ fibrils is crucial for determining their
binding ability. Indeed, a different conformation of the protofilament, or
junctions among protofilaments, modify the relative distances and orien-
tations of the side chains that are responsible for the interaction with the
marker, which in turn can severely affect the mutual affinity of the two

species.

5.1 Binding site search

Due to their aromatic/conjugated rod-like structure, NIAD and DANIR
markers are expected to interact preferentially with hydrophobic residues.
In order to identify the binding poses, PELE simulations were performed
for NIAD-4, NIAD-11, NIAD-16 and DANIR-2¢ with each of the three fib-
ril models.["®* For each marker-fibril pair, at least 90 independent trajec-
tories were run, in order to guarantee the full exploration of the binding

possibilities.



5.1. BINDING SITE SEARCH 143

?‘\\‘%\/“/‘\’/ / %
({/%[ @ 8 AN \\
Ot
If A:%/\/\/;?\
/.._/ AL f‘\}\J

/\ A,
[ ] £
junction/external (je) protofilament/internal (pi) junction/internal (ji)
E
protofilament/ central (pc) protofilament/external (pe) corner (c)

Figure 5.2: Classification of the binding poses for the fibril/marker com-
plexes.

The binding poses will be classified based on the position occupied
by the ligand, as shown in Figure 5.2. Markers can be accommodated ei-
ther at the junction between two protofilaments, at the core of the fibril (ji)
or in an external position (je). Alternatively, they can be accommodated
between the /3 sheets of a single protofilament, close to the loop (pi), in the
center of the double 3 sheet (pc) or close to the open end of the cross-3
motif (pe). Depending on the three-dimensional structure of the fibrils,
these positions involve interactions with different aminoacidic resides. In
addition, fibril II can accommodate ligands also in the corner of the in-
ternal cavity defined by two adjacent protofilaments (c). A representative
binding pose for each marker-fibril pair is reported in Figure 5.3, while a
detailed representation of the binding interaction for all cases is reported
in Figure 5.4. More binding poses are reported in Figures D.1, D.2, D.3 and
D4.
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Figure 5.3: Representative binding poses of NIAD-4, NIAD-11, NIAD-16
and DANIR-2c on three models of amyloid fibrils, I, IT and IIL
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(g) NIAD-16/I-pe. (h) NIAD-16/1I-c. (i) NIAD-16/1I-pi.

(j) DANIR-2¢ /1. (k) DANIR-2¢/TI-c. (1) DANIR-2c/ITI-pi.

Figure 5.4: Representative binding poses of NIAD-4, NIAD-11, NIAD-16
and DANIR-2c on three models of amyloid fibrils, I, IT and IIL
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Table 5.1 presents the PELE binding energies for each pose, along with
the residues involved in the interaction. For NIAD-4, which was the first
marker to be studied, a larger number of binding site search trajectories
has been run, resulting in the identification of a larger number of struc-
tures. This allows a comparison of the relative stabilities of the binding

poses involving the same fibril/marker pair.

The binding energies provided by PELE are qualitative, but indicate
clearly that binding pose NIAD-4/I-jc (Figure 5.3a) is significantly more
stable than the others. This preference has been partially confirmed by
performing ab initio calculations. For selected binding poses, a cluster has
been cut and saturated in a radius of 6 A around the marker. Afterwards,
the aminoacidic side chains and the marker itself have been relaxed by
performing a geometry optimization keeping the backbone of the cluster
fixed. After optimization, an estimation of the interaction energy has been
computed by performing single point PBE-D2 calculations on both the full
cluster and the fibril and marker components separately. In general, the
computed DFT energy differences follow the same trend as PELE ener-
gies, predicting that NIAD-4/1-i is preferred over NIAD-4/I-pc by ~ 20
kcal mol™!. A similar difference is observed for NIAD-4/I-pi and NIAD-
4/1-pe2, but not for NIAD-4/I-pe. This is due to the fact that our single
point DFT calculations do not account for solvation effects, and binding
pose NIAD-4/I-pe involves the interaction of NIAD-4 with the C termini
of the peptides in an open, flexible area exposed to the solvent. In this

condition, our DFT description naturally fails.

Concerning fibril model II, again DFT calculations confirm the PELE
energy order, with NIAD-4/II-pe more favorable than NIAD-4/II-c by ~
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17 kcal mol~L. This order of preference for the different binding sites, how-
ever, is not constant across the different markers, as it will be explained

below.

Comparing the binding properties of different markers, a first consid-
eration that may be drawn is that, despite a very similar structure, bithio-
phene derived markers NIAD-4, NIAD-11 and NIAD-16 present quite dif-
ferent binding properties. Comparing the most stable binding poses of the
three markers of fibril I (Figures 5.3a, 5.3d, 5.3g), indeed, it is evident that
only NIAD-4 is accommodated at the core of the fibril, at the juncture of
the two protofilaments. In contrast, NIAD-11 and NIAD-16 are located at
the exterior of the fibril, NIAD-11 at the juncture of two protofilaments as
well, and NIAD-16 at the open end of one cross-3 unit.

Due to the architecture of amyloid fibrils, these different binding poses
result in markedly different aminoacidic residues involved in the interac-
tion. At the hydrophobic core of fibril I, NIAD-4 occupies a cavity result-
ing from the presence of glycine residues, and interacts with regular rows
of methionines (Figure 5.4a, Table 5.1). A further stabilizing interaction
is provided by an hydrogen bond between the hydroxyl group of NIAD-
4 and a carbonyl of the backbone (dyp = 2.0 A). NIAD-11, on the other
hand, interacts with the glycines of the loop and terminal valine residues
(Figure 5.4d, Table 5.1). In this position, stabilization results essentially
from two hydrogen bonds that are formed between the hydroxyl groups
of the phenyl ring and carbonyl groups of the backbone (dgp—12 =1.8 A).
Overall, the marker remains exposed to the solvent, which, due to the hy-
drophobic character deriving from the additional benzene ring, results in
a binding of NIAD-11 that is expected to be weaker than that of NIAD-4.
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Table 5.1: Binding poses of NIAD-4, NIAD-11, NIAD-16 and DANIR-2c on
three models of amyloid fibrils, I, I and III: PELE binding energy AEy;pq
(kcal mol~—') and aminoacidic residues involved in the interaction.

binding pose AFEying residues
NIAD-4/14i -80.6 GLY33, MET35
NIAD-4/I-je -66.7 GLY29, GLY37, VAL39, VAL40
NIAD-4/I-pi -57.9 PHE19, ASP23, ALA30, LEU32
NIAD-4/I-pc -53.9 PHE19, ALA21, VAL34, VAL36
NIAD-4/I-pe -73.8 GLY9, VAL12, HIS13, VAL40
NIAD-4/I-pe2 -54.9 GLUl6, LEU17, VAL37, VAL39
NIAD-4/II-pe -83.1 HIS13, GLN15, VAL36, VAL40
NIAD-4/1I-c -60.5 GLY33, MET35
NIAD-4/1I-pi -65.2 PHE19, ALA21, ILE32, ALA33
NIAD-4/1I-pc -70.5 GLN15, LEU17, PHE19, LEU34, VA136, VAL39
NIAD-4/1II-pi -60.4 LEU17, PHE19, LEU34, VAL36
NIAD-4/111-ji -58.3 GLU11, HIS13, GLY29, GLY38, VAL39
NIAD-4/1II-pi2 -53.5 PHE20, LYS28, ISLE 31, LEU34
NIAD-4/1II-je -58.9 GLU3, ARG5, GLU22, VAL24
NIAD-11/I4e -53.2 GLY29, GLY37, VAL39, VAL40
NIAD-11/I-pe -38.1 GLU11, VAL39, VAL40
NIAD-11/1I-pi -48.3 PHE19, ALA21, ALA30, ILE32
NIAD-11/1I-c -38.3 GLY33, MET35
NIAD-11/1I-jc -45.7 GLU11, HIS13, GLY38, VAL39
NIAD-11/1II-pi -43.0 PHE19, LYS28, ILE31, LEU34
NIAD-16/I-pe -58.8 HIS14, LEU17, VAL36, VAL40
NIAD-16/1I-e -56.8 GLY29, GLY37, VAL39, VAL40
NIAD-16/1I-c -56.8 ILE31, GLY33, MET35, GLY38
NIAD-16/1I-je -46.5 GLY9, TYR10, ASP23, VAL24.
NIAD-16/1II-pi -44.9 PHE19, PHE20, ILE31, LEU34
DANIR-2¢/14i -60.4 GLY33, MET35
DANIR-2¢/I-e -46.3 GLU11, VAL39, VAL40
DANIR-2¢/1II-c -53.2 ILE31, GLY33, MET35, GLY38
DANIR-2¢/II-pi -51.6 PHE19, ALA21, ALA30, ILE32
DANIR-2¢/III-pi -51.9 PHE20, LYS28, ILE31, GLY29
DANIR-2¢/II-pi2  -42.6 LEU17, PHE19, LEU34, VAL36
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PELE binding energies, however qualitative, confirm this assumption. A
more accurate comparison among the binding energies of the markers will

be discussed in the following section.

Finally, NIAD-16 is in a position that is intermediate between those of
NIAD-4 and NIAD-11: it is accommodated between two parallel 3-sheets,
like NIAD-4, and interacts with histidine (7-stacking) and leucine residues
(dispersion forces). However, being located close to the open end of the
cross-$ unit, NIAD-16 has a less structured surrounding than NIAD-4.
Since terminals are more flexible than the body of the fiber, residues are
more disordered, which can be expected to result in a less pronounced
stabilization from dispersion interactions. Moreover, being closer to the
exterior than NIAD-4, NIAD-16 is more likely to interact with the solvent,
water. This is particularly true for the bulky head of the marker, consti-
tuted by the N,N-dimethylamino group, which remains outside the fibril,
resulting in an interaction which is not expected to be favorable due to the
superior hydrophobicity of NIAD-16 over NIAD-4.

A question that may arise is why do NIAD-4 and NIAD-16 have dif-
ferent binding sites on fibril I (5.3). NIAD-11, indeed, is quite different
from the other two markers, with the additional hydroxyl group and ben-
zene ring that disrupt the linearity of the structure and offer a pronounced
sterical hindrance (Vyrap—_11 = 329 A?) that may prevent entering the or-
dered channels located at the center of the parallel S-sheets. NIAD-4 and
NIAD-16, on the other hand, differ only by the donor group, —OH for
NIAD-4 and —N(CH3), for NIAD-16. What seems a small difference has
in fact a significant effect on the binding properties of the two molecules,
preventing NIAD-16 from accessing the hydrophobic channels that are ac-
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cessible to NIAD-4.

This can be explained with two obervations: i) the N,N-dimethylamino
group has a markedly superior sterical hindrance compared to the hy-
droxyl (Vivrap—sa = 277 A3, Vivrap_16 = 315 A3),[171 and ii) while the hy-
droxyl group can provide stabilization by means of the hydrogen bond
with a carbonyl of the backbone, the N,N-dimethylamino group does not
offer this possibility. Despite being a small difference compared to the
overall structure of the marker, this variation is enough to lead the bind-

ing process.

Another interesting point about NIAD-11 is that both its absorption
and emission wavelengths are red-shifted upon binding to amyloid-/ fib-
rils, by 30 and 15 nm respectively. In both cases, the red shifting may
be attributed to a partial planarization, which reduces the HOMO-LUMO

&ap-

DANIR-2c is accommodated in the same hydrophobic channel as NIAD-
4, i.e. at the junction of the two protofilaments, between two parallel -
sheets, and is involved in dispersion interactions with methionine residues.
DANIR-2c has the same N,N-dimethylamino donor and malononitrile ac-
ceptor group as NIAD-16, but can fit at the core of the fibril due to the
lesser sterical hindrance offered by the conjugate double bond chain com-
pared to the bithiophene unit (Vpanrr—2. = 246 A3). While no stabiliza-
tion by hydrogen bonding has been observed in this case, the linear ge-
ometry of the molecule achieves a good stabilization by maximizing the
number of residues involved in the binding. Even if only DANIR-2c is of
interest for in vivo application, due to its fluorescence emission in the near
infrared region, a binding site search for DANIR-2a on fibril model I has
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been performed, which led to the identification of an analogous binding
pose, with DANIR-2a between the hydrophobic 3-sheets at the junction of
the protofilaments. This seems to indicate that molecules with the same
structure, which differ only by the length of the conjugated bridge, have

similar biding properties.

Regarding fibril model II, again marked differences are observed in
the binding poses of the three bithiophene markers (Figure 5.3). Again,
as in the case of fibril I, NIAD-4 seems the one with the most favorable
interaction. It is accommodated between two parallel 3-sheets, though
not too far from the terminals, and interacts with hydrophobic valine and
histidine residues, even if also glutamates are present in the active site.
Again, further stabilization is provided by an hydrogen bond between the
hydroxyl group of NIAD-4 and a carbonyl of the backbone (dyp = 1.9
A). Also NIAD-11 is accommodated between two parallel S-sheets, close
to the loop of one of the protofilaments, and interacts closely with hy-
drophobic residues of alanine, phenylalanine and isoleucine. However,
only a portion of the molecule is buried into the hydrophobic cross-/ unit,
with the substitued thiophene and donor groups exposed to the solvent.
This peculiar behavior may again depend on both i) the deviation from
linearity and increased sterical hindrance resulting from the fused ben-
zene ring, which worsens the interaction with the linear amyloid channels
and ii) the additional hydroxyl group, which locally increases molecular

solubility and favors interaction with the solvent.

As far as NIAD-16 and DANIR-2c are concerned (Figure 5.3h and
5.3k), the marker interacts with two filaments rather than one, and is ac-
comodated in the corner of the triangle defined by the 3-fold symmetry of
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the fibril. Also in this case, the binding pocket defined by glycine residues
has a channel-like shape, and the markers are protected from exposure
to the solvent by the long chains of methionine residues (Figure 5.4k and
5.4h).

Quite surprisingly, binding to the second model of three-fold symme-
try amyloid-g fibril, III, presents marked differences from that of model II.
This is due to the inherent structure of the two fibrils (Figures 5.1b and
5.1¢): while in the case of model II, the cross-3 architecture leads to the
formation of parallel 5-sheets, in the case of model III, protofilaments are
arranged so that the internal S-sheet forms a turn. This turn leaves a vari-
able distance between the parallel 3 units, and a further turn in the ter-
minal residues of each protofilament, which interacts with the loop of an-
other. The key feature of this fibril, as far as binding of small conjugated
ligands is concerned, is the variable distance between the 3-sheet of each
protofilaments, which leads to a multiplicity of hydrophobic channel-like
binding pockets with a variety of sizes.

NIAD-4 is buried in a completely apolar pocket defined within a sin-
gle protofilament by leucine, phenylalanine and valine residues, and is
completely shielded from the solvent (Figure 5.3c and 5.4c). NIAD-11, on
the other hand, binds at the junction of two protofilaments, and interacts
with three 3-sheets (Figure 5.3f) via glutamate, histidine, glycine and va-
line residues. Similarly to what already reported for model II, only a por-
tion of the molecule is buried into the fibril: the phenyl ring bearing the hy-
droxyl groups is located on the outer part of the fibril, and is exposed to the
solvent (Figure 5.4f). Again, the two additional groups of NIAD-11 com-
pared to the parent NIAD-4, the hydroxyl group and fused benzene ring,
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result in a deviation from linearity and an increased hydrophilicity of the
head group, which concur in favoring interaction with the solvent, with

an overall reduction of the binding affinity towards amyloid-3 species.

The most stable binding pose of NIAD-16 on fibril models I, II and
III allows us to appreciate the aforementioned effect of structure morphol-
ogy of the fibril on binding properties. Figures 5.3i and 5.4i illustrate that
NIAD-16 is completely buried in an apolar channel defined by phenylala-
nine, isoleucine and leucine belonging to the same protofilament. This is
in contrast to what reported for fibril models I and II, where the marker
was always accommodated in a more external position, either close to the
open side of a cross-/3 unit (Figure 5.3g), or at the internal surface of the
tibril (Figure 5.3h). This difference may be attributed to the different size
of the binding pockets of the three fibril models: while in models I and
IT the -sheets belonging to each profilament are fully parallel, resulting
in smaller binding channels, the turn described by the internal 3-sheet in
model III yields larger binding pockets, which can harbor the bithiophene
body and N,N-dimethylamino terminal group of the marker.

Again, as already reported for model II, binding of DANIR-2c to fib-
ril IIT is rather similar to that of NIAD-16; DANIR-2¢, indeed, is held in
an hydrophobic channel defined by phenylalanine, lysine, isoleucine and
glycine residues, located close to the loop of a protofilament. Apart from
these structural considerations, there are several other aspects that may
affect the order of preference for the available binding pockets of different
markers. For example, it must be taken into account that the interaction
with the marker may alter the structure of the fibril, and disrupt existing

stabilizing interactions among side chains. This results in a energy toll that
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needs to be paid for binding the marker. For sure, a deep understanding
of the binding properties of the markers requires a deeper analysis than
that proposed in this thesis.

Overall, however, these results indicate that binding of aromatic/
conjugated rod-like markers to the three models of amyloid fibrils that
have been considered is driven by geometric reasons rather than affinity
towards a specific aminoacidic sequence. Indeed, while the binding poses
provided by the PELE program do not offer quantitative results in terms
of binding energy, still they unequivocally indicate that these markers oc-
cupy the free hydrophobic channels which run parallel to the fibril axis
are delimited by a regular arrangement of non-polar side chains, the dom-
inant interaction being van der Waals/w-stacking type. This is particularly
evident in the case of model III, where NIAD-4, NIAD-16 and DANIR-2c
occupy three adjacent, essentially equivalent, hydrophobic channels com-
posed of phenylalanine, leucine and valine residues. Moreover, the bind-
ing of NIAD-11 shows how deviation from the linear architecture results
in a significant reduction of the fibril-marker interaction.

A further confirmation of this geometrical preference is given by the
comparison of markers NIAD-16 and DANIR-2c, the only difference be-
tween the two being the nature of a portion of the = bridge, which is a
bithiophene in the case of NIAD-16 and a conjugated double bond chain
in the case of DANIR-2c. Rather than affecting the nature of the interac-
tions that can be established with the fibrils, this change mainly affects the
sterical hindrance of the marker, which is crucial in determining the bind-
ing pose: while the less sterical hindered DANIR-2c can be harbored at
the hydrophobic core of the smallest fibril I (Figure 5.3j), NIAD-16 is re-
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jected by this site, and accommodated in the less ordered pocket reported
in Figure 5.3g. An estimation of the dimensions of the binding channels
of amyloid fibrils reported in Figure 5.3 are presented in Table D.1, and re-
flect this sterical effect. Indeed, DANIR-2c occupies smaller channels than
the more bulky bithiophene markers, which in other words means that
the hyrophobic side chains which define these channels can arrange more
comfortably around the less sterically hindered DANIR-2c than around
bithiophene markers.

5.2 MM/PBSA and MM/GBSA calculations

MM /PBSA and MM/GBSA calculations were performed on the most
favorable PELE binding poses of fluorescent markers on the three models
of amyloid-3 fibrils. 38 Molecular dynamics simulations were carried out
with the package Amber14 and the ff99SB protein force field. 142! Ligands
were parametrized with the GAFF force field. 18] After 2000 minimization
steps, a 50 ps NVT dynamics was performed rising the temperature from
0 to 50° K with a restraint on the backbone of the protein, to avoid strong
deformation. A second relaxation was performed in the NPT ensemble, of
1000 ps, with the temperature raising from 50 to 310 K in the first half of
this simulation, and kept constant at 310 K for the second half of the simu-
lation. Production was run as 5 independent NVT 300 ps trajectories, and
20 geometry were evenly sampled from the last 200 ps of each trajectory.
The resulting 100 structures were used for the free energy calculation. It
has been shown that the independent trajectories approach provides re-
sults that are more converged than those obtained from a single longer
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simulation. [181]

Moreover, we are interested in running relatively short molecular dy-
namics simulation due to the inherent fragility of the amyloid fibril models
that are employed. Considering that the normal length of amyloid fibrils
is in the range of 10 <+ 10000 nm, 1821831 and that model I, 1T and III are
only 6 filaments long (25 =+ 40 A), they are expected to present a markedly
inferior rigidity and stability compared to the real system. For this reason,
a short simulation helps preserving structural features. This can be ap-
preciated considering the evolution of the RMSD of the protein backbone
along three kinds of simulations of binding pose NIAD-4/1ji: i) 1 ns from
5 independent trajectories, as described in the previous paragraph; ii) 1 ns
from a single trajectory with the same simulation parameters; iii) a 10 ns

simulation from a single trajectory.

In all three cases RMSD was computed on 100 equally sampled frames
from each trajectory, and is reported in Figure 5.5. RMSD rises quickly
with simulation time, indicating that the fibril model is rapidly altered al-
ready at 310 K. A representation of the structure modifications undergone
by the fibril along the 10 ns simulation is reported in Figure D.5. With the
5 independent simulations, RMSD indicates that structural changes are

relatively small.

PELE, MM/GBSA and MM /PBSA binding energies for several marker-
tibril complex are reported in Table 5.2 and D.2. A first general observa-
tion is that MM /PBSA predicts lower binding energies than PELE and
MM/GBSA. The striking difference between MM /PBSA and MM/GBSA
values is due to the description of the interaction with the solvent. Indeed,
in the MM /PBSA calculations that were performed, the solute-solvent in-
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Figure 5.5: RMSD of the protein backbone along several molecular dynam-
ics simulations performed on binding pose I-1: i) 1 ns simulation resulting
from 5 independent trajectories; ii) 1 ns simulation from a single trajectory,
and iii) 10 ns simulation from a single trajectory.

teraction was modeled as the sum of two terms: a cavity term, linearly pro-
portional to the solvent accessible surface area, and a dispersion term. (132]
In the MM /GBSA calculations, on the other hand, the nonpolar contribu-
tion to the solvation free energy was modeled as a single term linearly
proportional to the solvent accessible surface area.['3?] Apparently, this
can affect greatly the absolute values of binding free energy. This has
been confirmed by repeating the same MM /PBSA calculations with a sim-
pler model of solute-solvent interaction, similar to that employed in the

MM /GBSA calculations. These MM /PBSA values, which are reported in
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Table 5.2: Binding energies (kcal mol™!) of selected binding poses of
NIAD-4, NIAD-11, NIAD-16 and DANIR-2c on fibril models I, II, III (Fig-
ure 5.3).

Binding pose PELE MM /GBSA MM /PBSA
NIAD-4/14i -80.6 -59.3 -13.9
NIAD-4/II-pe -83.0 -41.9 0.4
NIAD-4/1II-pi -60.4 -51.0 -15.3
NIAD-11/I-e -53.2 -45.4 9.7
NIAD-11/1I-pi -48.3 -38.0 -2.0
NIAD-11/111i -45.7 -40.9 10.0
NIAD-16/I-pe -58.8 -44.5 -4.9
NIAD-16/11-c -56.8 -43.9 -3.9
NIAD-16/11I-pi -44.9 -52.9 -12.3
DANIR-2¢/I+i -60.4 -63.3 -14.9
DANIR-2¢/1I-c -53.2 -45.7 9.4
DANIR-2¢/1II-pi -51.9 -57.7 12.9

Table D.3, are in good agreement with MM /GBSA values.

The literature provides an experimental value for the dissociation con-
stant K; of the DANIR-2¢c A342 Complex.[58] Assuming that the binding
interaction is similar in A342 and A340 deposits, it is possible to estimate
the binding free energy from the equilibrium constant for the dissociation

as follows.

AG

= (5.1)

Keq = exp —
With an RT value of 0.593 of kcal mol~! at room temperature, the exper-

imental dissociation constant of 26.9 nM yields a AG of -10.3, which is in
satisfactory agreement with the MM /PBSA value of -14.9 The MM /PBSA
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values reported in Table 5.2 have been chosen as reference due to their
agreement with this value. Despite the fact that PELE and MM/GBSA
severely overestimate the strength of the binding interaction, the three
methods agree in attributing the most favorable binding energy mainly to
interactions that involve nonpolar aliphatic and aromatic residues, where
the marker is tightly packed within the hydrophobic channels of amyloid
tibrils, while interactions that stray from this configurations are generally
penalized.

Some discrepancies between the MM /PBSA and PELE energies may
be explained in terms of the description of solvation effects. Indeed, it
has been shown that continuum solvation models as the one employed in
MM /PBSA yield unsatisfactory binding free energies in systems in which
exposure to the solvent is significant. This is due to the lack of the molec-
ular description of the hydration state of the binding site.['¥* This may be
for instance the case of NIAD-4/I-pe, which has a PELE binding energy
of -73.8 kcal mol™?, indicative of a favorable interaction, but a value of 6.0
kcal mol~" from the MM /PBSA calculations (Table D.2).

Some uncertainty remains about binding poses such as NIAD-11/I1I-
ji and DANIR-2c/III-pi, which are favorable according to PELE, but present
positive binding energies according to MM /PBSA. This lack of agreement
cannot be solved unless with more accurate and expensive methods for

free energy calculation, such as thermodynamic integration.
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5.3 Final remarks

Overall, the binding site search of markers on three different models
of AB40 fibrils highlighted how marker recognition is based on geometri-
cal considerations rather than involving specific residues. Indeed, stable
binding poses involved the accommodation of the dye molecule within the
hydrophobic channels that run parallel to the fibrils axis and are defined
by the side chains of aromatic and aliphatic nonpolar residues. This ob-
servation is crucial because it informs on the tight structural requirements
that fluorescent dyes must fulfill for application in amyloid staining. In
this regard, it is exemplary the comparison between NIAD-4 and NIAD-
11: the structural differences yield a larger sterical hindrance of NIAD-
11 compared to NIAD-4, which is enough to prevent NIAD-11 from fully
entering the channels, and favor its interaction with the solvent. A sec-
ond confirmation of the geometrical basis for the selectivity of amyoloid
binding channels is given by the observation of the binding properties
of NIAD-4 and DANIR-2c. These markers, which present quite different
structures but share a linear architecture and similar sterical hindrance,
have very similar binding poses. Overall, the rational design of fluores-
cent amyloid markers must focus on preserving a linear aromatic or con-
jugated structure and take into account the fact that the addition of polar
groups may severely reduce the marker’s binding affinity by favoring its

interaction with water.

From a computational point of view, our results indicate that the pro-
gram PELE provides a cost-effective approach to the problem of identify-
ing the binding poses of unknown ligand-receptor complexes. Indeed, the

simulations, far from being computationally demanding, provide bind-
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Figure 5.6: Graphical summary

ing energies that are in reasonable agreement with those computed with
MM/PBSA.
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Chapter 6

Photochemistry of
5-bromouracil

This Chapter is devoted to unravelling the excited state properties
of the artificial nuclear base 5-bromouracil by surface hopping dynam-
ics techniques. These results have been obtained during a three months
stay in the group of Prof. Leticia Gonzdlez at the University of Vienna.
Surface hopping techniques, presented in Chapter 2, are computation-
ally demanding, and this is the main reason why none of the fluorescent
markers presented in the previous section has been considered, even if
that was the original idea. This is due to the fact that at the time when
these calculations were performed, the code SHARC, developed at the
Gonzalez group, only offered an implementation of wavefunction-based
methods, whose computational cost scales fast with system size.[133134]

For this reason, the program has been used to study the photochemistry

163



164 CHAPTER 6. PHOTOCHEMISTRY OF 5-BROMOURACIL

of 5-bromouracil (Scheme 6.3), an artificial nuclear base which has a pho-
tosensitization effect on DNA. This choice was motivated by the fact that
SHARC has already been applied to a wide variety of natural and artifi-

cial nuclear base, with satisfactory results. [185-188]

Before presenting the
results, a brief overview of the deactivation mechanisms of natural and

artificial nucleobases will be given.

6.1 Natural and artificial nuclear bases

Along with natural nucleobases, adenine, guanine, thymine, cytosine
and uracil, artificial ones can be incorporated into DNA (Scheme 6.1). Cur-
rent endeavors are directed towards the design of unnatural base pairs
that can expand the genetic alphabet, and culminated in the creation of
semi-synthetic organisms that stably harbor an unnatural base pair in the
DNA. 18]

Overall, artificial nucleobases offer a wide range of medical and bio-
chemical applications related with UV absorption. Tackling photophysical
processes in systems of such size, involving biological molecules in a com-
plex environment, is a challenge for both experimental and computational

techniques.

DNA is extraordinary photostable: even if excited efficiently by UV
radiation (250 < 280 nm), it undergoes very few photoreactions (< 1%).
The excitation involves the allowed '77* transitions of the constituent nu-
cleobases, resulting in short-lived L excited states, which undergo non-

radiative deactivation in the femtosecond time scale.[!%] This nonradia-
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Scheme 6.1: Molecular structures of natural nucleobases and 5-
bromouracil

tive deactivation involves a conical intersection between the !77* and the
ground state, corresponding to deformations of the aromatic rings. These
deformations do not affect significantly the energy of the excited state,
while they destabilize the ground state due to the loss of electron delo-
calization. 191193l

In pyrimidines, a dark !77* state may mediate the nonradiative deac-
tivation resulting in a cascade of conical intersections. 192194191 To a lesser
extent, the lowest-energy triplet state is also populated, within a few pi-
coseconds, by an intersystem crossing from the !77* state, but for natural

nucleobases this process has a negligible quantum yield.1%4l

Concerning artificial nucleobases, thiopurines such as 6-thioguanine
and 6-mercaptopurine are employed as anti-inflammatory, anticancer and
immunosuppressive drugs.1°®! While canonical DNA and RNA bases show
an absorption maximum in the UVC region (~ 260 nm), thiobases have a
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significant absorption in the UVA region (~ 340 nm). This red-shift is im-
portant because it allows for their selective excitation and results in dee-
per tissue penetration. Thiobases act as photosensitizers by converting
the absorbed UVA energy into an unstable triplet state that can interact
with oxygen, leading to the formation of reactive oxygen species that in
turn cause mutagenic damage to DNA. This photosensitization is a direct
consequence of sulfur substitution: unsubstituted thymine has a predom-
inant deactivation pathway through ultrafast internal conversion, as al-
ready mentioned, and only a minor pathway leading to the population
of T1. Sulfur substitution greatly enhances intersystem crossing, making
it into the dominant deactivation process (heavy atom effect). 1962901 This
results in an increased damage of DNA and represents the fundamental
reason for the anti-cancer effect of these compounds.

A turther application based on the photoreactivity of thiobases is their
use as structural probes for nucleic acid structure and nucleic acid-protein
interactions; due to the instability of the triplet state, 4-thiouracil and 4-
thiothyimine show high crosslinking ability towards pyrimidines and, to a
minor extent, towards purines. Analysis of the photocrosslinking patterns
can be used to elucidate both single molecule structures and intermolecu-
lar adducts, e.g. RNA-RNA contacts within the ribosome, conveying pre-
cious information on tertiary structures and interactions.20!]

Analogous considerations can be drawn for halogenated artificial nu-
cleobases. 5-fluorouracil and its derivatives have been widely used in the
last fifty years in chemotherapy for treating several types of cancer, exert-
ing their effect through a variety of mechanism, including reducing de-

oxythymidine triphosphate levels, misincorporation of deoxyuridine and
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fluorodeoxyuridine triphosphates during DNA replication and disruption

[202] Moreover, 5- fluorouracil un-

of RNA metabolism at several levels.
dergoes photodegradation after irradiation with UV light, both as pure
molecule and in topical anticancer formulations, the main product be-
ing the photohydrated form 5-fluoro-6-hydroxyhydrouracil, with the con-
comitant production of reactive oxygen species representing its underly-
ing mechanism of action as a drug.[?%*l The exceptional photoreactivity of
5-fluorouracil compared to the related compounds uracil and thymine has
been attributed to an energy barrier separating the spectroscopically active
7" state from the ground state, which is more pronounced in the halobase
than in uracil and thymine, and is responsible for the increased lifetime of
the 77* state.[294] Despite extensive studies, the photophysical behavior of
these compounds has not been uncovered yet. Interestingly, it has been
suggested that external properties, such as the hydrogen-bonding power
of the solvent, can affect deeply the energy distribution of the excited elec-
tronic states of the nucleobase, thus virtually controlling the decay pro-
cesses of the molecule. [2%!

5-bromouracil (Scheme 6.1), an halogenated nucleobase which can be
incorporated into DNA replacing tymine, is known for its mutagenic ef-
fect, which has been attributed to its tautomeric equilibrium. 20621 This
molecule also has an effect of photosensitization: on UV irradiation, strand
breaks are introduced in 5-bromouracil-containing DNA, accompanied by
the formation of the photoproduct uracil. This process is initiated by an
excited state electron transfer from an adjacent adenine to 5-bromouracil,
resulting in the formation of a radical ion pair. The 5-bromouracil radical
anion then undergoes cleavage of the C'—Br bond, with the liberation of a
bromide ion, which leaves a highly reactive uracil radical. This radical is
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responsible for DNA damage, leading to a variety of processes including
DNA crosslinking, adenine elimination and generation of reactive oxygen
species (Scheme 6.2).[210-2131
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Scheme 6.2: DNA damage resulting form 5-bromuracil incorporation. Pic-
ture from ref.[211.212]

Remarkably, it has been shown that DNA sensitization by 5-bromouracil
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is structure-dependent, with the amount, type and distribution of damage
strongly affected by the conformation of DNA. Based on this principle,
5-bromouracil and its derivatives may be employed as tumor radiosensi-
tizers.[214l Moreover, also the isolated 5-bromouracil molecule undergoes
cleavage of the C'—Br bond, in this case homolytic, leading to the forma-
tion of the uracil radical and a bromine atom. 2%

The rational design of drugs requires a thorough description of the
fundamental molecular processes underlying the reactivity of the bioac-
tive compound. In this light, the description of the deactivation pathways
of the isolated 5-bromouracil can provide insight into the structural and
energetic aspects that regulate its photoactivity.

6.2 Surface hopping simulations

Among the several techniques that can be employed to describe the
photophysical phenomena observed in excited molecules in the fs time
scale, dynamic methods such ab initio surface hopping?!® simulations
represent a particularly suitable tool for isolated nucleobases. As already
mentioned in Chapter 2, in surface hopping dynamics nuclear motion is
treated classically, the force acting on the nuclei being determined by the
gradient of the potential energy, and deactivation processes are explored
through a series of independent trajectories. The advantage of such a
semiclassical approach is a significant reduction of the computational cost
compared to more rigorous methods, which allows the study of large sys-
tems with many degrees of freedom. Standard implementations of this

method do not include spin-orbit couplings, which are particularly rel-



170 CHAPTER 6. PHOTOCHEMISTRY OF 5-BROMOURACIL

evant for the description of the photophysics of artificial nuclear bases,
especially those containing heavy atoms such as 5-bromouracil. However,
the SHARC methodology (Surface Hopping with ARbitrary Couplings),
developed in Prof. Gonzalez group, incorporates couplings arising from
both the spin-orbit interaction and laser fields (see Chapter 2).[133134] Thig
method has been applied to the study of several photosystems, includ-
ing both natural and artificial nucleobases, and proven to yield accurate
and robust results compared with experiments and more accurate com-
putational techniques.['86188] In this Chapter, SHARC dynamics simula-
tions were performed to study the deactivation processes of the isolated
5-bromouracil molecule. Only the keto tautomer has been taken into ac-
count, as it has been reported to be the most stable in gas phase (Scheme

6.3).12071
0] O OH
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Scheme 6.3: Molecular structures of thymine and 5-bromouracil (enol and
keto forms).

In 2009, Blancafort and coworkers[?!! presented a static study on
the photophysical properties of 5-bromouracil. According to this work,
a correct description of the excitation energies of the molecule with a MS-
CASPT 2(16,12) method requires two distinct sets of orbitals, one for the

description of no7* excitations and one for the description of npg,7* ex-
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Table 6.1: ® Computed MSCASPT2(16,12)/ ANO-RCC-VDZP1051101 exci-
tation energies at the Franck-Condon geometry reported in ref.!?1¢. Oscil-
lator strength in parentheses; experimental value from ref.[?!”] in square
brackets. Orbital labels refer to Figure 6.1. B Computed MRCIS(10,8) /CC-
VDZP-DK 1352182191 excitation energies at the MRCIS(10,8)/CC-VDZP-
DK optimized geometry. Oscillator strength in parentheses; experimental
value from ref.1?17] in square brackets. Orbital labels refer to Figure 6.1.

MSCASPT2(16,12)~ MRC1I(10,8)7
S1 5.1(0.3) [4.7] T4 — T 5.0 (0.0) no — m
Sy 51(0.0) noi,noz — 7 6.1 (0.0) @y — ocCBr*
Ss 6.3(0.0) 74— oCBr* 6.2 (0.3) [4.7] Ty — T}
Ty 3.8 [3.4] Ty — T 4.0[3.4] Ty — T}
TS 51 noi,no2 — WT 4.8 no — Wf
T; 54 74 — cCBr* 55 w9 — oCBr*

citations. Based on this scheme, we performed MSCASPT2(16,12)/ ANO-
RCC-VDZP calculations using the two sets of orbitals reported in Figure
6.1a, solid line, center left, for ng,m* excitations, and dashed line, cen-
ter right, for nom* excitations, with state averaging over 6 singlets and 5
triplets, which guarantees converged results.[102105110216] The IPEA shift
was set to 0.25 and no level shift was employed.[1%1%] The three first sin-
glet and triplet excitation energies computed at the Franck-Condon geom-
etry taken from the literature. 210l are shown in Table 6.1, and compared
with experimental values. The complete excitation energies are reported
in Table E.1. The computed MSCAPST2(16,12) energies are in fair agree-
ment with experimental data reported in ref.[?1”], indicating the presence
of a dark nom* state energetically close to the spectroscopically active wm*

state, as already reported for uracil.[1%]
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Figure 6.1:  Molecular orbitals in the orbital spaces of the

MSCASPT2(16,12)/ ANO-RCC-VDZP and MRCIS(10,8)/CC-VDZP-DK
calculations.

COLUMBUS was chosen as the external code for SHARC calculations
(for further details see Chapter 2).[1352201 Calculations were performed
with the MRCIS method and a relativistic CC-VDZP-DK basis set, [218219]
using as a reference a CASSCF(10,8) calculation with state averaging over
4 singlet and 3 triplet states. The reason for this change of computational
code is that the MRCIS(10,8) method that has been employed, which in-
cludes only determinants up to the diexcited in the reference function, is
significantly cheaper that MSCASPT2(16,12). The change of basis set from
the ANO type to the correlation consistent type, is also linked to the cost
of the calculations. Even if both basis sets are of the same double zeta

quality, indeed, the first has a larger nuber of primitive functions than
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the latter, resulting in a higher computational cost. The vertical excitation
energies computed at the MRCIS(10,8)/CC-VDZP-DK level of theory at
the MRCIS(10,8)/CC-VDZP-DK optimized geometry are reported in Ta-
ble 6.1, along with the values of oscillator strength. The corresponding
molecular orbitals are reported in Figure 6.1b. Excitation energies appear
to be in good agreement with experimental values!?!”) and MSCASPT2 cal-
culations, 21l with the exception of the spectroscopically active ! 77* state,
whose energy is about 1 eV overestimated. This overestimation introduces
a large error in our calculations, which will certainly affect the quality of
the results, as will be discussed further on. However, this method de-
scribes well the energy of the dark no7* state, which, based on what ob-
served for other nuclear bases, is expected to play an important role in the
photophysics of the system.

6.3 Absorption spectrum

The ground state geometry of 5-bromouracil was optimized, and its
harmonic frequencies computed, at the MP2/ ANO-RCC-VDZP 218211 Jevel
of theory with the Gaussian package.[* The frequencies were then emplo-
yed to build a Wigner-Ville distribution. This is a a time-frequency analy-
sis technique, which in this case is used to generate a set of 1000 geometries
that served to compute the absorption spectrum reported in Figure 6.2. 12211
Vibrational frequencies were computed with MP2 and not with MRCI be-
cause the interest here is just to obtain a pool of structures, however it was
confirmed that the optimized ground state geometries at the two levels of

theory are similar.
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The absorption spectrum presents a sharp peak centered at 5.9 eV,
arising from the spectroscopically active 7o — 7] state, which is Sy or S3
according to the geometry. The contributions of S; and S3 to the total
spectrum are reported Figure 6.2 as well, as a green and a pink band re-

al209217] guffers from two

spectively. Comparison with experimental dat
major drawbacks: the first is the lack of solvation effects in the calculated
value; the second is the overestimation of the energy of the 77* transition
at the MRCIS(10,8) /CC-VDZP-DK level of theory. However, the shape of
the peak correlates fairly with the EELS spectra reported in ref.?'”]. Based
on the geometries sampled from the Wigner-Ville distribution, initial con-
ditions for the dynamic simulations were generated selecting an interval
of excitation energies of + 0.15 eV around the maximum.!??? This inter-
val of 0.30 eV has been chosen to match the amplitude of an experimental
laser. Overall, 65 initial conditions were selected starting from both S5 and

Ss.

6.4 Intersystem crossing

Our results show that an important deactivation pathway of 5- bromo-
uracil is ultrafast intersystem crossing involving the dark state S; and
triplets 7} and Tb. As already reported for uracil, [18>1%] from the spec-
troscopically active singlet 77* state, the molecule readily deactivates to
the dark no7* S state. From here, in both uracil and 5-bromouracil, inter-
system crossing to 77, which has a 77* character, may occur at geometries
that differ from the ground state geometry by compressions and elonga-
tions along the C=0 bonds and deformations of the ring. 1851931 While this
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energy (eV)

Figure 6.2: Calculated absorption spectrum of the keto tautomer of 5-
bromouracil at the MRCIS(10,8) / CC-VDZP-DK level of theory. Solid black
line: total absorption spectrum; green area: contribution of state S>; pink
area: contribution of state Ss.

process is only marginal in the case of uracil, for 5-bromouracil it accounts
for 52% of the trajectories, being an important decay pathway.

This difference between the two molecules can be attributed to the
so-called “heavy-atom effect”:[??%l the presence of a heavy atom such as
Br increases the values of spin-orbit coupling between electronic states,
which in turn affects the rate of intersystem crossing. This is in agree-
ment with experimental data, which report the presence of an intersystem



176 CHAPTER 6. PHOTOCHEMISTRY OF 5-BROMOURACIL

energy (eV)

54 1 1 1 1 1 1 )
76 78 80 82 84 86 88 90

time (fs)

Figure 6.3: Potential energy profiles associated with ultrafast intersystem
crossing involving S and 77. The active state is represented with circles.

crossing to a 377* state.[?!3224] From the point of view of surface hopping
trajectories, the intersystem crossing from S; to 7 appears to be medi-
ated by triplet T5, as reported in Figure 6.3. T5 has an no7™* character, and
evolves parallel to S1, which has a similar spatial part, along the simula-
tion. The spin-orbit coupling between npom* and 3no7* is small, while
the one between no7* and 377* is large. Intersystem crossing takes place
at a geometry for which npm* and 377* are close in energy, as reported
in Figure 6.3. At this geometry, 37m*, which is usually much lower in en-

ergy than 3no7*, surpasses it and becomes Tb. After population transfer,
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the energy of 377* rapidly decreases, and the state is labeled again as 77 .
Thus, the overall transfer S; — Tb — T} is attributed to the 'no7* to 377*

intersystem crossing. 22’

Alternatively, intersystem crossing from S; can involve exclusively
the 3no7* state Ts. In this case the molecule evolves in the T5 state towards
the dissociation of the C'5—Br bond. This process is described in the next

section.

6.5 Photolysis and reactant regeneration

As already mentioned, 5-bromouracil can have the C5—Br bond cleaved,
homolytically, after irradiation with UV light, leading to the formation of
a bromine atom and a uracil radical. This process has been investigated
experimentally in terms of the quantum yield of 5-bromouracil consump-
tion in solution, which has been shown to be low and affected by both
the pH and the nature of the solvent (from ®=1.8 102 at pH=6 to 0.012
at pH=10 in aqueous solution, 0.025 in pure methanol). 22132241 Cleav-
age of the C'5—Br bond is followed by either recombination or hydrogen
abstraction from the solvent (Scheme 6.3).[20%] Alternatively, the molecule

may deactivate through a conical intersection, as reported for other pyrim-
idines. [192,194,195]

According to what was shown in 2009 by Blancafort and cowork-
ers, 210l there are two internal coordinates that are critical for the descrip-
tion of the deactivation processes of 5-bromouracil: the C'5—Br distance
of the bond that is cleaved, and the out-of-plane bending angle of the
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Figure 6.4: Three surface hopping trajectories representative of deactiva-
tion processes of 5-bromouracil: photolysis (A and B) and reactant regen-
eration through a conical intersection (C). The evolution of the trajecto-
ries is represented by plotting the values of two internal coordinates: the
C5—Br distance of the bond that is cleaved, and the out-of-plane bending

angle of the bromine atom.
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bromine atom. According to their work, 5-bromouracil presents an ex-
tended region of degeneracy or near-degeneracy between the spectroscop-
ically active n7* state and the ground state along a combination of the
two internal coordinates. This results in the two deactivation pathways:
i) reactant regeneration through a conical intersection, which involves ge-
ometries with a large value of the out-of-plane bending angle of the C'5—Br
bond; ii) photolysis, involving the elongation of the C'5—Br bond. Between
these two limiting cases, the authors hypothesized several intermediate
pathways involving different combinations of the relevant internal coor-
dinates. Surface hopping dynamics can complete this static picture and
provide insight in the structural and energetic modifications that accom-
pany the different deactivation processes.

Figure 6.4 reports three exemplary trajectories, labeled A, B and C.
The structural evolution of 5-bromouracil along the simulations is repre-
sented by plotting selected values of the two internal coordinates of in-
terest, the C'5—Br distance along the y axis, and the out-of-plane bending
angle of Br along the x axis. The temporal evolution is reported in terms
of a color scale of the points representing the steps of the simulation. Only
part of each trajectory is reported for clarity. In all three cases, A, B and
C the simulation starts from the Franck-Condon (FC) region, which is lo-
cated at the bottom-left of the plot, being characterized by small values
of both the C'5—Br bond and the Br bending angle, and evolves to dif-
ferent regions of the plot according to the preferred deactivation process.
Trajectories A and B both lead to the photolysis of the molecule as they
terminate in the upper part of the plot, which corresponds to large values
of the C'5—Br distance. The difference between the two lies in the com-

bination of the two relevant internal coordinates: while in the case of A
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dissociation takes place by pure elongation of the C5—Br bond, without
significant variations of the bending angle, in the case of B it involves
both elongation and bending of the C5—Br bond. A and B only represent
two examples of trajectories leading to photolysis of 5-bromouracil; anal-
ysis of the whole pool of simulations allows us to conclude that photolysis
can take place along any combination of the two internal coordinates, ef-
fectively covering the whole upper portion of the plot reported in Figure
6.4 and confirming what hypothesized by Blancafort and coworkers. 21!
Remarkably, our trajectories indicate that dissociation can take place from

both the S; non* state and the Ty non* state.

Trajectory C, on the other hand, is representative of a different deac-
tivation pathway: starting from the Franck-Condon region, it evolves to-
wards geometries characterized by small values of the C'5—Br distance, in-
dicating that 5-bromouracil does not undergo photolysis, and by large val-
ues of the out-of-plane bending angle of Br (lower-right part of the plot).
In this region, the molecule can access a conical intersection and deactivate
to the ground state. However, our dynamic simulations highlight that the
two competing decay pathways, photolysis and reactant regeneration, are
not to be considered as separate processes. Since the molecule can easily
access virtually any combination of the two internal coordinates from the
Franck-Condon region, between the two limiting cases exemplified by the
axes of Figure 6.4, the full area of the plot can be explored. 2?!

Photolysis and regeneration of the reactant through conical intersec-
tion present markedly different energetic features. Figure 6.5 illustrates
the energy of the electronic states involved in the process as a function of
simulation time for a trajectory leading to the photolysis of the molecule
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Figure 6.5: Trajectories leading to photolysis and reactant regeneration.
Energy plots: singlet states are represented in red, triplet states in black.
The active state is represented with circles.
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(Figure 6.5¢c) and a trajectory leading to the region of conical intersection
(Figure 6.5d). In both cases, the active state is represented by yellow cir-
cles. The corresponding evolution of the C'5—Br bond distance and out-
of-plane bending angle of Br along the simulation are reported in Figures
6.5e and 6.5f respectively. In the case of photolysis, the energy of the ac-
tive state smoothly decreases along the simulation as the C'5—Br distance
increases, along with the energies of other low-lying singlet and triplet
states. At 110 fs, 5-bromouracil can be considered dissociated (Figure
6.5e, C5—Br = 3 A, green points), and all lower levels are degenerate. The
out-of-plane bending angle (blue points) undergoes variations along the
dissociation, but is confined to values lesser than 30° as long as Br and
C5 are bound. In the case of reactant regeneration, on the other hand,
the energy of the active state (no7™) is not affected by the bending of Br,
and keeps oscillating around a constant value. Rather, it is the energy of
the ground state that steadily rises towards the conical intersection, as al-
ready reported for other pyrimidines.ml] This means that, energetically,
photolysis is much more favorable than deactivation through the conical
intersection. This energy difference between the two decay pathways is re-
flected in their relative frequency: while dissociation is observed, reactant
regeneration is not observed, even if some trajectories explore the conical
intersection region. Trajectories that access the conical intersection region
(small values of C'5—Br bond distance and large values of Br bending an-
gle) eventually deactivate by either photolysis or intersystem crossing to
Ti.

Unfortunately, these results cannot be compared straightforwardly to
experimental data for a series of reasons: i) first of all, our simulations

lack the description of environmental effects. Experimentally, the quan-
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tum yield of photolysis is determined by measuring the consumption of
5-bromouracil, 2! or the quantum yield of uracil formation, uracil being
the product of hydrogen abstraction by the uracil radical. Besides this
reaction, several other processes can take place that involve reactions of
the radicals with the solvent, which cannot be described by our calcula-
tions.[??4! ii) The deactivation mechanism itself may be strongly affected
by the solvent. In 1981, Swanson et al.[??!l showed that photolysis can
take place from both singlet and triplet states, but while in the case of the
singlet 5-bromouracil reacts via an homolysis of the C5—Br bond, in the
triplet state 5-bromouracil undergoes an ionic reaction with the solvent
(2-propanol) via electron transfer. Our simulation also indicate photolysis
from both S and 75, but with an homolytic mechanism in both cases. iii)
Moreover, the solvent exerts a cage effect on 5-bromouracil, promoting re-
combination after photodissociation; since the product of recombination
is the same bromouracil molecule, it is impossible to distinguish between
the product of recombination and that of reactant regeneration through
the conical intersection. This, in turn, leads to an underestimation of the
importance of photolysis. iv) The 1 eV overestimation of the energy of
the spectroscopically active !77* state may affect the computed quantum
yield of the deactivation processes.??’!

These are for sure severe problems, that do not allow the understand-
ing of the phenomenona happening in the biological environment. In this
sense, the method chosen for these simulations is not the correct one for
the system at hand, since not only it does not describe correctly the en-
ergy distribution of the states of interest, but it also completely lacks the
description of the environment, which in this case is fundamental to deter-

mine the photochemical processes under study. These results can be im-
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proved by running the more expensive MSCASPT?2 simulations, but more
importantly including the description of environmental effects, for exam-
ple through a hybrid QM /MM method that allows the explicit inclusion

of at least solvent molecules.

More in general, the process of interest here is the deactivation of 5-
bromouracil incorporated into the DNA. This process itself cannot be de-
scribed correctly by describing only the 5-bromouracil and the solvent,
because, as mentioned, in 5-bromuracil containing DNA, photolysis is ini-
tiated by an electron transfer. For this reason, a correct description of the
phenomenon must also include this initial step.

Despite these problems, our results provide valuable information on
the isolated 5-bromouracil molecule. Summarizing, we uncovered the re-
lationship between photolysis intended as pure elongation of the C5—Br
bond, and decay through the conical intersection intended as pure out-
of-plane bending of the C5—Br bond, which are not to be considered as
separate processes but rather limiting cases of a continuous spectrum of
deactivation pathways. Also, our results clearly indicate that dissociation
of the C5—Br bond from either S; or 75, along with intersystem crossing to
T}, are the main deactivation processes of the molecule and have roughly

the same importance.

Moreover, Blancafort and coworkers 1%l suggested that for large val-
ues of both the C5—Br distance and the bending angle, there is a region
of near-degeneracy between the !77* state and the ground state which in-
volves the transfer of Br form C5 to C6 (atom labels reported in Scheme
6.3). The difference between the C6—Br and C5—Br bond distance has
been computed along the dynamics trajectories, and at no geometry Br is
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closer to C'6 than to C5 (Figures E.1 and E.2), indicating that in our cal-
culations no Br trasfer is produced, in disagreement with what previously

reported. [21°]

6.6 Deactivation pathways

CI photolysis

Figure 6.6: Schematic representation of the deactivation pathways of 5-
bromouracil; dashed lines refer to processes that have been hypothesized
but not observed. CI: conical intersection.

Figure 6.6 summarizes the photophysical and photochemical processes
undergone by 5-bromouracil. After the molecule is excited to the bright
Lrn* state (S9), it rapidly decays to the dark 'no7* state (S1) via an ultra-
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fast internal conversion S3/S1; from here, it undergoes either photolysis
(S1/50, solid line) or intersystem crossing (51 /77 and S1/13). An internal
conversion to the ground state has been hypothesized but not observed
(S1/50, dashed line). Intersystem crossing to the 3nom* state (S1/T3) is fol-
lowed by the photolysis of the molecule (7%/Sp), while intersystem cross-
ing to the 377* state (S /71) does not lead to dissociation, and the molecule
is expected to finally decay to the ground state by intersystem crossing
(T1/8Sp). Overall, 17% of the trajectories lead to photolysis from S, 31% to
photolysis from T3 and 52% to intersystem crossing to 77.

Figure 6.7 shows the temporal evolution of the excited state popula-
tions of the trajectories that do not lead to photolyisis. The populations
were fitted to a sequential kinetic model, which allowed the calculation of
a time constant for intersystem crossing of 450 £ 100 fs, which is in good

agreement with the experimental value of 0.4 ps reported in ref(?2°].

6.7 Final remarks and graphical summary

The surface hopping dynamics simulations presented in this Chapter
help uncover the structural and energetic modifications that accompany
the deactivation of isolated 5-bromouracil after excitation with UV light.
The computed absorption spectrum results from excitation to a bright ! r7*
state. After an ultrafast internal conversion from the spectroscopically ac-
tive lnm* to the dark no7* state (S1), an important decay pathway in-
volves dissociation of the C'5—Br bond (48% of the trajectories), that can
take place from both singlet and triplet no7* states, 75 being populated

by intersystem crossing from S;. This process is accompanied by a com-
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Figure 6.7: Temporal evolution of the excited state populations of non-
dissociating trajectories.
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bination of elongation and out-of-plane bending of the C5—Br bond and
is barrierless, resulting in a smooth decrease in the energy of the S; state.
Competing with photolysis is an intersystem crossing from S; to T} (377*),
which does not lead to dissociation and accounts for 52% of the trajecto-

ries.

Deactivation through a conical intersection from S; to Sy, which has
been suggested by static calculations, has not been observed. This pro-
cess is accompanied by the out-of plane bending of the C'5—Br bond up
to a 90°, with negligible variations of the bond length with respect to the
ground state structure. Trajectories evolving towards this kind of geome-
tries clearly show that the energy of S; is not affected by the bending of
the C5—Br bond, meaning that there is no energy gain in performing this
deformation, which explains the marked preference of 5-bromouracil for

photolysis.

The simulation presented in this Chapter cannot be compared with
experimental values nor can they provide insight into the deactivation
processes undergone by 5-bromouracil in the biological environment. This
is due to two main limitations of these simulations. First, the lack of de-
scription of the environment. Since the system at hand undergoes photol-
ysis, the solvent is expected to severely affect the rate of this process, and
must be included in the description. Secondly, since photolysis is initiated
by an electron transfer from an adjacent nucleobase, also part of the DNA
chain must be described to some extent. A further problem of these sim-
ulations lies in the choice of the computational method: the MRCI(10,8)
employed here overestimates the energy of the spectroscopically active

n* state, which is also expected to severely affect the results.
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Chapter 7

Final remarks

The simulation of photophysical processes of biological interest is a
complex problem. In this thesis, TDDFT has been employed for the excited
state calculations conducted on fluorescent markers (~ 35 atoms), while
post-Hartree-Fock calculations, such as CASPT2, have been used for cali-
bration. The protein energy landscape exploration method has been used
to study the fibril-marker interaction and additionally DFT and force field
methods have been used to run molecular dynamics simulations aimed
at exploring the configuration space of the systems. The combination of
these techniques is effective because it allows a full understanding of the

properties of the fibril/marker complexes.

Surface hopping dynamics including arbitrary couplings has also been
performed. When post-Hartree-Fock methods are employed, these simu-
lations are computationally demanding. For this reason, it is necessary

191
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to reach a compromise between cost and accuracy, sometimes at the ex-
pense of the quality of the calculation. Indeed, the simulations presented
here on the photochemistry of 5-bromouracil are not satisfactory and of-
fer a chance to reflect on the importance of the inclusion of environmental

effects in the study of processes of biological interest.

Based on the results obtained on two classes of markers, NIADs and
DANIRs, some general considerations may be drawn on the relationship
between structural, photophysical and binding properties of amyloid mark-
ers. Concerning binding to amyloid fibrils, our results uncovered how
this interaction is driven by purely geometric and polarity consideration,
rather by the specific interactions of the markers with certain aminoacidic

residues.

About the photophysical properties, it can be said that despite the
fact that both families of markers share a common donor-m-acceptor struc-
ture, resulting in a charge transfer transition, they undergo quite differ-
ent deactivation processes in aqueous solution. For example, the presence
of heavy atoms such as sulfur opens the possibility of nonradiative de-
activation through intersystem crossing, as is the case of NIAD markers.
Furthermore, the presence of double bonds, observed in both classes of
markers, results in effective internal conversion through conical intersec-
tions. For markers of the DANIR family, the fluorescence enhancement
is determined by the sterical hindrance resulting from the inclusion of
the fluorescent molecule in the hydrophobic channels of amyloid fibrils,
which prevents deactivation via internal conversion. This internal conver-
sion involves distorted geometries, corresponding to conical intersections,

which are no longer accessible to the marker enclosed in the fibril. This,
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however, only results in a small fluorescence enhancement observed upon
interaction with amyloid fibrils.

These processes alone do not provide a satisfactory description of the
photophysics of the makers in the biological environment because the ac-
tivity of these molecules is strongly affected by external factors, such as
solubility. For NIAD-4, the solubility is sufficiently low to promote dimer-
ization in water, resulting in fluorescence quenching. While disaggrega-
tion of these dimers upon interaction to amyloid-5 deposits provides an
optimal fluorescence enhancement, solubility is a delicate mechanism to
rely upon for an amyloid marker. Since the distribution of the molecule
among the monomeric and aggregated forms in the biological environ-
ment is impossible to determine in advance, nor is the permeability of
these species through the blood-brain barrier, it is desirable to find alter-
native ways to tune the different fluorescence intensity in water and in
presence of amyloid fibrils.

Moreover, the rational design of amyloid markers should strive to-
wards the maximization of the fluorescence enhancement observed when
the molecule is bound to amyloid-g deposits. Unfortunately, unless sol-
ubility intervenes, only a small fluorescence enhancement is observed for
markers, such as those presented, that spontaneously planarize upon exci-
tation. This result highlights an intrinsic limitations of these compounds,
resulting in an upper bound of ~ 10-fold for the fluorescence enhancement
observed on interaction with amyloid-/ deposits.

For instance, it would much increase the fluorescence enhancement
to design molecular rotors, built in analogy to, for instance, Thioflavin-T.

These markers are expected to spontaneously evolve to a twisted internal
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charge transfer nonemitting state when excited in aqueous solution, result-
ing in an utter lack of fluorescence emission. When bound to amyloid-3
fibrils, these markers planarize, favoring radiative deactivation through
fluorescence emission. In this way, the molecules that are completely dark
when free in solution, would be “switched on” upon binding. This tran-
sition from a fully dark to a fully emitting state greatly enhances fluores-
cence (~ 1000-fold). However, such a rotor for in vivo applications still
remains to be proposed. In this regard, relying on the insights provided
by these studies on the complex relationship between structure, fluores-
cence properties and amyloid-3 affinity, it may be possible to design in
silico a rotor-based amyloid marker satisfying all the requirements for in
vivo amyloid staining, and at the same time offering a good imaging con-
trast. This achievement could eventually lead to a further development of

fluorescence imaging, which may become a valid tool for clinical practice.
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218 APPENDIX A. COMPUTATIONAL METHODS

Table A.1: TDDFT computed excitation and emission wavelengths (nm) of
NIAD-4 in water, methanol, dichloromethane and diethylether computed
with the PCM model. Linear response (LR), state specific (SS), equilibrium
(EQ) and non-equilibrium (NEQ) approaches.

excitation wavelength H>0O MeOH CHyCly FEt,0
LR EQ 470 468 461 451
LR NEQ 439 438 440 435
SS NEQ 447 446 449 443
SS EQ 507 503 487 467
emission wavelength H>O MeOH CHyCly FEt,0
LR EQ 625 620 598 572
LR NEQ 564 562 561 547
SS NEQ 554 553 534 535

SSEQ 549 548 542 532
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Table B.1: Gas phase dihedral angles (°) and rotational barriers k.J mol !
of three conformational isomers of NIAD-4 at the DFT(CAM-B3LYP) op-
timized geometry. Labels refer to Figure 3.1. Values in parenthesis corre-
spond to geometries optimized using the PCM solvation model.

Isomer A B C
o 33 (28) 33 (29) 33 (28)
I} -14 (-11) -18 (-13) 33 (28)
0% 1(0) -179 (-179) 1(0)
Rotational barriers A—B A—C
AFE? 37.5(37.6) 14.0 (15.4)
AGH 38.6 (39.5) 19.2 (21.2)
Lor MeOH —— 10 MeOH ——
- MeOH/Gly,3: 1 09 + MeOH/Gly,3: 1
McOH/Gly,1:1 MeOH/Gly,1: 1
08 - MeOH/Gly.1:3 ~ 08 MeOH/Gly.1:3
Gly ‘E" o7l Gly
g 06| g 06 |-
. E 05|
£ oaf Z o4l
E 03 +
02t £ 02t /
0.1 74
350 4l‘|l| 431)11 ﬁl‘JlJ 5;‘30 (560 [SF‘)O 7l‘|(| 500 550 (il‘lll (if‘)(i 760 7.;)11 800 850 5)l‘|l|
wavelength (nm) wavelength (nm)
(a) Absorption spectra. (b) Fluorescence spectra.

Figure B.1: Absorption and fluorescence emission spectra of NIAD-4 in
mixtures of methanol and glycerol at increasing viscosity.
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Table B.2: Relaxed S; energy scan around dihedral 5 of NIAD-4; excitation
energies (eV) to S; and 75 computed in gas phase and several solvents
(PCM model). Values are corrected for the difference between MSCAPT2
and TDFFT energies at the S; optimized geometry. Labels refer to Figure
3.1.

,B (o) Sl(HQO) TQ(HQO) Sl(MeOH) TQ(MGOH) Sl(CHQClg)

192 2.14 3.08 2.15 3.08 2.22
172 2.13 3.08 2.15 3.08 2.22
152 2.18 3.06 2.19 3.06 2.26
132 2.27 3.01 2.29 3.00 2.35
112 2.41 2.94 2.43 2.94 2.49
92 2.60 2.90 2.61 2.90 2.65
72 2.46 2.93 2.48 2.93 2.54
52 2.31 2.99 2.32 2.99 2.39
32 2.19 3.06 2.21 3.06 2.28
12 2.13 3.10 2.15 3.10 2.22
B ()T2(CHxCly)  S1(Et20)  Ta(Et20) Si(gp) T»(gp)
192 3.07 2.32 3.06 2.70 3.04
172 3.07 2.31 3.07 2.69 3.04
152 3.05 2.36 3.05 2.73 3.03
132 3.00 2.44 3.00 2.81 2.99
112 2.93 2.57 2.93 2.89 2.94
92 2.90 2.71 2.90 2.92 2.89
72 2.93 2.63 2.93 2.96 2.96
52 2.99 2.49 2.99 2.87 2.99
32 3.05 2.38 3.05 2.77 3.03

12 3.10 2.31 3.09 2.70 3.06
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APPENDIX B. BITHIOPHENE DERIVATIVES

Table B.3: Gas phase CAS(12,12) and MSCASPT excitation energies (eV) at
the TDDFT optimized S geometry of NIAD-4, NIAD-11 and NIAD-16.

root  S1(CASSCF) S;(MSCASPT2) T5(CASSCF) 75(MSCASPT2)
NIAD-4

1 0.00 0.00 1.24 1.81
2 2.91 2.57 2.57 2.99
3 3.66 341 3.79 412
4 425 3.67 3.97 4.50
5 491 455 437 472
6 5.27 4.79 488 5.27
7 5.43 5.16 - -
8 5.66 5.42 - :
9 5.85 5.85 - -
10 6.28 6.03 - -
11 6.48 6.31 - -
12 6.54 6.65 - -
NIAD-11

1 0.00 0.00 0.64 1.72
2 2.77 2.17 2.04 3.00
3 3.48 341 3.26 4.15
4 424 3.59 343 441
5 4.60 4.03 3.57 461
6 5.16 4.39 442 5.32
7 5.20 478 - -
8 5.45 491 - ;
9 5.56 5.25 - -
10 5.97 5.72 - -
11 6.08 6.09 - -
12 6.31 6.41 - -
NIAD-16

1 0.00 0.00 1.32 151
2 2.64 2.50 2.59 2.79
3 3.22 3.05 3.80 3.75
4 3.86 3.14 3.90 3.96
5 477 432 446 424
6 5.14 441 481 4.76
7 5.20 5.02 - -
8 5.36 5.37 - _
9 5.56 5.58 - -
10 5.92 5.92 - -
11 6.02 6.12 - -

1D ~ 1Q

o 7N
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Figure B.3: Concentration dependent absorption spectra of NIAD-4 in a
2:1 mixture of water and methanol.
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Table B.4: S; and S; vertical excitation energies of parallel (non-
centrosymmetric), P, and antiparallel (centrosymmetric), AP, = stacking
dimers at interchromophoric distances d ranging from 3.6 to 4.6 A in water
(PCM model).

d 3.6 3.8 4.0 4.2 4.4 4.6
AP E(S51) 505 477 461 451 446 442
AP £(S7) 0.0 0.0 0.0 0.0 0.0 0.0
AP E(S1) 449 434 426 423 422 421
AP £(S1) 1.2 1.6 2.0 2.2 2.3 24
P E(S1) 528 494 471 458 450 442
P £(S1) 0.0 0.0 0.0 0.0 0.0 0.0
P E(S1) 417 417 417 417 417 417

P £(S1) 24 24 24 24 24 24
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Table B.5: Dihedral angles «, 8 and v, relative electronic (E, kJ mol™1) en-
ergies and vertical excitation to S; with corresponding oscillator strength
of the 8 low-lying isomers of NIAD-11 and of the 4 low-lying isomers of
NIAD-16 in gas phase and water (SMD model) in brackets.

B(°) 7 () E (kJ mol™)
21(21)  -178 (-179) 0.08 (1.33)
22 (23) 178 (179) 0.00 (0.72)
26 (-19) 2 (4) 0.53 (6.65)
26 (-21) 2(2) 1.07 (5.14)
-144 (-147) 179 (179) 2.05 (0.94)
143 (-146) 2(-3) 2.11 (5.81)
-143 (144) 2 (3) 2.13 (4.73)
145 (-146) 180 (179) 2.61 (0.00)
-12 (0) 179 (180) 0.00 (0.00)
N-16 is2 30 (23 -16 (-1.83) 1(1) 1.14 (5.41)
N-16 is3 30 (23 157 (169) 180 (180) 3.89 (1.29)

Isomer a (°)
)
)
)
)
)
)
)
)
)
i

N-16 isd 31 (25) 156 (170) 1(1) 3.89 (6.62)
)
)
)
)
)
)
)
)
)
)
)
)
)

N-11isl  -52 (-52
N-11is2 122 (-121
N-11is3 53 (55
N-11is4 123 (121
N-11is5 52 (-54
N-11is6  -51 (-52
N-11is7 123 (-121
N-11is8 123 (121
N-16 is1 30 (23

f

0.95 (1.16)
0.98 (1.10)
1.07 (1.28)
1.07 (1.24)
0.84 (1.03)
0.96 (1.17)
1.00 (1.18)
0.85 (1.04)
1.29 (1.47)
1.34 (1.53)
1.09 (1.30)
1.30 (1.53)

Isomer Aabs (MM

N-11is1 469 (509
N-11is2 464 (490
N-11is3 461 (505
N-11is4 457 (491
N-11is5 455 (490
N-11is6 452 (489
N-11is7 448 (477
N-11is8 447 (480
N-16is1 432 (469
N-16is2 430 (471
N-16is3 428 (471
N-16is4 424 (470
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Table B.6: Emission wavelength from S; with corresponding oscillator
strength of the 8 low-lying isomers of NIAD-11 and of the 4 low-lying
isomers of NIAD-16 in gas phase and water (in brackets).

Isomer Aem (NM) f
N-11isl 573 (775) 1.02 (1.58)
N-11 is2 561 (746) 1.02 (1.53)
N-111is3 570 (775) 1.10 (1.68)
N-11 is4 558 (745) 1.11 (1.66)
N-11is5 578 (799) 0.87 (1.37)
N-11 is6 571 (803) 1.03 (1.57)
N-11 is7 561 (773) 1.05 (1.56)
N-11is8 563 (636) 0.89 (1.33)
N-16isl 513 (751) 1.47 (2.04)
N-16 is2 514 (756) 1.54 (2.11)
N-16is3 516 (756) 1.28 (1.83)
N-16 is4 514 (761) 1.54 (2.11)
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(a) NIAD-11 gas phase. (b) NIAD-16 gas phase.
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(c) NIAD-11 water. (d) NIAD-16 water.

Figure B.4: Simulated absorption spectra from ab initio molecular dynam-
ics simulations: isomer contributions weighted by their Boltzmann factor.
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NIAD-11 NIAD-16
Isomer 1 Isomer 2 Isomer 3 Isomer 1 Isomer 2
Isomer 4 Isomer 5 Isomer 6 Isomer 3 Isomer 4
Isomer 7 Isomer 8

Figure B.6: Conformational isomers of NIAD-11 and NIAD-16 at the S
optimized geometry.
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Table B.7: Relaxed S; energy scan around dihedral 3 of NIAD-11 and
NIAD-16; excitation energies (eV) to S; and 7> computed in gas phase
and water. Values are corrected for the difference between MSCAPT2 and
TDDFT energies at the S optimized geometry. Labels refer to Figure 3.1.

B(°) S1(gp) Ta(gp) S1(H20) T5(H20)
NIAD-11

-135 2.26 2.89 1.62 3.00
-115 2.33 2.73 1.70 2.81
-95 2.33 2.53 1.84 2.58
-75 2.37 2.60 1.91 2.66
-55 2.32 2.78 1.75 2.86
-35 2.23 291 1.75 2.86
-15 2.15 2.99 1.64 3.01
5 2.11 3.02 1.56 3.11
25 2.17 2.97 1.54 3.14
NIAD-16

172 2.68 2.94 191 2.92
152 272 2.92 1.95 2.89
132 2.78 2.86 2.02 2.8
112 2.83 278 213 2.68
92 2.84 2.76 2.39 2.59
72 2.86 2.78 217 2.69
52 281 2.85 2.02 281
32 273 2.92 1.95 2.89

-12 2.68 2.96 191 2.93
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Appendix C

DANIRs: conjugated 7 system
markers

DANIR-2a DANIR-2b DANIR-2¢

¥ ke oo RN ?\O@) o

Figure C.1: Equilibrium bond lengths at the Sy and S optimized geometry
are reported in Table C.1
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Table C.1: Bond lengths (A) of DANIR-2a, -2b and -2c at the Sy and S;
optimized geometries in gas phase. Bond labels refer to Figure C.1.

Bond leng. Sy 2a 2b 2c  Bond leng. S 2a 2b 2c

1 142 142 141 8 136 135 1.35
2 1.38 138 138 9 143 143 1.43
3 141 141 140 10 143 136 1.36
4 141 141 140 11 - 143 142
5 1.38 138 138 12 - 143 1.36
6 141 141 141 13 - - 143
7 146 145 145 14 - - 143
Bond leng. S7 2a 2b 2¢  Bond leng. S 2a 2b 2¢
1 142 142 142 8 142 139 1.39
2 137 137 137 9 141 140 1.40
3 143 143 142 10 142 140 1.39
4 143 142 142 11 - 142 140
5 1.37 137 137 12 - 142 140
6 143 143 142 13 - - 142
7 142 142 142 14 - - 142

Table C.2: Relative potential F and free energies G (k.J mol™?!) of the con-
formational isomers of DANIR-2b and DANIR-2c in gas phase and water
(SMD model).

AE(gp)  AG(gp)  AE(H:0)  AG(H20)

DANIR-2b isomer 1 0.0 0.0 0.0 0.0
DANIR-2b isomer 2 16.8 17.4 21.3 17.0
DANIR-2c isomer 1 0.0 0.0 0.0 0.0
DANIR-2c isomer 2 32.4 30.0 36.1 36.9
DANIR-2¢ isomer 3 14.0 11.8 14.0 12.2

DANIR-2c isomer 4 14.9 16.5 19.9 22.4
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DANIR-2a DANIR-2b DANIR-2c

¥ (" " © . i .
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Figure C.2: S; optimized geometries of DANIR-2a, -b and -2c.

DANIR-2a
DANIR-2b
DANIR-2c

cumulative f

] '] I 1 I 1 1 1 1 J
300 325 350 375 400 425 450 475 500

wavelength (nm)

Figure C.3: Calculated absorption spectra from ab initio molecular dynam-
ics simulations in gas phase of DANIR-2a, DANIR-2b and DANIR-2c.
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Figure C.4: Calculated absorption spectra from ab initio molecular dynam-
ics simulations: effect of simulation time.
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Table D.1: Approximate dimensions of the binding channels of NIAD-4,
NIAD-11, NIAD-16 and DANIR-2c on fibril models I, II and III (Figure
5.3). This description is not applicable to NIAD-11/1, in which the is ac-
commodated externally, and no channel can be defined.

Binding pose dimensions (A)
NIAD-4/1+i 9x 11
NIAD-4/1I-pe 10 x 12
NIAD-4/1II-pi 13 x 8
NIAD-11/1I-pi 8x9
NIAD-11/111i 10 x 9
NIAD-16/I-pe 8 x 11
NIAD-16/11-c 14 x 10
NIAD-16/111-pi 16 x 9
DANIR-2¢/I+i 9x6
DANIR-2¢/1-c 7x9
DANIR-2c/1II-pi 13x7

Table D.2: Binding energies (kCalmol™!) of selected binding poses of
NIAD-4, NIAD-11, NIAD-16 and DANIR-2c on fibril models I, II, III.

Binding pose PELE MM/GBSA MM /PBSA
NIAD-4/I-je -66.7 -42.1 -6.7
NIAD-4/I-pe -73.8 -29.1 6.0
NIAD-4/1I-c -60.5 -38.2 -2.9
NIAD-4/111-ji -58.3 -35.1 12.2
NIAD-11/I-pe -38.1 -27.7 9.3
NIAD-11/1I-c -38.3 -52.7 -4.1
NIAD-11/1II-pi -43.0 -57.7 1.5
NIAD-16/I-e -56.8 -50.4 -6.3
NIAD-16/11-je -46.5 -20.6 2.6
DANIR-2¢/I-e -46.3 -46.6 -11.9
DANIR-2¢/II-pi -51.6 -36.7 -3.9

DANIR-2¢/1II-pi2 -42.6 -38.9 -4.0
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Table D.3: Binding energies (kcal mol™!) of selected binding poses of
NIAD-4, NIAD-11, NIAD-16 and DANIR-2c on fibril models I, II, III (Fig-
ure 5.3). MM/PBSA values computed with a solute-solvent interaction
model in which the nonpolar solvation free energy is modeled as a single
term linearly proportional to the solvent accessible surface area.

Binding pose PELE MM/GBSA MM /PBSA
NIAD-4/14i -80.6 -59.3 -40.5
NIAD-4/II-pe -83.0 -41.9 -22.5
NIAD-4/1I-pi -60.4 -51.0 -39.3
NIAD-11/1I4e -53.2 -45.4 -32.6
NIAD-11/1I-pi -48.3 -38.0 -28.5
NIAD-11/1I1i -45.7 -40.9 -20.8
NIAD-16/I-pe -58.8 -44.5 -29.5
NIAD-16/11-c -56.8 -43.9 -29.8
NIAD-16/11I-pi -44.9 -52.9 -38.9
DANIR-2¢/I-i -60.4 -63.3 -36.4
DANIR-2¢/II-c -53.2 -45.7 -29.1
DANIR-2¢/1II-pi -51.9 -57.7 -10.8
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(e) NIAD-4/I-pcfects. (f) PHE19, ALA21, VAL34, VAL36.

Figure D.1: Binding poses of NIAD-4 on fibril model I with indication of
the aminoacidic residues involved in the interaction.
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(d) GLY9, VAL12, HS13, VAL40.

I
[

(f) GLY33, MET35.

Figure D.2: Binding poses of NIAD-4 on fibril models I and II with indica-
tion of the aminoacidic residues involved in the interaction.
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Figure D.3: Binding poses of NIAD-4 on fibril models II and III with indi-
cation of the aminoacidic residues involved in the interaction.
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(c) NIAD-4/TITe. (d) GLU3, ARG5, GLU22, VAL24.

Figure D.4: Binding poses of NIAD-4 on fibril model III with indication of
the aminoacidic residues involved in the interaction.
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(c) After 10 ns of simulation.

Figure D.5: Structural modifications undergone by fiber I (binding pose
NIAD-4/1-ji) along a 10 ns molecular dynamics simulation. The corre-
sponding RMSD is plotted in Figure 5.5.
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(e) NIAD-11/III-pi. (f) PHE19, LYS28, ILE31, LEU3A.

Figure D.6: Binding poses of NIAD-11 on fibril models I, II and III with
indication of the aminoacidic residues involved in the interaction.
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(c) NIAD-16/11e. (d) GLY9, TYR10, ASP23, VAL24.

Figure D.7: Binding poses of NIAD-16 on fibril models I, II and III with
indication of the aminoacidic residues involved in the interaction.
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(a) DANIR-2c/I-je. (b) GLU11, VAL39, VALA40.
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(e) DANIR-2¢/III-2. (f) LEU17, PHE19, LEU34, VAL36.

Figure D.8: Binding poses of DANIR-2c on fibril models I, II and III with
indication of the aminoacidic residues involved in the interaction.
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Table E.1: Computed MSCASPT2(16,12)/ ANO-RCC-VDZP excitation en-
ergies at the Franck-Condon geometry of 5-bromouracil with the two dif-
ferent orbital spaces reported in Figure 6.1.

E (eV)
Sl 5.0 Ty —> 7Tf
So 57 w4 — cCBr*
S3 6.4 T3 — T
Sy 6.8 ngr — cCBr*
S5 6.8 ngr —
S 5.1 Ty — T
SQ 5.1 n01—>7ri‘,n02—>7r’1"
53 6.3 Ty —> ocCBr*
54 6.3 3 — ﬂf
S 6.5 noi — 75, No2 — T
T 3.8 Ty — T
TS 51 n01—>7ri‘,n02—>7r’f
T; 54 74 — cCBr*
T, 5.7 T3 — ]

Ts 6.6 noi — 3, o2 — 5
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Figure E.1: Representation of the difference between bond lengths
d(C6—Br) and d(C5—Br) along eight representative trajectories. The dif-
ference is always positive, indicating that no Br transfer is produced from
C5 to C6, in contrast with what suggested in ref[2¢]
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Figure E.2: Representation of the difference between bond lengths
d(C6—Br) and d(C5—Br) along eight representative trajectories. The dif-
ference is always positive, indicating that no Br transfer is produced from
C5 to C6, in contrast with what suggested in ref[26]
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