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#### Abstract

This thesis is based on the publications done as a PhD student at IFAE during the periods 2012-2013 and 2015 [1-4]. These include two separate topics, Higgs phenomenology at the LHC within the frameworks of Composite Higgs and Supersymmetry [1-3], and the improvement of the Renormalized Hamiltonian Truncation Method (RHTM) [4].

The first part of this thesis was motivated by the Naturalness problem in the Standard Model (SM), which was triggered by the discovery in 2012 of a scalar particle with a mass of 125 GeV and signal strengths compatible with the SM Higgs. The aim of these projects [1-3] was to asses the impact of the measured mass and signal strengths on two of the best motivated frameworks that tackle the Naturalness problem; Composite Higgs and Supersymmetric extensions of the SM. This part of the thesis is organised as follows.

In Chapter 1 we give an overview to the SM its shortcomings and motivate the need to go beyond the Standard Model (BSM). Brief introductions to Spontaneous Symmetry Breaking (SSB) and the CCWZ $[5,6]$ are also included due to their importance in the understanding of the SM and their pivotal role in the study of BSM physics .

In Chapter 2 we study the implications of the Higgs discovery for different Composite Higgs models. This is done by using the signal strengths given by the experiments right after the Higgs discovery in 2012, which allow to greatly constrain the parameter space of some of these models.

Chapter 3 is focused on the study of the Higgs couplings in Composite Higgs models based on the $S O(5) / S O(4)$ coset. We show that the Higgs couplings to gluons and photons are insensitive to light fermionic resonances assuming that they preserve $C P$. Also, we find that at leading order in the mixings, the Higgs couplings to tops and gluons, when normalized to the Standard Model (SM), are equal.

In Chapter 4 we study the relation between the Higgs couplings and the Higgs mass in Supersymmetric models while finding that the measured 125 GeV Higgs and the signal strengths can be competitive with direct searches in excluding some parts of the parameter space in the Higgs sector. We focus on the MSSM with heavy stops, and possible extensions that alleviate the small hierarchy problem.

The second part of this thesis was motivated by two papers by Rychkov et al. [7,8] where they present a promising new method to solve strongly coupled systems. The method consist in improving the already known Hamiltonian Truncation Method used to numerically solve strongly coupled systems. The improvement comes from analytically integrating out the high energy modes which results in a considerable improvement to the numerical result, and allows to reduce computational power needed to solve any given system. Our work, presented in Ch. 5, improves the method by finding the general expressions needed in the procedure to integrating out the high energy modes, and solves some of the issues left open in $[7,8]$.


## Acknowledgements

I'm very grateful to my two supervisors, Alex Pomarol and Francesco Riva, who have supported me fully and from whom I learned a lot throughout the PhD, both as collaborators and mentors.

I'm also very grateful to Christophe Grojean, who was my supervisor during a 3 month stay at CERN who helped me to better understand some concepts and pushed me to work harder.

I'm also specially grateful to Oriol Pujolas, with whom I did two papers on holographic superconductors, and was always very patient and pedagogic when helping me with any doubt I had.

I would also like to thank acquaintances, collegues, collaborators and friends, who made it much more fun to do physics and to whom I'm also very grateful for various reasons. In particular, Matteo Baggioli, Valerio Bertone, Marc Ramón Bohigas, Joan Antoni Cabrer, Martí Cuquet, Oriol Domenech, Joan Elias, José Ramón Espinosa, Marco Farina, Mateo Garcia, Lars Hofer, Sebastian Krug, Eduard Massó, Quim Matias, Alberto Salvio, Julia Stasinska, Giuliano Panico, Clara Peset, Antonio Pineda, Marc Riembau, Clara Salas, Javi Serra, Riccardo Torre, Javi Virto and Tevong You.

Indirectly but also very important were all the amazing group I met when going Finance for almost two years, in particular I'm very grateful to my ex-bosses Guillermo Alfaro and Sebastian Miranda, from whom I learned a lot of things that I will remember for life, and also I'm grateful to the friends and collegues I made there, Xavier Magallon, Juan Frachi, Jordi Yll and Jaume Daura.

Last but not least I'm very grateful to my family who supported me during all this time.
Thanks to you all.

## Contents

1 Introduction ..... 9
1.1 The Standard Model ..... 9
1.2 Is new physics around the corner? ..... 18
1.2.1 The Naturalness problem ..... 21
1.2.2 Composite Higgs as a solution ..... 22
1.3 Spontaneous Symmetry Breaking and the CCWZ ..... 24
2 Higgs discovery, first reaction to the data ..... 35
2.1 Introduction ..... 35
2.2 The Data ..... 36
2.3 Composite Higgs Models ..... 37
2.4 $\mathrm{SO}(5) / \mathrm{SO}(4)$ and different fermion couplings ..... 38
$2.5 S O(6) / S O(4) \times S O(2)$ and natural two Higgs doublets models ..... 39
2.6 Higgs impostors? ..... 41
2.7 Conclusions ..... 42
2.8 Appendix ..... 43
3 Higgs Couplings in Composite Models ..... 47
3.1 Introduction ..... 47
3.2 General Composite Higgs Models ..... 48
3.3 An explicit construction: $\mathrm{MCHM}_{14}$ ..... 55
3.3.1 Two-Site Model ..... 57
3.3.2 Weinberg Sum Rules ..... 61
3.4 Conclusions ..... 63
3.5 Appendix: Notations ..... 64
3.5.1 Sigma model ..... 64
3.5.2 Fermion representations ..... 65
3.6 Appendix: Details of the experimental fit ..... 66
4 Higgs mass and couplings in SUSY ..... 69
4.1 Motivation ..... 69
4.2 The Higgs Mass/Couplings Connection ..... 70
4.3 The Minimal Supersymmetric Standard Model ..... 72
4.3.1 Top Squarks with no mixing ..... 73
4.3.2 Top Squarks with mixing ..... 75
4.4 Extra D-Terms ..... 76
4.5 F-Terms, the NMSSM and the BMSSM ..... 78
4.5.1 Doublet-singlet mixing ..... 80
4.6 Light SUSY Partners ..... 83
4.7 Conclusions and Outlook ..... 84
4.8 Appendix I: Details of experimental fit ..... 86
4.9 Appendix II: Details of the exact theory computation ..... 87
5 The Renormalized Hamiltonian Truncation Method ..... 91
5.1 Introduction and review ..... 91
5.2 Calculation of $\Delta H$ at any order ..... 93
5.3 Scalar theories ..... 94
5.4 Case study $\phi^{2}$ perturbation ..... 96
5.4.1 Two-point correction ..... 96
5.4.2 Three-point correction ..... 98
5.4.3 A numerical test ..... 99
5.4.4 Spectrum and convergence ..... 100
5.5 The $\phi^{4}$ theory ..... 103
5.5.1 Two-point correction ..... 103
5.5.2 Local expansion and the phase-space functions ..... 106
5.5.3 Spectrum and convergence ..... 109
5.5.4 Three point correction and further comments ..... 113
5.5.5 Summary of the method and comparison with Ref. [7] ..... 115
5.6 Conclusion and outlook ..... 117

## Chapter 1

## Introduction

### 1.1 The Standard Model

The Standard Model of particle physics (SM) represents our state of the art understanding of how elementary particles interact via the electromagnetic, weak and strong forces. Its construction is a long journey that started with the discovery of the electron and the electromagnetic force and closed the last chapter with the discovery of the Higgs in 2012. With a huge number of experiments agreeing with the SM predictions, the SM seems to be the theory that governs the interactions of elementary particles at least up to the center of mass energies allowed by today's colliders (unless there are some very weakly interacting particles that we haven't been able to detect yet). The standard model though, is certainly an effective theory due to the presence of gravity which is not accounted for in its construction. At low energies ( $E_{C M} \ll M_{P}$, with $M_{P}$ the quantum gravity scale), any putative theory of quantum gravity could in principle be written as an effective theory in powers of fields and derivatives over $M_{P}$, and with it describe the interactions between ordinary matter and gravity ${ }^{1}$. However, this implies that when $E \gtrsim M_{P}$ one needs a more fundamental theory to consistently describe particles' interactions with gravity, making the SM an effective theory of this more fundamental one.

Whether other new physics may appear before the Planck scale is an interesting question which we discuss later in Sec. 1.2. First, let us make a brief review on the SM in its current closed form as a renormalizable QFT without gravity, and from here see what shortcomings it may have and how to modify it. The SM is built imposing that it must be invariant under global Poincaré space-time transformations,

$$
\begin{equation*}
S O^{+}(3,1) \rtimes R^{3,1} \tag{1.1}
\end{equation*}
$$

and under the local gauge group

$$
\begin{equation*}
S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y} \tag{1.2}
\end{equation*}
$$

[^0]Fields with the appropriate charges are introduced to accommodate the 61 elementary particles (and antiparticles) observed as of today. The SM, as a renormalisable QFT introduces fields with the Lorentz quantum numbers of the particles observed, and organises them in different linear representations of the gauge group. Its field content is then,

|  | $S O(3,1)$ | $S U(3)$ | $S U(2)$ | $U(1)$ |
| :---: | :---: | :---: | :---: | :---: |
| $Q_{L}^{i j}=\binom{u^{i j} u_{L}^{L}}{d_{L}^{i j}}$ | $\left(\frac{1}{2}, 0\right)$ | $\square$ | $\square$ | $\frac{1}{6}$ |
| $u_{R}^{i j}$ | $\left(0, \frac{1}{2}\right)$ | $\square$ | - | $\frac{2}{3}$ |
| $d_{R}^{i j}$ | $\left(0, \frac{1}{2}\right)$ | $\square$ | - | $-\frac{1}{3}$ |
| $\ell_{L}^{i}=\binom{\nu_{L}^{i}}{e_{L}^{i}}$ | $\left(\frac{1}{2}, 0\right)$ | - | $\square$ | $-\frac{1}{2}$ |
| $e_{R}^{i}$ | $\left(0, \frac{1}{2}\right)$ | - | - | -1 |
| $H=\binom{\phi^{+}}{\phi^{0}}$ | $\left(\frac{1}{2}, 0\right)$ | - | $\square$ | $\frac{1}{2}$ |
| $G_{\mu}^{a}$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $A d j$ | - | - |
| $W_{\mu}^{b}$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | - | $A d j$ | - |
| $B_{\mu}$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | - | - | $A d j$ |

where $i=1,2,3$ is an index for families, and $j=1,2,3$ denote colour and the Higgs doublet $H$ is composed by two $\phi^{0}$ and $\phi^{+}$complex fields. The vector fields appear in the Lagrangian as the connections associated to gauge transformations, therefore they transform in the adjoint representation of their gauge group. The defining principles of the SM are the imposed local symmetries and renormalizability (meaning here the absence of irrelevant interactions); the most general Lagrangian that fulfils these properties is unique and can be written as

$$
\begin{equation*}
\mathcal{L}_{S M}=\mathcal{L}_{\text {gauge }}^{k i n}+\mathcal{L}_{\text {fermions }}^{k i n}+\mathcal{L}_{\text {scalars }}^{k i n}+\mathcal{L}^{\text {Yukawa }}+V . \tag{1.3}
\end{equation*}
$$

As a matter of fact, the principle is so stringent that the resulting particles, except the Higgs, are massless unless there is spontaneous symmetry breaking. We review this in detail and discuss each term in Eq. (1.3) individually.

## Higgs potental

The potential for the scalar fields is,

$$
\begin{equation*}
V=-\mu^{2}|H|^{2}+\lambda|H|^{4} \tag{1.4}
\end{equation*}
$$

and depends only on the modulus of $H$. In the SM, $\mu^{2}>0$, therefore the minimum of this potential is at $|\bar{H}|=\mu / \sqrt{2 \lambda} \equiv v / \sqrt{2}$ which signals SSB. Notice that one can always go to a basis where

$$
\begin{equation*}
\langle H\rangle=\binom{0}{v / \sqrt{2}} . \tag{1.5}
\end{equation*}
$$

In this case the only unbroken generator is $Q \equiv T_{3}+Y$, and the braking is given by $S U(2)_{L} \times$ $U(1)_{Y} \rightarrow U(1)_{Q} .^{2}$ To get rid of the NGB's in $H$ from hereonafter we fix the gauge in the unitary gauge. Also, it is convenient for perturbation theory to redefine the field $h$ as $h \rightarrow h+v / \sqrt{2}$ such that $\langle h\rangle_{\text {tree }}=0$. With these changes $H=\binom{0}{h+v / \sqrt{2}}$. Then, the kinetic term in Eq. (1.9) is canonically normalized if $h$ is redefined as $h \rightarrow h / \sqrt{2}$. After this choice of gauge and field redefinitions $H$ is given by

$$
\begin{equation*}
H=\frac{1}{\sqrt{2}}\binom{0}{h+v} \tag{1.6}
\end{equation*}
$$

where $h$ stands for the physical Higgs boson. In this form, the potential is

$$
\begin{equation*}
V=-\frac{\mu^{2}}{2}(h+v)^{2}+\frac{\lambda}{4}(h+v)^{4} . \tag{1.7}
\end{equation*}
$$

The potential $V$ contains the self interactions of the Higgs and its mass term, which at tree level is

$$
\begin{equation*}
m_{h}=\frac{\mu}{\sqrt{2}}=v \sqrt{2 \lambda} \tag{1.8}
\end{equation*}
$$

## Higgs kinetic term

Continuing with our analysis, the scalars' kinetic term is,

$$
\begin{equation*}
\mathcal{L}_{\text {scalars }}^{k i n}=\left|D_{\mu} H\right|^{2}, \tag{1.9}
\end{equation*}
$$

with $D_{\mu}=\partial_{\mu}-i g W_{\mu}^{a} T^{a}-i g^{\prime} B_{\mu}$. Going to the unitary gauge Eq. (1.6), the Higgs kinetic term is

$$
\begin{equation*}
\mathcal{L}_{\text {scalars }}^{k i n}=\frac{1}{2}\left(\partial_{\mu} h\right)^{2}+(h+v)^{2}\left(g^{2}\left(W_{1}^{2}+W_{2}^{2}+W_{3}^{2}+B^{2}\right)-2 g g^{\prime} W_{\mu}^{3} B^{\mu}\right) \tag{1.10}
\end{equation*}
$$

In this gauge, one can read from the Lagrangian the tree level mass terms for the electroweak gauge bosons and their interactions with the Higgs. The mass matrix for the gauge bosons $\left(W_{1}, W_{2}, W_{3}, B\right)$ can be written as

$$
M_{\text {gauge }}^{2}=\left(\begin{array}{cccc}
g^{2} & 0 & 0 & 0  \tag{1.11}\\
0 & g^{2} & 0 & 0 \\
0 & 0 & g^{2} & -g g^{\prime} \\
0 & 0 & -g g^{\prime} & g^{2}
\end{array}\right)
$$

Upon diagonalizing the $\left(W_{3}, B\right)$ entries,

$$
\binom{Z_{\mu}}{\gamma_{\mu}}=\left(\begin{array}{cc}
\cos \theta_{W} & -\sin \theta_{W}  \tag{1.12}\\
\sin \theta_{W} & \cos \theta_{W}
\end{array}\right)\binom{W_{\mu}^{3}}{B_{\mu}}, \quad \tan \theta_{W} \equiv g^{\prime} / g
$$

[^1]we find that at tree level the following fields create mass eigenstates,
\[

$$
\begin{align*}
Z_{\mu} & =\frac{1}{\sqrt{g^{2}+g^{\prime 2}}}\left(g W_{\mu}^{3}-g^{\prime} B_{\mu}\right) \quad \text { with } \quad m_{Z}=v \frac{\sqrt{g^{2}+g^{\prime 2}}}{2},  \tag{1.13}\\
\gamma_{\mu} & =\frac{1}{\sqrt{g^{2}+g^{\prime 2}}}\left(g^{\prime} W_{\mu}^{3}+g B_{\mu}\right) \quad \text { with } \quad
\end{align*}
$$ \quad m_{\gamma}=0, ~ \$
\]

while $W_{\mu}^{1}, W_{\mu}^{2}$ have masses of $m_{W^{1}}=m_{W^{2}}=v g / 2$. As explained later in Sec. 1.3, it is useful to work with representations of the unbroken group, which in this case is the $U(1)_{Q}$. Checking how $Z$ and $\gamma$ transform under $U(1)_{Q}$ one sees that they are singlets, so $Q_{Z}=Q_{\gamma}=0$. On the other hand, $W^{1}$ and $W^{2}$ are not representations of $U(1)_{Q}$, but we can perform the following change of variables

$$
\begin{equation*}
W_{\mu}^{ \pm}=\frac{W_{\mu}^{1} \mp i W_{\mu}^{2}}{\sqrt{2}}, \quad m_{W^{ \pm}}=v \frac{g}{2} \tag{1.14}
\end{equation*}
$$

making now $W^{ \pm}$covariant under $U(1)_{Q}$ with $Q_{W^{ \pm}}= \pm e= \pm \frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}}$.

## Yukawa terms

We next study the Yukawa terms,

$$
\begin{equation*}
\mathcal{L}^{\text {Yukawa }}=Y_{u}^{i j} \bar{Q}^{i}{ }_{L} \tilde{H} u_{R}^{j}+Y_{d}^{i j} \bar{Q}^{i}{ }_{L} H d_{R}^{j}+Y_{e}^{i j} \bar{\ell}^{i}{ }_{L} H e_{R}^{j}+\text { h.c. }, \tag{1.15}
\end{equation*}
$$

where $Y_{u}^{i j}, Y_{d}^{i j}, Y_{e}^{i j}$ are arbitrary $6 \times 6$ Hermitian matrices, $\tilde{H} \equiv i \sigma_{2} H$ and the indices $i, j=1,2,3$ stand for the generation of fermions, i.e. $\{(u, d),(c, s),(t, b)\}$ for quarks and $\left\{\left(e, \nu_{e}\right),\left(\mu, \nu_{\mu}\right),\left(\tau, \nu_{\tau}\right)\right\}$ for leptons. Going to the unitary gauge the Yukawa term is

$$
\begin{equation*}
\mathcal{L}^{Y u k a w a}=\frac{(h+v)}{\sqrt{2}}\left(Y_{u}^{i j} \overline{u^{i}}{ }_{L} u_{R}^{j}+Y_{d}^{i j} \bar{d}^{i}{ }_{L} d_{R}^{j}+Y_{e}^{i j} \bar{e}^{i}{ }_{L} e_{R}^{j}+h . c .\right), \tag{1.16}
\end{equation*}
$$

which contains the mass terms for the fermions and their interactions with the Higgs. Notice that the neutrinos don't get a mass due to not having introduced a right handed neutrino in the original Lagrangian. ${ }^{3}$

To get the fermion masses, we must diagonalize the Yukawa matrices $Y_{u}^{i j}, Y_{d}^{i j}, Y_{e}^{i j}$. To do so, one uses the property that a general complex matrix can be diagonalized by a biunitary transformation (i.e. using two different unitary matrices). Let us see how it is done. Given a generic complex $3 \times 3$ matrix $Y$, then $\left(Y Y^{\dagger}\right)$ is hermitian, and therefore can be diagonalised by a unitary matrix $U_{L}$,

$$
U_{L}^{\dagger}\left(Y Y^{\dagger}\right) U_{L}=Y_{D}^{2} \quad \text { with } \quad Y_{D}^{2}=\left(\begin{array}{ccc}
y_{1}^{2} & 0 & 0  \tag{1.17}\\
0 & y_{2}^{2} & 0 \\
0 & 0 & y_{3}^{2}
\end{array}\right)
$$

[^2]and $U_{L}$ is fixed up to a multiplication by a matrix $F=\operatorname{diag}\left\{e^{i \phi_{1}}, e^{i \phi_{2}}, e^{i \phi_{3}}\right\}$ because $F Y_{D}^{2} F^{\dagger}$ $=Y_{D}^{2}$. Therefore $\left(U_{L} F\right)$ also diagonalizes $\left(Y Y^{\dagger}\right)$, i.e. $\left(U_{L} F\right)^{\dagger}\left(Y Y^{\dagger}\right)\left(U_{L} F\right)=Y_{D}^{2}$. One can now define the hermitian matrix $N \equiv U_{L} Y_{D} U_{L}^{\dagger}$ and the unitary matrix $\tilde{U} \equiv N^{\dagger} Y$, and use them to write down the following relations
\[

$$
\begin{equation*}
U_{L}^{\dagger} N U_{L}=U_{L}^{\dagger}(Y \tilde{U}) U_{L}=U_{L}^{\dagger}\left(U_{L} Y_{D} U_{L}^{\dagger}\right) U_{L}=Y_{D} \tag{1.18}
\end{equation*}
$$

\]

which imply that $U_{L}^{\dagger} Y\left(\tilde{U} U_{L}\right)=Y_{D}$, or in other words, that $U_{L}$ and $U_{R} \equiv \tilde{U} U_{L}$ are two unitary matrices that diagonalize $Y$,

$$
\begin{equation*}
U_{L}^{\dagger} Y U_{R}=Y_{D} \tag{1.19}
\end{equation*}
$$

With this, we find that the Yukawa matrices $Y_{u}, Y_{d}, Y_{e}$ can be diagonalised by a change of variables $\psi_{L} \rightarrow \psi_{L}^{\prime} \equiv U_{L} \psi_{L}$ and $\psi_{R} \rightarrow \psi_{R}^{\prime} \equiv U_{R} \psi_{R}$, where $U_{L}$ and $U_{R}$ are $U(3)$ transformations that act on the family indices (which we have omitted for clarity). One can ensure that $Y_{D}$ has positive eigenvalues by making use of the $F$ matrices, which are equivalent to performing a $U(1)$ transformation to each left field $\psi_{L}^{j} \rightarrow e^{i \phi_{j}} \psi_{L}^{j}$ with $j=1,2,3$. After this redefinition of fields, the matrices are diagonalised and the fermion masses are directly given by their multiplication with $v / \sqrt{2}$, i.e.

$$
\begin{equation*}
m_{\psi}^{i}=v \frac{y_{\psi}^{i}}{\sqrt{2}} \tag{1.20}
\end{equation*}
$$

where $\psi=\{u, d, e\}, i=1,2,3$ and $y_{\psi}^{i}$ are the entries of each diagonalised matrix $Y_{u D}, Y_{d D}$ and $Y_{e D}$. Even though the redefinition performed on the fermion fields doesn't change the S-matrix, the $U(3)$ or $U(1)$ transformations on the fermions are not symmetries of our theory, and therefore they don't leave the Lagrangian invariant, i.e. other terms in the Lagrangian where fermions appear can in principle be modified by these transformations. ${ }^{4}$ Let us see it in the following section.

## Fermions' kinetic terms

The fermions' kinetic terms are given by,

$$
\begin{equation*}
\mathcal{L}_{\text {fermions }}^{k i n}=i \bar{Q}^{i}{ }_{L} \not D Q_{L}^{i}+i \overline{u^{i}}{ }_{R} \not D u_{R}^{i}+i \overline{d^{i}}{ }_{R} \not D d_{R}^{i}+i \overline{\ell^{i}}{ }_{L} \not D \ell_{L}^{i}+i e^{i}{ }_{R} \not D e_{R}^{i}, \tag{1.21}
\end{equation*}
$$

with $\not D=\not D-i g^{\prime} \not B Y-i \delta_{2} g \not W^{a} T^{a}-i \delta_{3} g_{s} G_{r}^{b} \lambda^{b}$, where $i T^{a}$ and $i \lambda^{b}$ are the generators of $S U(2)_{L}$ and $S U(3)_{c}$ respectively, while $\delta_{2}, \delta_{3}$ are 0 or 1 depending on wether the fields on which $\not D$ acts are charged under $S U(2)_{L}$ and $S U(3)_{c}$ or not. To find the fermion interactions with the gauge fields one has to take into account the changes of variables done to diagonalise the Yukawa matrices. Since these are done performing a different $U(3)$ transformation of

[^3]the form $\psi_{L} \rightarrow \psi_{L}^{\prime} \equiv U_{L} \psi_{L}$ and $\psi_{R} \rightarrow \psi_{R}^{\prime} \equiv U_{R} \psi_{R}$ to each $u_{L}, u_{R}, d_{L}, d_{R}, e_{L}, e_{R}$, field, only terms that have interactions that are diagonal in $S U(2)$ indices will remain invariant. ${ }^{5}$ These are the strong interactions, the $U(1)_{Y}$ interactions and the ones with $W_{\mu}^{3} T^{3}$ which don't mix different components of the doublet. Let us focus then on the terms that contain $W_{\mu}^{1} T^{1}, W_{\mu}^{2} T^{2}$, which are $i \bar{Q}^{i}{ }_{L} \not D Q_{L}^{i}$ and $i \overline{\ell^{i}}{ }_{L} \not D \ell_{L}^{i}$. For $i \bar{Q}^{i}{ }_{L} \not D Q_{L}^{i}$ we find that after the field redefinitions to diagonalize $Y_{u}$ and $Y_{d}$ the interactions with $W^{ \pm}$are
\[

$$
\begin{align*}
i \bar{Q}_{L}^{\prime i} \not D Q_{L}^{\prime i} & \supset i \frac{g}{\sqrt{2}}\left(\bar{u}_{L}^{\prime i} \bar{d}_{L}^{\prime i}\right)\left(\begin{array}{cc}
0 & W^{+} \\
W^{-} & 0
\end{array}\right)\binom{u_{L}^{i}}{d_{L}^{i}}  \tag{1.22}\\
& =i \frac{g}{\sqrt{2}}\left(\bar{u}_{L}^{\prime} d_{L}^{\prime i} W^{+}+\bar{d}_{L}^{\prime i} u_{L}^{i} W^{-}\right) \\
& =i \frac{g}{\sqrt{2}}\left(\bar{u}_{L}^{i} U_{u L}^{\dagger i j} U_{d L}^{j k} d_{L}^{k} W^{+}+\bar{d}_{L}^{i} U_{d L}^{\dagger i j} U_{u L}^{j k} u_{L}^{k} W^{-}\right) \\
& =i \frac{g}{\sqrt{2}}\left(V_{C K M}^{i j} \bar{u}_{L}^{i} d_{L}^{j} W^{+}+V_{C K M}^{\dagger i j} \bar{d}_{L}^{i} u_{L}^{j} W^{-}\right),
\end{align*}
$$
\]

where $V_{C K M} \equiv U_{u}^{\dagger} U_{d L}$ is a unitary matrix which is not diagonal a priori. As any $3 \times 3$ unitary matrix, it can be parametrized with 3 rotation angles and 6 phases. Here one can use the freedom still left after having diagonalized the $Y_{u}, Y_{d}, Y_{e}$ matrix to rotate each pair of $L, R$ quarks together (to not spoil the phases in the Yukawa matrices) with a different phase for each flavor, i.e. one can perform a vectorial rotation by a $U(1)^{6}$. With this, 5 of the 6 phases in the CKM can be removed without modifying the S-matrix. After performing these rotations the CKM matrix can be written as,

$$
V_{C K M}=\left(\begin{array}{ccc}
c_{12} c_{23} & s_{12} c_{23} & s_{13} e^{i \delta_{13}}  \tag{1.23}\\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta_{13}} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta_{13}} & s_{23} c_{13} \\
s_{12} s_{23}-c_{12} c_{23} s_{13} e^{i \delta_{13}} & -c_{12} s_{23}-s_{12} c_{23} s_{13} e^{i \delta_{13}} & c_{23} c_{13}
\end{array}\right)
$$

with $c_{x y} \equiv \cos \left(\theta_{x y}\right)$ and $s_{x y} \equiv \sin \left(\theta_{x y}\right)$. The angles $\theta_{12}, \theta_{23}, \theta_{13}$ and the phase $\delta_{13}$ are not predictions in the SM and have to be measured. This shows that due to the diagonalization of the quark fields in mass eigenstates, we have now interactions mediated by the $W^{ \pm}$gauge bosons that can mix different families of quarks with strengths proportional to the $V_{C K M}$ entries. Surprisingly it is experimentally found that $V_{C K M}$ is almost diagonal,

$$
\left|V_{c k m}\right| \sim\left(\begin{array}{ccc}
1 & \lambda & \lambda^{3}  \tag{1.24}\\
\lambda & 1 & \lambda^{2} \\
\lambda^{3} & \lambda^{2} & 1
\end{array}\right)
$$

with $\lambda \ll 1$. One could think that the term $i \overline{\ell^{i}}{ }_{L} \not D \ell_{L}^{i}$ would also have a $C K M$-like matrix $\tilde{V}=U_{e L}^{\dagger} U_{\nu L}$. This is not the case if the neutrinos are massless because one has always the

[^4]freedom to redefine the neutrino field $\nu_{L} \rightarrow \nu_{L}^{\prime}=U_{e L} \nu_{L}$ with the same unitary matrix $U_{e L}$ as the one used to redefine $e_{L}$ when diagonalizing $Y_{e}$, and therefore $\tilde{V}=\mathbb{1}$. ${ }^{6}$

From this discussion we learn that the only term in the SM where different generations interact is in interactions between two quarks and $W^{ \pm}$with a strength proportional to the $V_{C K M}$. Even more, it predicts that there should not be interactions between leptons of different families at tree level, nor tree level flavour changing neutral currents. A very important aspect to notice, is that the interactions in the CKM matrix containing a phase are not CP invariant. Under $C: \psi \rightarrow-i \gamma_{2} \psi^{*}$ and $C: W_{\mu}^{ \pm} \rightarrow-W_{\mu}^{\mp}$, while under $P: \psi \rightarrow \gamma_{0} \psi$ and $P: W^{ \pm} \rightarrow W^{ \pm}$. Therefore under CP the term containing $W^{+}$turns into the term with $W^{-}$ and viceversa, e.g.

$$
\begin{align*}
\mathcal{L}_{\text {fermions }}^{k i n} & \supset i \frac{g}{\sqrt{2}}\left(V_{C K M}^{i j} \bar{u}_{L}^{i} W^{+} d_{L}^{j}\right)  \tag{1.25}\\
& =i \frac{g}{\sqrt{2}}\left(V_{C K M}^{i j} \bar{u}^{i} W^{+}\left(\frac{1-\gamma_{5}}{2}\right) d^{j}\right) \\
& \xrightarrow{C P} i \frac{g}{\sqrt{2}}\left(V_{C K M}^{i j} \bar{d}^{j} W^{-}\left(\frac{1-\gamma_{5}}{2}\right) u^{i}\right)
\end{align*}
$$

For $C P$ to be conserved we must match this term with the one in $\mathcal{L}_{\text {fermions }}^{k i n}$ containing $W^{-}$, and therefore we should have that $V_{C K M}^{j i}=V_{C K M}^{\dagger i j}$, or more concretely $V_{C K M}^{i j}=V_{C K M}^{* i j}$. Since this is not the case due to the $e^{i \delta_{13}}$ phase appearing in several entries, the SM has several processes that are CP-violating (see [49]).

## Gauge kinetic terms

We end our discussion by focusing on $\mathcal{L}_{\text {gauge }}^{k i n}$ which is given by

$$
\begin{align*}
\mathcal{L}_{\text {gauge }}^{k i n} & =-\frac{1}{4} B^{\mu \nu} B_{\mu \nu}-\frac{1}{4} W^{a \mu \nu} W_{\mu \nu}^{a}-\frac{1}{4} G^{b \mu \nu} G_{\mu \nu}^{b} \\
& -\theta_{Q C D} \widetilde{G}^{b \mu \nu} G_{\mu \nu}^{b}-\theta_{W} \widetilde{W}^{a \mu \nu} W_{\mu \nu}^{a}-\theta_{Y} \tilde{B}^{\mu \nu} B_{\mu \nu} \tag{1.26}
\end{align*}
$$

where we defined

$$
\begin{array}{rlr}
B_{\mu \nu} & \equiv \partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}, & D_{\mu} W_{\nu}^{a} \equiv \partial_{\mu} W_{\nu}^{a}+g \epsilon^{a b c} W_{\mu}^{b} W_{\nu}^{c} \\
W_{\mu \nu}^{a} & \equiv D_{\mu} W_{\nu}^{a}-D_{\nu} W_{\mu}^{a}, & D_{\mu} G_{\nu}^{a} \equiv \partial_{\mu} G_{\nu}^{a}+g_{s} f^{a b c} G_{\mu}^{b} G_{\nu}^{c} \\
G_{\mu \nu}^{a} & \equiv D_{\mu} G_{\nu}^{a}-D_{\nu} G_{\mu}^{a}, & F=G, W, B . \tag{1.27}
\end{array}
$$

[^5]With these definitions we find that the terms in the first line of Eq. (1.26) yield the kinetic terms and self interactions of the gauge bosons. To have a better picture of the interactions let us rewrite the electroweak part in terms of fields creating mass and electric charge eigenstates,

$$
\begin{align*}
& -\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{4} Z^{\mu \nu} Z_{\mu \nu}-D^{\dagger \mu} W^{-\nu} D_{\mu} W_{\nu}^{+}+D^{\dagger \mu} W^{-\nu} D_{\nu} W_{\mu}^{+}  \tag{1.28}\\
& +i e\left(F^{\mu \nu}+\cot \theta_{w} Z^{\mu \nu}\right) W_{\mu}^{+} W_{\nu}^{-} \\
& -\frac{1}{2}\left(e^{2} / \sin ^{2} \theta_{w}\right)\left(W^{+\mu} W_{\mu}^{-} W^{+\nu} W_{\nu}^{-}-W^{+\mu} W_{\mu}^{+} W^{-\nu} W_{\nu}^{-}\right),
\end{align*}
$$

where $D_{\mu}=\partial_{\mu}-i e\left(A_{\mu}+\cot \theta_{w} Z_{\mu}\right), F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ and $Z_{\mu \nu}=\partial_{\mu} Z_{\nu}-\partial_{\nu} Z_{\mu}$. The terms in Eq. (1.28) give the SM prediction for triple and quartic gauge couplings and are uniquely fixed from the requirement of Poincare symmetry, gauge invariance and renormalizability.

Let us now discuss the terms in the second line of Eq. (1.26). The Feynman rules for these terms give trivial zeros so they don't contribute in perturbation theory [50]. Therefore only non-perturbative effects due to non-trivial solutions to the classical equations of motion may contribute to the path integral (i.e. other local minima or saddle points of the action). Whether such configurations exist depends on the specific gauge group and boundary conditions imposed. Imposing that $A_{\mu}$ is pure gauge at infinity (i.e. $A_{\mu}=0$ up to gauge transformations), so the classical action is finite, one finds that only the gauge fields for $S U(2)$ and $S U(3)$ have solutions to the equations of motion where $F_{\mu \nu}, \tilde{F}_{\mu \nu} \neq 0$ meaning that $\int \tilde{F} F \neq 0$. This is not the case for the $U(1)$ gauge field, and therefore $\int B \tilde{B}=0$, making $\theta_{B}$ a non-physical parameter.

One the other hand, $\theta_{Q C D}, \theta_{W}$ can be physical, but since they shift under certain fermion field redefinitions they are not physical by themselves. For the case of $\theta_{Q C D}$ on sees that the rotations used to diagonalise the Yukawa matrices, i.e. $\psi_{L}^{i} \rightarrow U_{L}^{i j} \psi_{L}^{j}, \psi_{R}^{i} \rightarrow U_{R}^{i j} \psi_{R}^{j}$ induce a change in the measure given by

$$
\begin{equation*}
\int D \psi D \bar{\psi} \rightarrow \int D \psi D \bar{\psi} e^{i \int d^{4} x \delta \theta \frac{g_{\delta}^{2}}{32 \pi^{2}} G_{\mu \nu}^{a} G^{a \mu \nu}+\ldots} \tag{1.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \theta=\arg \left(\operatorname{det}\left(U_{R}^{\dagger}\right) \operatorname{det}\left(U_{L}\right)\right), \tag{1.30}
\end{equation*}
$$

$U_{R}, U_{L}$ are rotation matrices belonging to $U(N)$ that mix one or more flavours, and the dots appearing in Eq. (1.29) stand for other terms proportional to $\tilde{W} W$ and $\tilde{B} B$ that don't shift $\theta_{Q C D}$. Interestingly, working on the basis where the Yukawa matrices are diagonal and real, (which as seen previously can be achieved by rotating with a $U(3)$ up and down type quarks independently) we have that

$$
\begin{align*}
\delta \theta & =\arg \left(\operatorname{det}\left(U_{u R}^{\dagger}\right) \operatorname{det}\left(U_{u L}\right)\right)+\arg \left(\operatorname{det}\left(U_{d R}^{\dagger}\right) \operatorname{det}\left(U_{d L}\right)\right)  \tag{1.31}\\
& =\arg \left(\operatorname{det}\left(U_{u R}^{\dagger}\right) \operatorname{det}\left(Y_{u D}\right) \operatorname{det}\left(U_{u L}\right)\right)+\arg \left(\operatorname{det}\left(U_{d R}^{\dagger}\right) \operatorname{det}\left(Y_{u D}\right) \operatorname{det}\left(U_{d L}\right)\right) \\
& =\arg \left(\operatorname{det}\left(Y_{u}\right)\right)+\arg \left(\operatorname{det}\left(Y_{d}\right)\right)
\end{align*}
$$

where $Y_{u}, Y_{d}$ are the original Yukawa matrices, and $Y_{u D}, Y_{d D}$ the diagonalised ones. Therefore

$$
\begin{equation*}
\bar{\theta} \equiv \theta_{Q C D}+\arg \left(\operatorname{det}\left(Y_{u}\right)\right)+\arg \left(\operatorname{det}\left(Y_{d}\right)\right) \tag{1.32}
\end{equation*}
$$

is a physical quantity since it doesn't depend on the choice of basis for the phases of quarks and can be found by the requirement of the quark mass matrices to be real. This quantity appears in the calculation of the neutron electric dipole moment $\left(d_{e}\right)$ and can be estimated to be $d_{e} \sim 10^{-15} \bar{\theta}$ in units of $e \cdot \mathrm{~cm}$ (see for instance [51]); with bounds on this quantity given by $d_{e} \lesssim 10^{-25} \mathrm{ecm}$ [52], the parameter $\bar{\theta}$ is bounded to be

$$
\begin{equation*}
\bar{\theta} \lesssim 10^{-10} . \tag{1.33}
\end{equation*}
$$

The unexplainable smallness of this parameters, result of the sum of $\theta_{Q C D}$ plus some phases in the Yukawa matrices is called the strong CP problem.

Moving to the term with $\theta_{W}$, let us notice that one can decompose the elements of $U(N)$ as $U(N)=U(1) \otimes S U(N)$, and therefore

$$
\begin{equation*}
U_{R}=e^{i \varphi_{R}} \bar{U}_{R}, \quad U_{L}=e^{i \varphi_{L}} \bar{U}_{L} \tag{1.34}
\end{equation*}
$$

where $\bar{U}_{R}, \bar{U}_{L} \in S U(N)$ and they have det=1. With this we learn that the shifts on the $\theta$ parameters under a $U(N)$ rotation induces a change in Eq. (1.29) with $\delta \theta$

$$
\begin{equation*}
\delta \theta=\arg \left(\operatorname{det}\left(\bar{U}_{R}^{\dagger}\right) \operatorname{det}\left(e^{-i \varphi_{R}} \mathbb{1}\right) \operatorname{det}\left(e^{i \varphi_{L}} \mathbb{1}\right) \operatorname{det}\left(\bar{U}_{L}\right)\right)=2 N\left(\varphi_{L}-\varphi_{R}\right) \tag{1.35}
\end{equation*}
$$

and therefore the angle $\delta \theta$ only depends on the $U(1)$ part of the rotation. This property is important when trying to get rid of redundant parameters like $\theta_{W}$, because one can then rotate the left and right components of a field by the same angle $\varphi$ in the $U(1)$ of a $U(N)$ without inducing any change in the $G \tilde{G}$ term, but inducing a change in the $\theta_{W}$ since only the left-handed quarks are charged under $S U(2)_{L}$. One can get rid of anything in front of $W \tilde{W}$ though, by performing a $U(1)$ vector rotation to all the quarks with the same angle for all the flavours ${ }^{7}$. Since only the left quarks are charged under $S U(2)$ this vectorial rotation can be used to eliminate everything in front of $W \tilde{W}$ passing all the information in front of $B \tilde{B}$, which as illustrated above is unphysical. Therefore making $\theta_{W}$ an unphysical parameter.

## Summary of the SM

After eliminating all the redundancies, one finds that the SM Lagrangian has 19 parameters that can't be computed and need to be fitted from experiments. Let us present the values of these parameters just to have an idea of what their values are at the energies were they have been measured, see [49] for more details. These 19 parameters then can be chosen to be: 6

[^6]masses for the quarks $m_{u}, m_{d}, m_{c}, m_{s}, m_{t}, m_{b}, 3$ masses for the leptons $m_{e}, m_{\mu}, m_{\tau}$, and the Higgs mass $m_{h}$,

|  | $m_{u}$ | $m_{d}$ | $m_{c}$ | $m_{s}$ | $m_{t}$ | $m_{b}$ | $m_{e}$ | $m_{\mu}$ | $m_{\tau}$ | $m_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeV | 0.002 | 0.005 | 1 | 0.1 | 173 | 4 | 0.0005 | 0.1 | 2 | 125 |

3 dimensionless gauge couplings $g^{\prime}, g, g_{s}, 4$ parameters coming from the CKM matrix,the Higgs vev and the dimensionless parameter $\bar{\theta}$ :

| $g^{\prime}$ | $g$ | $g_{s}$ |
| :---: | :---: | :---: |
| 0.36 | 0.65 | 1.2 |


| $\theta_{12}$ | $\theta_{23}$ | $\theta_{13}$ | $\delta_{13}$ |
| :---: | :---: | :---: | :---: |
| $13^{\circ}$ | $2.4^{o}$ | $0.2^{o}$ | $57^{o}$ |


| $v(\mathrm{GeV})$ |
| :---: |
| 245 |


| $\bar{\theta}$ |
| :---: |
| $\leqslant 10^{-10}$ |

where the gauge couplings are measured at $\mu_{\overline{M S}}=m_{Z} \simeq 91 \mathrm{GeV}$, and the rest of couplings at different scales depending on the experiment (see [49] for details).

As final remarks, it is interesting to notice that all the masses in the SM are given by a coupling $g, g^{\prime}, \sqrt{\lambda}, y_{\psi}$ times the higgs vev, and therefore for couplings $\mathcal{O}(1)$ implies that all the particles will have masses $\mathcal{O}(v)$, i.e. the EW scale. This is true for the weak gauge bosons, the Higgs and the top quark. On the other hand, besides the top quark, all other fermions are much lighter than the EW scale due to the Yukawa couplings being $y_{\psi} \ll 1$. It is also important to notice that all the CP violating effects in the SM are due to the complex phase in the $V_{C K M}$ matrix and the term $\bar{\theta} G \tilde{G}$.

### 1.2 Is new physics around the corner?

As mentioned in the previous chapter, the SM restricted to operators of dimension $d \leqslant 4$ is most certainly an effective theory due to its inability to describe gravitational interactions at arbitrary high energies. Besides this fact though, there are also experimental observations that can't be explained using only the the SM (with operators of $d \leqslant 4$ ), and therefore require its modification. These experimental observations are:

- Neutrinos have mass: Various experiments with solar, accelerator, atmospheric and reactor neutrinos provide compelling results indicating that neutrinos oscillate from one flavour state into another during flight, meaning that flavour states are non trivial superpositions of mass eigenstates (so they must have mass). See [9,10] and references therein.
- Dark matter: There are various experimental observations (e.g. rotation speed of galaxies, model of galaxy formation, bullet cluster) and theoretical motives (the experimental agreement with the $\Lambda$ CDM model) which indicate that about $80-85 \%$ of the matter in the universe is non luminous and non-baryonic. Furthermore there are strong constrains which indicate that this matter must be neutral under colour and electrical charges, leaving the neutrino as the only candidate in the SM. Even if massless neutrinos were not
disfavoured by direct experiments, they are disfavoured as DM candidates by large scale structure formation models and the Tremain-Gunn bound. On the other hand, massive neutrinos or other neutral colour and charge particles not included in the SM like axions or neutralinos may be possible candidates, indicating that new physics are required to explain a large piece of the Universe's composition. See [11,12] and references therein.
- Matter antimatter asymmetry in the universe: The SM doesn't provide an explanation to account for the asymmetry of matter and antimatter if one assumes that at the beginning of the Universe they were equal in amount.
- Cosmological inflation: The Friedmann-Robertson-Walker cosmological model of our Universe's expansion suffers from various initial conditions problems. For example, the fact that causally disconnected parts of the Universe (as seen in the CMB) have the same temperature. See [13] and references therein for details.

As of now though, these observations have not been corroborated by direct experimental evidence (colliders/DM direct detection) pushing upwards the scale of new physics $\Lambda_{N P}$ with every new experiment. Hence to know if we'll be able to see this effects we have to find compelling theoretical models beyond the SM that can accommodate these observations. In the theoretical side, the current situation is as follows: all the experimental evidence that requires going beyond the SM can be explained with new physics around the Planck scale (e.g. neutrino's mass with Seesaw mechanism and $m_{\nu_{R}} \sim 10^{15} \mathrm{GeV}$, for coefficients of order one). Also the SM doesn't have any theoretical inconsistencies up to $M_{P}$ (e.g. no problems with vacuum stability [14] or problems with anomaly cancellation that could predict new families). This is quite different from the situation before the Higgs discovery, where the inconsistency of an incomplete SM guaranteed the need of new physics at low energies ${ }^{8}$ or problems with anomaly cancellation that could predict new families). Even more, the accidental (exact or approximate) symmetries that the $d \leqslant 4$ operators in the SM have, and that one would expect to not be fulfilled in the full theory (so not fulfilled by $d>4$ operators), haven't yield any new discoveries, e.g. the $d=6$ operator that would produce proton decay is bounded to have $\Lambda_{N P} \gtrsim 10^{16}$ (for a coefficient of order one).

Given this situation, where the SM is consistent up to the Planck scale and no experimental inconsistencies have been found in direct experiments, we may try to find new insight of any underlying theory by trying to understand the values of the parameters of our current theory. Historically this approach has been successful in predicting new physics. In the SM, we would like to better understand the following:

- The Naturalness problem of the Higgs' mass: this is in some sense an aesthetic problem that stems from having a fundamental scalar with a mass $m_{H}$, not protected by any symmetry, that receives radiative corrections from particles with masses $M \gg m_{H}$, and

[^7]requires in general that the fundamental parameters of the theory be precisely fine tuned to predict such small mass if $M$ is large.
Is Nature actually fine tuned or is there an alternative explanation? If it isn't, should we expect new physics around the EW scale or instead nature is realised by models that can solve the fine-tuning problem without the need of new physics at low energies?

- Gauge coupling unification: if one extrapolates the strength of the weak, electromagnetic and strong forces at high energies, one finds that for interactions with Center of Mass energy of about $10^{13}-10^{15}$ the three forces have about the same strength (crossing each other at different points).
Is there a more fundamental theory where the three forces are unified at some high energy scale? This could bring light into understanding the values of these forces at the low energies where we are proving them today?
- The strong CP problem: We would like to know if there is some fundamental reason as of why the $\bar{\theta}$ parameter in the SM is so small (see Eq. (1.32) and following discussion).
- CKM and Yukawa matrices: The values of the diagonalised Yukawa matrices span several orders of magnitudes, while the CKM matrix which in principle could have any form, is almost diagonal with a small value in the CP violating entries. Is there any underlying reason for the particular form of the CKM matrix and the hierarchies seen in the fermion masses?
- Number of families: Who ordered that? Why are there 3 families? Is there a fundamental reason that explains why there are three families both for quarks and leptons?
- Charge quantisation: Even though the hypercharges of the different particles in the SM have no theoretical constrain to be what they are, surprisingly they all have values that yield for each particle an electric charge that is a fraction of the electron charge. Is there a reason for that? (e.g. Grand Unification models predict this for example).
- The Cosmological constant: The measured value of the Cosmological constant is of order $\Lambda_{\text {cosmo }} \sim 10^{-47} \mathrm{GeV}^{4}$. On the other hand, if one naively estimates its value using the SM one finds that the prediction is off by more than $10^{100} \mathrm{GeV}^{4}$ orders of magnitude; a problem similar in spirit to the Naturalness problem mentioned above. What are we missing?

In this thesis we focus on models that tackle the Naturalness problem of the Higgs' mass, since many of them require the appearance of new physics at low energies which modify some of the SM predictions, like the couplings to the Higgs boson or the appearance of new particles around the EW scale. Given the recent discovery of the Higgs, trying to learn what its couplings are telling us in the framework of BSM physics is a sensible thing to do. Due to its central importance in motivating the models at study, in the next section we explain in a bit more detail the Naturalness problem, and sketch how Composite Higgs models solve it.

### 1.2.1 The Naturalness problem

The clearest example in which the Naturalness problem arises is in condensed matter systems where the theory has a physical cutoff $\Lambda$ given by the inverse of the lattice spacing of the material. ${ }^{9}$ In a generic QFT the mass of a scalar particle is given by $m_{\text {phys }}^{2}=m_{\text {bare }}^{2}+\delta m^{2}$, where $m_{\text {bare }}^{2}$ is the mass parameter in the Lagrangian and $\delta m^{2}$ accounts for the radiative corrections. Notice that in systems without a physical cutoff one must use different renormalisation schemes to make sense of the infinite radiative corrections, which in turn may obscure the impact of high energy modes to the different physical values of the theory; on the other hand, systems with a physical cutoff have finite radiative corrections which depend on the physical cutoff $\Lambda$, which allows to explicitly see the dependence of the physical parameters like $m_{\text {phys }}^{2}$ to the high energy behaviour of the theory. The dependence of the mass terms of any particle to the cutoff $\Lambda$ is highly dependent on the details of the theory. For a simple theory with a generic elementary scalar ${ }^{10}$ one finds that $\delta m^{2} \propto \Lambda^{2}$. The Naturalness problem arises if one finds a scalar particle with $m_{\text {phys }}^{2}<\Lambda^{2}$, since this implies that there is a huge cancellation between $m_{\text {bare }}^{2} \sim \Lambda^{2}$ and $\delta m^{2} \sim \Lambda^{2}$ such that their sum is $m_{\text {phys }}^{2} \ll \Lambda^{2}$. If one finds a system with these types of cancellations taking place, one may suspect that the calculation is not being done "properly", in other words, that there is a more fundamental theory in which the calculation of $m_{\text {phys }}^{2}$ yields an expression that doesn't require such big cancelations to take place. In principle, it could be possible to have systems where by chance one would have these types of "unlikely" cancellations. So far though, in generic condensed matter systems, every time one has found a fundamental scalar not protected by any symmetry or any other external mechanism, it has been found to have a mass of order $\Lambda .{ }^{11}$

In the SM, where we have by construction a fundamental scalar particle, it is then fair to ask if this implies that there is some cutoff scale close to the Higgs' mass where new physics appears (as it happens with scalars in condensed matter systems). Since in the SM there isn't any physical cutoff akin to the lattice spacing, let us explain in a bit more detail how the Naturalness problem arises in this case (we follow the discussion in [17]). As explained in the previous chapter, the SM is an effective theory, so we can imagine how the Higgs mass is computed in the underlying more fundamental theory. We assume that the Higgs mass will be computed from the more fundamental parameters of the underlying theory, and can be schematically written as

$$
\begin{equation*}
m_{h}^{2}=\left(\delta m_{h}^{2}\right)_{E<\Lambda}+\left(\delta m_{h}^{2}\right)_{E \geqslant \Lambda} \tag{1.38}
\end{equation*}
$$

where $\Lambda$ represents the scale below which the SM is a good approximation to the full theory, and we have separated the contributions to the Higgs mass between energies below and above

[^8]$\Lambda$. Notice that $\delta m_{h}^{2}$ can have both radiative and tree level contributions to the Higgs mass (as it is the case in supersymmetric and GUT theories). Given that for energies below $\Lambda$ the SM is a good approximation, we can calculate low energy contributions to the Higgs. This yields
\[

$$
\begin{equation*}
\left(\delta m_{h}^{2}\right)_{E<\Lambda}=\frac{3}{8 \pi^{2} v^{2}}\left(4 m_{t}^{2}-2 m_{W}^{2}-m_{Z}^{2}-m_{h}^{2}\right) \Lambda^{2} \tag{1.39}
\end{equation*}
$$

\]

meaning that $\left(\delta m^{2}\right)_{E<\Lambda} \sim \Lambda^{2} \gg m_{h}^{2}$; therefore, in order to have a small Higgs mass, one must have that the low energy and high energy contributions cancel each other to a very good precision, i.e. $\left(\delta m_{h}^{2}\right)_{E<\Lambda} \simeq-\left(\delta m_{h}^{2}\right)_{E \geqslant \Lambda}$. One can estimate the cancellation needed to achieve the observed Higgs mass as follows

$$
\begin{equation*}
\Delta \geqslant \frac{\left(\delta m_{h}^{2}\right)_{E<\Lambda}}{m_{h}^{2}} \simeq \frac{3 m_{t}^{2}}{2 \pi^{2} v^{2}} \frac{\Lambda^{2}}{m_{h}^{2}} \simeq\left(\frac{\Lambda}{450 \mathrm{GeV}}\right)^{2} \tag{1.40}
\end{equation*}
$$

which can be taken as a measure of the fine-tuning of the theory. Summarising, if the SM is valid up to very large energies, the underlying theory will have to explain why the low and high energy contributions to the Higgs mass cancel up to a very small fraction. It is important to notice that when constructing models beyond the SM that reduce the fine-tuning $\Delta$, one may find new sources of fine-tuning if gravity is not being taken into account, and therefore a new source of fine-tuning may appear in the terms that contribute to $\left(\delta m_{h}^{2}\right)_{E \geqslant \Lambda}$, since naively these can be of order $\Lambda_{\text {Planck }} \gg \Lambda$. There are many ways to solve both Naturalness problems, some predict new physics around the EW scale, and some don't. Even though it could be that Nature is fine-tuned, or that the underlying theory has a mechanism to explain these cancellations without the need of lowering $\Lambda$ (no new physics at the EW scale), as researchers we should explore all avenues, so in this thesis we have studied two of the most compelling constructions that solve both Naturalness problems and predict new physics at the EW scale. These are Composite Higgs models, where the Higgs is a Pseudo Nambu Goldstone boson (PNGB), and Supersymmetric models. In the next section we give a brief overview on the motivation and general features of Composite Higgs models. Further details on Composite Higgs and Supersymmetric models can be found in the subsequent chapters of the thesis.

### 1.2.2 Composite Higgs as a solution

At low energies, we know that QCD, a theory of quarks and gluons, creates bound states with different spins, in particular spin zero; nonetheless, the scalars in the low energy effective theory don't have Naturalness problem in the sense of the previous section, nor does QCD have a Naturalness problem with respect to the Planck scale. For example, the mass of a generic resonance like $K_{0}^{*}(1430)$ has two contributions $\delta m_{h}^{2}=\left(\delta m_{h}^{2}\right)_{E<\Lambda}+\left(\delta m_{h}^{2}\right)_{E \geqslant \Lambda}$ where here $\Lambda \sim 1 \mathrm{GeV}$ is the QCD confinement scale. In the low energy effective theory $\left(\delta m_{h}^{2}\right)_{E<\Lambda}$ is estimated to be of order $\Lambda^{2}$. The interesting thing for composite particles is that we expect the contribution of $\left(\delta m_{h}^{2}\right)_{E \geqslant \Lambda}$ to be very small due to having form factors that go to zero at energies above the confinement scale $\Lambda$ (which makes any composite particle insensitive to physics above $\Lambda$ ). Following this line of reasoning yields a "naive" prediction for the scalar
resonance's mass to be of order $\Lambda$. This is exactly what we see for scalar resonances in QCD (e.g. $m_{K_{0}^{*}(1430)} \sim 1 \mathrm{GeV}$ ), and therefore we don't have a Naturalness problem. If we had found that the mass of these resonances was much smaller than $\Lambda$ we would try to find the reason behind it.

Regarding the Naturalness problem with the Planck scale, since QCD is a theory with only quarks and gluons, these are protected by the chiral and gauge symmetries and therefore don't have a Naturalness problem. ${ }^{12}$

Since the only scalars that we have seen in Nature are composite, and since they can avoid the Naturalness problem, it is compelling to think that the Higgs is not an elementary particle that has a Naturalness problem, but instead a Composite particle that behaves similarly to the ones we have already seen. The challenge of Composite Higgs models is to build viable phenomenologically models that agree with the plethora of data in agreement with the SM. Some of the most relevant for model building are electroweak precision tests, and not having seen any evidence of a strong sector (no resonances found close to the Higgs), indicate that new physics may be well above the Higgs mass. For this reason, within models where the Higgs is Composite, those where it is a PNGB of some strong sector have gained attention, since they can naturally explain this apparent separation of scales. This phenomenon is already realised in nature, e.g. the pions (which can be thought of PNGB's of $\left.S U(2)_{L} \times S U(2)_{R} \rightarrow S U(2)_{L+R}\right)$ are much lighter than the other resonances. Their lightness with respect to the confinement scale $\Lambda$ is explained by the protection they have from the shift symmetry that the theory would have if they were exact Nambu Goldstone Bosons.

Therefore, composite Higgs models rely on the idea that the Higgs be a composite particle and that, moreover, the whole Higgs doublet is a (Pseudo) NGB of a global symmetry spontaneously broken by strong dynamics. In the following sections we shall describe the details of SSB and the PNGB interactions at small energies; here we will briefly summarize the main generic ingredients that characterize composite Higgs models ( CH ), while more model-dependent aspect will be discussed in the dedicated chapters throughout the thesis.

CH models are characterized by a sector with strong dynamics which, similarly to QCD, confines at a scale $\Lambda \sim \mathrm{TeV}$. In addition, this sector is associated with a global symmetry (the analog of $S U(2)_{L} \times S U(2)_{R}$ for pions) and this is spontaneously broken to a subgroup, in such a way that a number of naturally massless degrees of freedom are delivered according to Goldstone theorem [21]; these are the NGB's, and as we explain in the Sec. 1.3, they parametrize the coset space $G / H$ if there is a SSB of $G \rightarrow H$. In CH models then, in

[^9]order to have the complete Higgs doublet as PNGB's, the coset will need to contain at least 4 degrees of freedom (d.o.f.); additional phenomenological requirements (in particular the presence of custodial symmetry $S O(4)$ in order to ovoid large strong-sector contributions to the $T$-parameter) limit the possibility to just a few. The minimal possibility follows the $S O(5) / S O(4)$ symmetry breaking pattern $[27,55]$ and reproduces just the necessary degrees of freedom for the Higgs, but more extended coset solutions have also been discussed in the literature.

This strong sector represents the core of CH models, but in order for this scenarios to be realistic, it must include fermions and gauge boson interactions at small energies. Generically these are assumed to be elementary, but coupled to the strong sector through mixings to strong sector resonances. These mixings necessarily break the global symmetry $(S O(5)$ for the minimal model) and therefore introduce departures from the Higgs as a NGB. In particular, the Lagrangian describing this system will include a strong sector part $\mathcal{L}_{\text {strong }}$ (this will be carefully described in the following sections), an elementary part $\mathcal{L}_{\text {elem }}$ (this corresponds to the SM kinetic Lagrangian discussed above) and the linear mixing $\mathcal{L}_{\text {mix }}$ of the form (for fermions)

$$
\begin{equation*}
\mathcal{L}_{m i x}=y^{I, \alpha} \psi_{\alpha}^{\text {elem }} \mathcal{O}_{I}^{\text {compo }}, \tag{1.41}
\end{equation*}
$$

where $\psi_{\alpha}^{\text {elem }}$ is an elementary fermion with SM indices $\alpha$ while $\mathcal{O}_{I}^{\text {compo }}$ is instead a composite field operator from the strong sector with index $I$ belonging to, e.g. $S O(5) .{ }^{13}$ Eq. (1.41) makes it clear that the coupling between the elementary and composite sector $y^{I, \alpha}$ explicitly breaks the $S O(5)$ symmetry. It is assumed in CH models that this represents the only source of breaking for this symmetry, so that the explicit contributions to the Higgs potential (departures from the $V=0$ NGB limit) will be proportional to powers of $y$ and will be in particular sensitive to the top quark interaction with the strong sector (similarly the gauge coupling $g$ also breaks the symmetry, but the effects it induces are subdominant with respect to the ones involving the top quark Yukawa). An explicit construction of the effective potential will be presented in Sec. 3, while in the next section we provide the tools to describe and construct $\mathcal{L}_{\text {strong }}$.

### 1.3 Spontaneous Symmetry Breaking and the CCWZ

In this chapter, we do a brief review of SSB and the CCWZ construction [5, 6], which are both of key importance when studying the phenomenology of Composite Higgs models. We start by defining SSB and studying the general properties of theories that present it; then we proceed to explain the CCWZ formalism and why it is useful when constructing effective theories where there is SSB.

[^10]
## Global transformation

A theory is symmetric under the transformation $|i\rangle \rightarrow|j\rangle=\hat{g}|i\rangle$ if

$$
\begin{equation*}
\left.\left|\left\langle i \mid i^{\prime}\right\rangle\right|=\left|\langle i| \hat{g}^{\dagger} \hat{g}\right| i^{\prime}\right\rangle \mid, \tag{1.42}
\end{equation*}
$$

for any two states $|i\rangle,\left|i^{\prime}\right\rangle$. If the vacuum state of the theory is not invariant under the symmetry transformation

$$
\begin{equation*}
\hat{g}|\Omega\rangle=\left|\Omega^{\prime}\right\rangle \neq|\Omega\rangle, \tag{1.43}
\end{equation*}
$$

we say that the symmetry is spontaneously broken (even though the symmetry is still fulfilled like in Eq. (1.42)). ${ }^{14,}$ Wether the vacuum is invariant or not under the symmetry has some general repercussions on the spectrum of the theory. Since in most cases we deal with SSB of compact Lie Groups, we restrict our discussion to the general features of SSB under those. We start studying the case of global symmetry group $G$, which being a Lie Group has a quantum representation given by

$$
\begin{equation*}
\hat{g}(\alpha)=e^{i \alpha_{a} \hat{Q}_{a}} \tag{1.44}
\end{equation*}
$$

where $\hat{Q}_{a}$ are the generators of the group and $\alpha_{a}$ a set of continuous real parameters defining the element of the group.

To learn about the spectrum of the theory we can look at the states created by operators $\hat{\phi}_{i}(x)$ (which create 1-particle states that can be elementary or composite),

$$
\begin{equation*}
|i\rangle \equiv|i(x)\rangle=\hat{\phi}_{i}(x)|\Omega\rangle . \tag{1.45}
\end{equation*}
$$

Let's start by the case where the vacuum is invariant under the symmetry transformation,

$$
\begin{equation*}
\hat{g}(\alpha)|\Omega\rangle=|\Omega\rangle \tag{1.46}
\end{equation*}
$$

The point here is that if the Lagrangian depends on operators that transform as linear irreducible representations $\mathcal{D}_{i j}(\alpha)$ of $G$, i.e.

$$
\begin{equation*}
\hat{g}(\alpha) \hat{\phi}_{i}(x) \hat{g}(\alpha)^{\dagger}=\mathcal{D}_{i j}(\alpha) \hat{\phi}_{j}(x) \tag{1.47}
\end{equation*}
$$

(an assumption that we will make throughout this chapter), then the states $|i\rangle$ created by any $\hat{\phi}_{i}(x)$ have all the same mass. This is seen by first showing that the states $|i\rangle$ transform in the same linear representation $\mathcal{D}_{i j}(\alpha)$ as the operators $\hat{\phi}_{i}(x)$,

$$
\begin{equation*}
\hat{g}(\alpha)|i\rangle=\hat{g}(\alpha) \hat{\phi}_{i}(x)|\Omega\rangle=\hat{g}(\alpha) \hat{\phi}_{i}(x) \hat{g}(\alpha)^{\dagger} \hat{g}(\alpha)|\Omega\rangle=\hat{g}(\alpha) \hat{\phi}_{i}(x) \hat{g}(\alpha)^{\dagger}|\Omega\rangle \tag{1.48}
\end{equation*}
$$

Then, using Eq. (1.47) we get

$$
\begin{equation*}
\hat{g}(\alpha)|i\rangle=\mathcal{D}_{i j}(\alpha)|j\rangle \tag{1.49}
\end{equation*}
$$

[^11]and in particular since we can write $|i\rangle=\hat{\phi}_{i}(x)|\Omega\rangle$ as a linear superposition of $\hat{P}^{\mu}$ eigenstates $\left|p^{\mu}, i\right\rangle$, all with the same mass, each of these will transform under $\hat{g}(\alpha)$ with $\mathcal{D}_{i j}(\alpha)$. Using that $\left[\hat{H}, \hat{Q}_{a}\right]=0$, and focusing on the states with $\vec{p}=0$ for simplify, we find that
\[

$$
\begin{align*}
\sum_{j} \mathcal{D}_{i j}(\alpha) m_{j}\left|m_{j}, j\right\rangle & =\hat{H} \sum_{j} \mathcal{D}_{i j}(\alpha)\left|m_{j}, j\right\rangle=\hat{H}\left(\hat{g}(\alpha)\left|m_{i}, i\right\rangle\right)  \tag{1.50}\\
& =\hat{g}(\alpha) \hat{H}\left|m_{i}, i\right\rangle=m_{i} \sum_{j} \mathcal{D}_{i j}(\alpha)\left|m_{j}, j\right\rangle
\end{align*}
$$
\]

so $m_{j}=m_{i}$ and therefore all the physical states created by any $\hat{\phi}_{i}$ in a given multiplet of $G$ will all have the same mass. Having a clear connection between how the fields and states transform simplifies the way of thinking about theories (e.g. all three quark fields in the triplet of $S U(3)_{c}$ create states with equal masses). This way in which physical states and fields transform linearly under a symmetry is known as the Wigner-Weyl realization and is the general way of writing Lagrangians when we don't have SSB.

When the vacuum state is not invariant $\hat{g}(\alpha)|\Omega\rangle=|\alpha\rangle \neq|\Omega\rangle$ things are a bit different. We see that the last equality in Eq. (1.48) is not fulfilled, and it seems to indicate that states transform very differently from the fields when these transform linearly under $G$. From here there doesn't seem to be an easy way to infer wether the masses of the states created by fields in a multiplet of $G$ are all equal or not. Nontheless one can still learn some things by separating the transformations of $G$ between those that leave the vacuum invariant and those that don't

$$
\begin{align*}
\hat{h}(\alpha)|\Omega\rangle & =|\Omega\rangle & \text { with } & \hat{h}(\alpha)=e^{i \alpha_{a} \hat{Y}_{a}}  \tag{1.51}\\
\hat{g}^{*}(\alpha)|\Omega\rangle & =|\alpha\rangle \neq|\Omega\rangle & \text { with } & \hat{g}^{*}(\alpha)=e^{i \alpha_{a} \hat{X}_{a}}
\end{align*}
$$

where we defined $\hat{Y}, \hat{X}$ to be the unbroken and broken generators respectively. The elements $\hat{h}(\alpha)$ form a subgroup $H \subset G$ and since $\hat{h}(\alpha)|\Omega\rangle=|\Omega\rangle$ we can follow the logic of Eqs. (1.46)(1.48) to see that the states $|i\rangle=\hat{\phi}_{i}(x)|\Omega\rangle$ transform in the same linear representation under $H$ as the fields $\phi_{i}$,

$$
\begin{equation*}
\hat{h}(\alpha) \hat{\phi}_{i}(x) \hat{h}(\alpha)^{\dagger}=\mathcal{D}_{i j}^{h}(\alpha) \hat{\phi}_{j}(x) \quad \Rightarrow \quad \hat{h}(\alpha)|i\rangle=\mathcal{D}_{i j}^{h}(\alpha)|j\rangle \tag{1.52}
\end{equation*}
$$

If $D_{i j}^{h}(\alpha)$ is irreducible, following the same reasoning as in Eq. (1.50), we see that all the states $|i\rangle$ must have the same mass. For the case where $D_{i j}^{h}(\alpha)$ is reducible we have that,

$$
\hat{h}(\alpha)\left(|i\rangle \oplus\left|i^{\prime}\right\rangle\right)=\left(\begin{array}{c|c}
\hat{h}_{1}(\alpha) & 0  \tag{1.53}\\
\hline 0 & \hat{h}_{2}(\alpha)
\end{array}\right)\binom{|i\rangle}{\hline\left|i^{\prime}\right\rangle}=\mathcal{D}_{i j}^{h_{1}}(\alpha)|j\rangle \oplus \mathcal{D}_{i^{\prime} j^{\prime}}^{h_{2}}(\alpha)\left|j^{\prime}\right\rangle,
$$

and only states in the same irreducible representation of $H$ will have the same mass. ${ }^{15}$ Therefore, when working with theories with SSB it can be useful to separate the irreducible

[^12]representations of $G$ in irreducible representations of $H$ (especially when we don't have knowledge of the full theory, like in low energy QCD or Composite Higgs models).

Another key aspect of SSB (for global symmetries) is that $n=\operatorname{dim}(G)-\operatorname{dim}(H)$ massless spin $=0$ particles appear in the spectrum of the theory. This can be seen by finding the number of poles at $p^{2}=0$ in the connected 2-point function $\Delta(x, y)=\int d^{4} p D(p) e^{-i p(x-y)}=$ $\langle\phi(x) \phi(y)\rangle_{\text {conn }}^{J=0}$, or by finding the zero eigenvalues of its inverse,

$$
\begin{equation*}
\Delta^{0}(x, y)_{i j}^{-1}=\left.\frac{\delta \Gamma(\bar{\phi})}{\delta \phi_{i} \delta \phi_{j}}\right|_{\partial \phi^{\mu}=0} \tag{1.54}
\end{equation*}
$$

where the zero above $\Delta^{0}(x, y)^{-1}$ denotes that $\partial \phi^{\mu}=0$ (i.e. $\Delta^{0}(x, y)=\int d^{4} p D(0) e^{-i p(x-y)}$ ), and $\Gamma(\bar{\phi})=\left.\Gamma(\phi)\right|_{\phi=\bar{\phi}}$ is the 1-PI effective action evaluated at $J=0$, so it fulfills that

$$
\begin{equation*}
\left.\frac{\delta \Gamma(\phi)}{\delta \phi(x)}\right|_{\phi=\bar{\phi}}=0 \quad \text { for } \quad \bar{\phi}=\langle\Omega| \hat{\phi}(x)|\Omega\rangle_{\text {conn }}^{J=0} \tag{1.55}
\end{equation*}
$$

Since we want to evaluate $\Gamma(\phi)$ at $\partial \phi^{\mu}=0$ we work with the effective potential

$$
\begin{equation*}
V_{e f f}(\phi)=-\left.\frac{\Gamma(\phi)}{\mathcal{V}}\right|_{\partial \phi^{\mu}=0} \quad \text { where } \quad \mathcal{V} \equiv \int d^{4} x \tag{1.56}
\end{equation*}
$$

We focus here on the case where the symmetry transformation is linearly realized. In this case, the Slavnov-Taylor relations, tell us that if the Lagrangian in the path integral is invariant under some linear symmetry transformation, $\phi \rightarrow \phi+\delta \phi$, the effective action will also be invariant under the same transformation $\phi_{c} \rightarrow \phi_{c}+\delta \phi_{c}$. Hence, the effective action satisfies

$$
\begin{equation*}
\frac{\delta V_{e f f}(\phi)}{\delta \phi_{i}}(\delta \phi)_{i}=0=\frac{\delta V_{e f f}(\phi)}{\delta \phi_{i}} Q_{i j}^{a} \phi_{j} \quad(\text { for any } \phi) \tag{1.57}
\end{equation*}
$$

where $Q_{i j}^{a}$ is any of the conserved Noether charges (in the classical Lagrangian of $Z[J]$ ). Deriving this expression with respect to $\phi_{i}$ and evaluating it at $\phi(x)=\bar{\phi}$ we get

$$
\begin{equation*}
\frac{\delta^{2} V_{e f f}(\bar{\phi})}{\delta \phi_{l} \delta \phi_{i}} Q_{i j}^{a} \bar{\phi}_{j}=0=\frac{1}{\mathcal{V}} \Delta^{0}(x, y)_{l i}^{-1} Q_{i j}^{a} \bar{\phi}_{j} \tag{1.58}
\end{equation*}
$$

This equation is non-trivial only if $\bar{\phi} \neq 0$. For a linearly realised symmetry this is equivalent to say that there is SSB. Performing this transformation on the operator $\hat{\phi}$ we get,

$$
\begin{align*}
\bar{\phi}_{i}(x) \equiv\langle\Omega| \hat{\phi}_{i}(x)|\Omega\rangle & \rightarrow\langle\Omega| \hat{g}(\alpha) \hat{\phi}_{i}(x) \hat{g}^{\dagger}(\alpha)|\Omega\rangle=\left\langle\Omega^{\prime}\right| \hat{\phi}_{i}(x)\left|\Omega^{\prime}\right\rangle  \tag{1.59}\\
& =\mathcal{D}_{i j}(\alpha)\langle\Omega| \hat{\phi}_{j}(x)|\Omega\rangle=\mathcal{D}_{i j} \bar{\phi}_{j}
\end{align*}
$$

From the Slavnov-Taylor relations, we know that $\bar{\phi}_{i}$ transforms with the same linear representation $\mathcal{D}_{i j}$ as $\hat{\phi}$. Then, if $\hat{\phi}$ is not a singlet under the symmetry transformation, neither is $\bar{\phi}$. This implies that $\mathcal{D}_{i j} \bar{\phi}_{j} \neq \bar{\phi}_{i}$ when $\bar{\phi}_{i} \neq 0$. In this case, we find that

$$
\begin{equation*}
\langle\Omega| \hat{\phi}_{i}(x)|\Omega\rangle=\bar{\phi}_{i} \neq \mathcal{D}_{i j} \bar{\phi}_{j}=\left\langle\Omega^{\prime}\right| \hat{\phi}_{i}(x)\left|\Omega^{\prime}\right\rangle \quad \Rightarrow \quad|\Omega\rangle \neq \hat{g}^{\dagger}|\Omega\rangle=\left|\Omega^{\prime}\right\rangle \tag{1.60}
\end{equation*}
$$

which signals SSB as defined in Eq. (1.43). In the case where there is SSB , we find that taking Eq. (1.58) with $Q_{i j}$ equal to the unbroken generators is trivially zero since $Y_{i j}^{a} \bar{\phi}_{j}=$ $Y_{i j}^{a}\langle\Omega| \hat{\phi}|\Omega\rangle \propto\langle\Omega| \hat{Y} \hat{\phi} \hat{Y}|\Omega\rangle_{i j}=0$ so no constrains are imposed on $\Delta^{0}(x, y)_{i j}^{-1}$. On the other hand if we take the broken generators where $X_{i j}^{a} \bar{\phi}_{j} \neq 0$ we have that

$$
\begin{equation*}
\Delta^{0}(x, y)_{l i}^{-1} X_{i j}^{a} \bar{\phi}_{j}=0 \tag{1.61}
\end{equation*}
$$

and then the sum $X_{i j}^{a} \bar{\phi}_{j}$ is an eigenvector of $\Delta^{0}(x, y)_{l i}^{-1}$ with eigenvalue zero. This means that the propagator $D(p)$ appearing in $\Delta^{0}(x, y)=\int d^{4} p D^{-1}(0) e^{-i p(x-y)}$ has a pole at $p^{2}=0$ for each broken generator $X^{a}$, and therefore there are $\operatorname{dim}(G)-\operatorname{dim}(H)$ massless particles in the theory. If we want to work in a theory where the Poincare symmetry is not spontaneously broken $\bar{\phi}$ must be a singlet under Poincaré (see Eq. (1.60)), thus the only operators $\hat{\phi}$ that can have a vacuum expectation value different than zero must be scalars. We find then that if Poincaré is not broken, SSB implies that the spectrum of the theory will have $n=\operatorname{dim}(G)-$ $\operatorname{dim}(H)$ massless spin $=0$ particles, which are the Nambu-Goldstone bosons (NGB's). This result is nice because it shows that NGB's are massless even when taking all the quantum corrections into account.

An important property of NBGs is that they always couple through derivatives. This can be easily shown in the case where a field $\phi_{i}$ has a vacuum expectation value different than zero. Here on can perform the following change of variables

$$
\begin{equation*}
\phi_{i}(x)=\varphi_{i j}(x) \phi_{j}^{\prime}(x), \tag{1.62}
\end{equation*}
$$

which puts all de NGB's degrees of freedom into $\varphi_{i j}(x)$ and leaves $\phi_{j}^{\prime}(x)$ without any of them. This is seen by noting that $\varphi_{i j}(x)$ is orthogonal to the vacuum expectation value of $\phi_{i}$ (like the linear combinations of fields that are eigenvectors of $\left(\Delta^{0}\right)^{-1}$ with eigenvalue zero, see [47]). Now, one can show show that $\varphi(x)$ is a local linear representation of a $G$ which can span all the possible transformations that get $\phi_{j}^{\prime}(x)$ rid of the NGB with just the representatives of $G$ belonging to the coset $G / H$. Since any element of $G$ can be written in some neighbourhood of the identity as,

$$
\begin{equation*}
g=e^{\alpha^{a}(x) X^{a}} e^{u^{a}(x) Y^{a}} . \tag{1.63}
\end{equation*}
$$

It is convenient to standardise the form of $\varphi_{i j}$ as an element of $G / H$ and write it as

$$
\begin{equation*}
e^{i \alpha^{a}(x) X^{a}} \tag{1.64}
\end{equation*}
$$

One can check that the transformation in Eq. (1.62) is just a change of variables which modifies the form of the Lagrangian $\mathcal{L}(\phi) \neq \mathcal{L}^{\prime}\left(\phi^{\prime}\right)$ but doesn't change the S-matrix, since its Jacobian is equal to one when $\phi(x)=\bar{\phi}$ (see [5,6]). On the other hand, when $\alpha^{a}(x)$ is constant we have that the form of the Lagrangian doesn't change $\mathcal{L}(\phi)=\mathcal{L}^{\prime}\left(\phi^{\prime}\right)$ (since $\mathcal{L}$ is invariant under global $G$ ). For this to happen we must have that the fields $\varphi(x)$ appear in each term of $\mathcal{L}^{\prime}$ with at least one derivative, so any term containing the fields $\alpha^{a}(x)$ must also contain at least one derivative. A consistency check to ensure that $\alpha^{a}(x)$ contain the Goldstone degrees of
freedom is by noticing that there their number $a$ is equal to the number of broken generators and that they are massless, since they only appear in terms with derivatives.

Another way to connect the $\alpha^{a}(x) \hat{X}^{a}$ fields with the Goldstone bosons is by noticing from Eq. (1.51) that when $\alpha^{a}(x)$ are constant, $\alpha^{a} \hat{X}^{a}$ act as creation operators on the vacuum, i.e.

$$
\begin{equation*}
\alpha^{a} \hat{X}^{a}|\Omega\rangle=\left|\alpha^{a}\right\rangle \neq 0 \quad \text { for each fixed } a \tag{1.65}
\end{equation*}
$$

creating states with the same energy as the vacuum,

$$
\begin{equation*}
\hat{H}\left|\alpha^{a}\right\rangle=\hat{H} \alpha^{a} \hat{X}^{a}|\Omega\rangle=\alpha^{a} \hat{X}^{a} \hat{H}|\Omega\rangle=E_{0}\left|\alpha_{a}\right\rangle \tag{1.66}
\end{equation*}
$$

where $E_{0}$ is the vacuum energy defined as $\hat{H}|\Omega\rangle=E_{0}|\Omega\rangle$, and we used that $\left[H, X^{a}\right]=0$. These states $\left|\alpha_{a}\right\rangle$ are therefore massless and describe a particle with $\vec{p} \rightarrow 0$.

## Local transformation

Now we turn to SSB when we have a local symmetry. Most of the statements presented for the global case are the same, with the only difference that now if $G$ is local one doesn't expect to have massless states in the theory. A simple way to see it is by performing the change of variables in Eq. (1.62) (recall that this transformation makes the field $\phi^{\prime}(x)$ not contain any NGB). As previously pointed out, $\varphi(x)$ is an element of the local symmetry group $G$, therefore this change of variables is in effect just a local symmetry transformation and therefore $\mathcal{L}^{\prime}\left(\phi^{\prime}\right)=\mathcal{L}(\phi)$. Since we know that after the transformation the scalar multiplet getting a vacuum expectation value $\phi^{\prime}(x)$ doesn't contain any NGB's one can naively say that there aren't any massless degrees of theory in the theory. The choice of $\phi^{\prime}(x)$ such that it doesn't contain NGB's is just a choice of gauge. ${ }^{16}$ Another way to see that there aren't any massless NGB's is by fixing the gauge with a general $R_{\xi}$ gauge. In perturbation theory one can see that the masses of the would be NGB's are not zero and depend on the $\xi$ parameter, meaning that they are not a meaningful physical quantity in our theory. Moreover one sees that in computations of e.g. scattering processes, the combination of the propagator of these NGB with the gauge bosons associated with the broken symmetries leads to a gauge invariant propagator which is equivalent to the one corresponding to massive particles transforming as vectors under Lorentz, with the NGB providing the term corresponding to the helicity zero (longitudinal) component. ${ }^{17}$ Combining these degrees of freedom therefore we have massive vector bosons. In concrete examples one can see that their masses are proportional to the coupling related to the broken symmetries and the vev that breaks it. For example for a theory with a scalar field and a $S U(N)$ local symmetry the kinetic term is given by

$$
\begin{equation*}
\mathcal{L}_{k i n}=\frac{1}{2}\left|D_{\mu} \phi_{i}(x)\right|^{2}=\frac{1}{2}\left(\partial_{\mu} \phi_{i}(x)-i g Q_{i j}^{a} A^{a}(x)_{\mu} \phi_{j}(x)\right)^{2}, \tag{1.67}
\end{equation*}
$$

[^13]given that $\phi(x)$ acquires a vev, we can state that we are in the unitary gauge which means that $\phi(x)$ doesn't contain any would be NGB's. The masses of the gauge bosons at tree level can be found by looking at the quadratic terms of $V_{\text {eff }}$ evaluated at its minimum,
\[

$$
\begin{equation*}
\frac{\delta^{2} V_{e f f}^{t r e e}(v)}{\delta A_{\mu}^{a} \delta A^{b \mu}}=\frac{1}{2} g^{2}\left(Q_{i j}^{a} \bar{\phi}_{j} Q_{i k}^{b} \bar{\phi}_{k}\right) A^{a}(x)_{\mu} A^{b \mu}(x) . \tag{1.68}
\end{equation*}
$$

\]

Recalling that when $Q=T$ we have that $T_{i j}^{a} \bar{\phi}_{j}=0$, only those terms with broken generators will be different than zero. One can see [47] that the number of gauge bosons acquiring a mass are given by the number of broken generators $X^{a}$, and that their their squared masses are proportional to $g^{2}$ and some combination of $\bar{\phi}_{i} \bar{\phi}_{j}$. This effect where massless goldstone bosons acquire a mass due to SSB of a local symmetry, is called the Higgs mechanism.

## The CCWZ

The CCWZ is a general method to build effective low energy Lagrangians for theories that have SSB of $G \rightarrow H$ where $G$ is a (compact, connected, semisimple) Lie Group and $H$ is a continuous subgroup of $G$. The method has two parts, one where the general framework and some theorems are demonstrated, and another one where the method to build Lagrangians (where $G$ is non linearly realised) is presented.

## Framework

The CCWZ interprets the fields appearing in the Lagrangian of the path integral as coordinates $\phi=\left(\phi_{1}, \ldots, \phi_{n}\right)$ of some manifold $M$. The coordinates ( $\phi_{1}, \ldots \phi_{n}$ ) may represent the components of fields each having different transformation properties under $G$, e.g. $\phi=(\vec{\xi}, \vec{\psi}, \vec{\sigma}, \ldots)$. There are three main assumptions in the CCWZ, the first one is that if there is SSB $G \rightarrow H$ there is a point

$$
\begin{equation*}
\phi_{0}=(0,0,0 \ldots), \tag{1.69}
\end{equation*}
$$

called the origin, which is invariant under the action of $h \in H$. The second assumption is that the coordinates $\phi$ are in some neighbourhood of $\phi_{0}$ (so they can be Taylor expanded). The third one is that only transformations of $G$ near the identity are studied (hence excluding "large" transformations); since $G$ is a connected Lie Group its local properties can be studied near the identity, and its elements written as

$$
\begin{equation*}
g=e^{i \alpha^{a} X^{a}} e^{i u^{a} Y^{a}} \tag{1.70}
\end{equation*}
$$

with $X, Y$ the broken and unbroken generators respectively. As shown in Eq. (1.64) the elements of $G / H$ are given by $U=e^{i \alpha^{a} X^{a}}$, while the elements of $H$ are given by $h=e^{i u^{a} Y^{a}}$.

Three theorems provide the CCWZ with its generality and usefulness. First, the S-matrix of a Lagrangian $\mathcal{L}\left(\phi, \partial_{\mu} \phi\right)$ is invariant under the change of variables $\phi \rightarrow \phi^{\prime}=\phi F(\phi)$ if the origin $\phi_{0}$ is unchanged by this transformation (i.e. the Jacobian is one at $\phi_{0}$ ); notice that
this is ensured by Eq. (1.69). Second, if the point $\phi_{0}$ is invariant under $H$, there exist some coordinates $\phi^{\prime}=\left(\phi_{1}^{\prime}, \ldots, \phi_{n}^{\prime}\right)$ that transform linearly under $h \in H$ (in some neighbourhood of $\phi_{0}$ ). Third, all sets of coordinates $\left\{\phi, \phi^{\prime}, \ldots\right\}$ that transform non-linearly under $G$ but linearly under $H \subset G$ produce the same S-matrix. Thanks to these theorems, one can choose the most convenient set of coordinates to get the S-matrix, as long as they have the origin at $\phi_{0}=(0,0,0 \ldots)$ and transform linearly under $H$.

## Choice of coordinates

A convenient set of coordinates to build invariants under $G$ is given by $\phi=(\vec{\xi}, \vec{\psi})$. Define the submanifold $\mathcal{N} \subset \mathcal{M}$ given by all the points result of applying transformations of the coset $U=e^{i \xi^{a} X^{a}}$ on the origin, $\phi_{0}=(\overrightarrow{0}, \overrightarrow{0}) \xrightarrow{U}(\vec{\xi}, \overrightarrow{0})$. All the points in $\mathcal{N}$ are then characterised by $\vec{\xi}$, making these a suitable set of coordinates for $\mathcal{N}$. Define the rest of coordinates on $\mathcal{M}$ as $\psi_{i} \equiv \mathcal{D}\left(U^{-1}\right)_{i j} \Psi_{j}$, where $\Psi$ transforms linearly under $G$, and $\mathcal{D}$ is a linear representation of elements in $G / H$.

## $\vec{\xi}, \vec{\psi}$ transformation properties

Let us check that $\phi=(\vec{\xi}, \vec{\psi})$ transform non-linearly under $G$ and linearly under $H$ as required for them to be a good choice of coordinates. The transformation properties of $\xi$ and $\psi$ are derived from the transformation of $U \xrightarrow{g} U^{\prime}$. Since $U \in G / H \subset G$, then $g U=g^{\prime} \in G$ so $g U=g^{\prime}=e^{i \xi^{\prime} X} e^{i u Y}=U^{\prime} h$, which yields

$$
\begin{equation*}
U \xrightarrow{g} U^{\prime}=g U h^{-1} . \tag{1.71}
\end{equation*}
$$

From this transformation is readily seen that the coordinates $\phi=(\vec{\xi}, \vec{\psi})$ transform non-linearly under $G$ and linearly under $H$. First, $\psi$ always transforms with an element of $H$, i.e.

$$
\begin{equation*}
\psi=\mathcal{D}\left(U^{-1}\right) \Psi \xrightarrow{g} \psi^{\prime}=\mathcal{D}\left(h U^{-1} g^{-1}\right) \mathcal{D}(g) \Psi=\mathcal{D}(h) \mathcal{D}\left(U^{-1}\right) \Psi=\mathcal{D}(h) \psi, \tag{1.72}
\end{equation*}
$$

so it transforms non-linearly with $g \in G$, and linearly with $g \in H$. If $\mathcal{D}(h)$ is a reducible representation, then one can do the same exercise for each. Notice that one can always rewrite an irreducible representation as tensors with each index transforming under the fundamental. Then, if $U$ transforms with $g$ and $h$ in the fundamental of $G$, one has for example,

$$
\begin{align*}
\psi_{i}=U_{i j}^{-1} \Psi_{j} & \xrightarrow{g} \psi_{i}^{\prime}=h_{i \alpha} \psi_{\alpha},  \tag{1.73}\\
\psi_{i j}=U_{i j}^{-1} U_{i^{\prime} j^{\prime}}^{-1} \Psi_{j j^{\prime}} & \xrightarrow{g} \psi_{i j}^{\prime}=h_{i \alpha} h_{j_{\beta}} \psi_{\alpha \beta} .
\end{align*}
$$

Next, to see that $\xi$ transform non-linearly with $G$ one can check how $U$ transforms under $g_{c}=e^{i \alpha X} \in G / H \subset G$. Then, $U \xrightarrow{g_{c}} U^{\prime}=g_{c} U h^{-1}$ yields

$$
\begin{equation*}
\xi^{a} \rightarrow \xi^{\prime a}=\xi^{a}+\alpha^{a}+\mathcal{O}\left(\alpha \xi^{2}\right), \tag{1.74}
\end{equation*}
$$

which is non-linear. Instead when $g=h \in H$ we have that

$$
\begin{equation*}
h U=h U h^{-1} h=U^{\prime} h \quad \Rightarrow \quad U \xrightarrow{h} U^{\prime}=h U h^{-1}=h e^{i \xi X} h^{-1}=e^{i \xi h X h^{-1}} . \tag{1.75}
\end{equation*}
$$

Using that $\left[Y^{a}, X^{\hat{a}}\right]=i f^{a \hat{a}}{ }_{\hat{b}} X^{\hat{b}}$, and $h=e^{i u Y}$ one finds that for $u$ small

$$
\begin{equation*}
X^{\hat{a}} \xrightarrow{h} X^{\prime \hat{a}}=\left(X^{\hat{a}}+i u^{a}\left(f^{a}\right)_{\hat{a} \hat{b}} X^{\hat{b}}\right), \tag{1.76}
\end{equation*}
$$

and therefore $\xi^{a} X^{a} \xrightarrow{h} \xi^{a} X^{\prime a}=\xi^{a} e_{a b}^{i u^{b} f^{b}} X_{b}=\hat{\mathcal{D}}(h)_{a b} X_{b}$, so one can equivalently write that $X^{a}$ doesn't transform with $G$ but instead

$$
\begin{equation*}
\xi^{a} \rightarrow \xi^{\prime a}=\mathcal{D}(h)_{a b} \xi^{a}=\left(\mathcal{D}(h)_{b a}\right)^{T} \xi^{a}, \tag{1.77}
\end{equation*}
$$

which is a linear representation of $h \in H$.

## Building the Lagrangian

To build a low energy Lagrangian first want to find all possible $G$-invariants made out of $\xi$ and $\psi$. The invariants containing only $\xi$ can be obtained by combining the coefficients of the Maurer-Cartan form $\omega \equiv U^{-1} \partial_{\mu} U$. The Maurer-Cartan is a 1 -form that maps the tangent space of any element in $G$ into the algebra of $G$, and is used in the study of homogeneous subspaces to find $G$-invariants made out of the coordinates of $G / H$. For $U=e^{i \xi X} \in G / H$,

$$
\begin{equation*}
\omega=e^{-i \xi X} \partial_{\mu} e^{i \xi X}=d_{\mu}^{a} X^{a}+e_{\mu}^{b} Y^{b} \tag{1.78}
\end{equation*}
$$

and the coefficients $d_{\mu}^{a}$ and $e_{\mu}^{b}$ can be computed explicitly by taylor-expanding $U$,

$$
\begin{equation*}
d_{\mu}^{a}=\partial_{\mu} \xi^{a}+\cdots, \quad e_{\mu}^{A}=-\frac{i}{4} f^{A a b} \xi^{a} \stackrel{3}{\partial}_{\mu} \xi^{b}+\cdots \tag{1.79}
\end{equation*}
$$

Using that $U \xrightarrow{g} g U h_{x}$ we find how $d_{\mu} \equiv d_{\mu}^{a} X^{a}$ and $e_{\mu}^{b} \equiv e_{\mu}^{b} Y^{b}$ transform:

$$
\begin{align*}
U^{-1} \partial_{\mu} U \xrightarrow{g} U^{\prime-1} \partial_{\mu} U^{\prime} & =d_{\mu}^{\prime}+e_{\mu}^{\prime}=h_{x} U^{-1} \partial_{\mu}\left(U h_{x}^{-1}\right)  \tag{1.80}\\
& =h_{x} d_{\mu} h_{x}^{-1}+h_{x} e_{\mu} h_{x}^{-1}+h_{x}\left(\partial_{\mu} h_{x}^{-1}\right),
\end{align*}
$$

so

$$
\begin{equation*}
d_{\mu} \xrightarrow{g} h_{x} d_{\mu} h_{x}^{-1}, \quad e_{\mu} \xrightarrow{g} e_{\mu}^{\prime}=h_{x} e_{\mu} h_{x}^{-1}+h_{x}\left(\partial_{\mu} h_{x}^{-1}\right) . \tag{1.81}
\end{equation*}
$$

Since $e_{\mu}$ transforms like a connection, one can use it to build a covariant derivative, $D_{\mu} \equiv$ $\left(\partial_{\mu}+e_{\mu}\right)$, for anything transforming with $h_{x}$ under $G$. The claim of the CCWZ is that using $d_{\mu}$ and $D_{\mu}$ allows to build all invariants under $G$ containing only the $\xi$ fields. The fact that $d_{\mu}$ and $e_{\mu}$ only contain derivatives of $\xi$ makes it impossible to build any mass term for $\xi$. Together with the fact that it parametrises the $G / H$, we can identify them as the NGB's fields. At low energies the Lagrangian describing the NGB's is given by $\mathcal{L}_{\text {eff }}=\mathcal{L}\left(d_{\mu}, D_{\mu}\right)$, with the terms having less derivatives dominating. The leading contribution is given by the first term in

$$
\begin{equation*}
\mathcal{L}=f^{2} \operatorname{Tr}\left[d_{\mu}^{\dagger} d^{\mu}\right]=d_{\mu}^{a \dagger} d^{b \mu} \operatorname{Tr}\left[X^{a} X^{b}\right]=d_{\mu}^{a \dagger} d^{a \mu}, \tag{1.82}
\end{equation*}
$$

which contains two derivatives and is the kinetic term for the NGB's. ${ }^{18,19}$
One can add the rest of fields $\psi$ to $\mathcal{L}_{e f f}$ by building the usual invariants under local $H$ and using the covariant derivatives $D_{\mu} \psi$.

## Local symmetries

If instead of having a global $G$ transformation we have a local one we notice that all the derivations done for the global case hold as well in the local one if we just replace the derivative for the covariant one, $\partial_{\mu} \rightarrow\left(\partial_{\mu}+i g A_{\mu}\right)$. Then, $\phi \equiv U^{\dagger} \Phi$ is not affected, and now the objects $d_{\mu}$ and $e_{\mu}$ are replaced by $\bar{d}_{\mu}$ and $\bar{e}_{\mu}$ derived from

$$
\begin{equation*}
U^{\dagger}\left(\partial_{\mu}+i g A_{\mu}\right) U=\bar{d}_{\mu}^{a} X^{a}+\bar{e}_{\mu}^{a} Y^{a} \tag{1.84}
\end{equation*}
$$

where now $\bar{d}_{\mu}$ and $\bar{e}_{\mu}$ will depend on both $\xi$ and $A_{\mu}$. The explicit expressions are given by

$$
\begin{equation*}
\bar{d}_{\mu}^{i}=\frac{\sqrt{2}}{f} D_{\mu} \Pi^{i}+\ldots, \quad \bar{e}_{\mu}^{a}=-g A_{\mu}^{a}+\ldots \tag{1.85}
\end{equation*}
$$

For more details on how to construct all possible invariants in the case of having local symmetries, and how to avoid including redundant terms, see [17].
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## Chapter 2

## Higgs discovery, first reaction to the data

### 2.1 Introduction

A particle consistent with the SM Higgs boson has been discovered: $5 \sigma$ deviations have been observed both by CMS [53] and ATLAS [54], in the combination of $\gamma \gamma$ and $Z Z$ channels. Whether this is the beginning or the end of an era of investigation of natural realizations of the electroweak scale, it is not yet clear.

In this note we perform a global analysis of how compatible this excesses are with the SM expectation of a Higgs boson at $m_{h} \approx 125 \mathrm{GeV}$, using the most recent data from ATLAS, CMS and Tevatron. It is then interesting to analyze different natural theories beyond the standard model (SM), to see whether they would be preferred or disfavored by the present trend of data, and to understand towards which direction the parameter space of such theories is more likely to shrink. We first turn our attention to a large variety of composite Higgs models [55], highlighting which features in these models tend to improve/worsen the fit to the data. In section 2.4, we begin with the minimal composite Higgs models (MCHMs), with coset structure $\mathrm{SO}(5) / \mathrm{SO}(4)$, but with generic structures of fermion couplings to the strong sector (and hence to the Higgs boson) [55-57].

Larger coset structures can have a different phenomenology. For instance the coset structure $S O(6) / S O(4) \times S O(2)$ delivers an effective two Higgs doublets model (THDM) at low energy [119]. We compare the predictions of this composite version of the THDM with that of the MSSM in section 2.5.

Finally we also study the possibility of the Higgs mixing with other scalars, which raises the question of whether it will be possible at the LHC to understand if the particle we observe is really the one whose VEV gives mass to the gauge bosons; we try to answer this question by singling out the exclusive channels (the ones with vector boson fusion (VBF) and associated production cuts) that carry mostly this information.

Global fits of Higgs data in the context of composite Higgs models, but limited to the

MCHM4 [55] and MCHM5 [56] models, have already appeared in Refs. [60-64].

### 2.2 The Data

We assume the existence of a unique Higgs-like state with couplings to the SM-gauge bosons and fermions

$$
\begin{equation*}
c_{t} \equiv \frac{y_{t}}{y_{t}^{S M}}, c_{b} \equiv \frac{y_{b}}{y_{b}^{S M}}, c_{\tau} \equiv \frac{y_{t}}{y_{\tau}^{S M}}, a \equiv \frac{g_{h V V}}{g_{h V V}^{S M}}, \tag{2.1}
\end{equation*}
$$

where we use the SM couplings as reference values and assume $g_{h V V} \equiv g_{h W W}=g_{h Z Z}$. We take that the probability density functions (PDFs) provided by the experiments can be approximated by Gaussian distributions, and we use the theoretical prediction for the ratio [62],

$$
\begin{equation*}
\mu^{i}=\frac{\sum_{p} \sigma_{p}\left(a, c_{t}, c_{b}, c_{\tau}\right) \zeta_{p}^{i}}{\sum_{p} \sigma_{p}^{S M} \zeta_{p}^{i}} \frac{B R_{i}\left(a, c_{t}, c_{b}, c_{\tau}\right)}{B R_{i}^{S M}}, \tag{2.2}
\end{equation*}
$$

for each channel $i$ with production crossections $\sigma_{p}$ and cut efficiencies $\zeta_{p}^{i}$ (which we take to be independent from the parameters $a$ and $c_{t, b, \tau}$; the values of $\zeta_{p}^{i}$ are discussed in the Appendix). We sum theoretical [65] and experimental errors in quadrature (both errors are first symmetrized by average in quadrature and when negative error bars are not provided by the experimental collaborations, we have assumed symmetric distributions around the mean value). We summarize the data used in table 4.1. ${ }^{1}$

ATLAS finds that the peak of the combined signal strength's best fit is at $m_{h}=126.5$ GeV , which is within experimental error from $m_{h}=125.3 \mathrm{GeV}$, where the peak of CMS occurs, so one can assume them to belong to the same resonance. We perform the statistical analysis taking the values at $m_{h}=125 \mathrm{GeV}$ for CMS and Tevatron and $m_{h}=126.5 \mathrm{GeV}$ for ATLAS. For comparison we also study the case where $m_{h}=125 \mathrm{GeV}$ is assumed for all experiments, this appears in the plots as dashed lines.

Taking the ATLAS data at $126.5(125) \mathrm{GeV}$ we obtain for the SM

$$
\begin{equation*}
\chi_{S M}^{2}=26.36(23.9), \tag{2.3}
\end{equation*}
$$

which for $N=33$ independent channels corresponds to $\chi^{2} / N \approx 0.8(0.7)$. For the parameters mentioned above, in the case with $c \equiv c_{t}=c_{b}=c_{\tau}$, the best fit ( $\chi^{2}=19.4(19.9)$ which, for 33 channels and 2 variables, $N=33-2=31$ corresponds to $\chi^{2} / N \approx 0.6$ ) occurs in

$$
\begin{equation*}
c=-0.69(-0.61), a=0.86(0.83), \tag{2.4}
\end{equation*}
$$

while another local probability maximum $\left(\chi^{2}=22.7(20.7), \chi^{2} / N \approx 0.7\right)$ occurs for positive $c$ at

$$
\begin{equation*}
c=0.69(0.68), a=1.02(0.98) \tag{2.5}
\end{equation*}
$$

[^15]In fig. 2.1 we show the $68 \%, 95 \%$ and $99 \%$ C.L. contours for the parameters $a$ and $c$ from a global fit of data from ATLAS and CMS. C.L. regions are found by finding the isocontour of $P(x, y)=$ const such that $\int d x d y P(x, y) \pi(x, y)=0.99,0.95,0.68$, where $x, y$ are any of the parameters $a, c_{t}, c_{b}, c_{\tau}$ shown in the specific plot, $\pi(x, y)$ is a flat prior and $P(x, y)=\prod_{i} \mathrm{PDF}_{\mathrm{i}}(\mathrm{x}, \mathrm{y})$ (product over all the channels where PDFs are given).


Figure 2.1: In green, yellow and gray, the $68 \%, 95 \%, 99 \%$ C.L. contours for the parameters a and $c$ with the most recent data (table 4.1). Upper plot: ATLAS with data taken at $m_{h}=126.5 \mathrm{GeV}$ (dashed contours correspond to data taken at $m_{h}=125 \mathrm{GeV}$ ). Lower plot:CMS with data taken at $m_{h}=125 \mathrm{GeV}$. A flat prior $a \in[0,3], c \in[-3,3]$ is used.

### 2.3 Composite Higgs Models

As shown above, the best fits occur for modified couplings of the Higgs boson to the SM fermions and gauge bosons. This is a typical features of Composite Higgs models [71]: for instance, due to the Pseudo Nambu-Goldstone boson (PNGB) nature of the Higgs, the couplings between $h$ and the $W, Z$ gauge bosons are modified as

$$
\begin{equation*}
a=\sqrt{1-\xi} \tag{2.6}
\end{equation*}
$$

where $\xi \equiv v^{2} / f^{2}, f$ being the analogue of the pion decay constant and $v=246 \mathrm{GeV}$ is the vacuum expectation value (VEV) of the Higgs field. Interestingly, on the one hand $\xi \ll 1$ from constraints coming from electroweak precision data (EWPD); on the other hand $\xi$ is a measure of fine-tuning in these models ${ }^{2}$ and is expected to be sizable.
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## 2.4 $\mathrm{SO}(5) / \mathrm{SO}(4)$ and different fermion couplings

While the strong sector alone is $\mathrm{SO}(5)$ symmetric, the couplings of elementary fermions to the strong sector break this symmetry, since the SM fermions do not fill complete $\mathrm{SO}(5)$ multiplets. We can parametrize these couplings as spurions which transform both under the SM-gauge group and under some representation $\mathbf{r}$ of $\mathrm{SO}(5)$ (the well known minimal models MCHM4 [55] and MCHM5 [56] correspond to $\mathbf{r}=4$ and $\mathbf{r}=5$, respectively). Depending on the size of $\mathbf{r}$, the coupling of $h$ to fermions $f$ might deviate from the SM as [57]:

$$
\begin{equation*}
c_{f}=\frac{1+2 m-(1+2 m+n) \xi}{\sqrt{1-\xi}} \tag{2.7}
\end{equation*}
$$

where $m, n$ are positive integers which depend on $\mathbf{r}$. The specific cases with $m=n=0$ or $m=0, n=1$ correspond to the MCHM4 (with $c=\sqrt{1-\xi}$ ) and MCHM5 (with $c=$ $(1-2 \xi) / \sqrt{1-\xi})$, where all fermions share the same coupling structure. Models with $m \neq 0$ have deviations w.r.t. the SM of order unity (in the direction $c>1$ ), even in the limit $\xi \rightarrow 0$ and we shall not consider them any further.

In the specific case with $c \equiv c_{t}=c_{b}=c_{\tau}$, the effects of Eq. (2.6) and Eq. (2.7) can be well described in the ( $a, c$ ) plane. We compare this theoretical expectation, for $m=0$ and $n=0, \ldots, 5$, with the best fit from the combined results of ATLAS (at $m_{h}=126.5 \mathrm{GeV}$ ) and CMS ( $m_{h}=125 \mathrm{GeV}$ ), for the parameters ( $a, c$ ) in fig. 2.2 (the dashed contours show the same fit taking the ATLAS data at $\left.m_{h}=125 \mathrm{GeV}\right)$. We assume that no states, beside the SM ones, contribute via loop-effects to the $h g g$ and $h \gamma \gamma$ vertices.


Figure 2.2: Global fit for the parameters a and c, obtained combining CMS and Tevatron for $m_{h}=125 \mathrm{GeV}$ and ATLAS for $m_{h}=126.5$ (dashed circles use ATLAS at $m_{h}=125 \mathrm{GeV}$ ); colors and priors as in fig. 1. The lines denote predictions of a generic MCHM; different curves correspond to different values of $n=0, \ldots, 5$ in Eq. (2.7) $(m=0)$, going downwards ( $n=0,1$ correspond to the MCHM4 and MCHM5). The red part of the curves is for $0<\xi<0.25$ and the blue dashed for $0.25<\xi<1$.

Interestingly, representations leading to large $n \gtrsim 4$ can fit well the data also in the region with $c<0$, where the rate $h \rightarrow \gamma \gamma$ is enhanced, due to a positive interference between $W$ and $t$ loops in the $h \gamma \gamma$ vertex (the fact that it is possible to have order 1 changes in this coupling, from modification of order $O\left(v^{2} / f^{2}\right) \ll 1$ is due to the large $n \gtrsim 4$ enhancement). To our knowledge, explicit models of this type do not exist yet in the literature ( $n=4$ would appear in models where the spurions connecting SM fields and the strong sector transform as an irreducible representation $\mathbf{r} \in 5 \otimes 5 \otimes 5 \otimes 5$ of $S O(5))$ and it would be interesting to see if realistic models can be built.

As a final example, we consider the possibility of coupling top and down-type ( $b$ and $\tau$ ) fermions in different ways to the strong sector (models of this type have been proposed, for instance, in refs. $[72,119])$. We show examples of this as dots in the $c_{t},\left|c_{b}\right|$ plane in fig. 2.3 with $c_{t}=\sqrt{1-\xi}$ and $c_{b}=c_{\tau}=(1-2 \xi) / \sqrt{1-\xi}\left(\right.$ black dot) and with $c_{t}=(1-2 \xi) / \sqrt{1-\xi}$ and $c_{b}=c_{\tau}=\sqrt{1-\xi}$ (gray dot). Fig. 2.3 shows slices of constant $a$ : for this reason these models, which map into a curve in the 3D $\left(a, c_{b}, c_{t}\right)$-space, appear as dots in the figure. The asymmetric couplings do not improve the fit to the data, which shows a preference for the region $c_{b} \approx c_{t}$.

## 2.5 $S O(6) / S O(4) \times S O(2)$ and natural two Higgs doublets models

The $S O(6) / S O(4) \times S O(2)$ coset delivers at low energy 8 PNGB's that can be identified with an effective THDM [119]. Large contributions to the $\hat{T}$-parameter can be avoided thanks to the symmetry $C_{2}:\left(H_{1}, H_{2}\right) \rightarrow\left(H_{1},-H_{2}\right)$, which also allows us to differentiate three cases:
i) If $C_{2}$ is exact, the model is a Type I THDM. The second doublet is heavy and inert [81] and there is no mixing between the CP-even states; this model resembles the $\mathrm{SO}(5) / \mathrm{SO}(4)$ models of section 2.4. ${ }^{3}$
ii) If $C_{2}$ is spontaneously broken, an effective Type II THDM is realized at low energy, but only at the price of large fine-tuning (both Higgs VEVs have to be tuned much smaller than $f$ ). The couplings of a Type II THDM are [82]

$$
\begin{equation*}
\frac{y_{t}^{T H D M}}{y_{t}}=\frac{\cos \alpha}{\sin \beta}, \frac{y_{b}^{T H D M}}{y_{b}}=-\frac{\sin \alpha}{\cos \beta} \tag{2.8}
\end{equation*}
$$

where $\tan \beta=v_{1} / v_{2}$ is the ratio between VEVs, and $\alpha$ is the mixing angle (the analog of Eq. (??) but for two doublets); the coupling of the lightest Higgs to the vectors is reduced, in comparison with the case of only one Higgs doublet, by $\sin (\beta-\alpha)$. On top of mixing, also higher dimension operators reduce the couplings between $h$ and the SM

[^17]vectors and fermions $f$ (as in all composite Higgs models) and for small $\xi$ we obtain
\[

$$
\begin{align*}
a & =(1-\xi / 2) \sin (\beta-\alpha), \\
c_{t} & =(1-\xi / 2) \frac{\cos \alpha}{\sin \beta},  \tag{2.9}\\
c_{b, \tau} & =-(1-\xi / 2) \frac{\sin \alpha}{\cos \beta} .
\end{align*}
$$
\]

We compare this model with the tree-level $\mathrm{MSSM}^{4}$ in fig. 2.3 in the $\left(c_{t}, c_{b}\right)$-plane with $c_{b}=c_{\tau}$ and for different slices of $a=0.8,0.9$ (see ref. [145] for an approach with $a$ marginalized). The black line shows the prediction for the MSSM varying $\beta$ ( $\alpha$ is fixed by the slice choice $a=0.8,0.9$ ); the thin part of the line is unaccessible to the tree-level MSSM due to the peculiar relation between the quartic couplings in the potential [82]. The composite THDM is drawn in red.
iii) If $C_{2}$ is explicitly broken, then a small VEV $\left\langle H_{2}\right\rangle \neq 0$, leading to $\tan \beta \approx \xi^{-1}$, and a small mixing $\tan \alpha \lesssim \xi$ is generated [119]. In this case a Type III THDM originates, in which both $H_{1}$ and $H_{2}$ couple to each SM fermion $f$,

$$
\begin{equation*}
\frac{y_{f}}{\sqrt{2}} \bar{f} f\left(H_{1}+a_{f} H_{2}\right)=\frac{y_{f}}{\sqrt{2}} \bar{f} f\left(\cos \alpha+a_{f} \sin \alpha\right) h_{1}^{0}+\cdots \tag{2.10}
\end{equation*}
$$

where we have retained only the interactions of the lightest CP-even state $h_{1}^{0}$, and where $y_{f}=(1-\xi / 2) y_{f}^{S M}$, as discussed above. For FCNC to be suppressed, the Yukawas for $H_{1,2}$ must be aligned [82]. In fig. 2.3, red dashed line, we show the situation with $a_{t}=a_{b, \tau} \approx 1$, varying $-\xi \lesssim \alpha \lesssim \xi$.
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Figure 2.3: C.L. contours (colors as fig. 1) in the ( $\left.c_{t},\left|c_{b}\right|\right)$-plane for $c_{b}=c_{\tau}$ and fixed values of $a=0.8,0.9$ (upper and lower plot respectively). The black line corresponds to the couplings of the elementary (composite) THDM Eq. (2.8), once fixed $a=0.8,0.9$; the thick part is accessible to the tree-level MSSM. Red lines are for the composite THDM Type II (solid) and Type III (red dashed, varying $-\xi \lesssim \alpha \lesssim \xi$ ). Shown are also two points (black and gray) corresponding to the $S O(5) / S O(4)$ coset, with $c_{t}=\sqrt{1-\xi}$ and $c_{b}=(1-2 \xi) / \sqrt{1-\xi}$ and vice versa; the red point is the MCHM5 for comparison. A flat prior $c_{t} \in[-4,4]$ and $c_{b} \in[0,4]$ is used.

As shown in fig. 2.3, the preferred region is along the direction $c_{t} \approx-c_{b}=-c_{\tau}$ or, with less significance, along $c_{t} \approx c_{b}=c_{\tau}$. Despite the different possibilities realized in composite THDMs, none touches the first preferred region, and the models that are preferred by the data are those closer to the line $c_{t} \approx c_{\tau} \approx c_{b}=c$, which are more similar, in terms of $h$ phenomenology, to the MCHM with $S O(5) / S O(4)$.

### 2.6 Higgs impostors?

Independently from the composite Higgs realization, it could be that $h$ can mix with other states that do not necessarily participate in the breaking of the electroweak symmetry (an analog example is the two Higgs doublet model just discussed). This raises the question of whether the state observed at the LHC is or is not the one whose VEV generates $m_{W}$ and $m_{Z}$. This can be done by measuring the parameter $a$ independently: while the Higgs field can have trilinear renormalizable couplings to $W W$ and $a=1$, impostors will have to couple to $W W$ via loops (also the dilaton would couple to matter as $m / f$ and could reproduce the observed excesses $[64,78]$; it is however unlikely that, if $f \approx v$, there would have not been other observable deviations from the SM [79]). Therefore $a<1$ might imply that the state we observe is not the Higgs, or that it is a Higgs that mixes with another state.

One possibility to answer this question, is to marginalize over all parameters except $a$. Since we don't know whether some of the Higgs couplings have large deviations from the SM values, another possibility is to isolate some channels that are mostly sensible to $a$ and are
sensible to the least number of other parameters. In particular we choose the exclusive VBF channels $p p \rightarrow h j j \rightarrow W W j j$ measured by CMS [181], which scales roughly as $\sim a^{4} / c_{b}^{2}$ and the exclusive associated production $p p \rightarrow V h \rightarrow V \bar{b} b$ measured both at Tevatron [188], CMS and ATLAS, which scales roughly as $\sim a^{2}$. These channels are mostly insensitive to $c_{t}$ and $c_{\tau}$ and allow a study of $a$ with $c_{b}$ as the only other parameter. Fig. 2.4 shows that, unless $c_{b} \ll 1$, values close to $a \approx 1$ are preferred by data (we have checked that the influence of the other parameters is negligible).


Figure 2.4: Preferred regions in the plane ( $a, c_{b}$ ) using only the exclusive channels with associated production (CMS and Tevatron) and VBF cuts (CMS). Colors as in fig. 1. A flat prior is assumed for $a \in[0,3]$ and $c_{b} \in[0,3]$ (this choice for the upper limit in $c_{b}$ leads to the most conservative conclusions).

### 2.7 Conclusions

Using global fits with the most recent data provided by ATLAS, CMS and Tevatron, we have analyzed the parameter space given by couplings of the Higgs to top and bottom quarks, taus and vector bosons. We have shown that the hypothesis of a SM Higgs with $m_{h} \approx 125 \mathrm{GeV}$ agrees well with the data.

We have then studied different models, in particular in the context of composite Higgs, to see what features could improve/worsen the situation of these scenarios when more data is available. In particular, we have shown that, depending on the coupling structure of elementary fermions to the strong sector, the couplings of $h$ to the SM fields can change considerably w.r.t. the SM case. Some composite models, such as the MCHM4, seem to point towards the disfavored direction. Other models, however, follow better the trend of data: the MCHM5, for instance, reduces the couplings of $h$ to fermions, $c$, more than the one to vectors, $a$, and for small $\xi$ crosses the best fit region with $c>0$. Models with $n \gtrsim 4$ in Eq. (2.7) have an even better trend, as the best fit region with $c_{t}<0$ lies within their parameter space even for $f \gtrsim 500 \mathrm{GeV}$. Different couplings of top and bottom quarks to the


Figure 2.5: Comparison between data analyses based on Bayesian interval (as used throughout this work) and isocontours of constant $\chi^{2}=\chi_{\text {min }}^{2}+2.3,5.99,9.21$ (the dashed ones).
strong sector, on the other hand do not seems to ameliorate much the fit, although more drastic possibilities could be considered, that reproduce the preferred region $c_{t}=-c_{b}=-c_{\tau}$, shown in fig. 2.3.

We have also studied larger coset structures such as $S O(6) / S O(4) \times S O(2)$ which, in some cases reduce to a composite model with an inert doublet (Type I THDM) and the light Higgs phenomenology is not much affected, thus resembling to the $\mathrm{SO}(5) / \mathrm{SO}(4)$ coset. If more finetuning is allowed, a version of a Type II THDM is possible; compared with the MSSM this has the advantage of having less constrained quartics, which allows the model to have both $c_{b}>1$ and $c_{b}<1$, thus covering a larger region of parameter space [145]. Despite this, present data show a mild preference for the composite THDM only for sizable deviations from $a=1$ (upper plot of fig. 2.3). If FCNC can be kept under control, a version of Type III THDM is also possible. In this case the couplings of the second Higgs doublet to fermions enter as new parameters in the theory; despite this freedom, the greatest overlap with the best fit regions occur along $c_{t} \approx c_{b, \tau}$ which is the region also touched by the minimal model. In summary, the composite THDM provides its best fit to the data when the parameter space is such that its phenomenology resembles much that of the minimal composite Higgs model $S O(5) / S O(4)$.

Finally, we studied if the found Higgs particle is responsible for giving mass to the $W$ boson. We find that with the data at hand, for values of $c_{b} \gtrsim 1$, the region where the Higgs is fully responsible for the W mass is favoured, making it consistent with the SM prediction.

Note: While this work was in preparation, refs. [80, 88, 89] appeared, also discussing deviations of Higgs couplings from its SM values.

### 2.8 Appendix

## Bayesian interval versus $\chi^{2}$ analyses

In fig. 2.5 we compare the effects of using analyses based on $\chi^{2}$ (where the point $\chi_{\min }^{2}$ is
first found and then the $68 \%, 95 \%, 99 \%$ C.L. intervals are found as isocontours with, in the case two fitting parameters, $\chi^{2}=\chi_{\text {min }}^{2}+2.3,5.99,9.21$ ), versus analyses that use Bayesian intervals [90] (as done throughout this work). If $\mu$ is just a parameter and not a function depending on $a, c_{t}, c_{b}, c_{\tau}$, the methods do not differ; however, when $\mu=\mu\left(a, c_{t}, c_{b}, c_{\tau}\right)$ is a function of the parameters $a, c_{t, b, \tau}$ as in Eq. (4.52), then the probability density function is no longer Gaussian in $a, c_{t, b, \tau}$ and the two methods differ. As shown in fig. 2.5, however, the small differences do not alter the qualitative conclusions.

## Cut efficiencies $\zeta_{p}^{i}$

The production cross-section for channel $i$ receives contributions from gluon fusion (G), vector boson fusion (VBF) associated production with a vector boson (A) and associated $t \bar{t}$ production (tth),

$$
\frac{\sum_{p} \sigma_{p} \zeta_{p}^{i}}{\sum_{p} \sigma_{p}^{S M} \zeta_{p}^{i}}=\frac{c_{t}^{2}\left(\sigma_{G} \zeta_{G}^{i}+\sigma_{t t h} \zeta_{t_{t h t}^{i}}\right)+a^{2}\left(\sigma_{V B F} \zeta_{V B F}^{i}+\sigma_{A} \zeta_{A}^{i}\right)}{\sigma_{G} S_{G}^{2}+\sigma_{V B F} \zeta_{V B F}^{2}+\sigma_{A} \zeta_{A}^{2}+\sigma_{t t h} \zeta_{t t h}^{i}},
$$

where the cut efficiencies $\zeta_{p}^{i}$ for each production mode $p$ corresponding to channel $i$ from table 4.1 are as follows: when only G, VBF or A is indicated, we have assumed no contamination from other production channels; inclusive channels correspond to $\zeta_{G}^{i}=\zeta_{V B F}^{i}=\zeta_{A}^{i}=\zeta_{t t h}^{i}=1$; other channels, denoted $\gamma \gamma_{X}$ in table 4.1, are reported below, where the numbers in brackets denote efficiencies at 8 TeV , the others at 7 TeV [179],

| $i$ | $\zeta_{G}^{i}$ | $\zeta_{V B F}^{i}$ | $\zeta_{A}^{i}$ | $\zeta_{t t h}^{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma \gamma_{0}$ | $0.28(0.45)$ | $1(1)$ | $1.52(1.91)$ | $2.33(4)$ |
| $\gamma \gamma_{1}$ | $1.16(1.2)$ | $1(1)$ | $1.36(1.4)$ | $0(0)$ |
| $\gamma \gamma_{2}$ | $1.82(1.84)$ | $1(1)$ | $1.36(1.4)$ | $0(0)$ |
| $\gamma \gamma_{3}$ | $1.82(1.84)$ | $1(1)$ | $1.36(1.4)$ | $0(0)$ |
| $\gamma \gamma_{j j}$ | 0.029 | 1 | 0.01 | 0 |
| $\gamma \gamma_{j j}(\mathrm{~T})$ | $(0.024)$ | $(1)$ | $(0)$ | $(0)$ |
| $\gamma \gamma_{j j}(\mathrm{~L})$ | $(0.094)$ | $(1)$ | $(0.063)$ | $(0)$ |

and the overall normalization in each line factorizes.

Table 2.1: CMS, ATLAS and Tevatron data for the most sensitive channels. The cuts are classified as inclusive (I), associated production (A), vector boson fusion (VBF) or else ( $\gamma \gamma_{X}$ ), see Appendix. $\hat{\mu}^{1.96,7,8}$ denote the best fits for the 1.96 TeV Tevatron, and the 7,8,7+8 TeV LHC data.

| CMS | Cuts | $\hat{\mu}^{7}$ | $\hat{\mu}^{8}$ | $\hat{\mu}^{7+8}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma \gamma_{0}$ [179] | $\gamma \gamma_{X}$ | $3.1{ }_{-1.8}^{+1.9}$ | $1.5{ }_{-1.3}^{+1.3}$ | - |
| $\gamma \gamma_{1}$ [179] | $\gamma \gamma_{X}$ | $0.6_{-0.9}^{+1.0}$ | $1.5{ }_{-1.1}^{+1.1}$ | - |
| $\gamma \gamma_{2}$ [179] | $\gamma \gamma_{X}$ | $0.7_{-1.2}^{+1.2}$ | $1.0_{-1.2}^{+1.2}$ | - |
| $\gamma \gamma_{3}$ [179] | $\gamma \gamma_{X}$ | $1.5{ }_{-1.6}^{+1.6}$ | $3.8_{-1.8}^{+1.8}$ | - |
| $\gamma \gamma_{j j}[179]$ | $\gamma \gamma_{X}$ | $4.2{ }_{-2}^{+2}$ | $\begin{array}{lr} L: & -0.6_{-2.0}^{+2.0} \\ T: & 1.3_{-1.6}^{+1.6} \end{array}$ | - |
| $\tau \tau[53,181]$ | I | $0.6{ }_{-1.3}^{+1.1}$ | - | $-0.2{ }_{-0.7}^{+0.7}$ |
| bb $[53,181]$ | A | $1.2_{-1.9}^{+2.1}$ | - | $0.1_{-0.7}^{+0.8}$ |
| $W W_{0 j}[53]$ | G | $0.1_{-0.6}^{+0.6}$ | $1.3{ }_{-0.6}^{+0.8}$ | - |
| $W W_{1 j}[53]$ | G | $1.7_{-1.0}^{+1.2}$ | $0.0_{-0.8}^{+0.8}$ | - |
| $W W_{2 j}[53]$ | VBF | $0.0{ }_{-1.3}^{+1.3}$ | $1.3{ }_{-1.3}^{+1.7}$ | - |
| $Z Z[53,181]$ | I | $0.6_{-0.6}^{+1.0}$ | - | $0.7_{-0.4}^{+0.5}$ |
| ATLAS 125 GeV | Cuts | $\hat{\mu}^{7}$ | $\hat{\mu}^{8}$ | $\hat{\mu}^{7+8}$ |
| $\gamma \gamma[138,182]$ | I | $1.6{ }_{-0.7}^{+0.8}$ | $0.9_{-0.7}^{+0.5}$ | - |
| $\tau \tau$ [138] | I | $0.22_{-1.8}^{+1.7}$ | - | - |
| bb [138] | A | $0.5_{-2.0}^{+2.1}$ | - | - |
| $W W$ [138] | I | $0.6_{-0.7}^{+0.7}$ | - | - |
| $Z Z[54,138]$ | I | $1.4{ }_{-0.8}^{+1.3}$ | - | $1.3_{-0.6}^{+0.6}$ |
| CDF/D0 | Cuts | $\hat{\mu}^{1.96}$ | - | - |
| $\gamma \gamma$ [188] | I | $3.6{ }_{-2.5}^{+3.0}$ | - | - |
| bb [188] | A | $2.00_{-0.6}^{+0.7}$ | - | - |
| $W W$ [188] | I | $0.3_{-0.3}^{+1.2}$ | - | - |
| $\begin{gathered} \text { ATLAS } \\ 126.5 \mathrm{GeV} \end{gathered}$ | Cuts | $\hat{\mu}^{7}$ | $\hat{\mu}^{8}$ | $\hat{\mu}^{7+8}$ |
| $\gamma \gamma[138,182]$ | I | $2.00_{-0.7}^{+0.8}$ | $1.7{ }_{-0.6}^{+0.7}$ | - |
| $\tau \tau$ [138] | I | $0.3_{-1.8}^{+1.7}$ | - | - |
| bb [138] | A | $0.5_{-2.2}^{+2.2}$ | - | - |
| $W W$ [138] | I | $0.5_{-0.6}^{+0.6}$ | - | - |
| $Z Z[54,138]$ | I | $1.1_{-0.7}^{+1.0}$ | - | $1.0_{-0.5}^{+0.6}$ |

## Chapter 3

## Higgs Couplings in Composite Models

### 3.1 Introduction

Models in which the Higgs boson arises as a composite resonance from a strongly coupled sector can provide a natural explanation of the small value of the electroweak (EW) scale. If in addition the Higgs is a pseudo-Nambu-Goldstone Boson (pNGB) associated to a spontaneously broken global symmetry, then the small value observed for its mass, compared to the mass of the other yet unobserved resonances, can be naturally explained. The minimal realization of this idea, known as Minimal Composite Higgs Model (MCHM), is based on the coset structure $S O(5) / S O(4)[91,92]$.

The most promising signatures of these models are provided by the fermionic resonances, which are tightly connected to the EW scale because they are responsible for cutting off divergent contributions to the Higgs potential [93-98]. The bounds on heavy vector-like quarks from LHC direct searches are approaching the TeV [99, 100]. These resonances are also expected to modify the couplings of the Higgs to Standard Model (SM) particles and in particular the loop-induced couplings to gluons and photons. Information extracted from experimental analyses of Higgs couplings $[101,102]$ can usefully complement the one coming from direct searches in constraining the natural parameter space of these models [103, 104]. Generically, the pNGB nature of the Higgs implies that the resonance contributions to the loop induced couplings, related to operators of the form $H^{\dagger} H F_{\mu \nu} F^{\mu \nu}$ that explicitly break the shift symmetry, are suppressed by powers of $g_{\mathrm{SM}} / g_{\rho}$, where $g_{\rho}$ is a characteristic strong coupling $[105,106]$. The question then is whether or not this suppression disappears in the limit in which some of the resonances $\Psi$ are lighter than the others, $g_{\Psi} \ll g_{\rho}$. Surprisingly, this is not the case for a broad class of composite Higgs models, where light fermionic resonances do not contribute to the $h g g$ and $h \gamma \gamma$ couplings as the consequence of an exact cancellation between corrections to the $h t \bar{t}$ coupling and loops of resonances [107-109]. In a two-site realization of the MCHM, this cancellation was shown to hold when only one Left-Right (LR) $S O(4)$ invariant is present [109]. In this paper we show that in the MCHM the cancellation, and therefore the insensitivity to light resonances, follows automatically from the pNGB nature of the Higgs and the assumption of partial compositeness, while it is independent of the
number of LR $S O(4)$ invariants and of the particular realization of the elementary-composite couplings. Moreover, we find that under the further assumption of $C P$ conservation, derivative interactions of the Higgs to the resonances do not contribute to the $h g g$ and $h \gamma \gamma$ couplings. We show that the $h t \bar{t}$ and $h g g$ couplings are both fixed uniquely by the top mass, and coincide for small elementary/composite mixings. We also discuss how, in models where more than one LR $S O(4)$ invariant is present, these couplings are sensitive to the details of the UV physics [109], even in the case where all resonances are heavy and possibly out of the direct reach of the LHC.

This chapter is organized as follows. In Section 3.2 we present the general approach to the Higgs couplings in composite models based on the Callan-Coleman-Wess-Zumino (CCWZ) construction [5,6]. In Section 3.3 we describe an explicit realization based on a two-site version of the $\mathrm{MCHM}_{14}[96-98]$ where the general features discussed in Section 3.2 are exemplified. We also comment on an alternative approach based on the Weinberg Sum Rules (WSR) [95, 96]. Finally, in 3.4 we draw our conclusions. Appendices 3.5 and 3.6 contain a summary of our notations and details on our fit to Higgs data, respectively.

### 3.2 General Composite Higgs Models

The scalar sector of minimal pNGB Higgs models, based on the $S O(5) / S O(4)$ coset structure ${ }^{1}$, is described by the Goldstone matrix

$$
\begin{equation*}
U(\Pi)=\exp \left(i \frac{\sqrt{2} \Pi^{i} T^{i}}{f}\right) . \tag{3.1}
\end{equation*}
$$

where $T^{i}$ are the broken generators, $\Pi^{i}$ the Goldstone bosons and $f$ the corresponding decay constant (see Sec. 3.5 for the notation).

We assume that the SM fermions obtain their masses through partial compositeness [110], by mixing with operators of the strong sector $\mathcal{O}^{I, \ldots, J}$, with capital letters $I, J$ denoting $S O(5)$ indices. This mixing is conveniently described by formally promoting the elementary fermions to full representations of the $S O(5)$ group, the embeddings. The embeddings for the $S U(2)_{L}$ doublet $q_{L}$ and for the singlet $q_{R}$ are denoted by $\mathcal{Q}_{L}^{I, \cdots, J}, \mathcal{Q}_{R}^{I, \cdots, J}$, respectively. Then the Lagrangian for partial compositeness takes the form

$$
\begin{equation*}
\mathcal{Q}_{L, R}^{I \cdots J} \mathcal{O}_{I \cdots J} \tag{3.2}
\end{equation*}
$$

At low energy, in the broken phase, this implies mixing terms between elementary fermions and resonances of the strong sector $\Psi_{r}$, which, up to small splittings proportional to the EW symmetry breaking VEV, can be taken as full multiplets $\mathbf{r}$ of the unbroken $S O(4)$. A convenient way to write these low-energy interactions, while keeping track of the underlying $S O(5)$ symmetry, exploits the transformation properties of the Goldstone matrix $U \rightarrow g U \hat{h}(g, \Pi)^{-1}$

[^19]with $g \in S O(5), \hat{h} \in S O(4)[5,6]$. In fact, the Goldstone matrix $U$ can be used to 'convert' irreducible representations of $S O(5)$ into reducible representations of $S O(4)$. Then one can write interactions between the embeddings, transforming under $S O(5)$, and the resonances in representations of $S O(4)$ :
\[

$$
\begin{align*}
\mathcal{L}_{\text {mix }}= & \left(F_{r}^{L} \overline{\mathcal{Q}}_{L}^{I \cdots J} U_{I i} \cdots U_{J j} \Psi_{r}^{i \cdots j}+\cdots\right. \\
& +F_{1}^{L} \overline{\mathcal{Q}}_{L}^{I \cdots J} U_{\left.I 5 \cdots U_{J 5} \Psi_{1}+\text { h.c }\right)+(L \rightarrow R)} \tag{3.3}
\end{align*}
$$
\]

where the dots stand for couplings with resonances in other $S O(4)$ representations. The simplest example of Eq. (3.3) is the $\mathrm{MCHM}_{5}$ [92]: in this case Eq. (3.2) implies the existence of resonances in a $\mathbf{5}=\mathbf{4} \oplus \mathbf{1}$ of $S O(4)$, and Eq. (3.3) reads $F_{4}^{L} \overline{\mathcal{Q}}_{L}^{I} U_{I i} \Psi_{4}^{i}+F_{1}^{L} \overline{\mathcal{Q}}_{L}^{I} U_{I 5} \Psi_{1}+$ h.c. $+(L \rightarrow R)$.

We further assume that some of the fermionic resonances are lighter than the typical scale of the other resonances. This assumption is motivated by the tension between the necessary scale of bosonic resonances which, to account for the smallness of the $S$ parameter, are expected to be in the multi- TeV range, and the need for light fermionic resonances as necessary to reproduce the smallness of the observed Higgs mass [93-98]. In this limit we can keep some of the resonances in our effective description, while decoupling the heavy ones. The Lagrangian describing this setup contains, in addition to Eq. (3.3), a part describing the strong sector alone, which can be written, again, with the $S O(5)$ symmetry non-linearly realized $[5,6]$,

$$
\begin{align*}
\mathcal{L}_{\text {strong }} & =\left(\text { kin. term for } \Psi_{r}\right)-M_{r} \bar{\Psi}_{r} \Psi_{r}+\cdots \\
& +i c_{L} \bar{\Psi}_{r L}^{i \cdots j k} \gamma^{\mu} d_{\mu}^{k} \Psi_{r^{\prime} L}^{i \cdots j}+\cdots+\text { h.c. }+(L \rightarrow R), \tag{3.4}
\end{align*}
$$

where at leading order in the chiral expansion and in the unitary gauge $d_{\mu}^{k} \simeq(\sqrt{2} / f) \delta_{\mu} h \delta^{k 4}$ (see Appendix 3.5 for details) and the dots stand for different representations. We have denoted by $\mathbf{r}$ and $\mathbf{r}^{\prime}$ two representations that differ by one $S O(4)$ index, in order to allow for the first term in parentheses. In the example of the $\mathrm{MCHM}_{5}$, the second line of Eq. (3.4) reads $i c_{L} \bar{\Psi}_{4 L}^{k} \gamma^{\mu} d_{\mu}^{k} \Psi_{1 L}+$ h.c. $+(L \rightarrow R)$.

Notice that a number $n_{r}>1$ of copies of each $S O(4)$ multiplet could be present in the low-energy theory. In this case, mass mixing terms between the $\Psi_{r}^{(i)},\left(i=1, \ldots, n_{r}\right)$ are allowed by the global symmetry. However, these mass mixings can always be eliminated with a suitable field redefinition, so the masses in the strong sector can be taken diagonal without loss of generality. In Eq. (3.4) we have neglected higher derivative interactions: beside being suppressed by the strong sector scale, these interactions do not affect the couplings of a single Higgs with a pair of gauge bosons.

The terms in the second line of Eq. (3.4) couple $h$ with two resonances and can potentially give sizeable corrections to the $h g g$ coupling. However, as we now show, if a further assumption is made on the theory, namely $C P$ conservation, then the contribution to the hgg coupling of these operators exactly vanishes. Indeed, if the coefficient $c_{L}$ is real then the Higgs derivative
interactions contained in Eq. (3.4) can be written as

$$
\begin{equation*}
i \sqrt{2} c_{L} \frac{\partial_{\mu} h}{f}\left(\bar{\Psi}_{r L}^{i \ldots j 4} \gamma^{\mu} \Psi_{r^{\prime} L}^{i \ldots j}-\bar{\Psi}_{r^{\prime} L}^{i \ldots j} \gamma^{\mu} \Psi_{r L}^{i \ldots . j 4}\right) . \tag{3.5}
\end{equation*}
$$

The interactions in Eq. (3.5) are manifestly antisymmetric ${ }^{2}$ in the fermion fields (notice that because $d_{\mu}$ transforms as a 4 of $S O(4)$, Eq. (3.4) does not generate Higgs derivative interactions that are bilinear in the same fermion field). Equation (3.5) is written in the gauge eigenstate basis for fermions. Now, if the parameters that appear in the fermion mass matrix, namely the masses $M_{r}$ and the linear mixings $F_{r}^{L, R}$, are also real, then the unitary transformations that diagonalize the mass Lagrangian are orthogonal, and the Higgs derivative couplings are antisymmetric in the mass eigenstate basis as well. Because the gluon only has diagonal couplings, however, vertices involving the Higgs and two distinct fermions do not contribute to the triangle one-loop diagrams for $h g g$. Thus we conclude that under the hypothesis that the Lagrangian preserves a $C P$ symmetry, the operators in Eq. (3.4) do not contribute to single Higgs production. ${ }^{3}$ Alternatively, if $C P$ is not preserved a contribution to the hgg coupling generically arises, proportional to $G_{\mu \nu}^{A} \widetilde{G}^{\mu \nu A}$. A completely analogous argument holds for the $h \gamma \gamma$ coupling.

As an example, let us consider the top sector of the $\mathrm{MCHM}_{5}$. Assuming that all the parameters in Eq. (3.4) are real but allowing for complex linear mixings in Eq. (3.3), the Higgs derivative interactions that contribute to the hgg coupling, obtained transforming Eq. (3.5) into the mass eigenstate basis, read

$$
\begin{equation*}
c_{L} \frac{\delta_{\mu} h}{f} \sum_{a=1}^{4} k_{L}^{a} \bar{\psi}_{L}^{a} \gamma^{\mu} \psi_{L}^{a}, \tag{3.6}
\end{equation*}
$$

where $\psi^{a}$ are the mass eigenstate fermions (that is, the physical top quark and its partners) and the leading contributions to the coefficients $k_{L}^{a}$ scale as

$$
\begin{equation*}
\frac{\operatorname{Im}\left(F_{4}^{L, R *} F_{1}^{L, R}\right)}{M_{1} M_{4}} \sqrt{\xi} \tag{3.7}
\end{equation*}
$$

For simplicity, since in this paper we focus on the top sector, from here on we assume that all the parameters in the Lagrangian can be made real by redefining the fermion fields. Under this assumption, therefore, we conclude that the terms in Eq. (3.4) have no impact on the couplings between the Higgs and massless gauge bosons. Of course, when all the SM fermions are included, a source of $C P$ violation must be present to reproduce the Cabibbo-KobayashiMaskawa phase. In this case the strong constraints on $C P$-odd observables from flavor physics [112-115] should be taken into account.

[^20]From the above discussion we conclude that the hgg coupling is determined by Higgs interactions at zero momentum. In this limit, the coupling of the Higgs to gluons mediated by loops of a particle with mass $M \gg m_{h}$ can be derived from the contribution of the heavy particle to the QCD $\beta$ function, by means of the Higgs low-energy theorem [116, 117]. Therefore, neglecting the contribution of the light SM fermions we simply have (for each SM particle $x$ we define $\left.c_{x} \equiv g_{h x x} / g_{h x x}^{\mathrm{SM}}\right)$

$$
\begin{equation*}
c_{g}=\frac{v}{2}\left[\frac{\partial}{\partial h} \log \operatorname{det} \mathcal{M}_{t}^{\dagger} \mathcal{M}_{t}(h)+\sum_{i} \frac{\partial}{\partial h} \log M_{f, i}^{2}(h)\right]_{\langle h\rangle}, \tag{3.8}
\end{equation*}
$$

where $\mathcal{M}_{t}(h)$ is the mass matrix in the top sector, and we have also included the contribution from the partners of the light SM fermions, with squared masses $M_{f, i}^{2}(h)$. Fermions with 'exotic' electric charges (such as for example $Q_{e l}=5 / 3$ or $8 / 3$, which are present in composite Higgs models) do not contribute to the hgg coupling, because since they do not mix with the elementary fermions, they do not feel any explicit breaking of the $S O(5)$ symmetry; as a consequence, loops involving only the exotic states cannot generate any effects that break the shift symmetry, including a $h G_{\mu \nu}^{A} G^{\mu \nu} A$ coupling.

Let us focus on the contribution arising from the top sector. ${ }^{4}$ Assuming the presence of $n$ top partners in the theory, the mass Lagrangian in the top sector can be written in full generality as
with

$$
\begin{equation*}
-\left(\bar{t}_{L} \mid \quad \overline{\mathbf{C}}_{L} \quad\right) \mathcal{M}_{t}(h)\binom{t_{R}}{\mathbf{C}_{R}}+\text { h.c. } \tag{3.9}
\end{equation*}
$$

$$
\mathcal{M}_{t}(h)=\left(\begin{array}{c|c}
0 & \mathbf{F}_{L}^{T}(h)  \tag{3.10}\\
\hline \mathbf{F}_{R}(h) & \mathbf{M}_{c}
\end{array}\right)
$$

where $\mathbf{C}$ is a $n$-dimensional vector collecting all the top partners, and $\mathbf{F}_{L, R}(h)$ are $n$-dimensional vectors containing the elementary-composite mixing terms. Since, by assumption, the only breaking of the global symmetry under which the Higgs shifts is contained in the mixings with elementary states, the strong sector alone can only generate derivative interactions of $h$ and the $n \times n$ mass matrix in the composite sector $\mathbf{M}_{c}$ is independent of the Higgs field. Thus the structure in Eq. (3.9) follows from the assumption of partial compositeness. From the properties of block matrices we find

$$
\begin{equation*}
\operatorname{det} \mathcal{M}_{t}(h)=m_{t}^{0}(h) \times \operatorname{det} \mathbf{M}_{c} \tag{3.11}
\end{equation*}
$$

[^21]which implies that the contribution to the hgg coupling from the top sector is
\[

$$
\begin{equation*}
c_{g}^{(t)}=v\left[\frac{\partial}{\partial h} \log m_{t}^{0}(h)\right]_{\langle h\rangle} . \tag{3.12}
\end{equation*}
$$

\]

Here $m_{t}^{0}(h)=-\mathbf{F}_{L}^{T}(h) \mathbf{M}_{c}^{-1} \mathbf{F}_{R}(h)$ is the top mass at quadratic order in the mixings $F_{r}^{L, R}$, which can be readily obtained from Eq. (3.9) by integrating out the composite states:

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}=-m_{t}^{0}(h) \bar{t}_{L} t_{R}+\text { h.c. }+i Z_{t_{L}}(h) \bar{t}_{L} \not \partial t_{L}+i Z_{t_{R}}(h) \bar{t}_{R} \not \partial t_{R}, \tag{3.13}
\end{equation*}
$$

where we have also included the renormalizations to the wavefunctions of $t_{L, R}$. From Eq. (3.13) we derive the coupling of the Higgs to the top

$$
\begin{equation*}
c_{t}=v\left[\frac{\partial}{\partial h} \log m_{t}(h)\right]_{\langle h\rangle}, \quad m_{t}(h)=\frac{m_{t}^{0}(h)}{\sqrt{Z_{t_{L}}(h) Z_{t_{R}}(h)}} . \tag{3.14}
\end{equation*}
$$

In the limit where the breaking of the global symmetry is small, $\epsilon_{L, R}^{2} \sim\left(F_{r}^{L, R} / M_{\Psi}\right)^{2} \ll 1$ (where $M_{\Psi}$ generically denotes the composite masses), one finds $Z_{t_{L, R}}(h) \sim 1+\epsilon_{L, R}^{2} f_{L, R}(h)$, where $f_{L, R}(h)$ are periodic functions of $h$, and we neglected terms of higher order in $\epsilon_{L, R}^{2}$. Thus the top contribution to the hgg amplitude, Eq. (3.12), is tightly correlated with the $h t \bar{t}$ coupling in Eq. (3.14), and the two can differ sizably only if $\epsilon_{L, R} \sim 1$, that is if one of the chiralities of the top is mostly composite. Furthermore and importantly, while the $h t \bar{t}$ coupling receives corrections at all orders in $\epsilon_{L, R}^{2}$, from Eq. (3.12) we read that the hgg coupling is formally of zeroth-order in this expansion. This implies that the terms of higher order in $\epsilon_{L, R}^{2}$ in the top loop contribution to the $h g g$ amplitude are exactly canceled by those coming from loops of resonances. This cancellation was found to take place in several models where the Higgs is a pseudo-Goldstone boson [107-109], and implies that the presence of light fermionic resonances would not affect the production rate of the Higgs via gluon fusion, nor its decay width into photons. Our analysis shows that, in the context of pNGB Higgs models, this result follows automatically from the assumption of partial compositeness, and is not dependent on the choice of the embedding for the elementary fermions nor on the specific realization of the model. Indeed, our analysis was performed by applying the general CCWZ approach.

Let us now inspect more closely the structure of the hgg coupling. According to Eq. (3.12), its expression is determined by the LR $S O(4)$ invariants that can be built out of the embeddings $\mathcal{Q}_{L, R}$ and that contribute to the top mass $m_{t}^{0}$. The latter has the form

$$
\begin{equation*}
m_{t}^{0}(h)=\sum_{n=1}^{N}\left(\sum_{r} c_{r}^{(n)} y_{r}\right) \times I_{L R}^{(n)}\left(\frac{h}{f}\right) \tag{3.15}
\end{equation*}
$$

where $I_{L R}^{(n)}$ indicates the $N \geqslant 1 S O(4)$ invariants. The coefficient of each invariant is given by a linear combination of the quantities

$$
\begin{equation*}
y_{r} \equiv \sum_{i=1}^{n_{r}} \frac{F_{r(i)}^{L} F_{r(i)}^{R}}{M_{r(i)}} \tag{3.16}
\end{equation*}
$$

with coefficients $c_{r}^{(n)}$. This was expected, since $y_{r}$ is simply the leading contribution of the r-plets to the top Yukawa coupling. From Eq. (3.15) we readily obtain

$$
\begin{equation*}
c_{g}^{(t)}=1-\Delta_{g}^{(t)}\left(y_{r} / y_{r^{\prime}}\right) \xi+\mathcal{O}\left(\xi^{2}\right) \tag{3.17}
\end{equation*}
$$

where $\Delta_{g}^{(t)}$ is a function with values of $\mathcal{O}(1)$ and $y_{r} / y_{r^{\prime}}$ schematically denotes all the different ratios of $y_{r}$ that can be built in the chosen model. While this is indeed the most general form of the hgg coupling, its expression further simplifies if only one LR invariant can be built out of the embeddings $\mathcal{Q}_{L, R}$, i.e. if $N=1$ in Eq. (3.15). In this case, when taking $\partial \log m_{t}^{0} / \partial h$ in Eq. (3.12), the dependence on the $y_{r}$ drops and the $h g g$ coupling turns out to be a simple 'trigonometric' rescaling of the SM expression. In other words, if $N=1$ then $\Delta_{g}^{(t)}=$ constant in Eq. (3.17). This was already noticed in Ref. [109], where a two-site setup was considered. For example, in the popular $\mathrm{MCHM}_{5}$ and $\mathrm{MCHM}_{10}$ [92] there is only one LR invariant: ${ }^{5}$

$$
\begin{align*}
\mathbf{5}_{L, R}: & U_{I i}\left(\hat{Q}_{t_{L}}^{\dagger}\right)_{I}\left(\hat{Q}_{t_{R}}\right)_{J} U_{J i}=\frac{1}{2 \sqrt{2}} s_{2 h} \\
\mathbf{1 0}_{L, R}: & U_{I i}\left(\hat{Q}_{t_{L}}^{\dagger}\right)_{I J}\left(\hat{Q}_{t_{R}}\right)_{J K} U_{K i}=-\frac{1}{8} s_{2 h} \tag{3.18}
\end{align*}
$$

where $s_{n h} \equiv \sin (n h / f)$ and we defined $\mathcal{Q}_{L} \equiv t_{L} \hat{Q}_{t_{L}}+b_{L} \hat{Q}_{b_{L}}$ and $\mathcal{Q}_{R} \equiv t_{R} \hat{Q}_{t_{R}}$. In both cases $I_{L R}^{(1)}=s_{2 h}$, leading to

$$
\begin{equation*}
\mathbf{5}_{L, R}, \quad \mathbf{1 0} \mathbf{0}_{L, R}: \quad c_{g}^{(t)}=\frac{1-2 \xi}{\sqrt{1-\xi}} \Rightarrow \Delta_{g}^{(t)}=\frac{3}{2} \tag{3.19}
\end{equation*}
$$

On the other hand, two independent LR invariants are present for example in $\mathrm{MCHM}_{14}$ :

$$
\begin{align*}
& U_{I 5}\left(\hat{Q}_{L_{L}}^{\dagger}\right)_{I J} U_{J 5} U_{K 5}\left(\hat{Q}_{t_{R}}\right)_{K L} U_{L 5}=\frac{1}{16 \sqrt{5}}\left(-6 s_{2 h}-5 s_{4 h}\right),  \tag{3.20}\\
& U_{I i}\left(\hat{Q}_{t_{L}}^{\dagger}\right)_{I J} U_{J j} U_{K i}\left(\hat{Q}_{t_{R}}\right)_{K L} U_{L j}=\frac{1}{16 \sqrt{5}}\left(6 s_{2 h}-5 s_{4 h}\right)
\end{align*}
$$

It follows that the dependence on the $y_{r}$ does not drop out of the $h g g$ coupling, which takes the general form in Eq. (3.17). By explicit computation we find

$$
\begin{equation*}
14_{L, R}: \quad \Delta_{g}^{(t)}=\frac{11}{2}\left(\frac{1-\frac{64}{55} \frac{y_{1}}{y_{4}}-\frac{6}{11} \frac{y_{9}}{y_{4}}}{1-\frac{8}{5} \frac{y_{1}}{y_{4}}}\right) . \tag{3.21}
\end{equation*}
$$

Contrarily to the models with only one invariant, where a single universal function of $\xi$ appears (see for example Eq. (3.19)), when $N>1$ a continuum of possible couplings to photons and gluons is allowed by the symmetry structure. Furthermore, while the 'trigonometric' rescaling of models with a single invariant always suppresses the Higgs production rate, in models with

[^22]| $\mathcal{Q}_{L} \backslash \mathcal{Q}_{R}$ | $\mathbf{1}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{5}$ | $1 / 2$ | $3 / 2$ | $1 / 2$ | $\frac{5}{2} \frac{1-\frac{24}{25} \frac{y_{1}}{y_{4}}}{1-\frac{4}{5} \frac{y_{1}}{y_{4}}}$ |
| $\mathbf{1 0}$ | $\times$ | $1 / 2$ | $3 / 2$ | $3 / 2$ |
| $\mathbf{1 4}$ | $3 / 2$ | $\frac{9}{2} \frac{1-\frac{10}{9} \frac{y_{1}}{y_{4}}}{1-2 \frac{y_{1}}{y_{4}}}$ | $3 / 2$ | $\frac{11}{2} \frac{1-\frac{64}{55} \frac{y_{1}}{y_{4}}-\frac{6}{11} \frac{y_{9}}{y_{4}}}{1-\frac{8}{5} \frac{y_{1}}{y_{4}}}$ |

Table 3.1: Summary table showing the value of $\Delta_{g}^{(t)}$, defined by Eq. (3.17), for different choices of the embeddings of elementary fermions. The $y_{r}$ were defined in Eq. (3.16). The points at which $\Delta_{g}^{(t)}$ formally diverges (for example, $y_{4}=8 y_{1} / 5$ for $\mathbf{1 4}_{L}+\mathbf{1 4}_{R}$ ) correspond to the nonviable situation where $m_{t}^{0} \propto s_{h}^{3} c_{h}$ and thus $c_{t} \rightarrow 3$ for $\xi \rightarrow 0$, i.e. the SM top Yukawa is not recovered in the limit $\xi \rightarrow 0$. In the case $\mathcal{Q}_{L} \sim \mathbf{1 0}, \mathcal{Q}_{R} \sim \mathbf{1}$, there is no invariant that can generate the top mass.
more than one invariant $\Delta_{g}^{(t)}$ can take both signs depending on the values of the ratios $y_{r} / y_{r^{\prime}}$, thus an enhancement of the rate is in principle also possible. However, notice that from Eq. (3.21), taking the limit where one $\mathbf{1}(\mathbf{4})$ is much lighter than all the other resonances, ${ }^{6}$ we find $\Delta_{g}^{(t)}=4\left(\Delta_{g}^{(t)}=11 / 2\right)$ : in both cases the rate is actually strongly suppressed, suggesting that in most of the parameter space of the $\mathrm{MCHM}_{14}$ we should expect $c_{g}^{(t)}<1 . .^{7}$ This will be confirmed by the detailed analysis contained in Section 3.3. In Table 3.1 we report the values of $\Delta_{g}^{(t)}$ for the lowest-dimensional embeddings compatible with the custodial symmetry that protects the $Z-b-\bar{b}$ coupling [120]. Notice that the results in the column corresponding to $\mathcal{Q}_{R} \sim \mathbf{1}$ hold even if the $t_{R}$ is assumed to be a fully composite chiral state, rather than an elementary field mixed with a strong sector operator. In fact, if $t_{R}$ is fully composite the structure of the mass matrix differs from that in Eq. (3.10), but Eq. (3.12) still holds. Therefore, independently of whether $t_{R}$ is a partially or fully composite singlet of $S O(5)$, the $h g g$ coupling is determined by the $S O(4)$ invariants that can be built out of $\mathcal{Q}_{L}$ and the Goldstone matrix, and are linear in the former.

As first pointed out in Ref. [109], in models which feature more than one LR invariant, such as $\mathrm{MCHM}_{14}$, the Higgs production rate is sensitive to the resonance spectrum, implying that the analysis of Higgs couplings can usefully complement the information coming from direct searches for heavy fermions. We note that because of the dependence on the ratios $y_{r} / y_{r^{\prime}}$, the Higgs coupling to gluons is insensitive to the absolute scale of the resonances. Therefore one can envisage a finely-tuned scenario where all the top partners are relatively heavy and thus out of the direct reach of the LHC [97], but the imprint they leave on Higgs

[^23]rates still carries some information about UV physics. In this 'split' version of the composite Higgs setup, the Higgs couplings would be the primary source of information about the strong sector.

It is important to observe that when the light generations are included in the theory, the presence of multiple $S O(4)$ invariants in the LR sector gives rise to Higgs-mediated FCNC at tree level $[119,121]$. These flavor-changing Higgs couplings are suppressed only by $\xi$, which is generically not enough to comply with bounds from flavor physics, such as Kaon mixing. This issue is relaxed if the underlying flavour structure realizes Minimal Flavor Violation (MFV) [113]. This would imply in particular a sizable degree of compositeness for one of the chiralities (either left or right) of all SM fermions, making the contribution of the partners of light quarks to the $h g g$ and $h \gamma \gamma$ couplings potentially sizable [118].

### 3.3 An explicit construction: $\mathrm{MCHM}_{14}$

In this section we describe in detail one explicit model where the Higgs couplings to gluons and photons can take a continuum of values depending on the spectrum of resonances, as in Eq. (3.17). As we discussed, this happens when the top mass arises from at least two independent $S O(4)$ invariants. Here we focus on the realization of the MCHM where both $q_{L}$ and $t_{R}$ are embedded into a $\mathbf{1 4}$ with $X$ charge equal to $2 / 3$ :

$$
\begin{align*}
& \mathcal{Q}_{L}=\frac{1}{2}\left(\begin{array}{llll} 
& & & \\
& & & b_{L} \\
& & & \\
& & -t_{L} \\
& & & \\
i t_{L} & b_{L} & i t_{L} & -t_{L}
\end{array}\right),  \tag{3.22}\\
& \mathcal{Q}_{R}=\frac{1}{2 \sqrt{5}} t_{R} \operatorname{diag}(-1,-1,-1,-1,4) .
\end{align*}
$$

We recall that $\mathbf{1 4} \mathbf{= 9} 9 \boldsymbol{4} \oplus \mathbf{1}$ under $S O(4)$. Including for simplicity only one copy of each composite multiplet $\Psi_{9,4,1}$, the Lagrangian for the top sector can be written in the form

$$
\begin{align*}
& \mathcal{L}_{t}=i \bar{q}_{L} \not D q_{L}+i \bar{t}_{R} \not D t_{R}+i \bar{\Psi}_{1} \not D \Psi_{1} \\
&+i \bar{\Psi}_{4}(\not D+i \notin) \Psi_{4}+i \operatorname{Tr}\left[\bar{\Psi}_{9}\left(\not D \Psi_{9}+i\left[\phi, \Psi_{9}\right]\right)\right] \\
&-M_{1} \bar{\Psi}_{1} \Psi_{1}-M_{4} \bar{\Psi}_{4} \Psi_{4}-M_{9} \operatorname{Tr}\left[\bar{\Psi}_{9} \Psi_{9}\right] \\
&+\left(F_{9}^{L} \operatorname{Tr}\left[\left(U^{T} \overline{\mathcal{Q}}_{L} U\right) \Psi_{9 R}\right]+F_{9}^{R} \operatorname{Tr}\left[\bar{\Psi}_{9 L}\left(U^{T} \mathcal{Q}_{R} U\right)\right]\right. \\
&+\sqrt{2} F_{4}^{L}\left(U^{T} \overline{\mathcal{Q}}_{L} U\right)_{5 i}\left(\Psi_{4 R}\right)_{i}+\sqrt{2} F_{4}^{R}\left(\bar{\Psi}_{4 L}\right)_{i}\left(U^{T} \mathcal{Q}_{R} U\right)_{i 5} \\
&+\frac{\sqrt{5}}{2} F_{1}^{L}\left(U^{T} \overline{\mathcal{Q}}_{L} U\right)_{55} \Psi_{1 R}+\frac{\sqrt{5}}{2} F_{1}^{R} \bar{\Psi}_{1 L}\left(U^{T} \mathcal{Q}_{R} U\right)_{55} \\
&\quad+\text { h.c. }), \tag{3.23}
\end{align*}
$$

where $D^{\mu} \Psi_{r} \equiv\left(\partial^{\mu}-i g^{\prime} X B^{\mu}-i g_{s} G^{\mu}\right) \Psi_{r}$. Notice that we adopted here a different normalization of the mixing terms with respect to Eq. (3.3). In Eq. (3.23) we have neglected derivative interactions: ${ }^{8}$ these do not contribute to the potential nor affect the Higgs couplings (as discussed in the previous section), as long as all the parameters of the Lagrangian are real. In what follows we take the composite masses $M_{1,4,9}$ and linear mixings $F_{r}^{L, R}$ real.

Integrating out the heavy fermions in the Lagrangian (3.23), one obtains

$$
\begin{align*}
\mathcal{L}_{\text {eff }}^{t}= & \bar{b}_{L} \not p \Pi_{b_{L}}(p) b_{L}+\bar{t}_{L} \not p \Pi_{t_{L}}(p) t_{L}+\bar{t}_{R} \not p \Pi_{t_{R}}(p) t_{R}  \tag{3.24}\\
& +\bar{t}_{L} t_{R} \Pi_{t_{L} t_{R}}(p)+\text { h.c. },
\end{align*}
$$

where the momentum-dependent form factors are

$$
\begin{align*}
& \Pi_{b_{L}}=\Pi_{0}^{b_{L}}+\frac{1}{2} c_{h}^{2} \Pi_{2}^{b_{L}} \\
& \Pi_{t_{L}}=\Pi_{0}^{t_{L}}+\frac{1}{4}\left(1+c_{h}^{2}\right) \Pi_{2}^{t_{L}}+s_{h}^{2} c_{h}^{2} \Pi_{4}^{t_{L}} \\
& \Pi_{t_{R}}=\Pi_{0}^{t_{R}}+\left(\frac{4}{5}-\frac{3}{4} s_{h}^{2}\right) \Pi_{2}^{t_{R}}+\frac{1}{20}\left(4-5 s_{h}^{2}\right)^{2} \Pi_{4}^{t_{R}}  \tag{3.25}\\
& \Pi_{t_{L} t_{R}}=\frac{3}{4 \sqrt{5}} M_{1} s_{h} c_{h}+\frac{1}{2 \sqrt{5}} M_{2} s_{h} c_{h}\left(4-5 s_{h}^{2}\right)
\end{align*}
$$

with $s_{h}=\sin h / f, c_{h}=\cos h / f$ and

$$
\begin{align*}
& \Pi_{0}^{b_{L}, t_{L}, t_{R}}=1+\frac{\left|F_{9}^{L, R}\right|^{2}}{p^{2}+M_{9}^{2}} \\
& \Pi_{2}^{b_{L}, t_{L}, t_{R}}=2 \frac{\left|F_{4}^{L, R}\right|^{2}}{p^{2}+M_{4}^{2}}-2 \frac{\left|F_{9}^{L, R}\right|^{2}}{p^{2}+M_{9}^{2}}, \\
& \Pi_{4}^{t_{L, R}}=\frac{5}{4} \frac{\left|F_{1}^{L, R}\right|^{2}}{p^{2}+M_{1}^{2}}-2 \frac{\left|F_{4}^{L, R}\right|^{2}}{p^{2}+M_{4}^{2}}+\frac{3}{4} \frac{\left|F_{9}^{L, R}\right|^{2}}{p^{2}+M_{9}^{2}},  \tag{3.26}\\
& M_{1}=2\left(\frac{F_{4}^{L *} F_{4}^{R} M_{4}}{p^{2}+M_{4}^{2}}-\frac{F_{9}^{L *} F_{9}^{R} M_{9}}{p^{2}+M_{9}^{2}}\right) \\
& M_{2}=\left(\frac{5 F_{1}^{L *} F_{1}^{R} M_{1}}{4\left(p^{2}+M_{1}^{2}\right)}-\frac{2 F_{4}^{L *} F_{4}^{R} M_{4}}{p^{2}+M_{4}^{2}}+\frac{3 F_{9}^{L *} F_{9}^{R} M_{9}}{4\left(p^{2}+M_{9}^{2}\right)}\right) .
\end{align*}
$$

Integrating the path integral corresponding to the effective Lagrangian (3.24) over the fermionic degrees of freedom, we can write the effective Coleman-Weinberg potential as

$$
\begin{equation*}
V_{f}(h)=-2 N_{c} \int \frac{d^{4} p}{(2 \pi)^{4}}\left[\log \Pi_{b_{L}}+\log \left(p^{2} \Pi_{t_{L}} \Pi_{t_{R}}+\left|\Pi_{t_{L} t_{R}}\right|^{2}\right)\right], \tag{3.27}
\end{equation*}
$$

where $p$ is the Euclidean momentum and $N_{c}=3$ is the number of colors.

[^24]It is often convenient to expand the Higgs potential $V_{f}(h)$ in powers of $\epsilon \sim F / M_{\Psi}$, where $F$ is a generic dimensionful linear mixing and $M_{\Psi}$ is some linear combination of the masses of the resonances. This expansion, however, breaks down for large compositeness, $\epsilon \sim 1$, which might be relevant for the top quark. Thus a more robust choice is to expand the potential in powers of $s_{h}^{2}$. Upon EWSB one has $s_{\langle h\rangle}^{2}=\xi$ and since $\xi \ll 1$ is required by EWPT, the expansion remains reliable even for $\epsilon \sim 1$. This expansion leads to

$$
\begin{equation*}
V_{f}(h) \simeq a s_{h}^{2}+b s_{h}^{4} . \tag{3.28}
\end{equation*}
$$

From the potential of Eq. (3.28) we extract the values of the Higgs mass and VEv

$$
\begin{equation*}
\frac{v^{2}}{f^{2}}=-\frac{a}{2 b}, \quad m_{h}^{2}=\left(\frac{\partial^{2} V}{\partial h^{2}}\right)_{\langle h\rangle}=\frac{8 b}{f^{2}} \xi(1-\xi) . \tag{3.29}
\end{equation*}
$$

It is important to note that the Higgs potential is quadratically divergent, unless the formfactors in Eq. (3.3) fall off sufficiently fast at large Euclidean momenta. In what follows we propose two simple constructions where this is the case and the degree of divergence of the potential is reduced.

### 3.3.1 Two-Site Model

One possibility to increase the calculability of the potential is to consider a two-site construction [125] (see also Ref. [126]). There, an unbroken $S O(5)$ global symmetry forces the relations $F_{1}^{L}=F_{9}^{L}=-F_{4}^{L} \equiv F_{L}$ and $F_{1}^{R}=F_{9}^{R}=-F_{4}^{R} \equiv-F_{R}$, and the quadratic divergences cancel. In this limit, the elementary/composite mixing terms in Eq. (3.23) can be written as

$$
\begin{equation*}
-F_{L} \operatorname{Tr}\left[\overline{\mathcal{Q}}_{L} U^{T} \Psi_{R} U\right]-F_{R} \operatorname{Tr}\left[\bar{\Psi}_{L} U \mathcal{Q}_{R} U^{T}\right]+\text { h.c. } \tag{3.30}
\end{equation*}
$$

where $\Psi$ is a complete $\mathbf{1 4}_{2 / 3}$ of composite fermions, see Eq. (3.50). In the two-site construction, both $a$ and $b$ are logarithmically divergent. We recall that we are expanding the potential in powers of $s_{h}^{2} .{ }^{9}$ One more layer of resonances, corresponding to a three-site model, would be necessary to make the potential finite and therefore fully calculable. Instead, for illustrative purposes we regulate the potential by a cut-off $\Lambda$. This simple procedure allows us to estimate the value of the parameters in the potential and make qualitative predictions on the Higgs couplings and the corresponding spectrum of the resonances. The cut-off can be seen as roughly representing the mass scale of the third site (i.e. of the second layer of resonances), but it is important to keep in mind that in our approach the logarithmic divergence also encodes finite terms, which can only be computed in a complete setup. For example, in a 5-dimensional realization of the model we can expect $\Lambda \sim M_{K K}^{(2)} \sim 2 M_{K K}^{(1)}$, where the KK modes are numbered with $1,2, \ldots$. Since $M_{K K}^{(1)}$ is constrained from the $S$ parameter to be heavier than $\frac{2}{3} \mathrm{TeV}$ (the precise bound depending on the value of the $T$ parameter), we expect the cut-off scale $\Lambda$ to lie roughly between 5 and 10 TeV .

[^25]In order to perform a numerical study of the Higgs potential we fix $f=800 \mathrm{GeV}$, $m_{t}(\mu=1 \mathrm{TeV})=152 \mathrm{GeV}$ and $v=246 \mathrm{GeV}$ and scan over the region of parameters ${ }^{10}$

| $M_{1}, M_{4}$ | $\in$ | $[-8,8] \mathrm{TeV}$, |
| :---: | :---: | :---: |
| $M_{9}$ | $\in$ | $[0,8] \mathrm{TeV}$, |
| $\Lambda$ | $\in$ | $\left[\max \left(\left\|M_{1}\right\|,\left\|M_{4}\right\|, M_{9}\right), 10\right] \mathrm{TeV}$, |
| $F_{L}$ | $\in$ | $[0.1,6] f$. |

Notice that we do not scan over $F_{R}$, which is determined by the requirement that $m_{t}$ takes its experimental value. We require

$$
\begin{array}{ccc}
\xi & \in & {[0.95,1.05] v^{2} / f^{2}} \\
m_{h} & < & 160 \mathrm{GeV}  \tag{3.32}\\
\Lambda & > & \max \left(M_{\tilde{T}}, M_{Q}, M_{\psi}\right) \\
\min \left(M_{\tilde{T}}, M_{X}, M_{\psi}\right) & > & 500 \mathrm{GeV}
\end{array}
$$

The broad range of $m_{h}$ that we consider is motivated by the need of a sufficient statistics, but we expect that restricting the scan close to the measured value $m_{h} \simeq 125 \mathrm{GeV}$ would not qualitatively change our results. The masses that appear in Eq. (3.32) are given by

$$
\begin{align*}
& M_{\tilde{T}}=\sqrt{M_{1}^{2}+F_{R}^{2}}, \quad M_{\psi}=\left|M_{9}\right| \\
& M_{X}=\left|M_{4}\right|, \quad M_{Q}=\sqrt{M_{4}^{2}+F_{L}^{2}} . \tag{3.33}
\end{align*}
$$

Neglecting EWSB effects, $M_{\tilde{T}}$ is the physical mass of the 1 , whereas $M_{\psi}$ is the mass of the degenerate $\mathbf{9}$, which contains $\psi$, an $S U(2)_{L}$ triplet with $Y=5 / 3$ whose top component $\psi_{8 / 3}$ has electric charge $8 / 3$ (see Table 3.2). On the other hand, the 4 is split into two $S U(2)_{L}$ doublets: $X$ with $Y=7 / 6$ and mass $M_{X}$, containing in particular $X_{5 / 3}$, a state with electric charge equal to $5 / 3$, and $Q$ with $Y=1 / 6$, which mixes with the elementary $q_{L}$ and thus has mass $M_{Q}$. As a preliminary estimate of the bounds from direct searches for vector-like quarks at the LHC, in our scan we require that all resonances are heavier than 500 GeV , see the last line of Eq. (3.32). The actual LHC constraints obtained from 8 TeV data are however stronger: the mass of the $X$ doublet is bounded to $M_{X}>770 \mathrm{GeV}$ by a dedicated CMS search for the $X_{5 / 3}$ [99], whereas a CMS search for the singlet $\tilde{T}$ gives the bound $M_{\tilde{T}} \gtrsim 700 \mathrm{GeV}$ [100]. The constraint on the $\psi_{8 / 3}$ and thus on the $\mathbf{9}$ is even stronger, $M_{\psi}>1 \mathrm{TeV}[98,123]$.

The spectrum of fermionic resonances as obtained from the scan is shown in Fig. 3.1, together with the most up-to-date LHC constraints. The figure shows the values of ( $M_{X}, M_{\psi}$ ) for the points that satisfy all the requirements in Eq. (3.32), with a color code dependent on the mass of the singlet. The preferred spectrum is $M_{X} \sim M_{\psi}<M_{\tilde{T}}$, corresponding to the red points. Notice that in most of the viable parameter space the splitting between $M_{X}$ and $M_{\psi}$

[^26]

Figure 3.1: Left panel: distribution of the physical masses (neglecting EWSB corrections) of the $X$ doublet and of the degenerate $\mathbf{9}$. The current bounds from LHC direct searches are also displayed (there are no points ruled out only by the bound on the singlet $\tilde{T}$ ). The coloring of the points depends on the physical mass of the singlet. The points marked by a star are the ones for which the Higgs couplings $c_{g}$ and $c_{\gamma}$ are within the $95 \%$ CL region of the fit to Higgs data, see Fig. 3.3. Right panel: Higgs coupling to gluons $c_{g}$ versus the Higgs coupling to the top quark $c_{t}$. Light gray points are excluded by LHC direct searches, while black points are currently allowed. The dashed line corresponds to the relation $c_{g}=c_{t}$, which holds for small mixings, $\epsilon^{2} \ll 1$. The meaning of the star shape for the points is the same as in the left panel.
is rather mild. This can be traced back to the expression the form factors in Eq. (3.3) take in the two-site model: recalling that $M_{X, \psi}=\left|M_{4,9}\right|$, we see that for $M_{X}=M_{\psi}$ the form factors $\Pi_{2}^{b_{L}, t_{L}, t_{R}}$ exactly vanish. Thus for $M_{X} \sim M_{\psi}$ the overall size of the potential is suppressed, and a light Higgs is more likely obtained. In fact, in $\mathrm{MCHM}_{14}$ two distinct invariants appear in the $O\left(\epsilon^{2}\right)$ potential. This implies that only a tuning of order $\xi$ is necessary to obtain a realistic EWSB, as opposed for example to $\mathrm{MCHM}_{5}$, where the tuning scales like $\epsilon^{2} \xi$. On the other hand, the potential in $\mathrm{MCHM}_{14}$ is generically too large and yields a too heavy Higgs, unless some additional suppression mechanism is in play [96-98]. From our study of the two-site realization, we identify three main mechanisms that help in reducing the size of the Higgs mass. The first one is the already mentioned relation $M_{X} \sim M_{\psi}$. The second can be read from the expression of the Higgs mass at $\mathcal{O}\left(\epsilon^{2}\right)$ :

$$
\begin{align*}
m_{h}^{2} & \simeq \frac{2 N_{c}}{\pi^{2} f^{2}} \xi \int d p p^{3}\left(\Pi_{4}^{t_{L}}-\frac{5}{4} \Pi_{4}^{t_{R}}\right) \\
& \simeq \frac{2 N_{c}}{\pi^{2} f^{2}} \xi\left(\left|F_{L}\right|^{2}-\frac{5}{4}\left|F_{R}\right|^{2}\right) M_{\Psi}^{2} \tag{3.34}
\end{align*}
$$

where $M_{\Psi}$ parameterizes the overall scale of the resonances. Thus for $\left|F_{L}\right| \sim \sqrt{5}\left|F_{R}\right| / 2$ the leading contribution to the Higgs mass is suppressed. This relation is mildly satisfied in most
of the viable parameter space. The last possibility is, of course, to lower the overall scale of the resonances $M_{\Psi}$. A combination of all three mechanisms is in play in our scan. The first two lead to extra tuning in addition to the one required for the Higgs vev. This extra tuning cannot be quantified from the scan, since we restrict ourselves to small regions around the realistic Higgs VEV and mass. Nevertheless, as shown in Fig. 3.2, the relations $M_{X} \sim M_{\psi}$ and $\left|F_{L}\right| \sim \sqrt{5}\left|F_{R}\right| / 2$ are satisfied in a very mild sense, therefore we do not expect the consequent increase of the tuning to be dramatic.


Figure 3.2: Distributions quantifying the tuning between $M_{X}=\left|M_{4}\right|$ and $M_{\psi}=\left|M_{9}\right|$ (left panel), and between $\left|F_{L}\right|$ and $\sqrt{5}\left|F_{R}\right| / 2$ (right panel), as obtained from the numerical scan.

The right panel of Fig. 3.1 shows the correlation between the Higgs coupling to gluons $c_{g}$ and the Higgs coupling to the top quark $c_{t}$. The former is computed from Eq. (3.8) and reads at first order in $\xi$

$$
\begin{equation*}
c_{g}=1-\Delta_{g}^{(t)} \xi+\left(\frac{M_{4}^{2}}{M_{9}^{2}}-1\right) \sin ^{2} \phi_{L} \xi \tag{3.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{g}^{(t)}=\frac{11}{2} \frac{1-\frac{8}{11} \frac{M_{4}}{M_{1}}-\frac{3}{11} \frac{M_{4}}{M_{9}}}{1-\frac{M_{4}}{M_{1}}} \tag{3.36}
\end{equation*}
$$

encodes the contribution of the top sector, whereas the last term is the contribution of the heavy $b$-like states. The angle $\phi_{L} \equiv \arctan \left(F_{L} / M_{4}\right)$ measures the degree of compositeness of $q_{L}$. Notice that $\Delta_{g}^{(t)}$ only depends on ratios of the masses of the composite multiplets. The coupling of the Higgs to the top is obtained instead from Eq. (3.14) with the identifications

$$
\begin{equation*}
m_{t}^{0}=-\Pi_{t_{L} t_{R}}(p=0), \quad Z_{t_{L, R}}=\Pi_{t_{L, R}}(p=0) . \tag{3.37}
\end{equation*}
$$

As discussed in the general analysis of Sec. 3.2, the hgg and htt couplings are tightly correlated, and significant deviations from the equality $c_{g}=c_{t}$ can occur only for large values of the mixing parameters $\epsilon$. This is clearly visible in the right panel of Fig. 3.1: sizeable deviations from $c_{g}=c_{t}$ take place only for points that have already been excluded by direct searches at the LHC, displayed in light gray. For these points at least one of the masses $\left|M_{r}\right|$ is small, which typically implies that one of the mixings is large. For example, a small $\left|M_{4}\right|$ leads to
large compositeness of $t_{L}$. In addition, we find that the corrections due to the wavefunction renormalization of the top are almost always negative, yielding $c_{t} \lesssim c_{g}$.

In Fig. 3.3 we compare the Higgs couplings $\left(c_{\gamma}, c_{g}\right)$ obtained from the scan (considering only points not excluded by LHC direct searches) to the region preferred by a fit to current Higgs data. If only the contribution of fermions with electric charge $Q_{t}=2 / 3$ is considered, the points lie on the line

$$
\begin{equation*}
c_{g}=\left(1-\frac{7 A_{V}\left(\tau_{W}\right)}{4 Q_{t}^{2}}\right) c_{\gamma}+\frac{7 A_{V}\left(\tau_{W}\right)}{4 Q_{t}^{2}} c_{W} \tag{3.38}
\end{equation*}
$$

where $\tau_{W}=m_{h}^{2} /\left(4 m_{W}^{2}\right)$ and $A_{V}\left(\tau_{W}\right) \simeq 1.19$ parameterizes the $W$ loop [104], while $c_{W}=$ $\sqrt{1-\xi}$ is the rescaling of the $h W W$ coupling in the MCHM. The loops of heavy $b$-like fermions generate only small deviations from this expectation. ${ }^{11}$ Although a continuum of couplings is possible, Fig. 3.3 shows that there is a clear preference for $c_{g} \ll 1$, and as a consequence $c_{\gamma}>1$. Because we did not include the $b_{R}$ in our simple model, we cannot describe the $h b \bar{b}$ coupling, which plays an important role in the fit to data. Taking a model independent approach we remain agnostic on the sector that gives mass to the bottom quark, ignore the $b$ contribution to the $h g g$ and $h \gamma \gamma$ couplings and marginalize over the $h b \bar{b}$ coupling in the fit to Higgs data, see Appendix 3.6 for details.

### 3.3.2 Weinberg Sum Rules

Another possibility to obtain a finite Higgs potential, is to impose high-energy conditions on the form-factors $\Pi_{2}^{t_{L, R}}$ and $\Pi_{4}^{t_{L, R}}$ of Eq. (3.3),

$$
\begin{array}{ll}
\lim _{p^{2} \rightarrow \infty} \Pi_{2,4}^{t_{L, R}}(p) & =0, \\
\lim _{p^{2} \rightarrow \infty} p^{2} \Pi_{2,4}^{t_{L, R}}(p) & =0,  \tag{3.39}\\
\lim _{p^{2} \rightarrow \infty} p^{4} \Pi_{2,4}^{t_{L, R}}(p) & =0,
\end{array}
$$

such that they fall-off rapidly at high momenta and the potential Eq. (3.28) is convergent [95, 96]. The QCD analog of the conditions (3.39) are known as Weinberg Sum Rules (WSR) [127]. Notice that in this approach we are expanding the potential in powers of $\epsilon^{2}$. Considering three resonance multiplets, as in Eq. (3.23), the conditions (3.39) cannot be satisfied simultaneously, but we can at least require that the Higgs mass be finite [96]. This can be done by imposing the conditions (3.39) only for $\Pi_{4}^{t_{L, R}}$ which, as shown in Eq. (3.34), control the Higgs mass. Then, the WSR translate into relations between the couplings $F_{L, R}^{1,4,9}$ and the model is completely determined by the resonance masses and one combination of the couplings, which we chose to be $F_{L}^{1}$ (another combination, $F_{R}^{1}$ can be fixed by the top mass, $m_{t} \sim\left\langle s_{h} c_{h}\right\rangle F_{L}^{1} F_{R}^{1} / M_{\Psi}$ ).

The general arguments given in section 3.2 of course apply and in particular the coupling
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Figure 3.3: Distribution of the couplings $\left(c_{\gamma}, c_{g}\right)$ as obtained from the scan, compared to the region preferred by a fit to current Higgs data. Only points not excluded by LHC searches for heavy vector-like quarks are displayed. The dashed line corresponds to the prediction of Eq. (3.38). The green, yellow and gray regions correspond to the $68.27,95$ and $99 \%$ CL, respectively. As in Fig. 3.1, the points marked by a star are those that fall within the $95 \%$ CL region of the fit. Details on the fit can be found in Appendix 3.6.
to gluons is independent of the mixing parameter $F_{L}^{1}$. We find

$$
\begin{equation*}
c_{g}^{(t)}=1-\left[4-\frac{M_{1}^{3}}{M_{9}^{3}} \frac{40 M_{4}\left(1-\frac{M_{4}^{2}}{M_{1}^{2}}\right)-15 M_{9}\left(1-\frac{M_{9}^{2}}{M_{1}^{2}}\right)}{16 M_{4}\left(1-\frac{M_{4}^{2}}{M_{9}^{2}}\right)-10 M_{1}\left(1-\frac{M_{1}^{2}}{M_{9}^{2}}\right)}\right] \xi, \tag{3.40}
\end{equation*}
$$

which reproduces the limits discussed below Eq. (3.21). Moreover, when any two resonances become degenerate, this expression simplifies to $c_{g}^{(t)}=1-3 \xi / 2$, so that $c_{g}^{(t)}<1$ holds in most of the parameter space. The coupling to tops $c_{t}$ differs from $c_{g}$ by terms proportional to $\epsilon_{L, R}^{2} \equiv\left(F_{L, R}^{1} / M_{\Psi}\right)^{2}$ which can in principle become sizable. Indeed, while the product $F_{L}^{1} F_{R}^{1}$ is fixed by $m_{t}$, the Higgs mass is sensitive to another combination of the mixings, ${ }^{12}$

$$
m_{h}^{2} \simeq \frac{5 N_{c}}{4 \pi^{2} f^{2}} \xi\left(\left|F_{L}^{1}\right|^{2}-\frac{5}{4}\left|F_{R}^{1}\right|^{2}\right) \times\left[M_{1}^{2} \log \left(\frac{M_{1}^{2}}{M_{9}^{2}}\right)+\frac{M_{4}^{2}\left(M_{9}^{2}-M_{1}^{2}\right)}{M_{9}^{2}-M_{4}^{2}} \log \left(\frac{M_{9}^{2}}{M_{4}^{2}}\right)\right] .
$$

This expression highlights how the Higgs mass can become small in this model; similarly to what discussed for the two-site construction, $m_{h}$ can be small if either $i$ ) the overall scale of the resonances $M_{\Psi}$ is small or $i i$ ) there is a tuning $\left|F_{L}^{1}\right| \sim \sqrt{5}\left|F_{R}^{1}\right| / 2$ or $i i i$ ) a tuning between the masses $M_{1} \sim M_{4}$ or $M_{1} \sim M_{9}$. In the tuned cases $\left.i i\right)$ and $i i i$ ) it is easy to see that the Higgs mass does not constrain the size of the $O\left(\epsilon_{L, R}^{2}\right)$ corrections to $c_{t}$, and we can have a situation where $c_{g}$ and $c_{t}$ differ sizably. In the more natural case $i$, on the other hand, the $O\left(\epsilon_{L, R}^{2}\right)$ corrections are typically small and $c_{g} \approx c_{t}$ holds.
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### 3.4 Conclusions

In composite Higgs models, the paradigm of partial compositeness implies that a number of colored fermionic resonances couple strongly to the Higgs sector. Moreover, some of these resonances need to be relatively light to naturally reproduce the observed Higgs mass. Thus one naively expects that these states contribute sizably to the radiative $h g g$ and $h \gamma \gamma$ couplings. However, it is well known that in some minimal models this is not the case and light fermionic resonances do not contribute to the $h g g$ and $h \gamma \gamma$ couplings, due to an exact cancellation between corrections to the $h t \bar{t}$ coupling and loops of resonances. Indeed the hgg coupling is the leading term of the $h t \bar{t}$ one in an $\epsilon^{2} \ll 1$ expansion.

In this paper we have shown that these are general features of the MCHM, following only from the Goldstone symmetry and from partial compositeness. Furthermore we found that under the assumption of $C P$ invariance the radiative Higgs couplings are insensitive to derivative interactions of the Higgs with resonances. ${ }^{13}$ Of particular interest for this generalization, are models where the top mass arises from more than one $S O(4)$ invariant. Such models, although disfavoured by the smallness of the Higgs mass, are particularly well-motivated by naturalness arguments. ${ }^{14}$ In this case, naively, the presence of multiple operators can spoil the delicate cancellation that takes place in the simplest models. However, we found that this is not the case and the loop-induced Higgs couplings are insensitive to light fermionic resonances.

In the simplest models the $h g g$ coupling is reduced with respect to the SM value by a simple trigonometric factor $\left(e . g \cdot \cos (2\langle h\rangle / f) / \cos (\langle h\rangle / f)\right.$ in the $\left.\mathrm{MCHM}_{5,10}\right)$. On the contrary, in models with two or more invariants this coupling depends on the masses of the resonances and on their mixings with elementary fermions. In particular, it can become larger than the SM value and, for very special combinations of the parameters, it can differ from the SM value also in limit $v / f \rightarrow 0$. Furthermore the coupling is insensitive to the overall scale of the resonances and only depends on ratios of their masses. Therefore one can imagine a situation where all the resonances are rather heavy and thus no signals show up in direct searches, but deviations are observed in the precision measurement of the Higgs couplings.

As an example, we have studied in detail a prototype model where both $q_{L}$ and $t_{R}$ are embedded in a 14 of $S O(5)$. We have built a two-site realization that enables the dominant part of the potential to be estimated, and used it to find a relation between the Higgs mass and VEV, and the masses of the lightest resonances of the strong sector. In this simplified model, we have verified that $O(\epsilon)$ effects are small in the region of phenomenological interest. This confirms the tight connection between the $h t \bar{t}$ and the $h g g$ couplings. Moreover we find that these couplings are typically suppressed, leading also to a slight increase of the $h \gamma \gamma$ coupling.

[^29]Similar qualitative conclusions have also been obtained by applying the WSR approach. The future direct measurement of the $h t \bar{t}$ coupling will provide a further test of these results.

### 3.5 Appendix: Notations

### 3.5.1 Sigma model

The generators of the fundamental representation of $S O(5)$ read

$$
\begin{align*}
T_{I J}^{a L, R} & =-\frac{i}{2}\left[\frac{1}{2} \epsilon^{a b c}\left(\delta_{I}^{b} \delta_{J}^{c}-\delta_{J}^{b} \delta_{I}^{c}\right) \pm\left(\delta_{I}^{a} \delta_{J}^{4}-\delta_{J}^{a} \delta_{I}^{4}\right)\right] \\
T_{I J}^{i} & =-\frac{i}{\sqrt{2}}\left(\delta_{I}^{i} \delta_{J}^{5}-\delta_{J}^{i} \delta_{I}^{5}\right), \tag{3.41}
\end{align*}
$$

where $I, J=1, \ldots, 5, i=1, \ldots, 4, a=1,2,3 . T^{a L, R}$ are the generators of the unbroken $S O(4) \sim S U(2)_{L} \times S U(2)_{R}$, whereas $T^{i}$ are the generators of $S O(5) / S O(4)$. We will also use the equivalent notation $T^{a}, a=1, \ldots, 6$ for the unbroken generators. The Goldstone bosons appear through the matrix $U(\Pi)$ defined by

$$
\begin{equation*}
U(\Pi)=\exp \left(i \frac{\sqrt{2} \Pi^{i} T^{i}}{f}\right) \tag{3.42}
\end{equation*}
$$

Notice that $U(\Pi)$ is an orthogonal matrix transforming as

$$
\begin{equation*}
U(\Pi) \rightarrow g U(\Pi) \hat{h}(g, \Pi)^{-1}, \quad g \in S O(5), \hat{h} \in S O(4) . \tag{3.43}
\end{equation*}
$$

The quantities $d_{\mu}$ and $e_{\mu}$ are defined as the projections of the object $-U^{T}\left(A_{\mu}+i \partial_{\mu}\right) U$ onto the broken and unbroken generators respectively, such that $d_{\mu}$ transforms linearly as a 4-plet, while $e_{\mu}$ shifts under the unbroken $S O(4)$. At lowest order in the chiral expansion, we have

$$
\begin{equation*}
d_{\mu}^{i}=\frac{\sqrt{2}}{f} \nabla_{\mu} \Pi^{i}+\ldots, \quad e_{\mu}^{a}=-g A_{\mu}^{a}+\ldots \tag{3.44}
\end{equation*}
$$

with $\nabla_{\mu} \Pi^{i}=\partial_{\mu} \Pi^{i}-i A_{\mu}^{a}\left(T^{a}\right)^{i}{ }_{j} \Pi^{j}$. $A_{\mu}^{a}$ contains the vector fields associated to the gauged generators $T_{L}^{a}$ and $T_{R}^{3}$ in the unbroken $S O(4)$. See for example Ref. [122] for the complete expressions. At the two-derivative level the Goldstone Lagrangian reads

$$
\begin{equation*}
\mathcal{L}=\frac{f^{2}}{4} d_{\mu}^{i} d^{i \mu} . \tag{3.45}
\end{equation*}
$$

In the unitary gauge where $\Pi^{1}=\Pi^{2}=\Pi^{3}=0$ and $\Pi^{4}=h$, we have simply

$$
U=\left(\begin{array}{l|l|l}
\mathbb{\square}_{3} & &  \tag{3.46}\\
\hline & c_{h} & s_{h} \\
& -s_{h} & c_{h}
\end{array}\right)
$$

where we defined $s_{h} \equiv \sin (h / f)$ and $c_{h} \equiv \cos (h / f)$. The two-derivative Lagrangian (3.45) can now be written as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} h \partial^{\mu} h+\frac{g^{2} f^{2}}{4} s_{h}^{2}\left[W_{\mu}^{+} W^{-\mu}+\frac{1}{2 \cos ^{2} \theta_{w}} Z_{\mu} Z^{\mu}\right] \tag{3.47}
\end{equation*}
$$

which fixes, once we identify the $W$ mass,

$$
\begin{equation*}
\xi \equiv \frac{v^{2}}{f^{2}}=\sin ^{2} \frac{\langle h\rangle}{f} . \tag{3.48}
\end{equation*}
$$

### 3.5.2 Fermion representations

$$
\begin{array}{c|ccccccccccc|cccc}
\mathbf{1}_{2 / 3} & T_{3}^{L} & T_{3}^{R} & Y & Q \\
\hline \tilde{T} & 0 & 0 & \frac{2}{3} & \frac{2}{3} & & \mathbf{4}_{2 / 3} & T_{3}^{L} & T_{3}^{R} & Y & Q & & \mathbf{6}_{2 / 3} & T_{3}^{L} & T_{3}^{R} & Y \\
\hline
\end{array}
$$

Table 3.2: Electroweak quantum numbers of the fermion fields in the $\mathbf{1}_{2 / 3}, \mathbf{4}_{2 / 3}, \mathbf{6}_{2 / 3}, \mathbf{9}_{2 / 3}$ representations of $S O(4) \times U(1)_{X}$. In red, blue and fuchsia we indicate the states with the SM quantum numbers of the $q_{L}, t_{R}$ and $b_{R}$.

We report here for convenience the decomposition of the $S O(5)$ representations used in this paper in terms of $S O(4)$ multiplets. We have

$$
\Psi_{\mathbf{5}}=\binom{\Psi_{4}}{\hline \Psi_{1}}, \quad \Psi_{\mathbf{1 0}}=\left(\begin{array}{c|c}
\Psi_{6} & \Psi_{4} / \sqrt{2}  \tag{3.49}\\
\hline-\Psi_{4}^{T} / \sqrt{2} & 0
\end{array}\right)
$$

and

$$
\Psi_{\mathbf{1 4}}=\left(\begin{array}{c|c}
\Psi_{9}-\Psi_{1} \square_{4} /(2 \sqrt{5}) & \Psi_{4} / \sqrt{2}  \tag{3.50}\\
\hline-\Psi_{4}^{T} / \sqrt{2} & 2 \Psi_{1} / \sqrt{5}
\end{array}\right)
$$

where $\Psi_{r}$ are $S O(4)$ multiplets. For the case $X=2 / 3$, the singlet and 4-plet can be written as

$$
\Psi_{1_{\frac{2}{3}}}=\tilde{T}, \quad \Psi_{4_{\frac{2}{3}}}=\frac{1}{\sqrt{2}}\left(\begin{array}{c}
i B-i X_{5 / 3}  \tag{3.51}\\
B+X_{5 / 3} \\
i T-X_{2 / 3} \\
i X_{2 / 3}-T
\end{array}\right),
$$

while for the antisymmetric tensor we have

$$
\Psi_{6_{\frac{2}{3}}}=\frac{1}{2}\left(\begin{array}{cccc}
0 & \mathcal{T}_{12}^{+} & i\left(\mathcal{B}_{12}^{+}-\mathcal{X}_{12}^{+}\right) & \mathcal{B}_{12}^{-}+\mathcal{X}_{12}^{-}  \tag{3.52}\\
& 0 & \mathcal{B}_{12}^{+}+\mathcal{X}_{12}^{+} & i\left(-\mathcal{B}_{12}^{-}+\mathcal{X}_{12}^{-}\right) \\
& & 0 & -i \mathcal{T}_{12}^{-} \\
& & & 0
\end{array}\right)
$$

with $\mathcal{T}_{12}^{ \pm} \equiv T_{1} \pm T_{2}, \mathcal{B}_{12}^{ \pm} \equiv\left(B_{1} \pm B_{2}\right) / \sqrt{2}$ and $\chi_{12}^{ \pm} \equiv\left(\chi_{1} \pm \chi_{2}\right) / \sqrt{2}$, and for the symmetric traceless tensor

$$
\Psi_{9_{2}}=\frac{1}{2}\left(\begin{array}{cccc}
\mathcal{P}^{+}-T_{4} & i \mathcal{P}_{-} & \mathcal{B}_{34}^{+}+\mathcal{X}_{34}^{+} & -i \mathcal{B}_{34}^{-}+i \mathcal{X}_{34}^{-}  \tag{3.53}\\
& -\mathcal{P}^{+}-T_{4} & -i \mathcal{B}_{34}^{+}+i \mathcal{X}_{34}^{+} & -\mathcal{B}_{34}^{-}-\mathcal{X}_{34}^{-} \\
& & T_{4}-\mathcal{T}_{35}^{-} & i \mathcal{T}_{35}^{+} \\
& & & T_{4}+\mathcal{T}_{35}^{-}
\end{array}\right),
$$

where $\mathcal{P}^{ \pm} \equiv \psi_{8 / 3} \pm i \psi_{-4 / 3}, \mathcal{B}_{34}^{ \pm} \equiv\left(B_{3} \pm i B_{4}\right) / \sqrt{2}, \chi_{34}^{ \pm} \equiv\left(\chi_{4} \pm i \chi_{3}\right) / \sqrt{2}$ and $\mathcal{T}_{35}^{ \pm} \equiv T_{3} \pm T_{5}$. The decomposition of the $S O(4)$ multiplets in terms of fermions with definite electroweak quantum numbers is given in Table 3.2.

### 3.6 Appendix: Details of the experimental fit

The best option to compare these models with experiments, as we do in Fig. 3.3, is to present the data as extracted assuming modified couplings between the Higgs and the SM states.

In composite Higgs models the Higgs couplings to $V=W, Z$ are shifted by $\delta c_{V} \simeq-\xi / 2$, which we fix in our analysis assuming $f=800 \mathrm{GeV}$, and hence $\xi \approx 0.1$. Higgs couplings to bottom quarks, on the other hand can vary considerably in general models (they can have a parametric form similar to $h \bar{t} t$ couplings, approximately corresponding to Eq. (3.19) or Eq. (3.21)) but typically are smaller than one (in units of the SM coupling). For this reason we parametrize our theoretical ignorance by marginalizing over the $h \bar{b} b$ coupling in the region $c_{b} \in[0.5,1]$. Fig. 3.3 is then obtained by letting the effective $h g g$ and $h \gamma \gamma$ couplings vary (the $h \bar{t} t$ coupling, independently from its contribution to $h g g$ and $h \gamma \gamma$, is not yet measured with enough accuracy to change this picture considerably).

The statistical analysis is performed using the latest signal strenght data given by the Tevatron experiments and by ATLAS and CMS at Moriond 2013 and soon after; a summary of the signal strengths in the individual channels can be found in Refs. [103, 104]. The signal strengths are assumed to follow a Gaussian distribution and we fit the data by minimizing a $\chi^{2}$ as described in detail in Chapter 2 of this thesis and in Ref. [1]. We sum statistical and theoretical errors in quadrature and neglect possible correlation effects, which we find to be a reasonable approximation.

## Chapter 4

## Higgs mass and couplings in SUSY

### 4.1 Motivation

The quest for SUSY has taken an unexpected turn with the Higgs discovery at 125 GeV [131]. Indeed, it is well known that the supersymmetric contribution to the Higgs mass is at most $\left(m_{h}^{\text {tree }}\right)^{2} \lesssim m_{Z}^{2}$, implying that a large portion of the Higgs mass $\Delta m_{h}^{2} \gtrsim 86^{2} \mathrm{GeV}^{2}$ must originate from symmetry breaking effects. Within the MSSM, for large stop masses, top/stop loops provide this necessary contribution, but only at the expense of naturalness, as the large loop effects needed to increase the Higgs mass also destabilize the EW scale. Experiments are therefore telling us that, if SUSY exists, it is either tuned, or it doesn't fulfill Occam's principle and that more complicated models, with additional contributions to the Higgs quartic, have to be considered.

Still, a common feature of most SUSY models ${ }^{1}$, is the Higgs sector, containing at least a particular version of a two Higgs doublets model (2HDM). Mixings in this extended Higgs sector, lead to modified tree-level couplings between the lightest CP-even Higgs and the SM gauge bosons and fermions, and provides a distinctive signature of SUSY, complementary to direct searches. While the latter remain the most favorable strategy for SUSY searches (in particular in the most natural SUSY realizations, where states associated with the stabilization of the electroweak (EW) scale are expected to be light), modified couplings could be the strongest evidence for SUSY in particular regions of parameter space, such as those with compressed spectra.

Interestingly, in 2HDMs, a correlation exists between the Higgs mass and its tree-level couplings to SM fields. Indeed, any contribution to the Higgs quartic potential, necessary in SUSY models to increase the Higgs mass from its tree-level value up to the observed value of approximately 125 GeV , also changes the relation between mass and hypercharge eigenstates and modifies the couplings of the lightest CP-even Higgs. In this article we investigate this correlation in detail, showing how different models that accommodate the observed Higgs

[^30]mass also modify their Higgs couplings. We then confront these expectations with the most recent LHC data [138]- [142], which we use to extract limits on the parameter space of such theories (in particular on $m_{A}$ and $\tan \beta$ ).

We first show, with a simple and intuitive analytical approximation, how Higgs mass and couplings are correlated in SUSY models (or 2HDMs in general) (section 4.2). Then we study, in turn, the MSSM with heavy stops (section 4.3), the MSSM with extra non-decoupling Dterms (section 4.4), and the F-term contributions of NMSSM-like models (section 4.5), where we also discuss a general class of models beyond the MSSM (BMSSM). In section 4.6 we comment on how these conclusions are modified in the presence of sizable loop-effects due to light SUSY partners and we leave for Appendix 4.8 the details related to our global fits and for Appendix 4.9 a summary of the formulas used in our plots.

### 4.2 The Higgs Mass/Couplings Connection

Supersymmetry requires the existence of two Higgs doublets, $H_{1,2}$ giving mass to leptons and down-type/up-type quarks. Limiting our discussion to the third family fermions, which have the strongest couplings to the Higgs sector, we consider

$$
\begin{equation*}
\mathcal{L} \supset-Y_{b} H_{1} \bar{q} b-Y_{t} H_{2} \bar{q} t-Y_{\tau} H_{1} \bar{l} \tau . \tag{4.1}
\end{equation*}
$$

Only a linear combination of $H_{1}$ and $H_{2}$ obtains a vacuum expectation value (vev) $v \equiv$ 174 GeV ; its couplings to SM fermions and vectors equal those of a SM Higgs. Any quartic contribution to the scalar potential for $H_{1}$ and $H_{2}$ introduces, in general, a misalignment between this linear combination and the mass eigenstates: this misalignment is responsible for a modification in the Higgs couplings. The best way to see this is in the basis $h, H$, where only one state ( $h$ ) has a vev. The angle $\beta$ denotes the angle between these states and the neutral CP-even components of the gauge eigenstates $H_{1}, H_{2}$ :

$$
\begin{align*}
& h_{1}^{0}=\cos \beta h+\sin \beta H  \tag{4.2}\\
& h_{2}^{0}=\sin \beta h-\cos \beta H .
\end{align*}
$$

In this basis, the couplings Eq. (4.1) of $h$ and $H$ to fermions are,

$$
\begin{equation*}
-\cos \beta Y_{b}(h+\tan \beta H) \bar{b} b, \quad-\sin \beta Y_{t}(h-\cot \beta H) \bar{t} t, \tag{4.3}
\end{equation*}
$$

where couplings to charged leptons have the same form as for down-type quarks. Now, consider a general contribution to the quartic of the Higgs potential written in terms of $h, H$,

$$
\begin{equation*}
\Delta V\left(H_{1}, H_{2}\right)=+\delta_{\lambda} h^{4}+\delta h^{3} H+\delta_{2} h^{2} H^{2}+\delta_{3} h H^{3}+\delta_{4} H^{4}, \tag{4.4}
\end{equation*}
$$

where the $\delta$ 's are given dimensionless couplings. The first term contributes to the lightest CP-even Higgs mass as

$$
\begin{equation*}
\Delta m_{h}^{2}=16 \delta_{\lambda} v^{2} \tag{4.5}
\end{equation*}
$$

in order to account for the observed value $m_{h}^{2} \approx 125 \mathrm{GeV}$,

$$
\begin{equation*}
\Delta m_{h}^{2}=m_{h}^{\text {obs } 2}-m_{Z}^{2}(\cos 2 \beta)^{2} \gtrsim(86 \mathrm{GeV})^{2} \tag{4.6}
\end{equation*}
$$

is needed. Interestingly, the same physics that is responsible for $\delta_{\lambda}$, also generates a mixing between $h$ and $H$, via the term $\delta h^{3} H$, that leads to a modification of the Higgs couplings, as illustrated in Fig. 4.1. We can quantify these modifications, in the limit where $H$ is heavy,


Figure 4.1: The mixing between $h$ and $H$, induced by the quartic interaction $\delta h^{3} H$, modifies the couplings of $h$ to the fermions w.r.t to its SM value.
by integrating out the heaviest eigenstate from the relevant part of the Lagrangian

$$
\begin{equation*}
\mathcal{L} \supset-\delta h^{3} H-\sum_{f=t, b, \tau} Y_{f}^{H} \bar{f} f H-\frac{m_{H}^{2}}{2} H^{2}, \tag{4.7}
\end{equation*}
$$

where $Y_{f}^{H}$, the coupling of $H$ to fermion $f=t, b, \tau$, can be read from Eq. (4.3). For large $m_{H}$ we can solve the equations of motion of $H$, giving $H \approx \delta h^{3} Y_{f}^{H} \bar{f} f / m_{H}^{2}$, and obtain the effective interaction

$$
\begin{equation*}
\mathcal{L}_{e f f} \supset \delta \sum_{f=t, b, \tau} Y_{f}^{H} h \bar{f} f \frac{h^{2}}{m_{H}^{2}} \tag{4.8}
\end{equation*}
$$

Now, notice that the equations of motion for $H$ imply a small vev $\langle H\rangle \approx 2 \sqrt{2} \delta\left(v^{3} / m_{H}^{2}\right)$, so that the expression for the fermion mass is modified accordingly and we can write the coupling of the physical Higgs $\tilde{h}=h-\sqrt{2} v$, normalized with its SM value $y_{f}^{S M}=m_{f} / v$, as

$$
\begin{equation*}
c_{f} \equiv \frac{y_{f}}{m_{f} / v} \approx \frac{Y_{f}^{h}-6 Y_{f}^{H} \delta \frac{v^{2}}{m_{H}^{2}}}{Y_{f}^{h}-2 Y_{f}^{H} \delta \frac{v^{2}}{m_{H}^{2}}} \approx 1-4 \delta \frac{Y_{f}^{H}}{Y_{f}^{h}} \frac{v^{2}}{m_{H}^{2}} . \tag{4.9}
\end{equation*}
$$

Using Eq. (4.3) to read $Y_{f}^{h, H}$, we finally obtain

$$
\begin{align*}
c_{b, \tau} & \approx 1-4 \tan \beta \delta \frac{v^{2}}{m_{H}^{2}}, \\
c_{t} & \approx 1+4 \cot \beta \delta \frac{v^{2}}{m_{H}^{2}} . \tag{4.10}
\end{align*}
$$

This simple, yet important, expression summarizes the goal of this work: any new physics that is responsible for the large Higgs mass Eq. (4.5) also affects the Higgs couplings to fermions.

This approximate formula allows us to understand qualitatively how this connection works and predicts whether a given contribution to the Higgs mass results in an increase or decrease of the couplings to tops and bottoms/taus (similar methods have been used in Refs. [143-145] to study Higgs couplings modifications). Nevertheless, notice that in our plots we always use the exact expressions listed in Appendix 4.9, rather than Eq. (4.10).

Deviations in the Higgs couplings to vectors can be studied in a similar way, giving

$$
\begin{equation*}
c_{V}=1-\mathcal{O}\left(\delta^{2} \frac{v^{4}}{m_{H}^{4}}\right) \tag{4.11}
\end{equation*}
$$

which is generally suppressed w.r.t. deviations in the couplings to fermions (we have checked that in the region preferred by data this statement holds at better then the $2 \%$ level and deviations in $c_{V}$ can be ignored).

In principle, complete analyses of Higgs couplings in a SUSY context should take into account possible modifications of the tree-level couplings to up-type quarks, to down-type quarks (and leptons) and to vectors; at the loop level extra contributions from light SUSY partners to the couplings to gluons and photons could be present, and in total generality also the possibility of an invisible decay width should be considered (see Ref. [132] for a motivated scenario were the Higgs can decay invisibly in a SUSY context): a total of six parameters (see Refs. [146, 147] for a list of recent analyses of this type). Nevertheless, ignoring the last possibility, Eq. (4.11) tells us that in the simplest SUSY models, couplings to vectors are not expected to deviate much from the SM ones (this is not true when the Higgs sector is extended to include extra states in different $S U(2)_{L}$ representations that can mix with the Higgs, as we shall discuss in section 4.5.1). Furthermore, the null results of direct SUSY searches suggest that SUSY partners should have masses of a few hundreds GeV and that their loop contributions to the effective $h g g$ and $h \gamma \gamma$ couplings might be small (we comment about this in section 4.6). For these reasons, in what follows, we orient our analysis mostly to the Higgs couplings to tops and to bottoms/taus and compare theoretical expectations with data through an intuitive simplified scenario where only $c_{t}, c_{b}$ are free to vary, and all other couplings are fixed to their SM values.

### 4.3 The Minimal Supersymmetric Standard Model

The technique of the previous section can be applied also to the tree-level contribution of the Minimal Supersymmetric Standard Model (MSSM) ${ }^{2}$. The only contribution to the quartic potential comes from the D-term which, for the $S U(2)_{L} \times U(1)_{Y}$ MSSM gauge group, reads

$$
\begin{equation*}
\Delta V_{M S S M}=\frac{g^{2}+g^{\prime 2}}{8}\left(\left|H_{1}^{0}\right|^{2}-\left|H_{2}^{0}\right|^{2}\right)^{2}=\frac{g^{2}+g^{\prime 2}}{32}\left(\left(c_{\beta}^{2}-s_{\beta}^{2}\right)^{2} h^{4}+8\left(c_{\beta}^{2}-s_{\beta}^{2}\right) s_{\beta} c_{\beta} h^{3} H+\cdots\right) \tag{4.12}
\end{equation*}
$$

[^31]with $c_{\beta} \equiv \cos \beta$ and $s_{\beta} \equiv \sin \beta$ and in what follows we shall also use $t_{\beta} \equiv \tan \beta$. This defines
\[

$$
\begin{align*}
\delta_{\lambda} & =\frac{m_{Z}^{2}}{16 v^{2}}\left(c_{\beta}^{2}-s_{\beta}^{2}\right)^{2}  \tag{4.13}\\
\delta & =\frac{m_{Z}^{2}}{2 v^{2}} s_{\beta} c_{\beta}\left(c_{\beta}^{2}-s_{\beta}^{2}\right) . \tag{4.14}
\end{align*}
$$
\]

From Eq. (4.10), this gives

$$
\begin{align*}
& c_{b} \approx 1-\frac{m_{Z}^{2}}{2 m_{H}^{2}} \sin 4 \beta \tan \beta  \tag{4.15}\\
& c_{t} \approx 1+\frac{m_{Z}^{2}}{2 m_{H}^{2}} \sin 4 \beta \cot \beta . \tag{4.16}
\end{align*}
$$

which coincides with the usual decoupling limit of the MSSM [148] with the identification $m_{H} \approx m_{A}$ (which is accurate for $m_{A, H} \gg m_{Z}$ or in the large $\tan \beta$ limit), and we will use in what follows in the comparison between exact and approximate results. At the same time, Eq. (4.13) provides the well known contribution to the Higgs mass $m_{h}^{2}=m_{Z}^{2} \cos ^{2} 2 \beta$; this tree-level result is modified by loop effects, in particular from top quarks/squarks, which we consider in what follows.

### 4.3.1 Top Squarks with no mixing

We begin with the case of top squarks with no mixing (realized in popular SUSY breaking mechanisms such as gauge mediation and gaugino mediation where a small trilinear coupling is expected [149]). The dominant loop contribution to the scalar effective potential is [148, 150],

$$
\begin{equation*}
\Delta V_{\text {stop }}=\frac{\lambda_{2}}{2}\left|H_{2}\right|^{4} \tag{4.17}
\end{equation*}
$$

where,

$$
\begin{equation*}
\lambda_{2} \approx \frac{3 y_{t}^{4}}{8 \pi^{2}} \log \left[m_{\tilde{t}_{1}} m_{\tilde{t}_{2}} / M_{t}^{2}\right] \tag{4.18}
\end{equation*}
$$

(a more accurate expression can be found in Appendix 4.9). After rotating into the basis of Eq. (4.2) one identifies

$$
\begin{align*}
\delta_{\lambda} & =s_{\beta}^{4} \frac{\lambda_{2}}{8}  \tag{4.19}\\
\delta & =-4 s_{\beta}^{3} c_{\beta} \frac{\lambda_{2}}{8} . \tag{4.20}
\end{align*}
$$

From Eq. (4.18) and from Eq. (4.19) it follows that, in order to obtain a Higgs mass compatible with experiment, multi- TeV stop masses are required. Such heavy stops also destabilize the EW scale through loop effects and push the MSSM into fine-tuning territory [151]. Ignoring for a moment this tension, we can assume these loop contributions to be uniquely responsible


Figure 4.2: Theoretical expectation for Higgs couplings deviations for the MSSM with heavy stops and no mixing, taking $m_{h}=125 \mathrm{GeV}$, showing contours of constant $m_{A}$ (solid blue) and $\tan \beta$ (dashed), obtained from the exact expressions of Eqs. (4.68,4.69) of Appendix 4.9. Also shown are the $68 \%$ (green), $95 \%$ (yellow) and $99 \%$ (grey) C.L. regions obtained by a global fit of the most recent LHC Higgs data, as explained in Appendix 4.8, neglecting loop contributions to the hgg and h$\gamma \gamma$ couplings. The dashed red lines show the approximate results of Eq. (4.21) for $m_{H}=300,500 \mathrm{GeV}$.
for the large value of the Higgs mass, and write the deviations of $c_{b, t}$ induced by loop effects Eq. (4.20) together with the ones from the tree-level potential Eq. (4.14), as

$$
\begin{align*}
& c_{b} \approx 1+\frac{m_{h}^{2}-m_{Z}^{2} \cos 2 \beta}{m_{H}^{2}} \\
& c_{t} \approx 1-(\cot \beta)^{2} \frac{m_{h}^{2}-m_{Z}^{2} \cos 2 \beta}{m_{H}^{2}} . \tag{4.21}
\end{align*}
$$

This shows that, in the MSSM with no stops mixing and for $\tan \beta>1$, the deviations in $c_{b}\left(c_{t}\right)$ are always positive (negative), as already observed in Ref. [145]. For large $\tan \beta$ the deviations in $c_{t}$ are suppressed, while

$$
\begin{equation*}
\left(c_{b}-1\right) \approx\left(\frac{154 \mathrm{GeV}}{m_{H}}\right)^{2} \tag{4.22}
\end{equation*}
$$

We can compare these results with the exact ones of Fig. 4.2, which shows the intuitive $\left(c_{b}, c_{t}\right)$-plane mentioned above, and compares these theoretical expectations with the most recent data [138]- [142], using the methods described in Appendix 4.8. We assume a heavy sparticle spectrum, that does not affect the Higgs couplings to gluons and photons, other


Figure 4.3: Exclusion plot in the $m_{A}, \tan \beta$ plane for the MSSM with heavy stops (red), for models with additional non-decoupling D-terms (blue) and F-terms (green); regions to the left of the lines are excluded. The shaded region corresponds to bounds from direct searches [189]. Left: present data; right: longterm projection based on [169] assuming no deviations from the SM, shaded region from Ref. [170] (the dashed part of the line corresponds to a region where $\lambda_{S}$ is bigger than 2 and non reaches the non-perturbative regime below approximately $10 \mathrm{TeV}[151,153])$.
than through Eq. (4.21) (this is motivated by the fact that in this example, we are assuming multi-TeV stops). Masses $m_{H} \lesssim 250 \mathrm{GeV}$ can be excluded, almost independently of $\tan \beta$, as suggested already by Eq. (4.22) for a sensitivity to the $h \bar{b} b$ coupling of about $50 \%$. In Fig. 4.3 we also show the CMS bounds on the traditional MSSM $m_{A}, \tan \beta$ plane (for a recent analysis see Ref. [152]) from direct searches of the heavy Higgs decaying into $\tau$ pairs, as performed by CMS [189]. As can be appreciated, analyses of the light Higgs couplings offer a complementary search strategy in the intermediate $\tan \beta$ region.

### 4.3.2 Top Squarks with mixing

In the presence of sizable A -terms, L and R top squarks can mix, inducing additional contributions to the Higgs effective potential [150, 155],

$$
\begin{equation*}
\Delta V^{m i x}=\frac{\lambda_{2}}{2}\left|H_{2}\right|^{4}+\left(\frac{\lambda_{5}}{2}\left|H_{1} H_{2}\right|^{2}+\lambda_{7}\left|H_{2}\right|^{2} H_{1} H_{2}+c . c\right), \tag{4.23}
\end{equation*}
$$

where the values of $\lambda_{2}, \lambda_{5}$ and $\lambda_{7}$ depend in particular on the parameter $\mu$ and the trilinear $A_{t}$ and their expression, at the one loop level, can be found in Appendix 4.9. In the point of 'maximal mixing', when the trilinear term is $\left|A_{t}-\mu \cot \beta\right|=\sqrt{6} m_{\tilde{t}}$ (where $m_{\tilde{t}}$ is the geometric
mean of the lightest stop masses), the contribution to the Higgs mass proportional to $\lambda_{2}$ is maximized, while $\lambda_{7}=0$. Recasting the potential in the $h, H$ basis gives,

$$
\begin{align*}
\delta_{\lambda} & =s_{\beta}^{4}\left(\frac{\lambda_{2}}{8}+\frac{\lambda_{5}}{4 t_{\beta}^{2}}+\frac{\lambda_{7}}{2 t_{\beta}}\right),  \tag{4.24}\\
\delta & =s_{\beta}^{3} c_{\beta}\left(\frac{\lambda_{2}}{2}+\frac{\lambda_{5}}{2}\left(1-\frac{1}{t_{\beta}^{2}}\right)+\frac{\lambda_{7}}{2} \frac{t_{\beta}^{2}-3}{\sqrt{t_{\beta}^{2}+1}}\right), \tag{4.25}
\end{align*}
$$

where it can be seen that for large $\tan \beta$ (which is necessary in the MSSM to maximize the tree-level mass), the dominant contribution to the Higgs mass still comes from the first term $\lambda_{2}$, similarly to the case with no mixing discussed in the previous paragraph. As mentioned above, this term is maximized by large mixing, with drastic effects and the stop mass can be as low as 550 GeV in this case. Nevertheless, a fine-tuning at the percent level persists due to the fact that large $A_{t}$ terms also contribute to the Higgs mass-parameter [151].

Unfortunately, for a generic choice of $\mu$ and $A_{t}$, the multitude of parameters introduced by mixing weakens the Higgs mass/coupling connection as shown by Eq. (4.25) where sizable $\lambda_{5,7}$ can affect the Higgs couplings without contributing to the Higgs mass. We show this effect in Fig. 4.4 where we consider small deviations from maximal mixing: departures from $\lambda_{7}=\lambda_{7}^{\text {MaxMix }}=0$ are enhanced at large $\tan \beta \gtrsim 20$ and the contribution to $\delta$ and to our predictions can be seizable. Nevertheless such large values of $\tan \beta$ are already in tension with rare $B$ processes, such as $B_{s} \rightarrow \mu^{+} \mu^{-}$[156], and with direct searches for $H / A \rightarrow \bar{\tau} \tau$ [189], so that we do not expect our results to change significantly in the intermediate $\tan \beta$ region, where our bounds are more competitive, see Fig. 4.3.

### 4.4 Extra D-Terms

As discussed above, a 125 GeV Higgs in the MSSM is generally associated with fine-tuning. This suggests that the principle of SUSY, if realized at low energy in a natural way, extends beyond the MSSM, with new tree-level effects contributing to the Higgs quartic. The first possibility is to envisage additional gauge symmetries that contribute to the Higgs quartic, similarly to the MSSM gauge group [149, 153, 157]. In this section we study the example of an additional abelian gauge group under which $H_{1}$ and $H_{2}$ have opposite charges (as compatible with the $\mu$-term). Then, the extra contribution to the Higgs sector quartic ${ }^{3}$

$$
\begin{equation*}
\Delta V=\kappa\left(\left|H_{1}^{0}\right|^{2}-\left|H_{2}^{0}\right|^{2}\right)^{2} \tag{4.26}
\end{equation*}
$$

where,

$$
\begin{equation*}
\kappa=\frac{g_{X}^{2}}{8\left(1+\frac{M_{Z}^{\prime}}{2 m_{\phi}^{2}}\right)} . \tag{4.27}
\end{equation*}
$$
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Figure 4.4: Same as Fig.4.2, but for near maximal mixing and, again, we adjust $\sqrt{m_{\tilde{t}_{1}} m_{\tilde{t}_{2}}} \in$ [550,2000] GeV in order to obtain the observed Higgs mass. We take $x_{t}=\sqrt{6} \pm 0.1$ for the blue/red curve in order to show the influence, for large $\tan \beta$, of small deviations from maximal mixing; $\mu=400 \mathrm{GeV}$.

Here $m_{\phi}$ is the soft SUSY breaking mass of the MSSM singlets that breaks the $\mathrm{U}(1)_{X}$ group (with gauge coupling $g_{X}$ ) and $M_{Z^{\prime}}$ the SUSY-preserving mass of the gauge boson. Eq. (4.27) shows that, in the limit $M_{Z^{\prime}} \gg m_{\phi}$, the $Z^{\prime}$ can be supersymmetrically integrated out and the D-term contribution of the $\mathrm{U}(1)_{X}$ group decouples: non-decoupling D-terms require a large soft mass $m_{\phi} \sim M_{Z^{\prime}}$ and result in an effective hard breaking in the Higgs sector.

The contributions to $\delta_{\lambda}$ and $\delta$ are similar to Eqs. (4.13,4.14), with the substitution $m_{Z}^{2} / v^{2} \rightarrow 4 \kappa$. In the absence of other effects that affect the Higgs mass (we assume the loop effects of Eqs. $(4.20,4.24)$ to be subdominant), we can fix $\kappa$ in order to obtain the observed Higgs mass ${ }^{4}$, we can then write

$$
\begin{align*}
& c_{b} \approx 1+2 \frac{m_{h}^{2}}{m_{H}^{2}} \frac{t_{\beta}^{2}}{t_{\beta}^{2}-1}  \tag{4.28}\\
& c_{t} \approx 1-2 \frac{m_{h}^{2}}{m_{H}^{2}} \frac{1}{t_{\beta}^{2}-1} . \tag{4.29}
\end{align*}
$$

meaning that, for $\tan \beta>1$, positive (negative) deviations are expected in $c_{b}\left(c_{t}\right)$. For large $\tan \beta$ the modifications in $c_{t}$ vanish, as usual, while those on $c_{b}$ asymptote to $c_{b}-1 \approx$ $\left(176 \mathrm{GeV} / m_{H}\right)^{2}$. This is shown, using the exact expressions from Appendix 4.9, in Fig. 4.5.
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Figure 4.5: Higgs couplings deviations in the MSSM with additional non-decoupling D-terms to raise the Higgs mass to 125 GeV (on top of the effect of light stops $m_{\tilde{t}}=500 \mathrm{GeV}$ ). The global fit (Colors as in Fig. 4.2) includes the effect of a 500 GeV stop (to be compared with Fig. 4.2 where the effects of stops on the fit are vanishingly small).

Differently from Fig. 4.2, the global fit of Fig. 4.5 includes the effect of a light stop at 500 GeV (as opposed to the previous section, where heavy stops were necessary to increase the Higgs mass, here this is taken care by the additional D-terms, and the stops can be naturally light, see also Section 4.6). Masses $m_{H} \lesssim 300 \mathrm{GeV}$ can already be excluded, with better results in the small $\tan \beta$ region (see also Fig. 4.3).

In principle we could relax the assumption that $H_{1}$ and $H_{2}$ carry equal and opposite $U(1)_{X}$ charges. In this case, however, additional structure is needed in order to generate a $\mu$-term. For example an extra SM singlet, charged under $U(1)_{X}$ can generate this term by aquiring a non-vanishing vev. This extension, however, implies additional contributions to the quartic potential from F-terms which, as we comment in the next-section, are expected to dominate.

### 4.5 F-Terms, the NMSSM and the BMSSM

It is tempting to parametrize these new effects using an effective field theory approach with an expansion in powers of the scale of physics beyond the MSSM (in the example of the previous section, this would be the mass of the new gauge bosons $M_{Z^{\prime}}$ ). The most general such parametrization, however, lacks any predictive power (peculiar directions in parameter space can be found where an increase in the Higgs quartic coupling doesn't imply modifications of the couplings [158]). Nevertheless, as shown in Ref. [159], the leading order effects in such an
expansion have a very specific form ${ }^{5}$ :

$$
\begin{equation*}
\mathcal{L}_{5}=\int d^{2} \theta\left(\frac{\lambda_{1}}{M}\left(H_{1} H_{2}\right)^{2}+\mathcal{Z} \frac{\lambda_{2}}{M}\left(H_{1} H_{2}\right)^{2}\right) \tag{4.30}
\end{equation*}
$$

where $\mathcal{Z}=\theta^{2} m_{\text {SUSY }}$ is a dimensionless spurion that parametrizes SUSY breaking. This leads to additional contributions to the scalar potential,

$$
\begin{equation*}
\Delta V_{5}=2 \epsilon_{1} H_{1} H_{2}\left(H_{1}^{\dagger} H_{1}+H_{2}^{\dagger} H_{2}\right)+\epsilon_{2}\left(H_{1} H_{2}\right)^{2}+c . c \tag{4.31}
\end{equation*}
$$

with $\epsilon_{1}=\lambda_{1} \mu^{*} / M$ and $\epsilon_{2}=-\lambda_{2} m_{S U S Y} / M$. We obtain

$$
\begin{align*}
\delta_{\lambda} & =\frac{\epsilon_{1}}{4} \sin 2 \beta+\frac{\epsilon_{2}}{16} \sin ^{2} 2 \beta \\
\delta & =-\frac{\epsilon_{1}}{2} \cos 2 \beta-\frac{\epsilon_{2}}{8} \sin 4 \beta . \tag{4.32}
\end{align*}
$$

By construction $\beta \in[0, \pi / 2]$ and for the first term to contribute positively to the Higgs mass, a positive $\epsilon_{1}$ is necessary, implying an enhancement of $c_{b}$ and a decrease in $c_{t}$, similarly to the case studied in the previous section. The term proportional to $\epsilon_{2}$, on the other hand, reduces for $\tan \beta>1$ the $h \bar{b} b$ coupling while increasing the coupling to top quarks, oppositely to the effects of D-terms. This is an interesting case that corresponds to the non-decoupling F-term contribution of an extra singlet, interacting with the Higgs sector via the superpotential term $W=\lambda_{S} S H_{1} H_{2}$, as in the NMSSM. Indeed, in the limit where the mass of the singlet is large, its contribution is given by the second term of Eq. (4.30), where $M=M_{S}\left(m_{S U S Y}=m_{S}\right)$ is the supersymmetric (SUSY breaking) mass of the singlet, and $\lambda_{2}=\lambda_{S}^{2}$ (notice that the singlet also gives a generally subdominant contribution to the first term of Eq. (4.30) with $\epsilon_{1}=-\mu^{*} \lambda_{S}^{2} /\left(2 M_{S}\right)$, which we ignore for the time being $)$.

If the largeness of the Higgs mass is due to a combination of the MSSM D-terms effects of Eq. (4.12) and the present contribution from F-terms due to the singlet (i.e. with negligible contributions from loop-effects), then the Higgs couplings to fermions are modified as

$$
\begin{align*}
& c_{b} \approx 1-\frac{t_{\beta}^{2}-1}{2} \frac{m_{h}^{2}-m_{Z}^{2}}{m_{H}^{2}}  \tag{4.33}\\
& c_{t} \approx 1+\frac{t_{\beta}^{2}-1}{2 t_{\beta}^{2}} \frac{m_{h}^{2}-m_{Z}^{2}}{m_{H}^{2}} \tag{4.34}
\end{align*}
$$

which, for large $\tan \beta$, gives deviations in the $h \bar{t} t$ coupling of order $\Delta c_{t} \approx\left(60 \mathrm{GeV} / m_{H}\right)^{2}$, and in the couplings to bottom quarks $\Delta c_{b} \approx t_{\beta}^{2}\left(60 \mathrm{GeV} / m_{H}\right)^{2}$. We show the exact coupling deviations in Fig. 4.6 (we assume, again, the presence of 500 GeV stops, see section 4.6) where we also emphasize curves of constant $\lambda_{S}$ : values below $\lambda_{S} \lesssim 0.7$ are perturbative up to the GUT scale, while for values $0.7 \lesssim \lambda_{S} \lesssim 2$ the non-perturbative regime is reached above a scale of $10 \mathrm{TeV}[151,160]$. The bounds on $m_{H}$ that can be extracted from this analysis are very much dependent on $\tan \beta$, as can be seen in Fig. 4.3.
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Figure 4.6: Coupling deviations in the NMSSM assuming a Higgs mass of 125 GeV in the limit where the singlet is heavy and it doesn't mix with the Higgs, but its contributions do not decouple. Global fit as in Fig. 4.5.

While the approach of Eq. (4.30) encompasses large classes of models, its applicability is limited to cases with widely separated scales, such as the NMSSM where the singlet has both a large SUSY preserving and SUSY breaking mass ${ }^{6}$. In the opposite case, however, its interactions with the Higgs sector can induce mixings with the lightest CP-even Higgs and the analysis changes completely, as we now discuss.

### 4.5.1 Doublet-singlet mixing

When the singlet is not much heavier than the EW scale, the above analysis ceases to be valid; moreover singlet-Higgs mixing can affect our discussion of section 4.2 (see also Ref. [161] for other LHC bounds on this possibility). Indeed, in this case, the potential Eq. (4.4) includes in particular the term $\Delta V\left(H_{1}, H_{2}, S\right) \supset \delta_{S} s h^{2} / 2$. Once $h$ gets a vev, this term leads to a mixing between $h$ and $S$ so that $h$ becomes a linear combination of the three gauge eigenstates:

[^35]For large $\tan \beta$ only the $H_{2}^{4}$ term is important and the results coincide with those of section $\hat{\mathrm{E}} 4.3 .1$.


Figure 4.7: Feynman diagrams illustrating modifications in the couplings between the Higgs and the fermions (or vectors) due to mixings with the singlet $S$.

Eq. (4.2) now must include

$$
\begin{equation*}
h=\cos \theta\left(\sin \beta h_{2}^{0}-\cos \beta h_{1}^{0}\right)+\sin \theta s \tag{4.37}
\end{equation*}
$$

The mixing $\theta$ can be estimated by using the techniques of section 4.2: the term $\left(\delta_{S} / 2\right) h^{2} s$ corrects the $h$-propagator when $s$ is integrated out and two of the $h$ legs are replaced by vevs, as illustrated in the first diagram of Fig.4.7. This correction, beside modifying the quartic structure $\delta$ and $\delta_{\lambda}$ as discussed so far, it also universally affects all $h$ couplings by shifting the kinetic term to

$$
\begin{equation*}
\mathcal{L}_{e f f} \supset\left(1+2 \frac{\delta_{S}^{2} v^{2}}{m_{S}^{4}}\right) \frac{1}{2} \partial_{\mu} h \partial^{\mu} h . \tag{4.38}
\end{equation*}
$$

Indeed, making this kinetic term canonical leads to a universal suppression of all $h$ couplings by the factor

$$
\begin{equation*}
\cos \theta \approx 1-\frac{\delta_{S}^{2} v^{2}}{m_{S}^{4}}, \tag{4.39}
\end{equation*}
$$

where $\theta$ is defined by Eq. (4.37) and the coupling of Eqs. (4.10, 4.11) become,

$$
\begin{align*}
& c_{b} \approx 1-4 \tan \beta \delta \frac{v^{2}}{m_{H}^{2}}-\frac{\delta_{S}^{2} v^{2}}{m_{S}^{4}}  \tag{4.40}\\
& c_{t} \approx 1+4 \cot \beta \delta \frac{v^{2}}{m_{H}^{2}}-\frac{\delta_{S}^{2} v^{2}}{m_{S}^{4}}  \tag{4.41}\\
& c_{V} \approx 1-\frac{\delta_{S}^{2} v^{2}}{m_{S}^{4}} . \tag{4.42}
\end{align*}
$$

Notice that in this case, if the singlet is light or if its couplings to the Higgs sector are large, sizable modifications of the $h Z Z$ and $h W W$ vertices can be produced. In principle, it is still possible to exploit the Higgs mass/coupling connection to fix $\delta$ and then a simultaneous measurement of $c_{V}$ and $c_{b, t}$ would allow to extract information about $m_{H}$ and about the mixing with the singlet. In practice, however, models of this type introduce many new contributions to the Higgs quartic potential and the Higgs mass/coupling connection looses most of its predictive power. We show this in the example of the NMSSM [162], where the superpotential $W=\lambda S H_{1} H_{2}+\kappa S^{3} / 3$ generates the following relevant terms in the potential
(which add to the usual MSSM D-terms Eq. (4.12)),
$\Delta V_{N M S S M}\left(H_{1}, H_{2}, S\right) \supset m_{S}^{2} S^{2}+\lambda^{2}\left(\left|H_{1} H_{2}\right|^{2}+S^{2}\left|H_{1}\right|^{2}+S^{2}\left|H_{2}\right|^{2}\right)-\left(\lambda A_{\lambda} S H_{1} H_{2}+\lambda \kappa H_{1} H_{2} S^{* 2}+\right.$ h.c. $)$
where we assume real coefficients for simplicity ( $m_{S}$, $A_{\lambda}$ are soft SUSY breaking terms [162]). After the singlet obtains a vev $\langle S\rangle \equiv v_{S}$, we can integrate out its real part, with mass $m_{S}$, and obtain the effective quartic potential
$\Delta V_{N M S S M}^{\text {eff }}\left(H_{1}, H_{2}\right) \supset \lambda^{2}\left|H_{1} H_{2}\right|^{2}-\frac{\mu_{1}^{2}}{m_{S}^{2}} \operatorname{Re}\left(H_{1} H_{2}\right)^{2}-\frac{\mu_{2}^{2}}{4 m_{S}^{2}}\left(\left|H_{1}\right|^{2}+\left|H_{2}\right|^{2}\right)^{2}+\frac{\mu_{1} \mu_{2}}{m_{S}^{2}} \operatorname{Re}\left(H_{1} H_{2}\right)\left(\left|H_{1}\right|^{2}+\left|H_{2}\right|^{\mid}\right.$
(where we have neglected higher order terms in the couplings) and the mixing term

$$
\begin{equation*}
\delta_{S}=\frac{\left(\mu_{2}-\mu_{1} \sin 2 \beta\right)}{\sqrt{2}}, \tag{4.45}
\end{equation*}
$$

with $\mu_{1} \equiv \lambda A_{\lambda}+2 \lambda \kappa v_{S}$, and $\mu_{2} \equiv 2 \lambda^{2} v_{S}$. In this procedure, also contributions from the second diagram of Fig. 4.7 are taken into account. As usual the quartic potential can be written in terms of $h, H$ and we find,

$$
\begin{align*}
\delta_{\lambda} & =\frac{\lambda^{2}}{16} \sin ^{2} 2 \beta-\frac{1}{8} \frac{\delta_{S}^{2}}{m_{S}^{2}}  \tag{4.46}\\
\delta & =-\frac{\lambda^{2}}{8} \sin 4 \beta-\frac{\mu_{1} \delta_{S}}{m_{S}^{2}} \frac{\cos 2 \beta}{2 \sqrt{2}} \tag{4.47}
\end{align*}
$$

As it could have been foreseen, the multitude of parameters that characterize this model breaks the connection between $\delta$ and $\delta_{\lambda}$ and it becomes possible to raise the Higgs mass independently of a modification of its couplings. Even for small $m_{H}$ a conspiracy between the MSSM D-term and these additional F-terms could allow for a large Higgs mass without any observable effect in the Higgs couplings (a similar example in the context of D-terms is discussed in Ref. [158]).

Nevertheless, perturbativity up to the GUT scale (up to 10 TeV ) limits the size of $\lambda \lesssim$ $0.7(2)$ and the necessity of a positive contribution to the Higgs mass from Eq. (4.46), imposes an upper bound on the negative contribution proportional to $\delta_{S}^{2} / m_{S}^{2}$, as we show in the left panel of Fig. 4.8. Since the latter governs the coupling modification due to mixing through Eqs. (4.40-4.42), we see that in the perturbative NMSSM only small deviations are expected due to mixing, $\Delta c_{V} \lesssim 5 \%$ for $m_{S} \gtrsim v$. Deviations in the couplings $c_{b, t}$ are still proportional to the parameter $\delta$ which, as mentioned above, is now independent of the Higgs mass and would allow only to constrain the ratio $\mu_{1} / m_{H}$, which is not particularly interesting.

In $\lambda$ SUSY [163], on the other hand, deviations can easily be of order unity. In particular, if $\delta$ in Eq. (4.47) is positive (notice that for $\tan \beta>1$, both $\sin 4 \beta$ and $\cos 2 \beta$ are negative) we have $c_{t} \gtrsim c_{V}>c_{b}$, which enhances the rate of both $h \rightarrow \gamma \gamma$ and $h \rightarrow V V$. Notice that if we consider only deviations in the tree-level couplings, an enhancement of $h \rightarrow \gamma \gamma$ only, would require $c_{V} \gtrsim c_{t} \gtrsim c_{b}$, a region which is not touched by this model.


Figure 4.8: Upper bound on $\delta_{S}^{2} / m_{S}^{2}$ as a function of $\tan \beta$ requiring perturbativity of the coupling $\lambda_{S}$ up to the GUT scale ( $\lambda_{S} \lesssim 0.7$ ) or only up to $10 \mathrm{TeV}\left(\lambda_{S} \lesssim 2\right)$, as in $\lambda S U S Y$; the contribution of a 500 GeV stop is also included. The parameter $\delta_{S}^{2} / m_{S}^{2}$ enters the modifications of couplings to fermions and gauge bosons Eqs. (4.40-4.42) via the combination $\delta_{S}^{2} v^{2} / m_{S}^{4}$.

### 4.6 Light SUSY Partners

So far we have studied modifications of the direct couplings between Higgs and fermions, restricting our attention to the 2HDM structure of the Higgs sector. When comparing with data, however, the presence of light sparticles can introduce additional nuisances, as they contribute via loop-effects to the $h g g$ and $h \gamma \gamma$ effective vertices. Naturalness suggests that only the partners of third family fermions be light (other bounds on natural SUSY have been studied in Refs. [164-166]); these have also the strongest couplings to the Higgs sector and have potentially a bigger impact than other sparticles. While staus and sbottoms have a negligible effect, light stops can change the analysis considerably [144]. We show this in Fig. 4.9, where we compare $99 \%$ C.L. contours, assuming that a stop has been found, with mass $m_{\tilde{t}}=160,500 \mathrm{GeV}$ (dotted, dashed), with the contours without taking this effect into account (solid) ${ }^{7}$. Since $c_{t}$ itself affects Higgs physics mostly through a modification of the Higgs-gluon effective vertex ${ }^{8}$, the leading effect of light stops, which themselves affect the $h g g$
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Figure 4.9: 99\% C.L. contours from a global fit to the parameters $c_{b}$ and $c_{t}$, taking into account the loop effects due to a stop quark with $m_{\tilde{t}}=160,500, \mathrm{GeV}$ (dot-dashed,dashed); in the solid line this effect is not taken into account, while in the colored contours stops (color coding as in Fig. 4.2) are treated as a nuisance and their contribution is marginalized assuming $m_{\tilde{t}}>160 \mathrm{GeV}$.
effective coupling, results in a shift along the direction of $c_{t}$. As it can be seen, stops heavier than about 500 GeV have negligible influence on the fit. Nevertheless, in Fig. 4.9 we also show the global fit treating the stop contribution as nuisance and marginalizing over it: this is useful to take into account the possibility that a very light stop lies in a region inaccessible to direct searches.

The mass of charginos is also directly related to the EW scale if the chargino is mostly Higgsino: then, In principle light charginos introduce an additional unknown through their contribution to the $h \gamma \gamma$ coupling. However, for this to have any impact, small $\tan \beta \lesssim 5$ [144], very light charginos $m_{\chi^{ \pm}} \ll 250 \mathrm{GeV}[167]$ and large wino-chargino mixing (which is typically suppressed by inverse powers of the wino mass $m_{W}^{2} / M_{2}^{2}$ [168] ) are necessary. We consider this a peculiar, rather than representative, point in parameter space and we assume these effects to be small in our analysis.

### 4.7 Conclusions and Outlook

In the MSSM, the tree-level Higgs mass is too small to account for the observed value of $\approx 125 \mathrm{GeV}$. We have shown, using a simple analytical method based on an expansion in inverse powers of the heavy Higgs mass, how the physics that contributes to increase the light Higgs mass, also modifies the couplings of the lightest CP-even Higgs with fermions and
gauge bosons. In the simplest examples (MSSM with no mixing between top squarks, MSSM with extra non-decoupling D-terms/F-terms) this connection provides distinctive predictions for the Higgs couplings, which allow us to extract bounds on the parameters $m_{A}$ and $\tan \beta$, competitive with bounds from direct searches [189]. Deviations in the couplings $h Z Z$ and $h W W$ are expected to be small in 2 HDMs and we could use the intuitive $c_{b}, c_{t}$ plane to show our results. In this way we could extract bounds on the heavy Higgs mass $m_{H}$, depending on the model and on the size of $\tan \beta$, as we summarized in Fig. 4.3.

Models that include extra gauge singlets that mix with the Higgs sector, can in principle be studied in a similar way. In the most popular realizations, such as the NMSSM, however, the large number of parameters of the model weakens the Higgs mass/coupling connection and predictability is compromised. Yet, theoretical consistency of the model, based for instance on the requirement of perturbativity, can strongly constrain the size of the expected effects.

As long as the uncertainty in measuring Higgs couplings is dominated by statistical errors, more data will lead to better measurments. In the long term, with an integrated luminosity $\sim 300 \mathrm{fb}^{-1}$, the sensitivity to the Higgs couplings to bottom/top quarks is expected to reach $15 \%[169,170]$ and, as we show in the right panel of Fig. 4.3, some deviations from the SM are expected if $m_{H, A} \lesssim 400 \mathrm{GeV}$. At the same time, direct searches would have probed a much larger region of parameter space, but the bounds from Higgs couplings will remain competitive in the intermediate $\tan \beta$ region (better results can be achieved by considering ratios of couplings [171]).

Let us conclude with a comment regarding bounds from flavour physics. The cross-section for $B_{s} \rightarrow \mu^{+} \mu^{-}$processes is proportional to $\tan ^{6} \beta$ and therefore this measurement practically excludes the region $\tan \beta \gtrsim 30$ (depending on other parameters of the model [156]) while it has a relatively small impact for intermediate and small $\tan \beta$; in this regime the bounds discussed in this paper can be considered complementary. Constraints from $b \rightarrow s \gamma$ can be more important [176], but a fair comparison is difficult, as the amplitude for this process depends as much on the details of the sparticle sector as it depends on the parameters of the Higgs sector, which we consider here (in regions where the former are small, bounds on Type II 2 HDMs exclude $m_{H^{ \pm}} \lesssim 300 \mathrm{GeV}$, independently of $\tan \beta \hat{\mathrm{E}}$ [178]). In any case, while the $b \rightarrow s \gamma$ bounds are competitive with the Higgs coupling bounds at present ${ }^{9}$, the latter are expected to become stronger as the integrated luminosity increases.

[^37]Note Added: While this work was being finalized (see [173]), Ref. [174] appeared, which also considers modifications of Higgs couplings in SUSY models with additional, non-decouplings F-terms or D-terms.

### 4.8 Appendix I: Details of experimental fit

To perform the statistical analysis of the data we take the following reescaled couplings of the higgs to the SM particles

$$
\begin{equation*}
c_{t} \equiv \frac{y_{t}}{y_{t}^{S M}}, c_{b}=c_{\tau} \equiv \frac{y_{b}}{y_{b}^{S M}}, c_{V} \equiv \frac{g_{h V V}}{g_{h V V}^{S M}}, \tag{4.49}
\end{equation*}
$$

but fixing $c_{V}=1$ the reason of which is explained before in the text.
We also take into account the stop loop effects which appear in the $g g \rightarrow h, h \rightarrow \gamma \gamma$, $h \rightarrow g g$ production and decay modes. The main contributions to these effects [185-187] are given by the following expressions:

$$
\begin{gather*}
\frac{\sigma(g g \rightarrow h)}{\sigma(g g \rightarrow h)_{S M}} \approx \frac{\Gamma(h \rightarrow g g)}{\Gamma(h \rightarrow g g)_{S M}} \approx\left|\frac{A_{t}^{g g}+A_{\tilde{t}_{1}}^{g g}+A_{\tilde{t}_{2}}^{g g}}{A_{t, S M}^{g}}\right|^{2}  \tag{4.50}\\
\approx c_{t}^{2}\left|1+\frac{m_{t}^{2}}{4 m_{\tilde{t}_{1}}}+\frac{m_{t}^{2}}{4 m_{\tilde{t}_{2}}}-\frac{m_{t}^{2} X_{t}^{2}}{4 m_{\tilde{t}_{1}} m_{\tilde{t}_{2}}}\right|^{2}  \tag{4.51}\\
\frac{\Gamma(h \rightarrow \gamma \gamma)}{\Gamma(h \rightarrow \gamma \gamma)_{S M}} \approx\left|\frac{A_{w}^{\gamma \gamma}+A_{t}^{\gamma \gamma}+A_{\tilde{t}_{1}}^{\gamma \gamma}+A_{\tilde{t}_{2}}^{\gamma \gamma}}{A_{w, S M}^{\gamma \gamma}+A_{t, S M}^{\gamma \gamma}}\right|^{2}  \tag{4.52}\\
\approx\left|1.28 a-0.28 c_{t}\left(\frac{m_{t}^{2}}{4 m_{\tilde{t}_{1}}^{2}}+\frac{m_{t}^{2}}{4 m_{\tilde{t}_{2}}^{2}}-\frac{m_{t}^{2} X_{t}^{2}}{4 m_{\tilde{t}_{1}} m_{\tilde{t}_{2}}}\right)\right|^{2} \tag{4.53}
\end{gather*}
$$

The statistical analysis is performed using the latest signal strenght data given by Tevatron and ATLAS, and the one given by CMS at ICHEP. We didn't take the latest CMS data due to the fact that only a combination of 7 and 8 TeV is given in the signal strenghts at a higgs mass different than the one of ICHEP which doesn't allow us to extract them separatedly ${ }^{10}$.

The signal strengths are assumed to follow a Gaussian distribution and we fit the data by minimizing a $\chi^{2}$ with the theoretical prediction for the signal strenght:

$$
\begin{equation*}
\mu^{i}=\frac{\sum_{p} \sigma_{p}\left(a, c_{t}, c_{b}, c_{\tau}\right) \zeta_{p}^{i}}{\sum_{p} \sigma_{p}^{S M} \zeta_{p}^{i}} \frac{B R_{i}\left(a, c_{t}, c_{b}, c_{\tau}\right)}{B R_{i}^{S M}}, \tag{4.54}
\end{equation*}
$$

In the few cases where the given signal strenght errors are not symmetric we symmetrize them in quadrature. Statistical and theoretical errors are summed in quadrature without taking into account possible correlations, this approach is reasonable since at the moment the effect of this correlations is still small and can be neglected. In the other hand when

[^38]comparing our fits using ICHEP data for both CMS and ATLAS we find an agreement of better than $\% 10$ between our figure and the one provided by them (we find this agreement to become better depending on the assumed cuts in the channels where they are not completely specified).

The data used can be found in table 4.1 where all the channels taken into account are specified. In this table we see that for each channel a particular set of cuts is defined. These refer to the values of $\zeta_{p}^{i}$ found in equation 4.54 which are the cuts for each higgs production mode: gluon fusion (G), vector boson fusion (VBF), associated production with a vector boson (A) and associated $t \bar{t}$ (tth). Expanded this can be seen as:

$$
\frac{\sum_{p} \sigma_{p} \zeta_{p}^{i}}{\sum_{p} \sigma_{p}^{S M} \zeta_{p}^{i}}=\frac{c_{t}^{2}\left(\sigma_{G} \zeta_{G}^{i}+\sigma_{t t H} \zeta_{t+H}^{i}\right)+a^{2}\left(\sigma_{V B F} \zeta_{V B F}^{i}+\sigma_{W H} \zeta_{W H}^{i}+\sigma_{Z H}^{i} \zeta_{Z H}^{i}\right)}{\sigma_{G} \zeta_{G}^{2}+\sigma_{V B F} \zeta_{V B F}^{2}+\sigma_{W H} \zeta_{W H}^{i}+\sigma_{Z H} \zeta_{Z H}^{i}+\sigma_{t t H}^{i} \zeta_{t H H}^{i}}
$$

where the cut efficiencies $\zeta_{p}^{i}$ for each production mode $p$ corresponding to each channel $i$ are reported below in table 4.2.

### 4.9 Appendix II: Details of the exact theory computation

The most general two Higgs doublet model (2HDM) potential for the neutral components of the doublet is,

$$
\begin{align*}
\Delta V & =m_{1}^{2} H_{1}^{2}+m_{2}^{2} H_{2}^{2}-\left(m_{12}^{2} H_{1} H_{2}+c . c .\right)+\frac{\lambda_{1}}{2}\left|H_{1}\right|^{4}+\frac{\lambda_{2}}{2}\left|H_{2}\right|^{4}+\lambda_{3}\left|H_{1}\right|^{2}\left|H_{2}\right|^{2}+\lambda_{4}\left(H_{1} H_{2}\right)^{\dagger}\left(H_{1} H_{2}\right) \\
& +\left(\frac{\lambda_{5}}{2}\left|H_{1} H_{2}\right|^{2}+\lambda_{6}\left|H_{1}\right|^{2} H_{1} H_{2}+\lambda_{7}\left|H_{2}\right|^{2} H_{1} H_{2}+c . c\right) \tag{4.55}
\end{align*}
$$

We have used the convention of Ref. $\hat{E}[150,155]$. We can rewrite this potential in the $h-H$ basis to obtain,

$$
\begin{aligned}
\delta & =\frac{\lambda_{1}}{2} c_{\beta}^{3} s_{\beta}+\frac{\lambda_{2}}{2} s_{\beta}^{3} c_{\beta}+\frac{1}{2}\left(\lambda_{3}+\lambda_{4}+\lambda_{5}\right) s_{\beta} c_{\beta}\left(s_{\beta}^{2}-c_{\beta}^{2}\right)+\frac{\lambda_{6}}{2}\left(c_{\beta}^{2}\left(s_{\beta}^{2}-c_{\beta}^{2}\right)+2 s_{\beta}^{2} c_{\beta}^{2}\right)+\frac{\lambda_{7}}{2}\left(s_{\beta}^{2}\left(s_{\beta}^{2}-c_{\beta}^{2}\right)-2 s\right. \\
\delta_{\lambda} & =\frac{\lambda_{1}}{8} c_{\beta}^{4}+\frac{\lambda_{2}}{8} s_{\beta}^{4}+\frac{1}{4}\left(\lambda_{3}+\lambda_{4}+\lambda_{5}\right) s_{\beta}^{2} c_{\beta}^{2}+\frac{\lambda_{6}}{2}\left(c_{\beta}^{3} s_{\beta}\right)+\frac{\lambda_{7}}{2}\left(s_{\beta}^{3} c_{\beta}\right)
\end{aligned}
$$

We will now give the values of $\lambda_{1}-\lambda_{5}$ in the different models we have considered. In the MSSM we have,

$$
\begin{equation*}
\lambda_{1}=\frac{m_{Z}^{2}}{2 v^{2}} \quad \lambda_{2}=\frac{m_{Z}^{2}}{2 v^{2}} \quad \lambda_{3}=-\frac{m_{Z}^{2}}{2 v^{2}} \tag{4.57}
\end{equation*}
$$

Table 4.1: CMS, ATLAS and Tevatron data for the most sensitive channels. The cuts are classified as inclusive (I), associated production (A), vector boson fusion (VBF) or else ( $\gamma \gamma_{X}$ ), see Appendix for details. $\hat{\mu}^{1.96,7,8}$ denote the best fits for the 1.96 TeV Tevatron, and the 7,8 TeV LHC data.

| CMS | Cuts | $\hat{\mu}^{7}$ | $\hat{\mu}^{8}$ |
| :---: | :---: | :---: | :---: |
| 125 GeV |  |  |  |
| $\gamma \gamma_{0}[179]$ | $\gamma \gamma_{X}$ | $3.1_{-1.8}^{+1.9}$ | $1.5_{-1.3}^{+1.3}$ |
| $\gamma \gamma_{1}[179]$ | $\gamma \gamma_{X}$ | $0.6_{-0.9}^{+1.0}$ | $1.5_{-1.1}^{+1.1}$ |
| $\gamma \gamma_{2}[179]$ | $\gamma \gamma_{X}$ | $0.7_{-1.2}^{+1.2}$ | $1.0_{-1.2}^{+1.2}$ |
| $\gamma \gamma_{3}[179]$ | $\gamma \gamma_{X}$ | $1.5_{-1.6}^{+1.6}$ | $3.8_{-1.8}^{+1.8}$ |
| $\gamma \gamma_{j j}[179]$ | $\gamma \gamma_{X}$ | $4.2_{-2}^{+2}$ | $L:-0.6_{-2.0}^{+2.0}$ |
|  |  | $T: 1_{1.3}^{+1.6}$ |  |
| $\tau \tau_{0 / 1 j}[180]$ | I | $1.0_{-1.4}^{+1.5}$ | $2.1_{-1.6}^{+1.5}$ |
| $\tau \tau_{V B F}[180]$ | VBF | $-1.8_{-1.2}^{+1.4}$ | $-1.8_{-1.3}^{+1.4}$ |
| $\tau \tau_{V H}[180]$ | A | $0.6_{-3.1}^{+4.2}$ | - |
| $b b_{V H}[180]$ | A | $0.6_{-1.2}^{+1.3}$ | $0.4_{-0.9}^{+1.2}$ |
| $b b_{t t H}[180]$ | ttH | $-0.8_{-1.8}^{+2.1}$ | - |
| $W W_{0 j}[131]$ | I | $0.1_{-0.6}^{+0.6}$ | $1.3_{-0.6}^{+0.8}$ |
| $W W_{1 j}[131]$ | I | $1.7_{-1.2}^{+1.2}$ | $0.0_{-0.8}^{+0.8}$ |
| $W W_{2 j}[131]$ | VBF | $0.0_{-1.3}^{+1.3}$ | $1.3_{-1.3}^{+1.7}$ |
| $Z Z[180]$ | I | $0.6_{-0.5}^{+0.8}$ | $0.8_{-0.5}^{+0.7}$ |
| $\mathrm{CDF} / \mathrm{D0}$ | Cuts | $\hat{\mu}^{1.96}$ | - |
| 125 GeV |  | - |  |
| $\gamma \gamma[188]$ | I | $3.6_{-2.5}^{+3.0}$ | - |
| $b b[188]$ | A | $2.0_{-0.6}^{+0.7}$ | - |
| $W W[188]$ | I | $0.3_{-0.3}^{+1.2}$ | - |


| ATLAS |  |  |  |
| :---: | :---: | :---: | :---: |
| 126.5 GeV | Cuts | $\hat{\mu}^{7}$ |  |
| $\gamma \gamma_{\text {UnCeLPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $0.5_{-1.4}^{+1.4}$ |  |
| $\gamma \gamma_{\text {UnCeHPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $0.2_{-1.9}^{+2.0}$ |  |
| $\gamma \gamma_{\text {UnReLPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $2.5_{-1.7}^{+1.7}$ |  |
| $\gamma \gamma_{\text {UnReHPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $10.4_{-3.7}^{+3.7}$ |  |
| $\gamma \gamma_{\text {CoCeLPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $6.1_{-2.7}^{+2.7}$ |  |
| $\gamma \gamma_{\text {CoCeHPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $-4.4_{-1.8}^{+1.8}$ |  |
| $\gamma \gamma_{\text {CoReLPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $2.7_{-2.0}^{+2.0}$ |  |
| $\gamma \gamma_{\text {CoReHPTt }}[141,142]$ | $\gamma \gamma_{X}$ | $-1.6_{-2.9}^{+2.9}$ |  |
| $\gamma \gamma_{\text {CoTr }}[141,142]$ | $\gamma \gamma_{X}$ | $0.3_{-3.6}^{+3.6}$ |  |
| $\gamma \gamma_{2 j}[141,142]$ | $\gamma \gamma_{X}$ | $2.7_{-1.9}^{+1.9}$ | $L:$ |
| $\gamma \gamma_{\text {LepTag }}[142]$ | $\gamma \gamma_{X}$ | - | $H$ |
| $\tau \tau[138,140]$ | I | $0.3_{-1.8}^{+1.7}$ | 0. |
| $b b[137,138]$ | A | $-2.7_{-1.6}^{+1.6}$ |  |
| $W W[138,140]$ | I | $0.5_{-0.6}^{+0.6}$ |  |
| $Z Z[131,138]$ | I | $1.1_{-0.7}^{+1.0}$ |  |

At the one loop level we get the following additional contributions to the effective potential from top squark loops,

$$
\begin{align*}
\Delta \lambda_{2} & =\frac{y_{t}^{4}}{32 \pi^{2}}\left(6\left(2+c_{21} l_{s}\right) l_{s}+\left(1+c_{21} l_{s}\right) x_{t} a_{t} y_{t}^{4}\left(12-x_{t} a_{t}\right)\right) \\
\Delta \lambda_{5} & =-\frac{y_{t}^{4}}{32 \pi^{2}}\left(1+c_{11} l_{s}\right)(\tilde{\mu})^{2} x_{t}^{2} y_{t}^{4} \\
\Delta \lambda_{7} & =-\tilde{\mu} \frac{y_{t}^{4}}{32 \pi^{2}} x_{t}\left(6-x_{t} a_{t}\right)\left(1+c_{31} l_{s}\right) \tag{4.58}
\end{align*}
$$

Table 4.2: Cut efficiencies for production modes $[141,142,179]$ of the channels of table 4.1. Numbers in brackets give the efficiencies at 8 TeV , the others at 7 TeV and the overall normalization in each line factorizes.

| $i$ | $\zeta_{G}^{i}$ | $\zeta_{V B F}^{i}$ | $\zeta_{W H}^{i}$ | $\zeta_{Z H}^{i}$ | $\zeta_{t t H}^{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma \gamma_{0}$ | $0.28(0.45)$ | $1(1)$ | $1.52(1.91)$ | $1.52(1.91)$ | $2.37(4.00)$ |
| $\gamma \gamma_{1}$ | $1.16(1.17)$ | $1(1)$ | $1.36(1.43)$ | $1.36(1.43)$ | $2.24(2.00)$ |
| $\gamma \gamma_{2}$ | $1.80(1.84)$ | $1(1)$ | $1.36(1.07)$ | $1.36(1.07)$ | $0(0)$ |
| $\gamma \gamma_{3}$ | $1.80(1.84)$ | $1(1)$ | $1.36(1.43)$ | $1.36(1.43)$ | $0(0)$ |
| $\gamma \gamma_{j j}$ | 0.029 | 1 | 0.019 | 0.019 | 0 |
| $\gamma \gamma_{j j}(\mathrm{~T})$ | $(0.024)$ | $(1)$ | $(0)$ | $(0)$ | $(0)$ |
| $\gamma \gamma_{j j}(\mathrm{~L})$ | $(0.094)$ | $(1)$ | $(0.064)$ | $(0.064)$ | $(0)$ |
| $\gamma \gamma_{\text {UnCeLPTt }}$ | $1.85(1.78)$ | $1(1)$ | $0.97(0.77)$ | $0.99(0.87)$ | $0.74(0.58)$ |
| $\gamma \gamma_{\text {UnCeHPTt }}$ | $0.34(0.41)$ | $1(1)$ | $1.36(0.59)$ | $1.44(0.77)$ | $2.27(1.37)$ |
| $\gamma \gamma_{U n R e L P T t}$ | $1.90(1.79)$ | $1(1)$ | $1.11(0.93)$ | $1.12(1.06)$ | $0.76(0.58)$ |
| $\gamma \gamma_{U n R e H P T t}$ | $0.32(0.41)$ | $1(1)$ | $1.45(0.69)$ | $1.50(0.89)$ | $1.66(0.97)$ |
| $\gamma \gamma_{\text {CoCeLPTt }}$ | $1.85(1.78)$ | $1(1)$ | $1.03(0.77)$ | $0.99(0.87)$ | $0.74(0.58)$ |
| $\gamma \gamma_{\text {CoCeHPTt }}$ | $0.35(0.43)$ | $1(1)$ | $1.41(0.65)$ | $1.48(0.78)$ | $2.43(1.44)$ |
| $\gamma \gamma_{\text {CoReLPTt }}$ | $1.95(1.83)$ | $1(1)$ | $1.14(0.95)$ | $1.15(1.09)$ | $0.78(0.60)$ |
| $\gamma \gamma_{\text {CoReHPTt }}$ | $0.33(0.40)$ | $1(1)$ | $1.49(0.75)$ | $1.46(0.91)$ | $1.67(1.05)$ |
| $\gamma \gamma_{\text {CoTr }}$ | $1.37(1.30)$ | $1(1)$ | $1.37(0.95)$ | $1.30(1.09)$ | $0.86(0.66)$ |
| $\gamma \gamma_{2 j}$ | 0.02 | 1 | 0.01 | 0.01 | 0.02 |
| $\gamma \gamma_{2 j}(\mathrm{H})$ | $(0.037)$ | $(1)$ | $(0.010)$ | $(0.012)$ | $(0.018)$ |
| $\gamma \gamma_{2 j}(\mathrm{~L})$ | $(0.95)$ | $(1)$ | $(9.3)$ | $(9.6)$ | $(3.8)$ |
| $\gamma \gamma_{\text {LePTag }}$ | $(0.65)$ | $(1)$ | $(359.4)$ | $(160.2)$ | $(551.4)$ |
| I | 1 | 1 | 1 | 1 | 1 |
| A | 0 | 0 | 1 | 1 | 0 |
| VBF | 0.029 | 1 | 0.019 | 0.019 | 0 |
| ttH | 0 | 0 | 0 | 0 | 1 |

Here,

$$
\begin{align*}
l_{s} & =\log \left[M_{s}^{2} / m_{t}^{2}\right], \quad y_{t}=m_{t}\left(m_{t}\right) /(v \sin \beta), \\
x_{t} & =\left(A_{t}-\mu \cot \beta\right) / M_{s}, \quad \tilde{\mu}=\mu / M_{s}, \quad \hat{\mathrm{E}} a_{t}=A_{t} / M_{s} \\
c_{11} & =\frac{1}{32 \pi^{2}}\left(12 y_{t}^{2}-32 g_{3}^{2}\left(m_{t}\right)\right) \\
c_{21} & =\frac{1}{32 \pi^{2}}\left(6 y_{t}^{2}-32 g_{3}^{2}\left(m_{t}\right)\right) \\
c_{31} & =-\frac{1}{32 \pi^{2}}\left(9 y_{t}^{2}-32 g_{3}^{2}\left(m_{t}\right)\right) \tag{4.59}
\end{align*}
$$

For the BMSSM we get,

$$
\Delta \lambda_{5}=2 \epsilon_{1} \quad \Delta \lambda_{6}=2 \epsilon_{2} \quad \Delta \lambda_{7}=2 \epsilon_{2}
$$

For the D-term extension we get,

$$
\begin{equation*}
\Delta \lambda_{1}=2 \kappa \quad \Delta \lambda_{2}=2 \kappa \quad \Delta \lambda_{3}=-2 \kappa \tag{4.61}
\end{equation*}
$$

Finally for the NMSSM with no doublet singlet mixing we get,

$$
\begin{equation*}
\Delta \lambda_{4}=\left|\lambda_{S}\right|^{2} \tag{4.62}
\end{equation*}
$$

The case of NMSSM with doublet singlet mixing has been dealt with in great detail in Sec. Ê4.5.1. For F-terms from triplets we get,

$$
\begin{equation*}
\Delta \lambda_{1}=2\left|\lambda_{T}\right|^{2} \quad \Delta \lambda_{2}=2\left|\lambda_{\bar{T}}\right|^{2} \tag{4.63}
\end{equation*}
$$

We can now write the mass matrix elements of the CP-even sector in terms of these couplings,

$$
\begin{align*}
\mathcal{M}_{12} & =2 v^{2}\left[\left(\lambda_{3}+\lambda_{4}\right) s_{\beta} c_{\beta}+\lambda_{6} c_{\beta}^{2}+\lambda_{7} s_{\beta}^{2}\right]-m_{A}^{2} \sigma c_{\beta}  \tag{4.64}\\
\mathcal{M}_{12} & =2 v^{2}\left[\lambda_{1} c_{\beta}^{2}+2 \lambda_{6} c_{\beta} s_{\beta}+\lambda_{5} s_{\beta}^{2}\right]+m_{A}^{2} \sigma^{2}  \tag{4.65}\\
\mathcal{M}_{22} & =2 v^{2}\left[\lambda_{2} s_{\beta}^{2}+2 \lambda_{7} c_{\beta} s_{\beta}+\lambda_{5} c_{\beta}^{2}\right]+m_{A}^{2} c_{\beta}^{2} \tag{4.66}
\end{align*}
$$

where we have used [155],

$$
\begin{equation*}
m_{12}^{2}=\sigma c_{\beta}\left(m_{A}^{2}+2 \lambda_{5} v^{2}+\lambda_{6} t_{\beta}^{-1} v^{2}+\lambda_{7} t_{\beta} v^{2}\right) . \tag{4.67}
\end{equation*}
$$

Once we know the CP-even matrix elements we can easily find the exact coupling deviations. First we demand that the light Higgs mass,

$$
\begin{equation*}
m_{h}^{2}=\frac{1}{2}\left(\mathcal{M}_{11}+\mathcal{M}_{22}-\sqrt{\left(\mathcal{M}_{22}-\mathcal{M}_{11}\right)^{2}-4 \mathcal{M}_{12}^{2}}\right) \tag{4.68}
\end{equation*}
$$

is equal to 125 GeV by choosing an appropriate value of the stop mass in the MSSM, an appropriate value of $g_{X}$ for the D-term extension and an appropriate value of $\lambda$ for the NMSSM. Now we can compute $c_{b}=-\sin \alpha / \cos \beta$ and $c_{t}=\cos \alpha / \sin \beta$, where $\alpha$ is extracted from

$$
\begin{equation*}
\tan 2 \alpha=\frac{2 \mathcal{M}_{12}}{\mathcal{M}_{11}-\mathcal{M}_{22}} \tag{4.69}
\end{equation*}
$$

## Chapter 5

## The Renormalized Hamiltonian Truncation Method

### 5.1 Introduction and review

An outstanding problem in theoretical physics is to solve strongly coupled Quantum Field Theories (QFT). When they are not amenable to analytic calculations one can resort to numerical approaches. The two most used numerical approaches are lattice simulations and direct diagonalization of truncated Hamiltonians. In this paper we further develop the Hamiltonian truncation method recently presented in Ref. [7,8,190], that renormalizes the truncated Hamiltonian $H_{T}$ to improve the numerical accuracy.

The Hamiltonian truncation method consists in truncating the Hamiltonian $H$ into a large finite matrix $\left(H_{T}\right)_{i j}$ and then diagonalizing it numerically. There is a systematic error with this approach that vanishes as the size of the truncated Hamiltonian $H_{T}$ is increased. There are different versions of the Hamiltonian truncation method that mainly differ on the frame of quantization and the choice of basis in which $H$ is truncated. Two broad categories within the Hamiltonian truncation methods are the Truncated Conformal Space Approach [191] and Discrete Light Cone Quantization [192]. A less traveled route consists in using the Fock-Space basis to truncate the Hamiltonian [7,190,193-197]. Lately there have been many advances in the Hamiltonian Truncation methods, see for instance [8, 198-204].

We review the truncated Hamiltonian approach following the discussion of Ref. [7,8]. The problem we are interested in is finding the spectrum of a strongly coupled QFT. Therefore we want to solve the eigenvalue equation

$$
\begin{equation*}
H|\mathcal{E}\rangle=\mathcal{E}|\mathcal{E}\rangle, \tag{5.1}
\end{equation*}
$$

where $H=H_{0}+V, H_{0}$ is a solvable Hamiltonian or the free Hamiltonian and $V$ is the potential. $H_{0}$ is diagonalized by the states $H_{0}\left|E_{n}\right\rangle=E_{n}\left|E_{n}\right\rangle$. Suppose we are interested in studying the lowest energy states of the theory. One way to do it is separating the Hilbert space $\mathcal{H}$ into $\mathcal{H}=\mathcal{H}_{l} \oplus \mathcal{H}_{h}$, where $\mathcal{H}_{l}$ is of finite dimension and it is spanned by the states
$\left|E_{n}\right\rangle$ with $E_{n} \leqslant E_{T}$. Then, the Hilbert space $\mathcal{H}_{h}$ is an infinite-dimensional Hilbert space containing the rest of the states $E_{n}>E_{T}$. The states are projected as $P_{l}|x\rangle \equiv\left|x_{l}\right\rangle \in \mathcal{H}_{l}$ and (II $\left.-P_{l}\right)|x\rangle=P_{h}|x\rangle \equiv\left|x_{h}\right\rangle \in \mathcal{H}_{h}$. Then, the eigenvalue problem can be replaced by

$$
\begin{equation*}
H_{e f f}(\mathcal{E})\left|\mathcal{E}_{l}\right\rangle=\mathcal{E}\left|\mathcal{E}_{l}\right\rangle, \tag{5.2}
\end{equation*}
$$

where $H_{\text {eff }} \equiv H_{T}+\Delta H(\mathcal{E})$, the truncated Hamiltonian is $H_{T}=P_{l} H P_{l}$ and

$$
\begin{equation*}
\Delta H(\mathcal{E})=V_{l h} \frac{1}{\mathcal{E}-H_{0 h h}-V_{h h}} V_{h l} \tag{5.3}
\end{equation*}
$$

with $O_{i j} \equiv P_{i} O P_{j}$ for $i, j \in\{h, l\}$. To derive Eq. (5.2), project Eq. (5.1) into the two equations

$$
\begin{equation*}
H_{l l}\left|\mathcal{E}_{l}\right\rangle+H_{l h}\left|\mathcal{E}_{h}\right\rangle=\mathcal{E}\left|\mathcal{E}_{l}\right\rangle, \quad H_{h l}\left|\mathcal{E}_{l}\right\rangle+H_{h h}\left|\mathcal{E}_{h}\right\rangle=\mathcal{E}\left|\mathcal{E}_{h}\right\rangle, \tag{5.4}
\end{equation*}
$$

and then substitute $\left|\mathcal{E}_{h}\right\rangle=\left(\mathcal{E}-H_{h h}\right)^{-1} H_{h l}\left|\mathcal{E}_{l}\right\rangle$ from the second equation in (5.4) into the first.

Notice that Eq. (5.2) is an exact equation and that a complete knowledge of $\Delta H(\mathcal{E})$ would render the original eigenvalue problem of Eq. (5.1) solvable by an easy numerical diagonalization. In the limit where $E_{T} \rightarrow \infty$ the corrections $\Delta H$ to $H_{T}$ can be neglected, but it is computationally very costly to increase the size of $H_{T}$ and then diagonalize it. Therefore it is interesting to calculate $\Delta H$ to improve the numerical accuracy for a given $E_{T}$. A first step to compute $\Delta H$ is to perform an expansion of Eq. (5.2) in powers of $V_{h h}\left(\mathcal{E}-H_{0}\right)^{-1}$,

$$
\Delta H\left(\mathcal{E}, E_{T}\right)=\sum_{n=0}^{\infty} \Delta H_{n}\left(\mathcal{E}, E_{T}\right), \quad \text { where } \quad \Delta H_{n}\left(\mathcal{E}, E_{T}\right)=V_{l h} \frac{1}{\mathcal{E}-E_{h h}}\left(V_{h h} \frac{1}{\mathcal{E}-E_{h h}}\right)^{n} V_{h l}
$$

where the matrix elements of $\Delta H_{n}$ are given by
$\Delta H_{n}(\mathcal{E})_{r s}=\sum_{j_{1}, \cdots, j_{n}-1: E_{j_{i}}>E_{T}} V_{r j_{1}} \frac{1}{\mathcal{E}-E_{j_{1}}} V_{j_{1} j_{2}} \frac{1}{\mathcal{E}-E_{j_{2}}} V_{j_{2} j_{3}} \cdots V_{j_{n-2} j_{n-1}} \frac{1}{\mathcal{E}-E_{j_{n-1}}} V_{j_{n-1} s}$,
in the $H_{0}$ eigenbasis and the sums run over all labels $j_{1}, \ldots, j_{n-1}$ of states belonging to $\mathcal{H}_{h}$ with $r, s$ denoting the matrix elements (corresponding to eigenstates of $H_{0}$ with $E_{s}, E_{r} \leqslant E_{T}$ eigenvalues). Naively the truncation of the series in Eq. (5.5) is justified for $V_{h h} / H_{0 h h}<1$ which for large enough $E_{T}$ and $\mathcal{E} \ll E_{T}$ is fulfilled, and allows to go to strong coupling. This is discussed in detail in Sec. 5.5.3. The operator $\Delta H$ depends on the exact eigenvalue and in practice the way Eq. (5.2) is solved is by diagonalizing iteratively $H_{\text {eff }}\left(\mathcal{E}^{*}\right)$ starting with an initial seed $\mathcal{E}^{*}$. It is convenient to take $\mathcal{E}^{*}$ close to the exact eigenvalue $\mathcal{E}$, a simple and effective choice is to take the eigenvalue obtained from diagonalizing $H_{T}$.

In Ref. [7] the $\phi^{4}$ theory in two dimensions was studied at strong coupling using the Hamiltonian truncation method just presented in the Fock basis. There, the leading terms of $\Delta H_{2}$ doing a local expansion were computed and shown to improve the results with respect to the ones found by only diagonalizing $H_{T}$. The main result of our work is to explain a way to calculate the exact corrections to $\Delta H$ at any order $\Delta H_{n}$. As an example we calculate the
$\Delta H_{2}$ correction and some of the $\Delta H_{3}$ terms for the $\phi^{4}$ theory in two dimensions and present various approximation schemes for a faster numerical implementation. This can be seen as an extension of the method presented in Ref. [7] which we believe to be very promising.

The paper is organized as follows. In Sec. 5.2 we introduce a general formula to compute $\Delta H_{n}\left(\mathcal{E}, E_{T}\right)$ at any order $n$. Then we apply the method to the $\phi^{2}$ and $\phi^{4}$ scalar field theories in $d=2$ space-time dimensions which we first define in Sec. 5.3. The method is tested in Sec. 5.4 by studying the spectrum of the solvable $\phi^{2}$ perturbation with the calculation of $\Delta H_{2}$ and $\Delta H_{3}$. Other numerical tests are also performed in this section. Next, in Sec. 5.5 we give the $\Delta H_{2}$ correction for the $\phi^{4}$ theory, and discuss the $\Delta H_{3}$ calculation with some examples. There we also discuss the convergence of the $\Delta H_{n}$ expansion and compute the lowest energy levels of the theory at strong coupling. In Sec. 5.6, we conclude and outline future directions of the method that are left open. In Appendix 5.6 we introduce a simple diagrammatic representation to compute $\Delta H_{n}$. Lengthy derivations and results are relegated to the Appendices 5.6 and 5.6. All the numerical calculations for this work have been done with Mathematica.

### 5.2 Calculation of $\Delta H$ at any order

In this section we present one of the main results of this paper which is the derivation of the $n$ th-order correction $\Delta H_{n}$ of Eq. (5.5) to the Truncated Hamiltonian. We start by defining the operator

$$
\begin{equation*}
\Delta \hat{H}(\mathcal{E})=\sum_{n=2}^{\infty} \Delta \hat{H}_{n}(\mathcal{E}), \quad \text { where } \quad \Delta \hat{H}_{n}(\mathcal{E})=\left(V \frac{1}{\mathcal{E}-H_{0}}\right)^{n-1} V \tag{5.6}
\end{equation*}
$$

which in the $H_{0}$ eigenbasis is given by

$$
\begin{equation*}
\Delta \hat{H}_{n}(\mathcal{E})_{r s}=\sum_{j_{1}, \ldots, j_{n-1}=1}^{\infty} V_{r j_{1}} \frac{1}{\mathcal{E}-E_{j_{1}}} V_{j_{1} j_{2}} \frac{1}{\mathcal{E}-E_{j_{2}}} V_{j_{2} j_{3}} \cdots V_{j_{n-2} j_{n-1}} \frac{1}{\mathcal{E}-E_{j_{n-1}}} V_{j_{n-1} s} \tag{5.7}
\end{equation*}
$$

where the indices $j_{1}, j_{2}, \ldots, j_{n-1}$ run over the states of the full Hilbert space $\mathcal{H}$. Notice that the only difference between $\Delta H_{n}$ and $\Delta \hat{H}_{n}$ is that the later receives contributions from all the eigenstates of $H_{0}$ while $\Delta H_{n}$ only from those with $E_{j}$ energies $E_{j}>E_{T}$. This translates into the fact that each term in $\Delta H_{n}(\mathcal{E})$ has all the poles located at $\mathcal{E}>E_{T}$ as seen in Eq. (5.5).

From here the derivation of $\Delta H_{n}$ follows from the observation that Eq. (5.7) can be rewritten as the improper Fourier transform of the product of potentials restricted to positive times

$$
\begin{equation*}
\Delta \hat{H}_{n}(\mathcal{E})_{r s}=\lim _{\epsilon \rightarrow 0}(-i)^{n-1} \int_{0}^{\infty} d t_{1} \cdots d t_{n-1} e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right)\left(t_{1}+\cdots t_{n-1}\right)} \mathcal{T}\left\{V\left(T_{1}\right) \cdots V\left(T_{n}\right)\right\}_{r s} \tag{5.8}
\end{equation*}
$$

where $T_{k}=\sum_{i=1}^{i=n-k} t_{i}, V(t)=e^{i H_{0} t} V e^{-i H_{0} t}$ and $\mathcal{T}$ denotes the time ordering operation ${ }^{1}$.

[^39]Then, our method consists in applying the Wick theorem to Eq. (5.8) to calculate $\Delta \hat{H}_{n}$ and obtaining $\Delta H_{n}$ by keeping only the terms of $\Delta \hat{H}_{n}$ corresponding to states with $E_{j}>E_{T}$, i.e. by keeping only the terms of $\Delta \hat{H}_{n}$ which have all poles above $E_{T} .{ }^{2}$ In the following sections we show how to carry this procedure for the cases of the $\phi^{2}$ perturbation and $\phi^{4}$ theory.

### 5.3 Scalar theories

We study scalar theories in two space-time dimensions defined by the Minkowskian action $S=S_{0}+S_{I}$ where

$$
\begin{gather*}
S_{0}=\frac{1}{2} \int_{-\infty}^{\infty} d t \int_{0}^{L} d x:(\partial \phi)^{2}-m^{2} \phi^{2}:,  \tag{5.9}\\
S_{I}=-\int_{-\infty}^{\infty} d t V(\phi)=-g_{\alpha} \int_{-\infty}^{\infty} d t \int_{0}^{L} d x: \phi^{\alpha}: . \tag{5.10}
\end{gather*}
$$

For simplicity we consider the cases where $\alpha=2,4$ and $m^{2}>0$. The symbol :: stands for normal ordering which for $S_{0}$ means that we set the vacuum energy to zero; while the interaction term is normal ordered with respect to $S_{0}$, which in perturbation theory is equivalent to renormalize to zero the UV divergences from closed loops with propagators starting and ending on the same vertex.

To study these theories using the Hamiltonian truncation method we begin by defining them on the cylinder $\mathbb{R} \times S_{1}$ where the circle corresponds to the space direction which we take to have a length $L m \gg 1$, and $\mathbb{R}$ is the time. We impose periodic boundary conditions $\phi(t, x)=\phi(t, x+n L)$ for $n \in \mathbb{Z}$ on $S_{1}$. The compact space direction makes the spectrum of the free theory discrete and regularizes the infra-red (IR) divergences.

In canonical quantization the scalar operators can be expanded in terms of creation and annihilation operators as

$$
\begin{equation*}
\phi(x)=\sum_{k} \frac{1}{\sqrt{2 L \omega_{k}}}\left(a_{k} e^{i k x}+a_{k}^{\dagger} e^{-i k x}\right) \tag{5.11}
\end{equation*}
$$

where $\omega_{k}=\sqrt{m^{2}+k^{2}}, k=\frac{2 \pi n}{L}$ with $n \in \mathbb{Z}$ and the creation and anihilation operators satisfy the commutation relations

$$
\begin{equation*}
\left[a_{k}, a_{k^{\prime}}^{\dagger}\right]=\delta_{k k^{\prime}}, \quad\left[a_{k}, a_{k^{\prime}}\right]=0 \tag{5.12}
\end{equation*}
$$

The Hamiltonian then reads $H=H_{0}+V$, where

$$
\begin{equation*}
H_{0}=\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{5.13}
\end{equation*}
$$

[^40]and the potentials for a $\phi^{2}$ and a $\phi^{4}$ interaction are given by
\[

$$
\begin{equation*}
V=g_{2} \sum_{k_{1} k_{2}} \frac{L \delta_{k_{1}}+k_{2}, 0}{\sqrt{2 L \omega_{k_{1}}} \sqrt{2 L \omega_{k_{2}}}}\left(a_{k_{1}} a_{k_{2}}+a_{-k_{1}}^{\dagger} a_{k_{2}}\right)+\text { h.c. } \tag{5.14}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
V=g \sum_{k_{1}, k_{2}, k_{3}, k_{4}} \frac{L \delta_{\sum_{i=1}^{4} k_{i}, 0}}{\prod_{i=1}^{4} \sqrt{2 L \omega_{k_{i}}}}\left(a_{k_{1}} a_{k_{2}} a_{k_{3}} a_{k_{4}}+4 a_{-k_{1}}^{\dagger} a_{k_{2}} a_{k_{3}} a_{k_{4}}+3 a_{-k_{1}}^{\dagger} a_{-k_{2}}^{\dagger} a_{k_{3}} a_{k_{4}}\right)+\text { h.c. }, \tag{5.15}
\end{equation*}
$$

respectivley, where $g \equiv g_{4}$ and $\delta_{k_{1}+k_{2}, 0}, \delta_{\sum_{i=1}^{4} k_{i}, 0}$ stand for Kronecker deltas.
We implement the Hamiltonian truncation using the basis of $H_{0}$ eigenstates

$$
\begin{equation*}
\left|E_{i}\right\rangle=\frac{a_{k_{N}}^{\dagger n_{N}}}{\sqrt{n_{N}!}} \cdots \frac{a_{k_{2}}^{\dagger n_{2}}}{\sqrt{n_{2}!}} \frac{a_{k_{1}}^{\dagger n_{1}}}{\sqrt{n_{1}!}}|0\rangle . \tag{5.16}
\end{equation*}
$$

which satisfy $\mathbb{I}=\sum_{i}\left|E_{i}\right\rangle\left\langle E_{i}\right|$, where $E_{i}=\sum_{s=1}^{N} n_{s} \sqrt{k_{s}^{2}+m^{2}}$ and $H_{0}|0\rangle=0$. The Hilbert space is divided into $\mathcal{H}=\mathcal{H}_{l} \oplus \mathcal{H}_{h}$ with $\mathcal{H}_{l}$ spanned by the states $\left|E_{r}\right\rangle$ such that $E_{i} \leqslant E_{T}$ while $\mathcal{H}_{h}$ is spanned by the rest of the basis. Then, the truncated Hamiltonian is

$$
\begin{equation*}
\left(H_{T}\right)_{r s}=\left\langle E_{r}\right| H\left|E_{s}\right\rangle, \quad \text { for } \quad E_{i} \leqslant E_{T} \tag{5.17}
\end{equation*}
$$

In this basis, the operator $\Delta H$ is given by

$$
\begin{equation*}
\Delta H(\mathcal{E})_{r s}=\sum_{j, j^{\prime}} V_{r j}\left(\frac{1}{\mathcal{E}-H_{0}-V}\right)_{j j^{\prime}} V_{j^{\prime} s} \tag{5.18}
\end{equation*}
$$

where the labels $r$, $s$ denote entries with $E_{r}, E_{s} \leqslant E_{T}$ and the sum over $j, j^{\prime}$ runs over all states with $E_{j}, E_{j^{\prime}}>E_{T}$.

The Hamiltonian $H$ can be diagonalized by sectors with given quantum numbers associated with operators that commute with $H$. These are the total momentum $P$, the spatial parity $\mathcal{P}: x \rightarrow-x$ and the field parity $\mathbb{Z}_{2}: \phi(x) \rightarrow-\phi(x)$, which act on the $H_{0}$-eigenstates as $P\left|E_{i}\right\rangle=\sum_{s} n_{s} k_{s}\left|E_{i}\right\rangle, \mathcal{P} \prod_{i=1}^{N} \frac{a_{k_{i}}^{\dagger n_{i}}}{\sqrt{n_{i}!}}|0\rangle=\prod_{i=1}^{N} \frac{a_{-k_{i}}^{\dagger n_{i}}}{\sqrt{n_{i}!}}|0\rangle$ and $\mathbb{Z}_{2}\left|E_{i}\right\rangle=(-1)^{\Sigma_{s} n_{s}}\left|E_{i}\right\rangle$. We work in the orthonormal basis of eigenstates of $H_{0}, P, \mathcal{P}$ and $\mathbb{Z}_{2}$ given by

$$
\begin{equation*}
\left|\widetilde{E}_{i}\right\rangle=\beta \cdot\left(\left|E_{i}\right\rangle+\mathcal{P}\left|E_{i}\right\rangle\right) \tag{5.19}
\end{equation*}
$$

where $\beta=1 / 2,1 / \sqrt{2}$ for $\mathcal{P}\left|E_{i}\right\rangle=\left|E_{i}\right\rangle$ and $\mathcal{P}\left|E_{j}\right\rangle \neq\left|E_{j}\right\rangle$, respectively. As done in Ref. [7], in the whole paper we focus on the sub-sector with total momentum $P\left|\widetilde{E}_{i}\right\rangle=0$, spatial parity $\mathcal{P}\left|\widetilde{E}_{i}\right\rangle=+\left|\widetilde{E}_{i}\right\rangle$ and diagonalize separately the $\mathbb{Z}_{2}= \pm$ sectors. ${ }^{3}$ In this paper we do not investigate the dependence of the spectrum as a function of the length $L$ of the compact dimension which we leave for future work, and always consider it to be finite. ${ }^{4}$ All the numerical calculations are done for $m=1$ and $L=10$.

[^41]
### 5.4 Case study $\phi^{2}$ perturbation

In this section we apply the method introduced in Sec. 5.2 to the scalar theory $H=H_{0}+V$ with a potential

$$
\begin{equation*}
V=g_{2} \int_{0}^{L} d t: \phi^{2}: \tag{5.20}
\end{equation*}
$$

This is a simple theory that allows to illustrate various aspects of the calculation of $\Delta \hat{H}$ in Eq. (5.8) and its relation to $\Delta H$. Also since the theory is solvable we can compare our procedure with the exact results. The theory is solved by using the eigenstates of $H$, given by

$$
\begin{equation*}
\left|\mathcal{E}_{i}\right\rangle=\frac{b_{k_{N}}^{\dagger n_{N}}}{\sqrt{n_{N}!}} \cdots \frac{b_{k_{2}}^{\dagger n_{2}}}{\sqrt{n_{2}!}} \frac{b_{k_{1}}^{\dagger n_{1}}}{\sqrt{n_{1}!}}|\Omega\rangle, \tag{5.21}
\end{equation*}
$$

where $|\Omega\rangle=\left|\mathcal{E}_{0}\right\rangle$ is the vacuum of the theory and $b^{\dagger} / b$ are the creation/annihilation operators so that

$$
\begin{equation*}
H=\sum_{k} b_{k}^{\dagger} b_{k} \Omega_{k}+\mathcal{E}_{0} \tag{5.22}
\end{equation*}
$$

with $\Omega_{k}=\sqrt{\omega_{k}^{2}+2 g_{2}}$. Then, one can relate the operators $b^{\dagger} / b$ to the $a^{\dagger} / a$ in $H_{0}$ (given in Eq. (5.13) and Eq. (5.14)) by the Bogolyubov transformation $b_{k}=\sinh \alpha_{k} a_{-k}^{\dagger}+\cosh \alpha_{k} a_{k}$ provided that $\Omega_{k} \sinh 2 \alpha_{k}=\omega_{k}^{-1} g_{2}, \Omega_{k} \cosh 2 \alpha_{k}=\omega_{k}+g_{2} / \omega_{k}$. Then, since $\langle 0| H|0\rangle=0$ we have that [7]:

$$
\begin{equation*}
\mathcal{E}_{0}\left(g_{2}\right)=\frac{1}{2} \sum_{k}\left(\sqrt{\omega_{k}^{2}+2 g_{2}}-\omega_{k}-\frac{g_{2}}{\omega_{k}}\right)=\frac{L\left(m^{2}+2 g_{2}\right)}{8 \pi}\left[\log \left(\frac{m^{2}}{m^{2}+2 g_{2}}\right)+\frac{2 g_{2}}{m^{2}+2 g_{2}}\right], \tag{5.23}
\end{equation*}
$$

where the sum can be done by means of the Abel-Plana formula, which is the exact vacuum energy of the theory.

A brief summary of the rest of this section is the following. In Sec. 5.4.1 and Sec. 5.4.2 we calculate the 2 and 3 -point corrections to the operator $\Delta H$. In Sec. 5.4.3 we perform a numerical test to check that our expressions for $\Delta H$ are correct. Then, in Sec. 5.4.4 we discuss the numerical results and the convergence of the expansion $\Delta H\left(\mathcal{E}_{i}\right)=\sum_{n} \Delta H_{n}\left(\mathcal{E}_{i}\right)$ by comparing with the exact spectrum $\mathcal{E}_{i}$.

### 5.4.1 Two-point correction

Following the steps explained in Sec. 5.2 we begin the calculation of the two-point correction by first computing $\Delta \hat{H}_{2}$. From Eq. (5.8) we have that

$$
\begin{equation*}
\Delta \hat{H}_{2}(\mathcal{E})_{r s}=\sum_{j} V_{r j} \frac{1}{\mathcal{E}-E_{j}} V_{j s}=\lim _{\epsilon \rightarrow 0}-i \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right) t} \mathcal{T}\{V(t) V(0)\}_{r s} \tag{5.24}
\end{equation*}
$$

Then, applying the Wick theorem to Eq. (5.24) we find

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}-i g_{2}^{2} \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right) t} \int_{-L / 2}^{L / 2} d x d z \sum_{m=0}^{2} s_{2-m} D_{F}^{2-m}(z, t): \phi^{m}(x+z, t) \phi^{m}(x, 0):_{r s} \tag{5.25}
\end{equation*}
$$

where $s_{p}=\binom{2}{p}^{2} p$ ! are the symmetry factors and $D_{F}(z, t)$ is the Feynman propagator with discretized momenta. Henceforth we label the terms $m=0,1,2$ by $\Delta \hat{H}_{2}^{\phi^{2 m}}$ so that $\Delta \hat{H}_{2}=$ $\Delta \hat{H}_{2}^{1}+\Delta \hat{H}_{2}^{\phi^{2}}+\Delta \hat{H}_{2}^{\phi^{4}}$ and similarly for $\Delta H_{2}$; the labels only inform about the total number of fields in each term which do not need to be local. Due to the time integration domain, it is convenient to use half Feynman propagator

$$
\begin{equation*}
D_{L}(z, t) \equiv D_{F}(z, t) \theta(t)=\frac{1}{2 L} \sum_{n=-\infty}^{n=\infty} \frac{1}{\omega_{k}} e^{-i \omega_{k} t} e^{i \frac{2 \pi n z}{L}} \theta(t), \tag{5.26}
\end{equation*}
$$

the momentum of the propagator is discretised due to the finite extent of the space. Next, we proceed to calculate the operators in Eq. (5.25), starting with the detailed calculation of the coefficient of the identity operator $\Delta \hat{H}_{2}^{1}$ :

$$
\begin{equation*}
\Delta \hat{H}_{2}^{1}(\mathcal{E})_{r s}=\lim _{\epsilon \rightarrow 0}-i s_{2} g_{2}^{2} \int_{0}^{\infty} d t \int_{-L / 2}^{L / 2} d z e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right) t_{1}} D_{L}^{2}(t, z) \mathbb{1}_{r s} \tag{5.27}
\end{equation*}
$$

where $\mathbb{1}_{r s} \equiv \delta_{r s} \int_{-L / 2}^{L / 2} d z$ has dimensions of $[E]^{-1}$. Then, upon inserting the propagator of Eq. (5.26) and performing the space-time integrals we find

$$
\begin{equation*}
\Delta \hat{H}_{2}^{1}(\mathcal{E})_{r s}=\frac{s_{2} g_{2}^{2}}{4 L} \sum_{k} \frac{1}{\omega_{k}^{2}} \frac{1}{\mathcal{E}-E_{r}-2 \omega_{k}} \mathbb{1}_{r s} \tag{5.28}
\end{equation*}
$$

The operator in Eq. (5.28) has poles from all possible intermediate states and, as explained in Sec. 5.2 , the operator $\Delta H_{2}^{1}(\mathcal{E})$ is found by keeping only those terms with poles located at $E_{r}+2 \omega_{k}>E_{T}$, therefore

$$
\begin{equation*}
\Delta H_{2}^{1}(\mathcal{E})_{r s}=\frac{s_{2} g_{2}^{2}}{L} \sum_{k: E_{r}+2 \omega_{k}>E_{T}} \frac{1}{4 \omega_{k}^{2}} \frac{1}{\mathcal{E}-E_{r}-2 \omega_{k}} \mathbb{1}_{r s} \tag{5.29}
\end{equation*}
$$

The calculations of $\Delta H_{2}^{\phi^{2}}$ is similar to the one for Eq. (5.29), we start by computing

$$
\begin{equation*}
\Delta \hat{H}_{2}^{\phi^{2}}(\mathcal{E})_{r s}=\lim _{\epsilon \rightarrow 0}-i s_{1} g_{2}^{2} \int_{0}^{\infty} d t \int_{-L / 2}^{L / 2} d x d z e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right) t_{1}} D_{L}(z, t): \phi(x+z, t) \phi(x, 0):_{r s} \tag{5.30}
\end{equation*}
$$

where we expand : $\phi(x+z, t) \phi(x, 0)$ : in modes, as in Eq. (5.11), and do the simple space-time integrals. For the full expressions of $\Delta \hat{H}_{2}^{\phi^{2}}$ see Appendix 5.6. Then, keeping only the terms with poles at $\mathcal{E}>E_{T}$ we get

$$
\begin{equation*}
\Delta H_{2}^{\phi^{2}}(\mathcal{E})_{r s}=s_{1} g_{2}^{2} \sum_{q: 2 \omega_{q}+E_{r}>E_{T}} \frac{1}{4 \omega_{q}^{2}} \frac{1}{\mathcal{E}-E_{r}-2 \omega_{q}}\left(a_{q}^{\dagger} a_{q}\right)_{r s} . \tag{5.31}
\end{equation*}
$$

The operator $\Delta H_{2}^{\phi^{4}}$ is obtained in a similar way,

$$
\begin{equation*}
\Delta H_{2}^{\phi^{4}}(\mathcal{E})_{r s}=s_{0} g_{2}^{2} \sum_{q_{1}, q_{2}: 2 \omega_{q_{2}}+E_{r}>E_{T}} \frac{1}{4 \omega_{q_{2}} \omega_{q_{1}}} \frac{1}{\mathcal{E}-E_{r}-2 \omega_{q_{2}}}\left(a_{q_{1}}^{\dagger} a_{-q_{1}}^{\dagger} a_{q_{2}} a_{-q_{2}}\right)_{r s} . \tag{5.32}
\end{equation*}
$$

In Appendix 5.6 we give a simple way to derive these expressions from diagrams, and for the full expressions of $\Delta \widehat{H}_{2}^{\phi^{2}}$ and $\Delta \widehat{H}_{2}^{\phi^{4}}$ see Appendix 5.6. Notice that the values of $q_{1}, q_{2}$ and $q$ appearing in the sums of Eq. (5.31) and Eq. (5.32) can take only the momenta of the states $\left|E_{s}\right\rangle \in \mathcal{H}_{l}$ on which $a$ and $a^{\dagger}$ act, and therefore are bounded. On the other hand, the values of the $k$ 's in Eq. (5.29) go all the way to infinity. Also, even though the operators in Eq. (5.31) and Eq. (5.32) may seem not hermitian due to the $E_{r}$ appearing in the expressions, one can see that the operator $\left(\Delta H_{2}^{\phi^{2}}\right)_{r s}$ is diagonal and therefore $E_{r}=E_{s}$, while $\Delta H_{2}^{\phi^{4}}$ is not diagonal, but one can check that $E_{r}+2 \omega_{q_{2}}=E_{s}+2 \omega_{q_{1}}$, making it hermitian as well.

We end this section by noticing that the operator of Eq. (5.29) can be rewritten as

$$
\begin{equation*}
\left(\Delta H_{2}^{\mathbb{1}}\right)_{r s}=\int_{E_{T}}^{\infty} \frac{d E}{\mathcal{E}-E} \frac{s_{2} g_{2}^{2}}{L} \sum_{k=-\infty}^{\infty} \frac{\delta\left(E-E_{r}-2 \omega_{k}\right)}{\left(2 \omega_{k}\right)^{2}} \mathbb{1}_{r s}=s_{2} g_{2}^{2} \int_{E_{T}}^{\infty} \frac{d E}{2 \pi} \frac{\Phi_{2}\left(E-E_{r}\right)}{\mathcal{E}-E} \mathbb{1}_{r s} \tag{5.33}
\end{equation*}
$$

where $\Phi_{2}$ is the two-particle phase space with discretized momenta,

$$
\begin{equation*}
\Phi_{2}\left(E-E_{r}\right)=\sum_{k_{1}, k_{2}} \frac{L \delta_{k_{1}+k_{2}, 0}}{\left(2 L \omega_{k_{1}}\right)\left(2 L \omega_{k_{2}}\right)} 2 \pi \delta\left(E-E_{r}-\omega_{k_{1}}-\omega_{k_{2}}\right), \tag{5.34}
\end{equation*}
$$

where from Eq. (5.33) one has that $E-E_{r}>2 m .{ }^{5}$ Eq. (5.33) can be evaluated by means of the Abel-Plana formula, which for $L E_{T} \gg 1$ is well approximated by its continuum limit ${ }^{6}$. The continuum two-body phase space is given by

$$
\begin{equation*}
\Phi_{2}(E)=\int_{-\infty}^{\infty} \frac{d^{2} p_{1}}{(2 \pi)^{2} 2 \omega_{p_{1}}} \frac{d^{2} p_{2}}{(2 \pi)^{2} 2 \omega_{p_{2}}}(2 \pi)^{2} \delta^{(2)}\left(P^{\mu}-p_{1}-p_{2}\right)=\frac{1}{E \sqrt{E^{2}-4 m^{2}}} \tag{5.35}
\end{equation*}
$$

where $P^{\mu}=(E, 0)$ and $E>2 m$. Therefore (for $L E_{T} \gg 1$ ) we find

$$
\begin{equation*}
\Delta H_{2}^{\mathbb{1}}(\mathcal{E})_{r s} \simeq s_{2} g_{2}^{2} \int_{E_{T}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \frac{1}{E-E_{r}} \frac{1}{\sqrt{\left(E-E_{r}\right)^{2}-4 m^{2}}} \theta\left(E-E_{r}-2 m\right) \mathbb{1}_{r s} \tag{5.36}
\end{equation*}
$$

This result is useful for numerical implementation since Eq. (5.36) can be integrated in terms of logarithmic functions. Finally, we notice that upon expanding the function $s_{2} /(2 \pi) \Phi_{2}(E)$ around $m / E=0$ we find agreement with Ref. [7] that computed it by other means (there called $\left.\mu_{220}(E)=1 /\left(\pi E^{2}\right)\right)$.

### 5.4.2 Three-point correction

The calculation of the three-point correction $\Delta H_{3}$ also starts from the expression in Eq. (5.8)

$$
\begin{equation*}
\Delta \hat{H}_{3}(\mathcal{E})_{r s}=-\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} d t_{1} d t_{2} e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right)\left(t_{1}+t_{2}\right)} \mathcal{T}\left\{V\left(T_{1}\right) V\left(T_{2}\right) V\left(T_{3}\right)\right\}_{r s}, \tag{5.37}
\end{equation*}
$$

[^42]where $T_{k}=\sum_{n=1}^{3-k} t_{n}$. Next we apply the Wick theorem and find that the time ordered product $\mathcal{T}\left\{V\left(T_{1}\right) V\left(T_{2}\right) V\left(T_{3}\right)\right\}$ is given by
$g_{2}^{3} \int_{-L / 2}^{L / 2} d x_{1} d x_{2} d z \sum_{m, n, v=0}^{2} s_{2}^{m n v} D_{F}^{m}\left(x_{1}, t_{1}\right) D_{F}^{n}\left(x_{2}, t_{2}\right) D_{F}^{v}\left(x_{1}+x_{2}, t_{1}+t_{2}\right): \phi_{X_{1}, T_{1}}^{2-n-m} \phi_{X_{2}, T_{2}}^{2-n-v} \phi_{X_{3}, T_{3}}^{2-v-m}:$
where we have introduced the notation $X_{k}=z+\sum_{n=1}^{3-k} x_{n}$ and $\phi_{x, t}=\phi(x, t)$; while the symmetry factor is given by
\[

$$
\begin{equation*}
s_{p}^{m n v}=\frac{p!^{3}}{(p-m-n)!(p-m-v)!(p-n-v)!m!n!v!} . \tag{5.39}
\end{equation*}
$$

\]

We use the same notation as in the previous section $\Delta \hat{H}_{3}=\Delta \hat{H}_{3}^{1}+\Delta \hat{H}_{3}^{\phi^{2}}+\Delta \hat{H}_{3}^{\phi^{4}}+\Delta \hat{H}_{3}^{\phi^{6}}$, and similarly for $\Delta H_{3}$. Then, upon performing the space-time integrals in Eq. (5.38) and only keeping the terms with all the poles above $E_{T}$ we find $\Delta H_{3}$. Then, for the term $\Delta H_{3}^{1}$ we get

$$
\begin{equation*}
\Delta H_{3}^{\mathbb{1}}(\mathcal{E})_{r s}=s_{2}^{111} g_{2}^{3} \frac{1}{L} \sum_{k: E_{r s}+2 \omega_{k}>E_{T}} \frac{1}{\left(2 \omega_{k}\right)^{3}} \frac{1}{\left(\mathcal{E}-E_{r}-2 \omega_{k}\right)^{2}} \mathbb{1}_{r s} \tag{5.40}
\end{equation*}
$$

The expressions for $\Delta H_{3}^{\phi^{2}}, \Delta H_{3}^{\phi^{4}}$ and $\Delta H_{3}^{\phi^{6}}$ are lengthy but straightforward to obtain and are relegated to Appendix 5.6.

As done in the previous section, Eq. (5.40) can be written as

$$
\begin{equation*}
\Delta H_{3}^{1}(\mathcal{E})_{r s}=s_{2}^{111} g_{2}^{3} \int_{E_{T}}^{\infty} \frac{d E}{(\mathcal{E}-E)^{2}} \frac{1}{L} \sum_{k} \frac{1}{\left(2 \omega_{k}\right)^{3}} \delta\left(E-E_{r}-2 \omega_{k}\right) \mathbb{1}_{r s} \tag{5.41}
\end{equation*}
$$

which for $L^{-1} E_{T} \gg 1$ is well approximated by its continuum limit

$$
\begin{equation*}
\Delta H_{3}^{1}(\mathcal{E})_{r s} \simeq s_{2}^{111} \frac{g_{2}^{3}}{2 \pi} \int_{E_{T}}^{\infty} \frac{d E}{(\mathcal{E}-E)^{2}} \frac{1}{\left(E-E_{r}\right)^{2}} \frac{1}{\sqrt{\left(E-E_{r}\right)^{2}-4 m^{2}}} \mathbb{1}_{r s} \tag{5.42}
\end{equation*}
$$

and can be integrated in terms of logarithmic functions. This is useful for a fast numerical implementation.

### 5.4.3 A numerical test

We perform a numerical check to test our prescription to select the poles of $\Delta \hat{H}_{n}(\mathcal{E})$ to get $\Delta H_{n}$, i.e. that we can select the desired intermediate states of $H_{0}$ by looking at the poles of the terms of $\Delta \hat{H}_{n}$. The check consists in computing $\Delta \hat{H}_{2}$ as explained, and then selecting only the terms with all poles at $\mathcal{E} \leqslant E_{T}$. We refer to the expression as $\Delta H_{n}^{l l}$ to differentiate it with $\Delta H_{n}$ that only receives corrections from terms with poles at $\mathcal{E}>E_{T} . \Delta H_{2}^{l l}$ is then compared with the matrix elements of $V P_{l}\left(\mathcal{E}-H_{0}\right)^{-1} P_{l} V$, finding an exact agreement. The same is done for $\Delta \hat{H}_{3}(\mathcal{E})$ by comparing it against $V P_{l}\left(\mathcal{E}-H_{0}\right)^{-1} V\left(\mathcal{E}-H_{0}\right)^{-1} P_{l} V$. This check


Figure 5.1: Comparison of both sides of Eqs. (5.43) and (5.44).
has been done for all the matrices used in the present work, both for $\phi^{2}$ and $\phi^{4}$. For brevity we only show the check for two matrix entries of the $\phi^{2}$ theory. These are

$$
\begin{align*}
\left\langle 6_{k=0}\right| V P_{l} \frac{1}{\mathcal{E}-H_{0}} P_{l} V\left|6_{k=0}\right\rangle & =\sum_{k: 2 \omega_{k}+6 m<E_{T}} \frac{g_{2}^{2}}{2 \omega_{k}^{2}} \frac{1}{\mathcal{E}-6 m-2 \omega_{k}} \\
& +\frac{3 g_{2}^{2}}{2 m^{2}}\left(\frac{5}{\mathcal{E}-4 m}+\frac{24}{\mathcal{E}-6 m}+\frac{9}{\mathcal{E}-8 m}\right),  \tag{5.43}\\
\langle 0| V P_{l} \frac{1}{\mathcal{E}-H_{0}} V \frac{1}{\mathcal{E}-H_{0}} P_{l} V|0\rangle & =g_{2}^{3} \sum_{k: 2 \omega_{k}<E_{T}} \frac{1}{\omega_{k}^{3}} \frac{1}{\left(\mathcal{E}-2 \omega_{k}\right)^{2}} . \tag{5.44}
\end{align*}
$$

In Fig. 5.1 we compare both sides of equations Eq. (5.43) and (5.44). The red curves correspond to the right hand side of Eqs. (5.43)-(5.44), which are our analytical results, and the blue dots are given by the product of the matrices in the left hand side of the equations. In the left plot, done for $\left\langle 6_{k=0}\right| \Delta H_{2}^{l l}\left|6_{k=0}\right\rangle$, the first pole arises at the four-particle threshold and subsequent poles appear for higher excited states. Instead, the first pole in the right plot, done for $\langle 0| \Delta H_{3}^{l l}|0\rangle$, occurs at $\mathcal{E}=2 m$. Notice that in both figures there are no poles for $\mathcal{E}>E_{T}$.

### 5.4.4 Spectrum and convergence

We perform a numerical study of the convergence of the energy levels as a function of the truncation energy $E_{T}$ and their convergence as higher order corrections $\Delta H_{n}$ are calculated for a fixed $E_{T}$. We use the formulas in Eqs. (5.29)-(5.32), (5.40) and (5.6.112)-(5.6.115) to numerically compute $\Delta H_{2}$ and $\Delta H_{3}$. ${ }^{7}$

[^43]

Figure 5.2: Left: comparison of the exact vacuum energy with the numerical result as a function of the coupling constant $g_{2}$ (for $V=g_{2} \int d x \phi^{2}$ ). Right: left plot with the $y$-axis zoomed in a factor $\times 20$.

We begin by comparing the vacuum eigenstate $\mathcal{E}_{0}^{i}$ obtained by numerically diagonalizing $H_{T}+\sum_{n=2}^{N} \Delta H_{n}$ (for $N=2$ and 3 ) with the exact vacuum energy $\mathcal{E}_{0}$. In Fig. 5.2 we show a plot of $\Delta_{0}^{i}=\mathcal{E}_{0}^{i}-\mathcal{E}_{0}$ as a function of the coupling constant $g_{2}$. The plot is done for a truncation energy of $E_{T}=12$ and $L=10$ (recall that we work in $m=1$ units). For an easier comparison with previous work, these plots have been done with the same choice of parameters and normalizations as in Fig. 2 of Ref. [7]. The gray curve in Fig. 5.2 is obtained by numerically diagonalizing $H_{T}$, whose lowest eigenvalue is $\mathcal{E}_{0}^{\mathrm{T}}$. The blue curve is obtained by diagonalizing the renormalized hamiltonian $H_{T}+\Delta H_{2}\left(\mathcal{E}_{0}^{\mathrm{T}}\right)$, whose lowest eigenvalue is $\mathcal{E}_{0}^{V V}$. Lastly, the green curve is obtained by diagonalizing $H_{T}+\Delta H_{2}\left(\mathcal{E}_{0}^{V V}\right)+\Delta H_{3}\left(\mathcal{E}_{0}^{V V}\right)$ (we find little difference in evaluating the latter operator in $\mathcal{E}_{0}^{\text {Trunc }}$ instead of $\mathcal{E}_{0}^{V V}$ ). The right plot of Fig. 5.2 is a zoomed in version of the left plot in order to resolve the difference between the $\Delta_{0}^{V V}$ and $\Delta_{0}^{V V V}$ curves.

The right plot shows that overall $\Delta_{0}^{V V V}$ performs better than $\Delta_{0}^{V V}$, this indicates that the truncation of the series expansion $\Delta H=\sum_{n=2}^{\infty} \Delta H_{n}$ at $n=3$ is perturbative in the studied range. The effect is more pronounced for the highest couplings $g_{2} \simeq[0.6,0.8]$. As a benchmark value $\mathcal{E}_{0}\left(g_{2}=0.8\right)=-0.351864$, see Eq. (5.23). Therefore the relative error at $g_{2}=0.8$ is $2 \%, 0.01 \%$ and $0.002 \%$ for the Truncated, the $V V$ and the $V V V$ corrections, respectively.

Next, we check the convergence of the energy levels as a function of the truncation energy $E_{T}$. In Fig. 5.3, in the left plot we show $\Delta_{0}^{i}=\mathcal{E}_{0}^{i}-\mathcal{E}_{0}$ as a function of the truncation energy $E_{T}$, for $i=$ Trunc, $V V$ and $V V V$. Both the $\Delta_{0}^{V V}$ and $\Delta_{0}^{V V V}$ curves give better results than $\Delta_{0}^{\text {Trunc }}$ for the whole range. Also, the curves $\Delta_{0}^{V V}$ and $\Delta_{0}^{V V V}$ have a better convergence behavior and, when converged, they are closer to zero than $\Delta_{0}^{\text {Trunc. }}$. The right plot is a zoomed in version to resolve the difference between $\Delta_{0}^{V V}$ and $\Delta_{0}^{V V V}$. The plot shows that for $E_{T} \lesssim 15$ the curve $\Delta_{0}^{V V}$ gives better results than $\Delta_{0}^{V V V}$ while for larger $E_{T}$ the behavior is reversed. This indicates that for $E_{T} \lesssim 15$ (and $g_{2}=1.8$ ) the truncation of the series $\Delta H=\sum_{n=2}^{\infty} \Delta H_{n}$ is not a good approximation, and adding more terms will not improve the accuracy. However,



Figure 5.3: Left: comparison of the exact vacuum energy with the numerical result as a function of the truncation energy $E_{T}$. Right: left plot zoomed in.
as $E_{T}$ is increased it pays off to introduce higher order corrections to get a better result. This is because $\Delta_{0}^{V V V}$ has a faster converge rate than $\Delta_{0}^{V V}$ to the real eigenvalue. The value is $\mathcal{E}_{0}\left(g_{2}=1.8\right)=-1.360719$, see Eq. (5.23). Therefore the relative error at $E_{T}=20$ is $1 \%$, $0.04 \%$ and $0.009 \%$ for the Truncated, the $V V$ and the $V V V$ corrections, respectively.


Figure 5.4: Left: comparison of the exact energy difference $\mathcal{E}_{1}-\mathcal{E}_{0}$ with respect the numerical result as a function of the truncation energy $E_{T}$. Right: left plot zoomed in. On both plots we have taken the absolute value of the curve corresponding to the $V V$ corrections, in blue.

In Fig. 5.4 we repeat the plots of Fig. 5.3 for the first $\mathbb{Z}_{2}$-even excited state but taking the absolute value of the $\Delta_{1}^{V V}$ curve for clarity. The plots show a similar convergence rate for the three $\Delta_{1}^{i}$ curves. However, there is a similar pattern compared to Fig. 5.3: for $E_{T} \lesssim 15$ introducing higher order corrections of the series $\Delta H=\sum_{n=2}^{\infty} \Delta H_{n}$ gives worse results, while for larger values of $E_{T}$ adding higher $\Delta H_{n}$ corrections improves them. The value is $\mathcal{E}_{1}\left(g_{2}=1.8\right)=0.784042$, hence the relative error at $E_{T}=20$ is $0.8 \%, 0.3 \%$ and $0.17 \%$ for the Truncated, the $V V$ and the $V V V$ corrections, respectively.

### 5.5 The $\phi^{4}$ theory

Next we apply the method presented in previous sections to the $\phi^{4}$ theory. We start by deriving the exact expressions for $\Delta H_{2}$ in detail, then we perform various useful approximations for a faster numerical implementation and discuss general aspects of the method. We also discuss the pertubativity of the $\Delta H_{n}$ expansion and compute the spectrum of the theory at different couplings while studying its behaviour in $E_{T}$ and $g$ using the results of $\Delta H_{2}$. We end the section with some comments on future work and a discussion of the calculation of $\Delta H_{3}$.

### 5.5.1 Two-point correction

Again, we follow Sec. 5.2 to derive $\Delta H$ by first computing $\Delta \hat{H}$. From Eq. (5.8) we have

$$
\begin{equation*}
\Delta \hat{H}_{2}(\mathcal{E})_{r s}=\sum_{j} V_{r j} \frac{1}{\mathcal{E}-E_{j}} V_{j s}=\lim _{\epsilon \rightarrow 0}-i \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right) t} \mathcal{T}\{V(t) V(0)\}_{r s} \tag{5.45}
\end{equation*}
$$

It is convenient to re-write the two-point correction in the following equivalent form

$$
\begin{equation*}
\Delta \hat{H}_{2}(\mathcal{E})_{r s}=\sum_{j} V_{r j} \frac{1}{\mathcal{E}-E_{j}} V_{j s}=\lim _{\epsilon \rightarrow 0}-i \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r s}+i \epsilon\right) t} \mathcal{T}\{V(t / 2) V(-t / 2)\}_{r s} \tag{5.46}
\end{equation*}
$$

where $E_{r s}=\left(E_{r}+E_{s}\right) / 2$. Applying the Wick theorem we find

$$
\begin{equation*}
-i g^{2} \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r s}+i \epsilon\right) t} \int_{-L / 2}^{L / 2} d x d z \sum_{m=0}^{4} s_{4-m} D_{F}^{4-m}(z, t): \phi^{m}(x+z, t / 2) \phi^{m}(x,-t / 2):_{r s} \tag{5.47}
\end{equation*}
$$

where $s_{p}=\binom{4}{p}^{2} p$ ! are the symmetry factors. By integrating Eq. (5.47) and keeping only the contributions from high energy intermediate states $E_{j}>E_{T}$ we obtain the exact expression for $\Delta H_{2}$. We use the shorthand notation $\Delta H_{2}=\Delta H_{2}^{1}+\Delta H_{2}^{\phi^{2}}+\Delta H_{2}^{\phi^{4}}+\Delta H_{2}^{\phi^{6}}+\Delta H_{2}^{\phi^{8}}$ for $m=0,1,2,3,4$, and similarly for $\Delta \hat{H}_{2}$. For $\Delta H_{2}^{1}, \Delta H_{2}^{\phi^{2}}$ we obtain:

$$
\begin{align*}
\Delta H_{2}^{1}\left(\mathcal{E}, E_{T}\right) & =\frac{s_{4} g^{2}}{2^{4} L^{2}} \sum_{k_{1} k_{2} k_{3} k_{4}} \frac{1}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}} \omega_{k_{4}}} F_{0}\left(k_{1}, k_{2}, k_{3}, k_{4}, \mathcal{E}, E_{T}\right),  \tag{5.48}\\
\Delta H_{2}^{\phi^{2}}\left(\mathcal{E}, E_{T}\right) & =\frac{s_{3} g^{2}}{2^{4} L^{2}} \sum_{k_{1}, k_{2}, k_{3}} \sum_{q_{1}, q_{2}} \frac{1}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}}} \frac{1}{\sqrt{\omega_{q_{1}} \omega_{q_{2}}}} F_{2}\left(k_{1}, k_{2}, k_{3}, q_{1}, q_{2}, \mathcal{E}, E_{T}\right), \tag{5.49}
\end{align*}
$$

where $F_{0}\left(k_{1}, k_{2}, k_{3}, k_{4}, \mathcal{E}, E_{T}\right)$ is given by

$$
\begin{equation*}
F_{0 r s}=\delta_{\Sigma_{i=1}^{4} k_{i}, 0} \frac{\theta\left(\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}+\omega_{k_{4}}+E_{r s}-E_{T}\right)}{\mathcal{E}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}-\omega_{k_{4}}-E_{r s}} \mathbb{1}_{r s} \tag{5.50}
\end{equation*}
$$

and the operator $F_{2}\left(k_{1}, k_{2}, k_{3}, q_{1}, q_{2}, \mathcal{E}, E_{T}\right)$ is given by

$$
\begin{align*}
F_{2 r s} & =\delta_{k_{1}+k_{2}+k_{3}, q_{1}} \delta_{q_{1},-q_{2}} \frac{\theta\left(E_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}-E_{T}\right)}{\mathcal{E}-E_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}}\left(a_{q_{1}} a_{q_{2}}\right)_{r s} \\
& +\delta_{k_{1}+k_{2}+k_{3}, q_{1}} \delta_{q_{1},-q_{2}} \frac{\theta\left(E_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}-E_{T}\right)}{\mathcal{E}-E_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}}\left(a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger}\right)_{r s} \\
& +\delta_{k_{1}+k_{2}+k_{3}, q_{2}} \delta_{q_{1}, q_{2}} \frac{\theta\left(E_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}+\omega_{q}-E_{T}\right)}{\mathcal{E}-E_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}-\omega_{q}}\left(a_{q_{1}}^{\dagger} a_{q_{2}}\right)_{r s} \\
& +\delta_{k_{1}+k_{2}+k_{3}, q_{2}} \delta_{q_{1}, q_{2}} \frac{\theta\left(E_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}-\omega_{q}-E_{T}\right)}{\mathcal{E}-E_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}+\omega_{q}}\left(a_{q_{1}}^{\dagger} a_{q_{2}}\right)_{r s} \tag{5.51}
\end{align*}
$$

In Eqs. (5.48)-(5.49), all $q_{i}$ 's are bounded from above $\left(q_{i} \leqslant q_{\max }\right)$ because they correspond to the momenta of creation/annihilation operators that act on the light states (i.e. states in $\mathcal{H}_{l}$ ). Instead the $k_{i}=2 \pi n_{i} / L$ run over all possible values $n_{i} \in \mathbb{Z}$. Similar expressions for $\Delta H_{2}^{\phi^{4}}, \Delta H_{2}^{\phi^{6}}, \Delta H_{2}^{\phi^{8}}$ are given in Appendix 5.6. As mentioned before, a simple way to derive these expressions from diagrams is given in Appendix 5.6. We have performed the same kind of numerical checks done in Sec. 5.4.3 for all the operators $\Delta \hat{H}_{2}$ in the $\phi^{4}$ theory.

## Approximations

The exact expressions for $\Delta H_{2}$ are computationally demanding. Here we present different approximations that speed up the calculations and simplify their analytic structure. These basically consist in approximating the contribution from the highest energy states to $\Delta H$ in terms of a local expansion (as normally done in Effective Field Theory calculations), while keeping the contributions from lower energy states in their original non-local form. This is achieved by defining an energy $E_{L}$ and then by separating $\Delta H_{2}$ into two parts, $\Delta H_{2+}$ where we only sum over intermediate states with $E_{j} \geqslant E_{L}$ and $\Delta H_{2-}$ where we sum over those with $E_{T}<E_{j}<E_{L}$.

$$
\begin{align*}
\Delta H_{2+}\left(\mathcal{E}, E_{L}\right)_{r s} & =\Delta H_{2}\left(\mathcal{E}, E_{L}\right)_{r s},  \tag{5.52}\\
\Delta H_{2-}\left(\mathcal{E}, E_{T}, E_{L}\right)_{r s} & =\Delta H_{2}\left(\mathcal{E}, E_{T}\right)_{r s}-\Delta H_{2}\left(\mathcal{E}, E_{L}\right)_{r s} \tag{5.53}
\end{align*}
$$

We choose $E_{L} \gg E_{T}$ so that $\Delta H_{2+}$ is well approximated by local operators ${ }^{8}$. As an example we show how to implement this procedure for the contribution of $\Delta H_{2}^{\phi^{2}}$ given in Eq. (5.49) and Eq. (5.51). We start by examining the term $\Delta H_{2+}^{\phi^{2}}\left(\mathcal{E}, E_{L}\right)=\Delta H_{2}^{\phi^{2}}\left(\mathcal{E}, E_{L}\right)$, which is obtained by replacing $E_{T}$ by $E_{L}$ in Eq. (5.51). In this case $\sum_{i} \omega_{k_{i}} \gtrsim E_{L} \gg E_{T} \gtrsim \omega_{q}$, $E_{r s}$, and then it can be well approximated by

$$
\begin{equation*}
\Delta H_{2+}^{\phi^{2}} \simeq c_{2} V_{2} \tag{5.54}
\end{equation*}
$$

[^44]with
\[

$$
\begin{equation*}
c_{2}\left(\mathcal{E}, E_{L}\right)=\frac{s_{3} g^{2}}{(2 L)^{3}} \sum_{k_{1}, k_{2}, k_{3}} \frac{L \delta_{k_{1}+k_{2}+k_{3}, 0}}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}}} \frac{\theta\left(\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}-E_{L}\right)}{\mathcal{E}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}}, \tag{5.55}
\end{equation*}
$$

\]

and $V_{2}=\int_{0}^{L} d x \phi^{2}(x)$ which has dimensions of $[E]^{-1}$. The approximation in Eq. (5.54) receives corrections of at most $\mathcal{O}\left(E_{T} / E_{L}\right)$. The expansion of $\Delta H_{2+}^{\phi^{2}}$ in terms of local operators can be obtained by expanding the term $\Delta \hat{H}_{2}^{\phi^{2}}$ in Eq. (5.47) around $t, z=0$

$$
\begin{equation*}
\Delta \hat{H}_{2}^{\phi^{2}}(\mathcal{E})_{r s}=-i g^{2} s_{2} \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r s}+i \epsilon\right) t} \int_{-L / 2}^{L / 2} d z D_{F}^{2}(z, t) \int_{-L / 2}^{L / 2} d x\left[: \phi^{2}(x, 0):_{r s}+\mathcal{O}\left(t^{2}, z^{2}\right)\right] \tag{5.56}
\end{equation*}
$$

and, after integrating, keeping only the contributions from those states that produce poles at $\mathcal{E}>E_{L}$, when $E_{r s}$ is neglected. On the other hand $\Delta H_{2-}^{\phi^{2}}\left(\mathcal{E}, E_{T}, E_{L}\right)=\Delta H_{2}^{\phi^{2}}\left(\mathcal{E}, E_{T}\right)-$ $\Delta H_{2}^{\phi^{2}}\left(\mathcal{E}, E_{L}\right)$ is given by the same expressions as in Eq. (5.49) and Eq. (5.51) but now the sums to perform are much smaller since the momenta of the intermediate states are restricted between $E_{T}$ and $E_{L}$.

The same exercise done for $\Delta H_{2+}^{\phi^{2}}$ can be done for $\Delta H_{2+}^{1}$ and $\Delta H_{2+}^{\phi^{4}}$ and one has that in the limit $E_{L} \gg E_{T}$

$$
\begin{equation*}
\Delta H_{2+}^{1} \simeq c_{0} \mathbb{1}, \quad \Delta H_{2+}^{\phi^{2}} \simeq c_{2} V_{2}, \quad \Delta H_{2+}^{\phi^{4}} \simeq c_{4} V_{4}, \tag{5.57}
\end{equation*}
$$

where $V_{\alpha}=\int_{0}^{L} d x \phi^{\alpha}(x)$ and has dimensions of $[E]^{-1}$,

$$
\begin{align*}
& c_{0}\left(\mathcal{E}, E_{L}\right)=\frac{s_{4} g^{2}}{(2 L)^{4}} \sum_{k_{1}, k_{2}, k_{3}, k_{4}} \frac{L \delta_{k_{1}+k_{2}+k_{3}+k_{4}, 0}}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}} \omega_{k_{4}}} \frac{\theta\left(\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{3}}+\omega_{k_{4}}-E_{L}\right)}{\mathcal{E}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}-\omega_{k_{4}}},  \tag{5.58}\\
& c_{4}\left(\mathcal{E}, E_{L}\right)=\frac{s_{2} g^{2}}{(2 L)^{2}} \sum_{k_{1}, k_{2}} \frac{L \delta_{k_{1}+k_{2}, 0}}{\omega_{k_{1}} \omega_{k_{2}}} \frac{\theta\left(\omega_{k_{1}}+\omega_{k_{2}}-E_{L}\right)}{\mathcal{E}-\omega_{k_{1}}-\omega_{k_{2}}}, \tag{5.59}
\end{align*}
$$

and $c_{2}$ is given in Eq. (5.55). On the other hand the operators $\Delta H_{2}^{\phi^{6}}$ and $\Delta H_{2}^{\phi^{8}}$ are of the tree-level and disconnected type because they involve one and zero propagators respectively, see Eq. (5.47). Therefore the operators $\Delta H_{2+}^{\phi^{6}}$ and $\Delta H_{2+}^{\phi^{8}}$ are not well approximated by a local expansion, and we do not approximate them. For $E_{L}$ sufficiently big though, $\Delta H_{2+}^{\phi^{6}}=$ $\Delta H_{2+}^{\phi^{8}}=0$ and all the contribution to $\Delta H_{2}^{\phi^{6}}, \Delta H_{2}^{\phi^{8}}$ comes from $\Delta H_{2-}^{\phi^{6}}, \Delta H_{2-}^{\phi^{8}}$, as can be explicitly seen from Eqs. (5.6.125)-(5.6.126). Notice that these operators only contribute to the entries of $\Delta H_{r s}$ with high values for $E_{r}, E_{s}$. Again, the coefficients of the local operators in Eq. (5.57) can be obtained by expanding $\Delta \hat{H}_{2}$ in Eq. (5.47) around $t, z=0$

$$
\begin{equation*}
\Delta \hat{H}_{2}(\mathcal{E})_{r s}=-i g^{2} \int_{0}^{\infty} d t e^{i\left(\mathcal{E}-E_{r s}+i \epsilon\right) t} \int_{-L / 2}^{L / 2} d x d z \sum_{m=0}^{4} s_{4-m} D_{F}^{4-m}(z, t): \phi^{2 m}(x, 0):_{r s}+\mathcal{O}(t, z)^{2} \tag{5.60}
\end{equation*}
$$

and, after integrating, keeping only the contributions from those states that produce poles at $\mathcal{E}>E_{L}$, when $E_{r s}$ is neglected. The evaluation of the coefficients in Eq. (5.57) can still be hard to evaluate numerically. In the next section we explain an alternative and simpler derivation of the coefficients $c_{2 m}$ and further approximations to evaluate them.

### 5.5.2 Local expansion and the phase-space functions

From the first term in the local expansion of Eq. (5.60) the coefficients of the local operators are given by:

$$
\begin{equation*}
\hat{c}_{2 n}(\mathcal{E})=-i g^{2} s_{4-n} \int_{0}^{\infty} d t e^{i(\mathcal{E}+i \epsilon) t} \int_{-\infty}^{\infty} d x D_{F}^{4-n}(x, t) \tag{5.61}
\end{equation*}
$$

where $s_{4-n}$ is the symmetry factor and, as explained above, the common $E_{r s}$-shift on the eigenvalue $\mathcal{E}$ is neglected. ${ }^{9}$ Next, applying the Kramers-Kronig dispersion relation to $c_{n}(\mathcal{E})$ in Eq. (5.61)

$$
\begin{equation*}
\hat{c}_{2 n}(\mathcal{E})=-\int_{-\infty}^{\infty} \frac{d E}{\pi} \frac{1}{\mathcal{E}-E+i \epsilon} \operatorname{Im} \hat{c}_{2 n}(\mathcal{E}) \tag{5.62}
\end{equation*}
$$

Next, we compute $\operatorname{Im} \hat{c}_{2 n}$. First we do the space integral which, up to $g^{2} s_{4-n}$, yields

$$
\begin{equation*}
\operatorname{Im}-i \sum_{k^{\prime} s} \frac{L \delta_{\sum_{i} k_{i}, 0}}{\prod_{i} 2 L \omega_{k_{i}}} \int_{0}^{\infty} d t e^{i\left(E-\sum_{i} \omega_{k_{i}}+i \epsilon\right) t}=-\frac{1}{2} \sum_{k^{\prime} s} \frac{L \delta_{\sum_{i} k_{i}, 0}}{\prod_{i} 2 L \omega_{k_{i}}} 2 \pi \delta\left(E-\sum_{i} \omega_{k_{i}}\right), \tag{5.63}
\end{equation*}
$$

where we have used $D_{F}(t, x) \theta(t)=D(t, x) \theta(t)$ with $D(t, x)=\sum_{k}\left(2 L \omega_{k}\right)^{-1} e^{i k x-i \omega_{k} t}$. Therefore we find ${ }^{10}$,

$$
\begin{equation*}
\hat{c}_{2 n}(\mathcal{E})=\frac{g^{2} s_{4-n}}{2 \pi} \int_{-\infty}^{\infty} \frac{d E}{\mathcal{E}-E+i \epsilon} \Phi_{4-n}(E) \tag{5.64}
\end{equation*}
$$

where $\Phi_{m}(E)$ is the $m$-particle phase space

$$
\begin{equation*}
\Phi_{m}(E)=\sum_{k_{1}, k_{2}, \ldots, k_{m}} \frac{L \delta_{\sum_{i=1}^{m} k_{i}, 0}}{\prod_{i=1}^{m} 2 L \omega_{k_{i}}} 2 \pi \delta\left(E-\sum_{i=1}^{m} \omega_{k_{i}}\right) \tag{5.65}
\end{equation*}
$$

Finally, the coefficients in Eq. (5.57) are obtained by including only the contributions from poles located at $\mathcal{E} \geqslant E_{L}$

$$
\begin{align*}
& c_{0}(\mathcal{E})=s_{4} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \Phi_{4}(E),  \tag{5.66}\\
& c_{2}(\mathcal{E})=s_{3} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \Phi_{3}(E),  \tag{5.67}\\
& c_{4}(\mathcal{E})=s_{2} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \Phi_{2}(E) . \tag{5.68}
\end{align*}
$$

It would be interesting to see if in general, higher $\Delta H_{n+}$ corrections can also be written in terms of phase space functions. In the rest of the section we explain useful approximations to evaluate Eqs. (5.66)-(5.68).
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## Continuum and high energy limit of the phase space

We start by approximating the phase space by its continuum limit. ${ }^{11}$ Recall that in the continuum limit the relativistic phase-space for $n$-particles is given by

$$
\begin{equation*}
\Phi_{n}(E)=\int \prod_{i=1}^{n} \frac{d k_{i}^{1}}{(2 \pi) 2 \omega_{k_{i}}}(2 \pi)^{2} \delta^{(2)}\left(P^{\mu}+\sum_{i=1}^{n} k_{i}^{\mu}\right), \tag{5.69}
\end{equation*}
$$

where $P^{\mu}=(E, 0)$ and $k_{i}^{\mu}=\left(\omega_{k_{i}}, k_{i}\right)$. Then, for the 2-body phase space one has

$$
\begin{equation*}
\Phi_{2}(E)=\frac{1}{E \sqrt{E^{2}-4 m^{2}}} . \tag{5.70}
\end{equation*}
$$

Next, solving for the Dirac delta's in Eq. (5.69), the 3-body phase-space is given by

$$
\begin{equation*}
\Phi_{3}(E)=\frac{1}{2 \pi} \int_{4 m^{2}}^{(E-m)^{2}} \frac{d s_{23}}{\sqrt{s_{23}\left(s_{23}-[E+m]^{2}\right)\left(s_{23}-[E-m]^{2}\right)\left(s_{23}-4 m^{2}\right)}}, \tag{5.71}
\end{equation*}
$$

with $E \geqslant 3 m$. This integral can be solved by standard Elliptic integral transformations and we obtain,

$$
\begin{equation*}
\Phi_{3}(E)=\frac{g^{2}}{\pi} \frac{1}{(E-m)} \frac{1}{\sqrt{(E+m)^{2}-4 m^{2}}} K(\alpha) \tag{5.72}
\end{equation*}
$$

where $\alpha=1-\frac{16 E m^{3}}{(E-m)^{3}(E+3 m)}$ and $K(\alpha)=\int_{0}^{\pi / 2} \frac{d \varphi}{\sqrt{1-\alpha \sin ^{2}(\varphi)}}$ is an elliptic integral.
In general though, finding the exact phase space functions $\Phi_{n}(E)$ is difficult but can be simplified in the limit $E \gg m$. In our case, this limit is justified because the phase space functions are evaluated for $E \geqslant E_{L} \gg m$. Notice that to take the high energy limit of $\Phi_{n}(E)$ one can not expand the integrand of Eq. (5.69) because, after solving for the Dirac delta's constraints, it is of $\mathcal{O}(1)$ at the integral limits, see for instance the elliptic integral in Eq. (5.71). Instead, we use the following relation for the phase space

$$
\begin{equation*}
I_{n}(\tau) \equiv \int_{-\infty}^{\infty} d x D_{E}^{n}(x, \tau)=\frac{1}{2 \pi} \int_{0}^{\infty} d E e^{-E \tau} \Phi_{n}(E) \tag{5.73}
\end{equation*}
$$

where $D_{E}(x, \tau)$ is the euclidean propagator and $\Phi_{n}(E)$ is only non vanishing for $E \geqslant n m$. The Euclidean propagator in $d=2$ is given by the special Bessel function of second kind $K_{0}(m \rho)$ with $\rho=\sqrt{x^{2}+\tau^{2}}$ and $I_{n}(\tau) \equiv \int_{-\infty}^{\infty} d x K_{0}^{n}(m \rho)(2 \pi)^{-n}$. At this point we can use a clever trick done in Ref. [7] to find the leading terms of the inverse Laplace transform of $I_{n}(\tau)$ in the limit $E \rightarrow \infty$. Since the phase space $\Phi_{n}(E)$ is the inverse Laplace transform of $I_{n}(\tau)$, the leading parts of $\Phi_{n}(E)$ as $E \rightarrow \infty$ come from the non-analytic parts of $I_{n}(\tau)$ as $\tau \rightarrow 0$. To find the non-analytics parts of $I_{n}(\tau)$ first one notices that

$$
K_{0}(m \rho)= \begin{cases}-\log \left(\frac{e^{\gamma} m \rho}{2}\right)\left[1+\mathcal{O}\left(m^{2} \rho^{2}\right)\right] & , \quad \rho \ll 1 / m  \tag{5.74}\\ \sqrt{\frac{\pi}{2 m \rho}} e^{-m \rho}\left[1+\mathcal{O}\left(m^{-1} \rho^{-1}\right)\right] & , \quad \rho \gg 1 / m\end{cases}
$$

[^46]where $\gamma$ is the Euler constant. Then, the contributions to $I_{n}(\tau)=\int_{-\infty}^{\infty} d x K_{0}^{n}(m \rho)(2 \pi)^{-n}$ when $\tau \rightarrow 0$ are dominated by the region where $\rho \ll 1 / m$ and the integrand can be approximated by $K_{0}(m \rho) \approx-\log \left(\frac{e^{\gamma} m \rho}{2}\right) .{ }^{12}$ This approximation introduces spurious IR divergences in the region of integration $\rho \gg 1 / m$ where the approximation of the integrand is not valid. These divergences can be regulated with a cutoff $\Lambda$ or, equivalently, one can take derivatives with respect to the external coordinate $\tau$ to regulate the integral $I_{n}(\tau)$. ${ }^{13}$ Hence, approximating $K_{0}(m \rho) \approx-\log \left(\frac{e^{\gamma} m \rho}{2}\right)$ and integrating over $x$ one can find the non-analytic terms of $\partial_{\tau} I_{n}(\tau)$ as $\tau \rightarrow 0$. For instance, for $n=4$
\[

$$
\begin{equation*}
\partial_{\tau} I_{4}(\tau)=\frac{1}{4 \pi^{3}} \log \left(m \tau e^{\gamma}\right)\left[\log (m \tau) \log \left(m \tau e^{2 \gamma}\right)+\gamma^{2}+\frac{\pi^{2}}{4}\right]+\text { const. }+\mathcal{O}(\tau) \tag{5.75}
\end{equation*}
$$

\]

where the constant does not depend on $\tau$. Lastly from Eq. (5.73), $\partial_{\tau} I_{n}(\tau)$ is related to the phase space $\Phi_{n}(E)$ by the Laplace transform,

$$
\begin{equation*}
\int_{0}^{\infty} d E\left[-E \Phi_{n}(E)\right] e^{-\tau E}=2 \pi \partial_{\tau} I_{n}(\tau) \tag{5.76}
\end{equation*}
$$

so that for $n=4$ one has

$$
\begin{equation*}
\Phi_{4}(E)=\frac{3}{2 \pi^{2}} \frac{1}{E^{2}}\left[\log ^{2}(E / m)-\pi^{2} / 12\right]+\mathcal{O}\left(m^{2} / E^{4}\right) \tag{5.77}
\end{equation*}
$$

Therefore using Eq. (5.77) and expanding Eqs. (5.70), (5.72) at large E,

$$
\begin{align*}
& c_{0}(\mathcal{E}) \simeq s_{4} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \frac{3}{2 \pi^{2}} \frac{1}{E^{2}}\left[\log ^{2}(E / m)-\pi^{2} / 12\right]  \tag{5.78}\\
& c_{2}(\mathcal{E}) \simeq s_{3} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \frac{3}{2 \pi} \frac{1}{E^{2}} \log (E / m),  \tag{5.79}\\
& c_{4}(\mathcal{E}) \simeq s_{2} g^{2} \int_{E_{L}}^{\infty} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \frac{1}{E^{2}}, \tag{5.80}
\end{align*}
$$

where the error made in the approximations is of the order $\mathcal{O}\left(m^{2} / E_{L}^{2}\right)$. We end this section by noticing that the leading terms of the phase space functions $\Phi_{2}(E)$ and $\Phi_{3}(E)$ in the large $E$ expansion agree with the corresponding result of Ref. [7] (there called $\mu_{444}(E)=$ $\left.s_{2} \Phi_{2}(E) /(2 \pi), \mu_{442}(E)=s_{3} \Phi_{3}(E) /(2 \pi)\right)$. The local approximation in Eqs. (5.78)-(5.80) can be refined by taking into account the $E_{r s}$ shift, see Ref. [7].
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### 5.5.3 Spectrum and convergence

Before starting with the numerical results we first discuss the series $\Delta H=\sum_{n=2} \Delta H_{n}$ in more detail. The truncation of the $\Delta H$ series in powers of $\left(V_{h h} / H_{0 h h}\right)^{n}$ is only justified for $V_{h h} / H_{0 h h}<1$. Notice that even for weak coupling $g \ll 1$ the series does not seem to converge. Let us consider a particular matrix entry

$$
\begin{equation*}
\left\langle E_{r}\right| \Delta H_{n}\left|E_{s}\right\rangle=\sum_{j_{1}, \ldots, j_{n-1}} V_{r j_{1}} \cdots V_{j_{i-1} j_{i}} \frac{1}{\mathcal{E}-E_{j_{i}}} \cdots \frac{1}{\mathcal{E}-E_{j_{n-1}}} V_{j_{n-1} s} \tag{5.81}
\end{equation*}
$$

where all the terms in the sums have a definite sign depending on whether $n$ is even or odd. For instance, consider a contribution to Eq. (5.81) from states of high occupation number but low momentum like

$$
\begin{equation*}
V_{j_{i-1} j_{i}} \frac{1}{\mathcal{E}-E_{j_{i}}} \rightarrow \frac{\left\langle N_{k} N_{-k}\right| V\left|N_{k} N_{-k}\right\rangle}{\mathcal{E}-2 N \omega_{k}}=\frac{6 g}{4 L \omega_{k}^{2}} \frac{\left(2 N(N-1)+4 N^{2}\right)}{\mathcal{E}-2 N \omega_{k}} \tag{5.82}
\end{equation*}
$$

where $\left|N_{k} N_{-k}\right\rangle$ is a Fock state with $N$ particles of momentum $k$ and $-k$ that satisfy $2 N \omega_{k}>E_{T}$. The term of Eq. (5.82) gives a non-perturbative contribution even for small $g$ for high enough $N$ and becomes worse for smaller momentum $|k|$. Thus the series $(\Delta H)_{r s}=\sum\left(\Delta H_{n}\right)_{r s}$ seems to be non-convergent but we will assume that (when the expansion parameter is small) the first terms of the series are a good approximation to $(\Delta H)_{r s}$. Notice that the appearance of the non-perturbative contributions (like in Eq. (5.82)) can be worse for those matrix entries $(\Delta H)_{r s}$ with energies $E_{r, s}$ closer to $E_{T}$ because the intermediate states in $V_{j j^{\prime}}$ can have lower momentum and high occupation number for a given $\Delta H_{n}$.

For the first terms of the expansion $\left(V_{h h} / E_{h}\right)^{n}$, a naive estimate of the dimensionless expansion parameter is $\alpha_{r s} \sim g / E_{T} \times 1 /\left(L \mu_{r s}^{2}\right)$ where the $g$ and $L$ can be read off from the potential; the $E_{T}^{-1}$ arises because the sums in Eq. (5.81) are dominated by the first terms, starting at $1 / E_{T}$ (for $\mathcal{E} \ll E_{T}$ ); and by direct inspection of the potential $m / N \lesssim \mu_{r s} \lesssim E_{T}$ where $N$ is a possibly large occupation number, depending on the matrix entry.

It can happen that entries with energies $E_{r}, E_{s}$ close to $E_{T}$ do not have a perturbative $(\Delta H)_{r s}=\sum\left(\Delta H_{n}\right)_{r s}$ expansion and even including the first terms of the series is a worse approximation than setting $(\Delta H)_{r s} \rightarrow 0$; these entries can induce big errors on the computed eigenvalues. Since the eigenvalues we are interested in computing are mostly affected by the lower $E_{r, s}$-energy matrix entries we will neglect the renormalization of the higher $E_{r, s}$ energy entries where the series $(\Delta H)_{r s}=\sum\left(\Delta H_{n}\right)_{r s}$ is not perturbative. One way to select those entries would be to keep only those that satisfy $\alpha_{r s} \sim\left(\Delta H_{3}\right)_{r s} /\left(\Delta H_{2}\right)_{r s}<1$. However, this can be computationally expensive and instead we take a more pragmatic approach and only renormalize those matrix entries $\left(H_{T}\right)_{r s}$ with either $E_{r}$ or $E_{s}$ below some conservative cutoff $E_{W}$, below which the series is perturbative.

Up until this point the discussion has been done for $g \ll 1$. However, for those matrix entries where $\alpha_{r s}$ is a perturbative expansion parameter one can increase $g$ to strong coupling ${ }^{14}$
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Figure 5.5: Left: The vacuum energy $\mathcal{E}_{0}^{i}$ as a function of the truncation energy $E_{T}$ for a coupling of $g=0.1$. Right: Energy difference between the first $\mathbb{Z}_{2}$-odd excited state and the vacuum energy $\mathcal{E}_{0}^{i}$ as a function of the truncation energy for $g=0.1$. In both plots, the dotted curves are computed with the truncated Hamiltonian while the solid and dashed curves are computed with the renormalized hamiltonian at order $V V$. Dashed and dotted lines correspond to the cutoffs $E_{W}=E_{T} / 2$ and $E_{W}=E_{T} / 5$. We have overlaid two dashed black lines corresponding to the calculation in perturbation theory, see. Eqs. (5.83) and (5.84).
by increasing $E_{T}$ at the same time. Increasing $E_{T}$ means enlarging the size of $H_{T}$ and $\Delta H$, and it can happen that the new matrix entries do not have a perturbative $(\Delta H)_{r s}=\sum\left(\Delta H_{n}\right)_{r s}$ expansion. As explained above, in those cases we set $(\Delta H)_{r s}$ to zero. ${ }^{15}$

## Numerical results

In the rest of the section we perform a numerical study of the spectrum of the $\phi^{4}$ theory. First we summarize the concrete implementation of the method. We find the spectrum of $H$ by diagonalizing $H_{\text {eff }}=H_{T}+\Delta H_{2}\left(\mathcal{E}^{T}\right)$ where $\mathcal{E}^{T}$ is the eigenvalue of $H_{T}$. ${ }^{16}$ As explained in Sec. 5.5.1, to calculate $\Delta H_{2}$ we separate it in $\Delta H_{2+}$ and $\Delta H_{2-}$ defined in Eqs. (5.52)-(5.53) and take $E_{L}=3 E_{T} .{ }^{17}$. We found little differences when iterating the diagonalization with $\mathcal{E}$. We also find that increasing $E_{L}$ does not have a significant effect on the result. For $\Delta H_{2-}\left(\mathcal{E}, E_{T}, E_{L}\right)$ we use the expressions in Eqs. (5.6.122)-(5.6.126) and for $\Delta H_{2+}\left(\mathcal{E}, E_{L}\right)$ we use the ones in Eqs. (5.78)-(5.80). We do a conservative estimate of the expansion parameter $\alpha_{r s}$ and set to zero $\left(\Delta H_{2}\right)_{r s}$ for all those entries that are not perturbative.

First we study the lowest eigenvalues of $H$ at weak coupling, where we can compare with standard perturbation theory. The perturbative corrections to the vacuum and the mass are

[^49]given by [7]:
\[

$$
\begin{align*}
\Lambda / m^{2} & =-\frac{21 \xi(3)}{16 \pi^{3}} \bar{g}^{2}+0.04164(85) \bar{g}^{3}+\ldots  \tag{5.83}\\
m_{p h}^{2} & =m^{2}\left[1-\frac{3}{2} \bar{g}^{2}+2.86460(20) \bar{g}^{3}+\cdots\right] \tag{5.84}
\end{align*}
$$
\]

where $\bar{g} \equiv g / m$ and $m_{p h}$ is the physical mass. In Fig. 5.5 we show the result for the vacuum energy and $m_{p h}$. As explained before, only those entries with $E_{r, s}$ energies below a cutoff $E_{W}$ are renormalized. We do the plot for different values of $E_{W}=E_{T} / 2, E_{T} / 5$ and we find that the vacuum energy and the physical mass do not depend much on this cutoff. For the left plot the difference between $E_{W}=E_{T} / 2$ and $E_{W}=E_{T} / 5$ is inappreciable. ${ }^{18}$ We find that the spectrum is much flatter as a function of $E_{T}$ for renormalized eigenvalues than the ones computed with $H_{T}$. Since the exact spectrum is independent of the truncation energy $E_{T}$, a flatter curve in $E_{T}$ indicates a closer value to exact energy levels. However, it could still happen that adding $\Delta H_{3}$ corrections shifted the spectrum by a small amount, as it happens for the $\phi^{2}$ perturbation seen in Figs. 5.3 and 5.4 for the range $16 \lesssim E_{T} \leqslant 20$. In the plots we have superimposed constant dashed black lines that are obtained from the perturbative calculations in Eq. (5.83) and Eq. (5.84). We find that the eigenvalues computed with $\Delta H_{2}$ are much closer to the perturbative calculation than the ones done with $H_{T}$. The difference between the perturbative result and the one from $\mathcal{E}^{V V}$ is of $\mathcal{O}\left(10^{-4}\right)$ and can be attributed to higher order corrections in the perturbative expansion. Another source of uncertainty comes from higher order $\Delta H_{n}$ corrections not included.

In Fig. 5.6 we show plots with different energy levels as a function of the truncation energy $E_{T}$ for $g=1,2,3$. To compare with previous work, these plots have been done with the same choice of parameters and normalizations as in Figs. (9)-(10) of Ref. [7]. In all the plots the dotted lines are computed using the truncated Hamiltonian while the solid and dashed lines are computed using $\Delta H_{2}$ with $E_{W}=E_{T} / 2$ and $E_{W}=E_{T} / 3$, respectively. The diamonds and the circles correspond to states in the $\mathbb{Z}_{2}$-even and $\mathbb{Z}_{2}$-odd sectors of the theory. We find that in all the plots, for high enough values of $E_{T}$, the solid lines for the $\Delta H_{2}$ are flatter than the truncated ones. The difference between the dotted and dashed lines is bigger for the plot for $g=3$ than the one for $g=1$. This can be understood because one expects more overlap from higher $H_{0}$ excited states with the vacuum for higher coupling. The difference between the solid and dashed lines becomes smaller as $E_{T}$ is increased. This can be understood because as $E_{T}$ is increased bigger parts of $\left(H_{T}\right)_{r s}$ are being renormalized, and eventually the difference between using $E_{W}=E_{T} / 2$ and $E_{T} / 3$ becomes negligible. An intrinsic error of our calculation of the eigenvalues is the difference between the values obtained for different choices of $E_{W}$. This error could be reduced with a more careful estimate of the expansion parameter $\alpha_{r, s}$, which would be very interesting for the future development of the method. In fact, it seems that
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Figure 5.6: Left: The vacuum energy $\mathcal{E}_{0}^{i}$ as a function of $E_{T}$ for $g=1,2$ and 3 in descending order. Right: Energy difference between the first excited states and the vacuum energy as a function of the coupling $E_{T}$ for $g=1,2$ and 3. In all the plots of the figure the blue curves correspond to the $\mathbb{Z}_{2}$-even sector while the red ones to the $\mathbb{Z}_{2}$-odd. The dotted curves are computed with the truncated Hamiltonian, while the solid and dashed lines are computed adding $\Delta H_{2}$ with cutoffs $E_{W}=E_{T} / 2$ and $E_{W}=E_{T} / 3$.



Figure 5.7: Left: The vacuum energy $\mathcal{E}_{0}$ as a function of the coupling g. Right: Energy difference between the first excited states and the vacuum energy as a function of the coupling constant $g$. In all the plots of the figure the blue curves correspond to the $\mathbb{Z}_{2}$-even sector while the red ones to the $\mathbb{Z}_{2}$-odd. The dotted curves are computed with the truncated Hamiltonian for a truncation energy $E_{T}=18$, while the solid and dashed lines are computed adding $\Delta H_{2}$ with cutoffs $E_{W}=E_{T} / 2$ and $E_{W}=E_{T} / 3$.
for $E_{T} \lesssim 12(14)$ for $g=2(3)$ the cutoff $E_{W}$ is too high (and might include non-perturbative corrections like the one in Eq. (5.82)) as the eigenvalues deviate a lot from the computation done with $H_{T}$. Another small source of uncertainty in our calculation comes from not having included higher order $\Delta H_{n}$ corrections; in the next section we explain the calculation of $\Delta H_{3}$.

In Fig. 5.7 we show two plots of the vacuum and first excited states as a function of the coupling constant $g$ for $E_{T}=18$ (cf. Fig. 4 of Ref. [7]). There is an intrinsic uncertainty in our procedure in the choice of $E_{W}$, and as we discussed above it could be lowered by increasing the size of the truncation $E_{T}$ or ideally by refining the determination of $E_{W}$. Notice that the renormalization of the truncated Hamiltonian matters as the solid lines have a significant difference with respect to the truncated (as seen in Fig. 5.6 the solid lines show a better convergence as a function of $E_{T}$ ). For $g \gtrsim 3.5$ the first $\mathbb{Z}_{2}$-odd excited state seems to become degenerate with the vacuum which is a signal of the spontaneous breaking of the $\mathbb{Z}_{2}$ symmetry. This plot can be used to determine the critical coupling, see Ref. [7].

### 5.5.4 Three point correction and further comments

As explained in the previous section we have performed the numerical study of the $\phi^{4}$ theory without taking into account the three point correction $\Delta H_{3}$. This would be an interesting point for the future and therefore we give a small preview of the type of expressions one obtains when computing the three point correction. As done throughout the paper, to get the expression for $\Delta H_{3}$ we start by first computing

$$
\begin{equation*}
\Delta \hat{H}_{3}(\mathcal{E})_{r s}=-\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} d t_{1} d t_{2} e^{i\left(\mathcal{E}-E_{r}+i \epsilon\right)\left(t_{1}+t_{2}\right)} \mathcal{T}\left\{V\left(T_{1}\right) V\left(T_{2}\right) V\left(T_{3}\right)\right\}_{r s} \tag{5.85}
\end{equation*}
$$

where $T_{k}=\sum_{n=1}^{3-k} t_{n}$. Then we find $\Delta H_{3}$ by keeping only those terms that have all poles at $\mathcal{E}>E_{T}$. Then, we see that the three point correction can be split into

$$
\begin{equation*}
\Delta H_{3}=\Delta H_{3}^{1}+\Delta H_{3}^{\phi^{2}}+\Delta H_{3}^{\phi^{4}}+\Delta H_{3}^{\phi^{6}}+\Delta H_{3}^{\phi^{8}}+\Delta H_{3}^{\phi^{10}}+\Delta H_{3}^{\phi^{12}} \tag{5.86}
\end{equation*}
$$

where the subindices denote the number of fields in each term. The correction $\Delta H_{3}^{1}$ is given by

$$
\begin{equation*}
\Delta H_{3}^{\mathbb{1}}(\mathcal{E})=\frac{s_{222} g^{3}}{(2 L)^{6}} \sum_{k_{i}, p_{i}, l_{i}} \frac{L^{2} \delta_{p_{1}+p_{2}}^{l_{1}+l_{2}+k_{1}+k_{2}, 0}, 0}{\omega_{k_{1}} \omega_{k_{2}} \omega_{p_{1}} \omega_{p_{2}} \omega_{l_{1}} \omega_{l_{2}}} \frac{\theta\left(\sum_{i=1}^{2}\left[\omega_{p_{i}}+\omega_{k_{i}}\right]-E_{T}\right)}{\mathcal{E}-\sum_{i=1}^{2}\left[\omega_{p_{i}}+\omega_{k_{i}}\right]} \frac{\theta\left(\sum_{i=1}^{2}\left[\omega_{l_{i}}+\omega_{k_{k}}\right]-E_{T}\right)}{\mathcal{E}-\sum_{i=1}^{2}\left[\omega_{l_{i}}+\omega_{k_{i}}\right]} . \tag{5.87}
\end{equation*}
$$

where the symmetry factor is defined in Eq. (5.39). The rest of the terms $\Delta H_{3}^{\phi^{2}}, \cdots, \Delta H_{3}^{\phi^{12}}$ can be computed in a similar fashion as explained in previous sections, but we do not present them here since we did not include them in the numerical analysis.

Another interesting thing to study in the future is the local expansion of $\Delta H_{3}$ and higher orders in $\Delta H_{n}$. Here we present some of the terms for the $\Delta H_{3}$ case. As done for $\Delta H_{2}$, when the local expansion applies the calculation is simplified. We use the diagrammatic representation explained in Appendix 5.6 for the expressions at $\mathcal{O}\left(t^{0}, z^{0}\right)$ of the local renormalization. As an example the leading local coefficients that renormalize the operators $V_{2}, V_{4}$ and $V_{6}$ are

where for example,

$$
\begin{equation*}
\lambda=\frac{s_{131} g^{3}}{(2 L)^{5}} \sum_{k, l, p_{i}} \frac{L^{2} \delta_{p_{1}}^{l+k, p_{2}+p_{3}+k, 0}}{\omega_{k} \omega_{p_{1}} \omega_{p_{2}} \omega_{p_{3}}} \frac{\theta\left(\omega_{l}+\omega_{k}-E_{L}\right)}{\mathcal{E}-\omega_{l}-\omega_{k}} \frac{\theta\left(\omega_{k}+\Sigma_{i=1}^{3} \omega_{p_{i}}-E_{L}\right)}{\mathcal{E}-\omega_{k}-\Sigma_{i=1}^{3} p_{i}} . \tag{5.89}
\end{equation*}
$$

For the renormalization of the quartic we get

$$
\begin{equation*}
\Delta H_{3+}^{\phi^{4}} \simeq(x \bigcirc \lll \ll+\cdots) V_{4} \tag{5.90}
\end{equation*}
$$

where for example,

$$
\begin{equation*}
>\lll \frac{s_{220} g^{3}}{(2 L)^{4}} \sum_{l_{1} l_{2} p_{1} p_{2}} \frac{L^{2} \delta_{l_{1}+l_{2}, 0}^{p_{1}+p_{2}, 0}}{\omega_{l_{1}} \omega_{l_{2}} \omega_{p_{1}} \omega_{p_{2}}} \frac{\theta\left(\omega_{l_{1}}+\omega_{l_{2}}-E_{L}\right)}{\mathcal{E}-\omega_{l_{1}}-\omega_{l_{2}}} \frac{\theta\left(\omega_{p_{1}}+\omega_{p_{2}}-E_{L}\right)}{\mathcal{E}-\omega_{p_{1}}-\omega_{p_{2}}} . \tag{5.91}
\end{equation*}
$$

For $V_{6}$

$$
\begin{equation*}
\Delta H_{3+}^{\phi^{6}} \simeq\left(\curvearrowright \wedge \wedge^{+\cdots}\right) V_{6} \tag{5.92}
\end{equation*}
$$

where

$$
\begin{equation*}
\curvearrowright \wedge=\frac{s_{111} g^{3}}{(2 L)^{3}} \sum_{k} \frac{L^{2}}{m \omega_{k}^{2}}\left(\frac{1}{\mathcal{E}-2 \omega_{k}}\right)^{2} \theta\left(2 \omega_{k}-E_{L}\right) . \tag{5.93}
\end{equation*}
$$

As final remark, notice that the expression in Eq. (5.91) is the square of the coefficient of $V_{4}\left(\right.$ in $\left.\Delta H_{2+}^{\phi^{4}}\right)$ up to a numerical factor (see Eq. (5.59))


It would be very interesting to investigate whether certain classes of diagrams in the $\Delta H_{+}=$ $\sum_{n} \Delta H_{n+}$ expansion can be resumed. This would reduce the error in the computed spectrum and its dependence on the arbitrary truncation energy $E_{T}$. For instance, it could be that the resummation comes only from the leading pieces of the different diagrams. ${ }^{19}$

### 5.5.5 Summary of the method and comparison with Ref. [7]

In this section we summarize our approach to the renormalized Hamiltonian truncation method and briefly comment on the main differences with Ref. [7].

The aim of the renormalized Hamiltonian truncation method is to find the lowest eigenvalues $\mathcal{E}$ of $H$. This is done by diagonalizing $H_{\text {eff }} \equiv H_{T}+\Delta H$, where $H_{T}$ is the truncated Hamiltonian and $\Delta H$ encodes the contributions from the $H_{0}$ eigenstates with $E>E_{T}$. Computing $\Delta H$ is difficult but the problem is simplified if one expands $\Delta H$ in powers of $V_{h h} / H_{h h}$. One expects that the first terms of the series $\Delta H=\sum_{n} \Delta H_{n}$ are a good approximation to $\Delta H$ if the expansion parameter is small. These terms can be computed as explained in Sec. 5.2, by first finding $\Delta \hat{H}_{n}$ and keeping only the contributions from the states with $E>E_{T}$. Then, we notice that for some entries with $E_{r}, E_{s}$ close to $E_{T}$, the series $(\Delta H)_{r s}=\sum_{n}\left(\Delta H_{n}\right)_{r s}$ is not perturbative (for the chosen parameters $g, E_{T}$ ). We deal with this problem by setting to zero all those entries with $E_{r}$ or $E_{s}>E_{W}$ where $E_{W}$ is chosen appropriately, see Sec. 5.5.3.

In order to speed up the numerics and gain analytic insight, we perform several approximations to the exact expression of $\Delta H_{2}$. First we introduce a scale $E_{L}$ so that $\Delta H_{2}=$ $\Delta H_{2-}+\Delta H_{2+}$ where $\Delta H_{2+}$ only receives contributions of the states with $E \geqslant E_{L}$ while $\Delta H_{2-}$ only receives contributions of states with $E_{T}<E<E_{L}$. The scale $E_{L}$ is chosen such that $\Delta H_{2+}$ can be well approximated by the first terms of a local expansion. In our case, we only keep the leading terms $\Delta H_{2+}=\sum_{n=0}^{n=2} c_{2 n} \int d x \phi^{2 n}(x, t)$ and we find that the coefficients $c_{i}$ can be written in terms of phase space functions. Lastly, the coefficients $c_{i}$ are approximated by taking the continuum limit and then expanding them in powers of $m / E_{L}$. On the other hand $\Delta H_{2-}$ is kept exact because its numerical implementation is less costly and it does not admit an approximation by truncating a local expansion. The whole procedure has been described in Sec. 5.5 and used to do the plots of Sec. 5.5.3.

## Comparison with Ref. [7]

Refs. [7,8] introduced a renormalized Hamiltonian truncation method by diagonalizing $H_{\text {eff }}=$ $H_{T}+\Delta H$ and expanding $\Delta H$ in a series. As explained, we have used this as our starting

[^51]point. In Ref. [7] though an approximation to $\Delta H_{2}$ is calculated using a different approach than in this paper. To get $\Delta H_{2}$, Ref. [7] starts by defining the following operator $M(E)$
\[

$$
\begin{equation*}
M(E)_{r s} d E \equiv \sum_{E_{j} \leqslant E \leqslant E_{j}+d E} V_{r j} V_{j s} \quad \text { such that } \quad \Delta H_{2}=\int_{E_{T}}^{\infty} d E \frac{M(E)}{\mathcal{E}-E} \tag{5.95}
\end{equation*}
$$

\]

and then noticing that $M(E)$ is related to the matrix element

$$
\begin{equation*}
C(\tau)_{r s} \equiv\langle r| V(\tau / 2) V(-\tau / 2)|s\rangle=\int_{0}^{\infty} d E e^{-\left[E-\left(E_{r}+E_{s}\right) / 2\right] \tau} M(E)_{r s} \tag{5.96}
\end{equation*}
$$

by a Laplace transform. In Ref. [7], the $E \rightarrow \infty$ behavior of $M(E)$ is found by doing the inverse Laplace transform of the non-analytic parts of $C(\tau)$ in the limit $\tau \rightarrow 0$. This is done in the continuum limit, which is a good approximation. The obtained result for $M(E)$ in this limit is taken to compute $\Delta H_{2}$. Ref. [7] differentiates two renormalization procedures, one where the term $\left(E_{r}+E_{s}\right) / 2$ in Eq. (5.96) is approximated to zero (called local), and one where it is taken into account (called sub-leading). In the later case $M(E)$ is given by $M\left(E-E_{r s}\right)$, and therefore for entries with $E_{r s} \sim E_{T}$ taking the limit $E-E_{r s} \gg m$ is not justified when $E \sim E_{T}$. The way in which this problem is dealt with is by neglecting all the contributions of $M\left(E-E_{r s}\right)$ for $E \leqslant E_{r s}+5 m$; in other words, a $\theta\left(E-E_{r s}-5 m\right)$ is multiplied to the integrand in Eq. (5.95). ${ }^{20}$

With this, we can already find the main differences between the two approaches. In our case we calculate the exact expression of $\Delta H_{2}$ which, if needed, can be approximated. Instead, Ref. [7] finds the contributions of $\Delta H_{2}$ that are leading in the limit where $E \rightarrow \infty$ (which neglects the tree and disconnected contributions). From our approach we can recover the local result of Ref. [7] if we set $E_{L}=E_{W}=E_{T}$, neglect the tree and disconnected contributions, take the continuum limit, perform a local expansion to $\Delta H_{2+}$, and make an expansion in $m / E \ll 1$. The choice $E_{L}=E_{T}$ implies $\Delta H_{2}=\Delta H_{2+}$ and $\Delta H_{2-}=0$, while $E_{W}=E_{T}$ means that no entries $\left(\Delta H_{2}\right)_{r s}$ are set to zero. In a similar way we can recover the sub-leading result taking into account the $E_{r s}$ terms, while introducing by hand a $\theta\left(E-E_{r s}-5 m\right)$ in the integrals of the coefficients.

Even though the two approaches are quite different, our method and their sub-leading renormalization can still give similar results due to the following. For large enough $E_{T}$, the low entries of $\left(\Delta H_{2}\right)_{r s}$ only receive contributions from loop-generated operators ${ }^{21}$, and can be well approximated by a local (up to the $E_{r s}$ dependence) expansion even if $E_{L}=E_{T}$. On the other hand, for high energy entries of $\left(\Delta H_{2}\right)_{r s}$ the tree and disconnected operators are non-zero, and none of the operators can be approximated by a truncated local expansion if $E_{L}=E_{T}$. However, in many cases these high energy entries become non perturbative and we set them to zero when $E_{r}$ or $E_{s}>E_{W}$. Therefore we find that if $E_{W}$ is used, it can be a good approximation for large enough $E_{T}$ to neglect the tree and disconnected terms all together

[^52]and set $E_{L}=E_{T}$ while performing a local expansion. With this we connect with Ref. [7] where the scale $E_{W}$ is not used to get rid of the non-perturbative contributions. Instead the tree and disconnected terms are neglected, all the entries of $\left(\Delta H_{2}\right)_{r s}$ are approximated by the loop-generated local (up to $E_{r s}$ ) operators only and the $\theta\left(E-E_{r s}-5 m\right.$ ) is introduced in Eq. (5.95). As explained, neglecting the tree and disconnected terms is justified, while the introduction of $\theta\left(E-E_{r s}-5 m\right)$ and truncating the local expansion in practice largely reduce the values of the high energy entries with respect to the exact result. All of these effectively act as our scale $E_{W}$. Therefore we see that in many cases our approach and the one in Ref. [7] can give similar results.

Even though the numerical results are similar, our approach introduces new tools and insights that we think improve the renormalized Hamiltonian truncation method and can help to develop it further.

### 5.6 Conclusion and outlook

In this paper we have developed further the Hamiltonian truncation method. In particular we have explained a way to compute the corrections to the truncated Hamiltonian at any order in the large $E_{T}$ expansion of $\Delta H=\sum_{n} \Delta H_{n}$. We have applied these ideas to scalar field theory in two dimensions and studied the spectrum of the theory as a function of the truncation energy and the coupling constant.

There are various open directions that are very interesting and deserve further investigation. Firstly, it would be a great improvement to the method to find a more precise estimate of the expansion parameter of the series. This estimate should be easy to implement numerically and lead to a precise definition of the cutoff $E_{W}$. In this work we have been pragmatic in this respect, and investigated the behaviour of the spectrum as this cutoff is modified. It might be that only removing the contribution of certain type of matrix elements (like the ones corresponding to high occupation number and zero momentum) the series is greatly improved.

We have not pushed the numerical aspects of the method very far and all the computations have been done with Mathematica. With more efficient programming languages it would be interesting to further study and check that as the truncation energy $E_{T}$ is increased the uncertainty in the precise choice of $E_{W}$ is reduced.

Another point that should be addressed is the dependence of the spectrum on $L$ as higher $\Delta H_{n}$ corrections are added; also it could be relevant to inspect if there are diagrams that dominate for large $L m \gg 1$.

Another very interesting path to develop further is to apply renormalization group techniques to resum the fixed order calculations of $\Delta H$. Since the exact eigenvalues do not depend on the truncation energy $E_{T}$, it may be possible resum the calculation of $\Delta H_{n}$. Our analytic expressions for the $\Delta H_{n}$ corrections permit a precise study of the possible resummation of the leading corrections at each order in the perturbation theory of the large $E_{T}$ expansion. One could start by studying the resummation of the leading local corrections, and for that
the phase space formulation that we have introduced is useful as there are simple recursion relations for the differential phase space.

Another fascinating avenue to pursue is the applicability of the method to other theories with higher spin fields and to increase the number of dimensions. In this regard, we notice that the derivation of Eqs. (5.66)-(5.68) seems to be formally valid in any space-time dimension d. Recall that the $c_{i}$ 's are the coefficients of the local operators added to $H_{T}$ to take into account the effect of the highest energetic $H_{0}$ eigenstates not included in the light Hilbert space $\mathcal{H}_{l}$. As $d$ is increased beyond $d=2$ the UV divergencies appear due to the increasingly rapid growth of the phase space functions $\Phi_{i}(E)$. One can then regulate the $c_{i}$ coefficients with a cutoff $\Lambda$. For instance, consider the coefficient $c_{4}$ of the $\phi^{4}$ operator

$$
\begin{equation*}
c_{4}^{\Lambda}(\mathcal{E})=s_{2} g_{0}^{2} \int_{E_{L}}^{\Lambda} \frac{d E}{2 \pi} \frac{1}{\mathcal{E}-E} \Phi_{2}(E) \tag{5.97}
\end{equation*}
$$

in $d=4$. Then, requiring that the energy levels are independent of the regulator one finds the following $\beta$-function

$$
\begin{equation*}
\beta(g)=-\Lambda \frac{\partial c_{4}^{\Lambda}}{\partial \Lambda}+\mathcal{O}\left(g^{3}\right)=\frac{s_{2} g^{2}}{2 \pi} \Phi_{2}(\Lambda)+\mathcal{O}\left(g^{3}, \mathcal{E}\right) \tag{5.98}
\end{equation*}
$$

where the $\mathcal{E}$ corrections can be neglected in the limit of large $\Lambda \gg \mathcal{E}$. Redefining $g \equiv \lambda / 4$ ! one recovers the known result for the $\lambda \phi^{4}$ theory $\beta(\lambda)=\frac{3}{16 \pi^{2}} \lambda^{2}+\mathcal{O}\left(\lambda^{3}\right)$, where we have neglected the mass corrections that for $\Lambda \gg m$ decouple as $\Phi_{2}(\Lambda)=1 /(8 \pi)+\mathcal{O}\left(m^{2} / \Lambda^{2}\right)$. A possible way to make contact between the calculation in the renormalized Hamiltonian method and the standard calculation of the beta function is by noticing that the coefficient of the divergent part of the amplitude is proportional to the coefficient of its finite imaginary part which in turn (by the optical theorem) is proportional to the two-particle phase space. It would be very interesting to further study RG flows from the perspective of the renormalized Hamiltonian truncation method approach.

We think that the Hamiltonian truncation method is a very promising approach to study strong dynamics, and that there are still open important questions to be addressed.

## Appendix A: Diagramatic representation

There is a simple and powerful diagrammatic representation that permits to easily find the expression for $\Delta H_{n}$. This can be used to either compute the full operator $\Delta H_{n}$ or the leading $\mathcal{O}\left(t^{0}, z^{0}\right)$ coefficients in the local expansion of $\Delta H_{n+}$ defined in Sec. 5.4. This representation is valid for any $\phi^{\alpha}$ theory, but here we give examples only for the $\phi^{4}$ case for concreteness.

## Local coefficients

Imagine that we want to find the local coefficients $\mathcal{O}\left(t^{0}, z^{0}\right)$ for $\Delta H_{3+}^{\phi^{2}}$. To find them one puts 3 vertices ordered horizontally ${ }^{22}$ and draws all possible diagrams that have only 2 external lines, four lines meeting at each vertex and don't have any lines starting and ending at the same vertex. Next, we assign a momentum for each internal line and draw a vertical line between every pair of vertices. One such diagrams is


The expression corresponding to a given diagram with $n$ vertices and $N$ propagators is given by

$$
\begin{equation*}
s g^{n} \sum_{k^{\prime} s} \frac{1}{\prod_{i=1}^{N}\left(2 L \omega_{k_{i}}\right)} \prod_{p=1}^{n-1} L \delta_{p} \frac{\theta\left(\sum_{k_{j} \in\left\{s_{p}\right\}} \omega_{k_{j}}-E_{L}\right)}{\mathcal{E}-\sum_{k_{j} \in\left\{s_{p}\right\}} \omega_{k_{j}}}, \tag{5.6.100}
\end{equation*}
$$

where $k_{j}=2 \pi n_{j} / L$ with $n_{j} \in \mathbb{Z}$. Each of the $n-1$ sets of momenta $\left\{s_{p}\right\}$ consist in the momenta of the internal lines that are cut by each vertical line. In (5.6.99) these would be $s_{1}=\left\{k_{1}, k_{2}, k_{5}\right\}$ and $s_{2}=\left\{k_{3}, k_{4}, k_{5}\right\}$. The symbol $\delta_{p}$ stands for a Kronecker delta that imposes that the total momentum crossing a cut is zero; $s$ is a symmetry factor that counts all the ways that the lines of the vertices can be connected to form the diagram. Applying this recipe to the diagram in (5.6.99) one has

where the symmetry factor $s_{p}^{m n v}$ is given in Eq. (5.39). Another example of a contribution to $\Delta H_{3+}^{\phi^{2}}$ would be

$$
\begin{equation*}
\overbrace{}^{-}=s_{4}^{212} g^{3} \sum_{k^{\prime} s} \frac{L^{2} \delta_{k_{3}+k_{4}+k_{5}, 0}^{k_{1}+k_{2}+k_{3}+k_{4}, 0}}{\prod_{i=1}^{5}\left(2 L \omega_{k_{i}}\right)} \frac{\theta\left(\sum_{s=1}^{5} \omega_{k_{s}}-E_{L}\right)}{\mathcal{E}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{3}}-\omega_{k_{4}}} \frac{\theta\left(\Sigma_{s=1}^{4} \omega_{k_{s}}-E_{L}\right)}{\mathcal{E}-\omega_{k_{3}}-\omega_{k_{4}}-\omega_{k_{5}}} \text {. } \tag{5.6.102}
\end{equation*}
$$

Notice that the ordering of the vertices matters since the diagrams of (5.6.101) and (5.6.102) have the same topology but give different results.

With this prescription one easily recovers Eqs. (5.55), (5.57), and (5.59) corresponding to the $\Delta H_{2+}$ coefficients in the $\phi^{4}$ theory



[^53]Notice that to include the contributions $E_{r s}$ mentioned at the end of Sec. 5.5.2 the same diagrammatic representation applies but one must then substitute $\mathcal{E} \rightarrow \mathcal{E}-E_{r s}$ in Eq. (5.6.100) making the coefficients depend on the matrix entry.

## Exact $\Delta H_{n}$ opertors

A similar diagrammatic representation can be used to calculate the exact $\Delta \hat{H}_{n}$ operator from which one can easily get $\Delta H_{n}$. The prescription to follow is very similar to the one for the local case, where one starts drawing the same diagrams and putting vertical lines between every pair of vertices. The only difference is that now one extends the external lines to left and right in all possible combinations for each diagram drawn and also assigns a momentum to the external lines. For the diagram in (5.6.99) this means


Now, the operator corresponding to a given diagram with $n$ vertices, $N$ propagators, $A$ external lines starting left and $B$ external lines starting right is

$$
\begin{equation*}
\kappa s g^{n} \sum_{k^{\prime} s, q^{\prime} s} \frac{1}{\prod_{i=1}^{N}\left(2 L \omega_{k_{i}}\right)} \prod_{p=1}^{n-1} \frac{\theta\left(\omega_{r s}+\sum_{Q_{j} \in\left\{s_{p}\right\}} \omega_{Q_{j}}-E_{L}\right)}{\mathcal{E}-\omega_{r s}-\sum_{Q_{j} \in\left\{s_{p}\right\}} \omega_{Q_{j}}} \prod_{\alpha=1}^{n} L \delta_{\alpha} \prod_{r=A+1}^{A+B} \frac{a_{q_{r}}^{\dagger}}{\sqrt{2 L \omega_{q_{r}}}} \prod_{l=1}^{A} \frac{a_{q_{l}}}{\sqrt{2 L \omega_{q_{l}}}}, \tag{5.6.105}
\end{equation*}
$$

where the sums over $k^{\prime} s, q^{\prime} s$ sum over all possible momenta for a given $k_{i}, q_{i}$. Then, each of the $n-1$ sets of momenta $\left\{s_{p}\right\}$ consists in the momenta of the lines that are cut by each vertical line. For the first diagram from the left in (5.6.105) these would be $s_{1}=\left\{k_{1}, k_{2}, k_{5}\right\}$ and $s_{2}=\left\{k_{3}, k_{4}, k_{5}\right\}$, and for the second one $s_{1}=\left\{q_{1}, k_{1}, k_{2}, k_{5}\right\}$ and $s_{2}=\left\{q_{1}, k_{3}, k_{4}, k_{5}\right\}$. The symbol $\delta_{\alpha}$ stands for a Kronecker delta that imposes momentum conservation at each vertex $\alpha$. The symbol $\omega_{r s}$ depends on the energy of the states $\left\langle E_{r}\right|,\left|E_{s}\right\rangle$ on which $a$ and $a^{\dagger}$ act i.e. it is different for each entry $\left(a_{-q_{r}}^{\dagger} a_{q_{l}}\right)_{r s}$, and is given by $w_{r s} \equiv E_{r s}-\frac{1}{2} \sum_{i=1}^{A+B} \omega_{q_{i}}$ where $E_{r s}=\left(E_{r}+E_{s}\right) / 2$. As before $s$ is a symmetry factor that counts all the ways that the lines of the vertices can be connected to form the diagram. Lastly $\kappa$ counts all the equivalent ways that the external lines coming out from the same vertex can be ordered left and right, for the diagrams in (5.6.105) is is always one, since there is only one external line per vertex. Applying this recipe to the first and second diagrams in (5.6.105) one has

$$
\begin{align*}
& \frac{q_{2}}{q_{2}}=s_{4}^{221} g^{3} \sum_{k_{1}, \cdots, k_{5}} \sum_{q_{1}, q_{2}} \frac{L^{2} \delta_{k_{1}}^{k_{3}+k_{4}+k_{5}, q_{2}}}{\prod_{i=1}^{5}\left(2 L \omega_{2}+k_{5}, q_{1}\right)} \frac{\theta\left(\omega_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{5}}-E_{L}\right)}{\mathcal{E}-\omega_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{5}}} \\
& \theta\left(\omega_{r s}+\omega_{k_{3}}+\omega_{k_{4}}+\omega_{\left.k_{5}-E_{L}\right)}^{\mathcal{E}-\omega_{r s}-\omega_{k_{3}}-\omega_{k_{4}}-\omega_{k_{5}}} L \delta_{k_{3}+k_{4}, k_{1}+k_{2}} \frac{a_{q_{1}}^{\dagger} a_{q_{2}}}{2 L \sqrt{\omega_{q_{1}} \omega_{q_{2}}}},\right. \tag{5.6.106}
\end{align*}
$$

$$
\begin{align*}
= & s_{4}^{221} g^{3} \sum_{k_{1}, \ldots, k_{5} q_{1}, q_{2}} \frac{L^{2} \delta_{k_{1}+k_{2}+k_{5}+q_{1}, 0}^{k_{3}+k_{4}+k_{5}+q_{1}, 0}}{\prod_{i=1}^{5}\left(2 L \omega_{k_{i}}\right)} \frac{\theta\left(\omega_{r s}+\omega_{k_{1}}+\omega_{k_{2}}+\omega_{k_{5}}+\omega_{q_{1}}-E_{L}\right)}{\mathcal{E}-\omega_{r s}-\omega_{k_{1}}-\omega_{k_{2}}-\omega_{k_{5}}-\omega_{q_{1}}} \\
& \frac{\theta\left(\omega_{r s}+\omega_{k_{3}}+\omega_{k_{4}}+\omega_{k_{5}}+\omega_{q_{1}}-E_{L}\right)}{\mathcal{E}-\omega_{r s}-\omega_{k_{3}}-\omega_{k_{4}}-\omega_{k_{5}}-\omega_{q_{1}}} L \delta_{q_{1}+q_{2}, 0} \frac{a_{-q_{1}}^{\dagger} a_{q_{2}}}{2 L \sqrt{\omega_{q_{1}} \omega_{q_{2}}}}, \tag{5.6.107}
\end{align*}
$$

where $\omega_{r s}=E_{r s}-\left(\omega_{q_{1}}+\omega_{q_{2}}\right) / 2$ and the symmetry factor $s_{p}^{m n v}$ is given in Eq. (5.39).
With this set of rules one can easily get the expression for $\Delta \hat{H}_{2}$ and $\Delta \hat{H}_{3}$ for the $\phi^{2}$ and $\phi^{4}$ theories. Then one finds $\Delta H_{2}$ and $\Delta H_{3}$ by keeping only the contributions with all poles $\mathcal{E}>E_{T}$.

## Appendix B: $\Delta H$ for the $\phi^{2}$ perturbation

## Two-point correction

In this section we give the full expressions of the $\Delta \hat{H}_{2}$ corrections for the scalar theory with potential $V=g_{2} \int d x \phi^{2}$. Recall that the symmetry factor is given by $s_{p}=\binom{2}{p}^{2} p!$. We will use the prescription $E_{r s}=\left(E_{r}+E_{s}\right) / 2$ where $E_{r}$ and $E_{s}$ are $H_{0}$ eigenvalues.

$$
\begin{align*}
& \Delta \hat{H}_{2}^{1}(\mathcal{E})_{r s}= g_{2}^{2} s_{2} \frac{1}{2^{2}} \sum_{k} \frac{1}{\omega_{k}^{2}} \frac{1}{\mathcal{E}-E_{r s}-2 \omega_{k}} \delta_{r s}  \tag{5.6.108}\\
& \Delta \hat{H}_{2}^{\phi^{2}}(\mathcal{E})_{r s}= g_{2}^{2} s_{1} \frac{1}{2^{2}} \sum_{q} \frac{1}{\omega_{q}^{2}}\left[\left(a_{q} a_{-q} \frac{1}{\mathcal{E}-E_{r s}-\omega_{q}}+\text { h.c. }\right)\right. \\
&+\left.a_{q}^{\dagger} a_{q}\left(\frac{1}{\mathcal{E}-E_{r s}-2 \omega_{q}}+\frac{1}{\mathcal{E}-E_{r s}}\right)\right]  \tag{5.6.109}\\
& \Delta \hat{H}_{2}^{\phi^{4}}(\mathcal{E})_{r s}= g_{2}^{2} s_{0} \frac{1}{2^{2}} \sum_{q_{1}, q_{2}} \\
& \frac{1}{\omega_{q_{1}} \omega_{q_{2}}}\left[a_{q_{1}} a_{q_{2}} a_{-q_{1}} a_{-q_{2}} \frac{1}{\mathcal{E}-E_{r s}-\omega_{q_{1}}+\omega_{q_{2}}}+\right.\text { h.c. } \\
&+2 a_{q_{1}}^{\dagger} a_{q_{1}} a_{q_{2}} a_{-q_{2}}\left(\frac{1}{\mathcal{E}-E_{r s}+\omega_{q_{2}}}+\frac{1}{\mathcal{E}-E_{r s}-\omega_{q_{2}}}\right)+\text { h.c. } \\
&+a_{q_{1}}^{\dagger} a_{-q_{1}}^{\dagger} a_{q_{2}} a_{-q_{2}}\left(\frac{1}{\mathcal{E}-E_{r s}+\omega_{q_{1}}+\omega_{q_{2}}}+\frac{1}{\mathcal{E}-E_{r s}-\omega_{q_{1}}-\omega_{q_{2}}}\right)  \tag{5.6.110}\\
&\left.+4 a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{1}} a_{q_{2}} \frac{1}{\mathcal{E}-E_{r s}}\right] .
\end{align*}
$$

## Three-point correction

In this section we give the full expressions of the $\Delta H_{3}$ corrections for the scalar theory with potential $V=g_{2} \int d x \phi^{2}$. Recall that the symmetry factor is given by

$$
\begin{equation*}
s_{p}^{m n v}=\frac{p!^{3}}{(p-m-n)!(p-m-v)!(p-n-v)!m!n!v!} . \tag{5.6.111}
\end{equation*}
$$

We use the notation $\Delta H_{3}=\Delta H_{3}^{1}+\Delta H_{3}^{\phi^{2}}+\Delta H_{3}^{\phi^{4}}+\Delta H_{3}^{\phi^{6}}$, where

$$
\begin{align*}
\Delta H_{3}^{1}(\mathcal{E})_{r s}= & \frac{g_{2}^{3} s_{2}^{111}}{2^{3}} \sum_{k} \frac{1}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}}} G_{0}\left(k_{1}, k_{2}, k_{3}, E_{T}\right),  \tag{5.6.112}\\
\Delta H_{3}^{\phi^{2}}(\mathcal{E})_{r s}= & \frac{g_{2}^{3}}{2^{3}} \sum_{k, q} \frac{1}{\omega_{k_{1}} \omega_{k_{2}}} \frac{1}{\sqrt{\omega_{q_{1}} \omega_{q_{2}}}}\left[s_{2}^{200} G_{2,1}\left(k_{1}, k_{2}, q_{1}, q_{2}, E_{T}\right)\right. \\
& \left.+s_{2}^{110} G_{2,2}\left(k_{1}, k_{2}, q_{1}, q_{2}, E_{T}\right)\right]  \tag{5.6.113}\\
\Delta H_{3}^{\phi^{4}}(\mathcal{E})_{r s}= & \frac{g_{2}^{3} s_{2}^{100}}{2^{3}} \sum_{k, q} \frac{1}{\omega_{k}} \frac{1}{\sqrt{\omega_{q_{1}} \cdots \omega_{q_{4}}}} G_{4}\left(k, q_{1}, \ldots, q_{4}\right),  \tag{5.6.114}\\
\Delta H_{3}^{\phi^{6}}(\mathcal{E})_{r s}= & \frac{g_{2}^{3} s_{2}^{000}}{2^{3}} \sum_{q} \frac{1}{\sqrt{\omega_{q_{1}} \cdots \omega_{q_{6}}}} G_{6}\left(q_{1}, \ldots, q_{6}\right), \tag{5.6.115}
\end{align*}
$$

where

$$
\begin{align*}
G_{0} & =\delta_{k_{1}+k_{2}, 0} \delta_{k_{1}+k_{3}, 0}\left[f_{0}\right]^{12}\left[f_{0}\right]^{13},  \tag{5.6.116}\\
G_{2,1} & =a_{q_{1}} a_{q_{2}} \delta_{0} \delta_{k_{1}+k_{2}, 0}\left[f_{2}\right]_{12}^{12}\left[f_{2}\right]^{12}+\text { h.c. }+2 a_{q_{1}}^{\dagger} a_{q_{2}} \delta_{1} \delta_{k_{1}+k_{2}, 0}\left[f_{2}\right]_{1}^{12}\left[f_{2}\right]_{2}^{12},  \tag{5.6.117}\\
G_{2,2} & =a_{q_{1}}^{\dagger} a_{q_{2}} \delta_{1} \delta_{k_{1}+q_{1}, 0} \delta_{k_{1}+k_{2}, 0}\left(\left[f_{2}\right]_{12}^{1}\left[f_{2}\right]_{1}^{12}+\left[f_{2}\right]_{12}^{1}\left[f_{2}\right]_{2}^{12}+\left[f_{2}\right]_{12}^{1}\left[f_{2}\right]_{12}^{2}\right),  \tag{5.6.118}\\
G_{4} & =a_{q_{1}}^{\dagger} a_{q_{2}} a_{q_{3}} a_{q_{4}} \delta_{1} \delta_{k+q_{1}, 0} \delta_{q_{3}+q_{4}, 0}\left[f_{4}\right]_{1234}^{1}\left[f_{4}\right]_{12}^{1}+\text { h.c. } \\
& +2 a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} \delta_{2} \delta_{q_{1}-q_{3}, 0} \delta_{k+q_{2}, 0}\left[f_{4}\right]_{124}^{1}\left[f_{4}\right]_{234}^{1} \\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} \delta_{2}\left(\delta_{q_{1}+q_{2}, 0} \delta_{k+q_{4}, 0}\left[f_{4}\right]_{1234}\left[f_{4}\right]_{124}^{1}+\delta_{q_{3}+q_{4}, 0} \delta_{k+q_{1}, 0}\left[f_{4}\right]_{1234}\left[f_{4}\right]_{124}^{1}\right)(  \tag{5.6.119}\\
G_{6} & =a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} a_{q_{5}} a_{q_{6}} \delta_{2} \delta_{q_{1}+q_{2}, 0} \delta_{q_{3}+q_{4}, 0}\left[f_{6}\right]_{123456}\left[f_{6}\right]_{1234}+\text { h.c. } \\
& +2 a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}}^{\dagger} a_{q_{4}} a_{q_{5}} a_{q_{6}} \delta_{3} \delta_{q_{1}+q_{2}, 0} \delta_{q_{5}+q_{6}, 0}\left[f_{6}\right]_{12356}\left[f_{6}\right]_{12456} . \tag{5.6.120}
\end{align*}
$$

We have defined $w_{r s}^{p} \equiv E_{r s}-\frac{1}{2} \sum_{i=1}^{p} \omega_{q_{i}}, \delta_{d} \equiv \delta_{\Sigma_{i=1}^{d} q_{i}, \Sigma_{j=d+1}^{p} q_{j}}$ (the Kronecker delta that imposes momentum conservation to the creation/annihilation operators) and

$$
\begin{equation*}
\left[f_{p}\right]_{Q}^{K}=\frac{\theta\left(\omega_{r s}^{p}+\sum_{i \in\{Q\}} \omega_{q_{i}}+\sum_{i \in\{K\}} \omega_{k_{i}}-E_{T}\right)}{\mathcal{E}-\omega_{r s}^{p}-\sum_{i \in\{Q\}} \omega_{q_{i}}-\sum_{i \in\{K\}} \omega_{k_{i}}} . \tag{5.6.121}
\end{equation*}
$$

## Appendix C: $\Delta H$ for the $\phi^{4}$ theory

In this appendix we give the exact two-point correction and the first terms in the local expansion of the three-point correction. Getting the exact three-point correction would be
straightforward.

## Two-point correction

In this appendix we give the full expressions of the $\Delta H_{2}$ for the $\phi^{4}$ theory. Using the notation $\Delta H_{2}=\sum_{n=0}^{8} \Delta H_{2}^{\phi^{n}}$ we have

$$
\begin{align*}
\Delta H_{2}^{1}\left(\mathcal{E}, E_{T}\right) & =\frac{s_{4} g^{2}}{2^{4} L^{2}} \sum_{k_{1} k_{2} k_{3} k_{4}} \frac{1}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}} \omega_{k_{4}}} F_{0}\left(k_{1}, k_{2}, k_{3}, k_{4}, E_{T}\right),  \tag{5.6.122}\\
\Delta H_{2}^{\phi^{2}}\left(\mathcal{E}, E_{T}\right) & =\frac{s_{3} g^{2}}{2^{4} L^{2}} \sum_{k_{1}, k_{2}, k_{3}} \sum_{q_{1}, q_{2}} \frac{1}{\omega_{k_{1}} \omega_{k_{2}} \omega_{k_{3}}} \frac{1}{\sqrt{\omega_{q_{1}} \omega_{q_{2}}}} F_{2}\left(k_{1}, k_{2}, k_{3}, q_{1}, q_{2}, E_{T}\right), \tag{5.6.123}
\end{align*}
$$

$$
\Delta H_{2}^{\phi^{4}}\left(\mathcal{E}, E_{T}\right)=\frac{s_{2} g^{2}}{2^{4} L^{2}} \sum_{k_{1}, k_{2}} \sum_{q_{1}, q_{2}, q_{3}, q_{4}} \frac{1}{\omega_{k_{1}} \omega_{k_{2}}} \frac{1}{\sqrt{\omega_{q_{1}} \cdots \omega_{q_{4}}}} F_{4}\left(k_{1}, k_{2}, q_{1}, \ldots, q_{4}, E_{T}(\tilde{5}, 6.124)\right.
$$

$$
\begin{equation*}
\Delta H_{2}^{\phi^{6}}\left(\mathcal{E}, E_{T}\right)=\frac{s_{1} g^{2}}{2^{4} L^{2}} \sum_{k} \sum_{q_{1}, \ldots, q_{6}} \frac{1}{\omega_{k}} \frac{1}{\sqrt{\omega_{q_{1}} \cdots \omega_{q_{6}}}} F_{6}\left(k, q_{1}, q_{2}, \ldots, q_{6}, E_{T}\right) \tag{5.6.125}
\end{equation*}
$$

$$
\Delta H_{2}^{\phi^{8}}\left(\mathcal{E}, E_{T}\right)=\frac{s_{0} g^{2}}{2^{4} L^{2}} \sum_{q_{1}, \ldots, q_{8}} \frac{1}{\sqrt{\omega_{q_{1}} \cdots \omega_{q_{8}}}} F_{8}\left(q_{1}, q_{2}, \ldots, q_{8}, E_{T}\right)
$$

The $F_{i}$ functions are given by

$$
\begin{align*}
F_{0} & =\delta_{k_{1}+k_{2}+k_{3}+k_{4}, 0}\left[f_{0}\right]^{1234}  \tag{5.6.127}\\
F_{2} & =a_{q_{1}}^{\dagger} a_{q_{2}} \delta_{1} \delta_{k_{1}+k_{2}+k_{3}, q_{1}}\left(\left[f_{2}\right]^{123}+\left[f_{2}\right]_{12}^{123}\right)+a_{q_{1}} a_{q_{2}} \delta_{0} \delta_{k_{1}+k_{2}+k_{3}, q_{1}}\left[f_{2}\right]_{2}^{123}+\text { h.c. }  \tag{5.6.128}\\
F_{4} & =a_{q_{1}} a_{q_{2}} a_{q_{3}} a_{q_{4}} \delta_{0} \delta_{k_{1}+k_{2}, q_{1}+q_{2}}\left[f_{4}\right]_{34}^{12}+\text { h.c. } \\
& +2 a_{q_{1}}^{\dagger} a_{q_{2}} a_{q_{3}} a_{q_{4}} \delta_{1}\left(\delta_{k_{1}+k_{2}, q_{1}-q_{2}}\left[f_{4}\right]_{2}^{12}+\delta_{k_{1}+k_{2},-q_{1}+q_{2}}\left[f_{4}\right]_{134}^{12}\right)+\text { h.c. } \\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} \delta_{2}\left(\delta_{k_{1}+k_{2}, q_{1}+q_{2}}\left[f_{4}\right]^{12}+\delta_{k_{1}+k_{2},-q_{1}-q_{2}}\left[f_{4}\right]_{1234}^{12}+4 \delta_{k_{1}+k_{2}, q_{1}-q_{3}}\left[f_{4}\right]_{14}^{12}\right)(5.6 .129)  \tag{5.6.129}\\
F_{6} & =a_{q_{1}}^{\dagger} a_{q_{2}} a_{q_{3}} a_{q_{4}} a_{q_{5}} a_{q_{6}} \delta_{1} \delta_{k, q_{2}+q_{3}-q_{1}} 3\left[f_{6}\right]_{1456}^{1}+\text { h.c. } \\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} a_{q_{5}} a_{q_{6}} \delta_{2}\left(9 \delta_{k, q_{3}+q_{4}-q_{1}}\left[f_{6}\right]_{156}^{1}+3 \delta_{k, q_{3}-q_{1}-q_{2}}\left[f_{6}\right]_{12456}^{1}\right)+\text { h.c. }  \tag{5.6.130}\\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}}^{\dagger} a_{q_{4}} a_{q_{5}} a_{q_{6}} \delta_{3}\left(9 \delta_{k, q_{4}+q_{5}-q_{1}}\left[f_{6}\right]_{16}^{1}+9 \delta_{k,-q_{4}-q_{5}+q_{1}}\left[f_{6}\right]_{2345}^{1}+\delta_{k+q_{1}+q_{2}+q_{3}, 0}\left[f_{6}\right]_{123456}^{1}\right) \\
F_{8} & =a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}} a_{q_{4}} a_{q_{5}} a_{q_{6}} a_{q_{7}} a_{q_{8}} \delta_{2} 6 \delta_{q_{1}+q_{2}-q_{3}-q_{4}, 0}\left[f_{8}\right]_{125678}+\text { h.c. } \\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}}^{\dagger} a_{q_{4}} a_{q_{5}} a_{q_{6}} a_{q_{7}} a_{q_{8}} \delta_{3}\left(24 \delta_{q_{1}+q_{2}-q_{4}-q_{5}}\left[f_{8}\right]_{12678}+4 \delta_{q_{1}+q_{2}+q_{3}-q_{4}}\left[f_{8}\right]_{1235678}\right)+\text { h.c. } \\
& +a_{q_{1}}^{\dagger} a_{q_{2}}^{\dagger} a_{q_{3}}^{\dagger} a_{q_{4}}^{\dagger} a_{q_{5}} a_{q_{6}} a_{q_{7}} a_{q_{8}} \delta_{4}\left(16 \delta_{q_{1}-q_{5}-q_{6}-q_{7}, 0}\left(\left[f_{8}\right]_{18}+\left[f_{8}\right]_{234567}\right)\right. \\
& \left.+36 \delta_{q_{1}+q_{2}-q_{5}-q_{6}, 0}\left[f_{8}\right]_{1278}+\delta_{q_{1}+q_{2}+q_{3}+q_{4}, 0}\left[f_{8}\right]_{12345678}\right) . \tag{5.6.131}
\end{align*}
$$

We have defined $w_{r s}^{p} \equiv E_{r s}-\frac{1}{2} \sum_{i=1}^{p} \omega_{q_{i}}, \delta_{d} \equiv \delta_{\Sigma_{i=1}^{d} q_{i}, \Sigma_{j=d+1}^{p} q_{j}}$ (the Kronecker delta that imposes momentum conservation to the creation/annihilation operators) and

$$
\begin{equation*}
\left[f_{p}\right]_{Q}^{K}=\frac{\theta\left(\omega_{r s}^{p}+\sum_{i \in\{Q\}} \omega_{q_{i}}+\sum_{i \in\{K\}} \omega_{k_{i}}-E_{T}\right)}{\mathcal{E}-\omega_{r s}^{p}-\sum_{i \in\{Q\}} \omega_{q_{i}}-\sum_{i \in\{K\}} \omega_{k_{i}}} . \tag{5.6.132}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ This is achieved adding to the gravity action the SM Lagrangian with its global Poincaré symmetry gauged.

[^1]:    ${ }^{2}\left(i T_{k}\right)$ are the generators of $S U(2)_{L}$, with $T_{k}=\sigma_{k} / 2$, and $\sigma_{k}$ the Pauli matrices. $Y$ is the charge of the $U(1)_{Y}$.

[^2]:    ${ }^{3}$ Neutrinos seem to have mass. Introducing a right handed neutrino, neutral under all gauge interactions, allows to introduce a Dirac mass term for the neutrinos. If lepton number is not imposed as a fundamental symmetry of the Lagrangian, a Majorana mass term for the right-handed neutrinos is also allowed. Until being sure of wether neutrinos have a Dirac, Majorana or both mass terms we leave them in the realm of BSM physics. A hint of Majorana mass term would be the observation of a neutrinoless double $\beta$-decay.

[^3]:    ${ }^{4}$ At the quantum level these field redefinitions may also induce anomalous terms through the measure of the path integral.

[^4]:    ${ }^{5}$ Since only then the unitary matrices get contracted in a way to "cancel out" as $U_{\alpha}^{\dagger i j} U_{\alpha}^{j k}=\delta^{i k}$, where $\alpha$ labels the fields that need to be redefined to diagonalize the Yukawas in Eq. (1.16), i.e. $u_{L}, u_{R}, d_{L}, d_{R}, e_{L}, e_{R}$.

[^5]:    ${ }^{6}$ If one modifies the SM to give masses to the neutrinos, pegging the rotation of $\nu_{L}$ to the one of $e_{L}$ is not allowed and one has a $C K M$-like matrix for the leptons (called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [48]) which has the same form and number of free parameters as the $C K M$ matrix if the neutrinos have only Dirac masses. If a Majorana mass is also added, two extra phases need to be added by multiplying the PMNS matrix by $\operatorname{diag}\left(1, e^{i \alpha_{12} / 2}, e^{i \alpha_{23} / 2}\right)$.

[^6]:    ${ }^{7}$ To not spoil the CKM nor the phases in the Yukawa matrices

[^7]:    ${ }^{8}$ These predicted a discovery at the electroweak scale to unitarize the $W_{L} W_{L} \rightarrow W_{L} W_{L}$ scattering.

[^8]:    ${ }^{9}$ In theories with a physical cutoff, the cutoff itself is a parameter of the theory like any other.
    ${ }^{10}$ Here elementary means that it is very insensitive to form factors for energies much smaller than the physical cutoff $\Lambda$.
    ${ }^{11}$ For example, in systems with SSB one has that the mass depends on the temperature, and $m(T) \ll \Lambda$ only when $T$ is very close to the critical temperature $T_{c}$, or if one fine tunes the amount of doping in the material.

[^9]:    ${ }^{12}$ We say that a mass term is protected by a symmetry if setting it to zero make the theory gain a new symmetry. For example, if one sets to zero the mass term of a fermion, the theory gains a new symmetry (chiral symmetry) given by the transformation $\psi_{L} \rightarrow e^{i \theta} \psi_{L}$ and $\psi_{R} \rightarrow e^{-i \theta} \psi_{R}$ (with $\psi=\psi_{L}+\psi_{R}$ ). This implies that any radiative correction to the fermion mass must be proportional to the mass term since when the symmetry is restored any radiative correction has to go to zero (since any contribution to the mass would violate the chiral symmetry). Using dimensional analysis one finds that the radiative corrections can only depend on the cutoff $\Lambda_{\text {Planck }}$ through logarithms (making them much less sensitive to it) thus avoiding the need for big cancellations.

[^10]:    ${ }^{13}$ The linear mixing of Eq. (1.41) is referred to as Partial compositeness; other possibilities, in which composite operators interact with SM bilinears have also been proposed in the literature but are disfavored phenomenologically (see however the recent [18]).

[^11]:    ${ }^{14}$ In all this discussion we have assumed that the vacuum state of the theory can't be a superposition of the lowest energy states of the theory. This is valid when the volume of the space is infinite.

[^12]:    ${ }^{15}$ Each irrep will have an analog of Eqs. 1.50 with possible different $m_{i}$ and $m_{i^{\prime}}$.

[^13]:    ${ }^{16}$ This choice is called unitary gauge and in the $R_{\xi}$ gauge is given by $\xi \rightarrow \infty$.
    ${ }^{17}$ For a simple example see Peskin chapter 21.1.

[^14]:    ${ }^{18}$ For it to be canonically normalized we have to redefine the fields $\pi \rightarrow \sqrt{2} \pi / f$.
    ${ }^{19}$ The term $\operatorname{Tr}\left[D_{\mu} d^{\mu}\right]$ could seem to also contain two derivatives but it is trivially zero

    $$
    \begin{equation*}
    \operatorname{Tr}\left[D_{\mu} d^{\mu}\right]=\partial_{\mu} d^{a \mu} \operatorname{Tr}\left[X^{a}\right]+e_{\mu}^{b} d^{a}{ }^{\mu} \operatorname{Tr}\left[Y^{a} X^{b}\right]=0, \tag{1.83}
    \end{equation*}
    $$

    since $\operatorname{Tr}\left[X^{a}\right]=0$ because the generators are traceless, and $\operatorname{Tr}\left[Y^{a} X^{b}\right]=0$ since the two generators are never equal for any $a, b$.

[^15]:    ${ }^{1}$ When data has been provided only in the combination of the 7 TeV and 8 TeV runs, we extract the information about the 8 TeV run assuming that the PDFs corresponding to the combined data can be written as the product of uncorrelated PDFs i.e. $\mathrm{PDF}_{7+8}=\mathrm{PDF}_{7} \mathrm{PDF}_{8}$.

[^16]:    ${ }^{2}$ The loop-induced potential for the PNGB's is a function of $\sin v / f$ and, without any fine-tuned cancellation, would naturally induce $v \approx f$ or $v=0$.

[^17]:    ${ }^{3}$ A similar $h_{0}$ phenomenology is realized in the almost inert model of Ref. [119], where the $C_{2}$ symmetry is unbroken by the top-quark couplings and is broken only by the smaller Yukawas.

[^18]:    ${ }^{4}$ Notice that if some superpartners (such as staus [85] or other states [87,144]) are light, the rate $h \rightarrow \gamma \gamma$ can be enhanced and the MSSM fit might change considerably; other loop-effects that contribute to the Higgs quartic, can also change this prediction [145].

[^19]:    ${ }^{1}$ An extra unbroken $U(1)_{X}$ is always understood in the coset structure, in order to reproduce the correct hypercharge of the SM fermions. Our normalization is such that $Y=T_{R}^{3}+X$.

[^20]:    ${ }^{2}$ In the argument that follows we neglect, without loss of generality, the phases that appear in the definitions of the composite multiplets (see for example Eq. (3.51)).
    ${ }^{3}$ The situation is different in the double Higgs production process, $g g \rightarrow h h$, because couplings of the Higgs to two distinct fermions can enter in box diagrams [111].

[^21]:    ${ }^{4}$ The partners of a light SM fermion $f$ give a contribution to $c_{g}-1$ that scales like $\sim \epsilon_{f L, R}^{2} \xi$, where $\epsilon_{f L, R}$ measure the degree of compositeness of $f_{L, R}$, and is thus competitive with the $\sim \xi$ contribution of the top sector only in the limit of full compositeness for one of the chiralities of $f[109,118]$. Therefore, for a generic point in parameter space, the contribution of the partners of the light SM fermions is expected to be subleading. See for example Eq. (3.35) in the following.

[^22]:    ${ }^{5}$ Naively, in each of the products $\mathbf{5}_{L} \times \mathbf{5}_{R}$ and $\mathbf{1 0}_{L} \times \mathbf{1 0}_{R}$ two $S O(4)$ invariants appear. However, whenever $q_{L}$ and $t_{R}$ are embedded in the same $S O(5)$ representation $\mathbf{r}$, one invariant does not depend on the Higgs and can be written as $\overline{\mathcal{Q}}_{L} \mathcal{Q}_{R}$, which vanishes when the embeddings are set to their physical values. Thus the number of invariants is lowered by one unit [119].

[^23]:    ${ }^{6}$ When one $\mathbf{9}$ is much lighter than the other resonances one finds $m_{t}^{0}(h) \propto s_{h}^{3} c_{h}$ and therefore $c_{g}^{(t)} \simeq 3-5 \xi / 2$. Similarly, the $h t \bar{t}$ coupling is equal to 3 times its SM value in the limit $\xi \rightarrow 0$. Thus we do not regard this possibility as viable.
    ${ }^{7}$ We expect the typical value of $\Delta_{g}^{(t)}$ to increase with the dimension of the $S O(5)$ representation. Therefore, for large enough representations negative values of $c_{g}^{(t)}$ might be possible.

[^24]:    ${ }^{8}$ Derivative interactions can have a strong impact on the collider phenomenology of top partners [122,123] as well as on EWPT [124].

[^25]:    ${ }^{9}$ Notice that within this expansion one contribution to $b$ in Eq. (3.28) is infrared divergent. We regulate this divergence with the top mass.

[^26]:    ${ }^{10}$ Notice that we assume $M_{9}>0$. Provided $M_{1}, M_{4}$ can have both signs, the sign of $M_{9}$ can always be fixed without loss of generality.

[^27]:    ${ }^{11}$ Subleading corrections also arise due to the slightly different value of $\xi$ for each point.

[^28]:    ${ }^{12}$ Gluon partner contributions can modify this expression [128].

[^29]:    ${ }^{13}$ In models based on larger cosets the results of this paper would be modified, due to the presence of additional scalars that can mix with the Higgs [119, 129, 130].
    ${ }^{14}$ More precisely, naturalness arguments prefer models in which more than one Left-Left (LL) or RightRight (RR) invariant can be built, independently of the number of LR invariants. Nevertheless, the simplest models with more than one LR invariant, also feature more than one LL/RR invariants.

[^30]:    ${ }^{1}$ An exception is the model of Ref. [132] where the Higgs is the neutrino superpartner and there are no extra Higgs doublets. Ref. [133] also proposes a model with one doublet only while in Refs. [134, 135] additional doublets have been studied.

[^31]:    ${ }^{2}$ In this case, $h$ and $H$ can be thought of as the eigenstate of the mass matrix before electroweak symmetry breaking.

[^32]:    ${ }^{3}$ The form of the potential in Eq. (4.26) holds also for the non-abelian extension considered in Refs [153,157].

[^33]:    ${ }^{4}$ Notice that as $\tan \beta \rightarrow 1$, all contributions to the Higgs mass from D-terms vanish; hence these expressions have to be trusted only away from this singular point: in Fig. 4.5 we show curves of constant $g_{X}$ (in the limit of large $m_{\phi} \gg M_{Z^{\prime}}$ ) to show that in the region of interest the parameters are under control.

[^34]:    ${ }^{5}$ For large $\tan \beta$ interactions at higher order in the expansion could be enhanced and dominate.

[^35]:    ${ }^{6}$ Triplets with hypercharge $Y \pm 1$ and superpotential $W=\lambda_{T} T H_{2} H_{2}+\lambda_{\bar{T}} \bar{T} H_{1} H_{1}$ have also been considered in the literature: in the non-decoupling limit, their contribution to the potential is

    $$
    \begin{equation*}
    \Delta V=\left|\lambda_{T}\right|^{2} H_{2}^{4}+\left|\lambda_{\bar{T}}\right|^{2} H_{1}^{4} \tag{4.35}
    \end{equation*}
    $$

    and

    $$
    \begin{equation*}
    \delta_{\lambda}=\frac{\left|\lambda_{\bar{T}}\right|^{2}}{4} c_{\beta}^{4}+\frac{\left|\lambda_{T}\right|^{2}}{4} s_{\beta}^{4}, \quad \delta=\left|\lambda_{\bar{T}}\right|^{2} c_{\beta}^{3} s_{\beta}+\left|\lambda_{T}\right|^{2} s_{\beta}^{3} c_{\beta} \tag{4.36}
    \end{equation*}
    $$

[^36]:    ${ }^{7}$ Recall that in our plots of the MSSM Figs. 4.2-4.4, since heavy stops are needed to increase the Higgs mass, we have assumed heavy stops in the fit too, with no seizable loop contributions to $h g g$ and $h \gamma \gamma$; in Figs. 4.54.8 , on the other hand, where a natural spectrum is allowed thanks to the D-term/F-term contributions to the Higgs mass, we assumed $m_{\tilde{t}}=500 \mathrm{GeV}$.
    ${ }^{8} c_{t}$ enters also directly through a contribution of a few percent of the $\bar{t} t h$ associated production channel to the total production crossection and through the exclusive $p p \rightarrow h \bar{t} t \rightarrow \bar{b} b \bar{t} t$ channel, which is however badly measured at present.

[^37]:    ${ }^{9}$ An interesting contribution to $b \rightarrow s \gamma$, which we have neglected throughout this work, comes from loop-effects involving squark-charginos or sbottom-gluino, which do not decouple when the mass of the superpartners is large and induce a coupling of $H_{2}$ to down-type quarks, $y_{b}\left(H_{1}^{0} b \bar{b}+\epsilon_{b} H_{2}^{0} b \bar{b}\right)$ that can be enhanced at large $\tan \beta$ (which is interesting for the MSSM and for the D-term case of section 4.4). This can strengthen (weaken) the bounds from $b \rightarrow s \gamma$ for negative (positive) $\epsilon_{b}$ [175]. At the same time, however, it can affect the $h b b$ coupling [144],

    $$
    \begin{equation*}
    \Delta c_{b} \approx-\epsilon_{b} \tan \beta \frac{m_{h}^{2}}{m_{H}^{2}} \tag{4.48}
    \end{equation*}
    $$

    which, for the MSSM or for the D-terms of Eq. (4.28), goes also towards strengthening (weakening) our bounds. Thus in the MSSM (also with additional D-terms) stronger constraints from Higgs coupling data are correlated with stronger $b \rightarrow s \gamma$ constraints and vice-versa [177].

[^38]:    ${ }^{10} \mathrm{An}$ alternative approach can be found in [147]

[^39]:    ${ }^{1}$ This can be seen by introducing the indentity $\mathbb{I}=\sum_{n}\left|E_{n}\right\rangle\left\langle E_{n}\right|$ between each pair of $V$ 's in Eq. (5.8) and integrating over all times $t_{1}, \ldots t_{n}$. Also notice that the time ordering operation is trivial because the $V$ operators are time ordered in all the integration domain. The $\lim _{\epsilon \rightarrow 0}$ is taken at the end of the calculation.

[^40]:    ${ }^{2}$ This procedure can be formalized as follows. The first correction can be written as $\Delta H_{2}(\mathcal{E})=\int_{\mathcal{C}} \frac{d z}{2 \pi i} \frac{\Delta \widehat{H}_{2}(z)}{\mathcal{E}-z}$, where $\mathcal{C}$ is any path than encircles only all the poles above $E_{T}$. For $\Delta H_{3}(\mathcal{E})=\int_{\mathcal{C}} \frac{d z}{2 \pi i} \frac{1}{\mathcal{E}-z} \int_{\mathcal{C}} \frac{d z^{\prime}}{2 \pi i} \frac{1}{\mathcal{E}-z^{\prime}} \Delta \hat{H}_{3}\left(z^{\prime}, z\right)$ where we have generalized the operator $\Delta \hat{H}_{3}\left(z, z^{\prime}\right)_{r s}=$ $-\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} d t_{1} d t_{2} e^{i\left(z-E_{r}+i \epsilon\right) t_{1}} e^{i\left(z^{\prime}-E_{r}+i \epsilon\right) t_{2}} \mathcal{T}\left\{V\left(T_{1}\right) V\left(T_{2}\right) V\left(T_{3}\right)\right\}_{r s}$. The generalization to the $n$th correction is straightforward.

[^41]:    ${ }^{3}$ For the $V=\int d t: \phi^{2}$ : theory, the matrix element $\left\langle E_{i}\right| V\left|E_{j}\right\rangle=0$ with $\mathcal{P}\left|E_{i}\right\rangle=\left|E_{i}\right\rangle$ and $\mathcal{P}\left|E_{j}\right\rangle \neq\left|E_{j}\right\rangle$. Therefore, one can diagonalize the $\mathcal{P}\left|E_{i}\right\rangle=\left|E_{i}\right\rangle$ and $\mathcal{P}\left|E_{i}\right\rangle \neq\left|E_{i}\right\rangle$ sectors separately.
    ${ }^{4}$ To match the $L \rightarrow \infty$ spectrum one has to take into account the Casimir energy difference between the $L \rightarrow \infty$ and the finite $L$ theory and inspect how various states converge as $L$ is increased. See Refs. [205, 206] and Ref. [7] for a thorough study of the $L$ dependence.

[^42]:    ${ }^{5}$ The lower limit in Eq. (5.33) should be taken slightly above $E_{T}$ to reproduce the lower limit $q: 2 \omega_{q}+E_{r}>$ $E_{T}$ in the sum of Eq. (5.28).
    ${ }^{6}$ The difference between the continuum limit and discrete result ranges from $\mathcal{O}\left(g^{2} L^{-1} E_{T}^{-3}\right)$ to $\mathcal{O}\left(g^{2} L^{-1} E_{T}^{-1} m^{-2}\right)$ depending on the matrix entry.

[^43]:    ${ }^{7}$ The sums over $k$ in Eqs. (5.29)-(5.32), (5.40) and (5.6.112)-(5.6.115) have been done with a cutoff $k=250$. We have checked that increasing the cutoff has little impact on the results and find agreement with analytic formulas like Eq. (5.33).

[^44]:    ${ }^{8}$ In the cases where we are only interested in having a good approximation for the lower energy entries $r, s$ of the matrix, then $E_{L}$ can be taken to be similar to $E_{T}$.

[^45]:    ${ }^{9}$ The derivation of the coefficients $\hat{c}_{2 n}(\mathcal{E})$ in Eq. (5.61) applies to any $\phi^{\alpha}$ theory.
    ${ }^{10}$ Eq. (5.64) can also be derived from the optical theorem, with careful treatment of the symmetry factors.

[^46]:    ${ }^{11}$ This is a good approximation for $L m \gg 1$ and we have checked it explicitly in our numerical study.

[^47]:    ${ }^{12}$ This method is like the method of regions which is used to get the leading terms of multi-loop Feynman diagrams in certain kinematical limits or mass hierarchies.
    ${ }^{13}$ This is similar to the fact that the UV divergences of multi-loop Feynman diagrams are polynomial in the external momenta because taking enough derivatives with respect to the external momenta the integrals are UV finite.

[^48]:    ${ }^{14}$ In the $\phi^{4}$ theory the strong coupling can be estimated to be $g \gtrsim 1$, see Eqs. (5.83) and (5.84).

[^49]:    ${ }^{15}$ For the $\phi^{2}$ perturbation studied in Sec. 5.4 we find that the error in the computed eigenvalues can be decreased by increasing $E_{T}$ even without introducing $E_{W}$. For the $\phi^{4}$ we find that $E_{W}$ must be introduced.
    ${ }^{16}$ The dimension of the Hilbert space $\mathcal{H}_{l l}$ for $E_{T}=10,12,14,16$ and 18 is 117(108), 309(305), 827(816), 2160(2084) and 5376(5238) for the $\mathbb{Z}_{2}$-even(odd) sectors, respectively.
    ${ }^{17}$ The choice $E_{L}=3 E_{T}$ is done so that the local expansion is a good approximation for intermediate states with $E_{j} \geqslant E_{L}$. Also, for this $E_{L}$ one has that $\Delta H_{2+}^{\phi^{6}}=\Delta H_{2+}^{\phi^{8}}=0$.

[^50]:    ${ }^{18}$ In fact, for this case we have checked that setting $E_{W}=E_{T}$ gives a result on top of the lines of $E_{W}=E_{T} / 2$. This is because at weak coupling there is not much overlap between the lowest lying eigenstates of $H$ and the high $H_{0}$ eigenstates.

[^51]:    ${ }^{19}$ This is the case in standard perturbation theory. For example the Renormalization Group Equations in $d=4$ resum the leading logs coming from different diagrams.

[^52]:    ${ }^{20}$ They find that $M(E)$ starts to be well approximated by the first terms in the $m / E$ expansion when $E \geqslant 5 m$.
    ${ }^{21}$ This can be easily seen from the exact calculations or using the diagrams in Appendix 5.6.

[^53]:    ${ }^{22}$ The vertices are ordered in a line because the $V\left(T_{s}\right)$ 's in Eq. (5.8) are time-ordered in the whole integration domain. This is in contrast with the standard Feynman diagrams in the calculation of an $n$-point function, where each space-time integral is over the whole real domain.

