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OPEN UNIVERSITY OF CATALONIA

Abstract

IT, Multimedia and Telecommunications Department
Doctoral Programme on Network and Information Technologies

An Information Security Model based on Trustworthiness for Enhancing

Security in On-line Collaborative Learning

by Jorge Miguel

This thesis’ main goal is to incorporate information security properties and services into
on-line collaborative learning by a functional approach based on trustworthiness assess-
ment and prediction. As a result, this thesis aims at designing an innovative security
solution, based on methodological approaches, to provide e-Learning designers and man-
agers with guidelines for incorporating security into on-line collaborative learning. These
guidelines include all processes involved in e-Learning design and management, such as
security analysis, learning activities design, detection of anomalous actions, trustworthi-

ness data processing, and so on.

The subject of this research is conducted by multidisciplinary and related research top-
ics. The most significant ones are on-line collaborative learning, information security,
Learning Management Systems (LMS), and trustworthiness assessment and prediction
models. In this scope, the problem of securing collaborative on-line learning activities
is tackled by a hybrid model based on functional and technological solutions, namely,

trustworthiness modelling and information security technologies.

Up to now, the problem of securing collaborative activities in distance education against
unfair and dishonest on-line assessment (e.g. cheating) has been mainly tackled with
technological security solutions. Over the last years, security solutions for e-Learning
have evolved from specific and isolated security properties, such as privacy, to holistic
models based on technological security comprehensive solutions, such as Public Key In-
frastructures and multidisciplinary approaches from different research areas. Current
technological security solutions are feasible in many e-Learning scenarios but on-line
collaborative learning involves specific components, such as on-line assessment activit-
ies, that usually bear specific issues and challenges that e-Learning designers have to

face when they manage security requirements. In this context, even the most advanced
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and comprehensive technological security solutions cannot cope with the whole scope
of on-line collaborative learning vulnerabilities. Therefore, to overcome these deficien-
cies, the solution proposed in this thesis endows security technological techniques with a
functional approach based on trustworthiness in order to enhance security in on-line col-
laborative learning activities. Trustworthiness is closely related to interactions between
agents, thus trustworthiness approaches are suitable for modelling and measuring col-

laborative learning interactions, in terms of trustworthiness factors, rules and features.

The research methodological approach of this thesis involves building, experimenting and
validating on a comprehensive security methodology offering a guideline for the design
and management of collaborative activities based on security properties and trustwor-
thiness approaches. Security properties are analysed in the context of collaborative
activities by considering specific security requirements for these activities. From this
model, secure on-line collaborative activities based on trustworthiness approaches were
designed in this thesis in terms of learning components in learning management sys-
tems. The design proposed enables e-Learning tutors to discover anomalous students’
behaviour that compromises security in on-line learning activities by trustworthiness
assessment and prediction. The detection model is supported by specific methods and
techniques, such as peer-to-peer visualization tools as well as prediction based on neural
networks. Finally, with the aim to evaluate the design process of on-line collaborative
activities based on trustworthiness approaches, a solid plan of pilot experiments was
developed in our real context of e-Learning of the Open University of Catalonia which
validates the trustworthiness assessment and prediction methodology proposed in this
thesis. Based on the results achieved in this thesis, future directions of research are

proposed.
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Chapter 1

Introduction

In this chapter we introduce and motivate the need for the research conducted in this
thesis as well as discuss on the relevance of the resulting thesis’ contributions to security
in CSCL. To this end, we first introduce and justify. To this end, in Section 1.1 we
introduce the thesis’ object of research. In Section 1.2, the antecedents and current
state of the research scope under study are presented. Section 1.3 presents the main
challenges of this thesis’ work in terms of research objectives and research questions.
In order to determine the most adequate methodological approach to achieve this re-
search objectives. Section 1.4 discusses on the most relevant aspects regarding research
methodologies that conducted this thesis. Finally, the structure of the rest of this thesis

report is presented in Section 1.5.

1.1 Statement of the Problem

Information and Communication Technologies (ICT) have been widely adopted and
exploited in most of educational institutions in order to support e-Learning through
different learning methodologies, ICT solutions and design paradigms. Over the past
decade, Computer-Supported Collaborative Learning (CSCL) has become one of the
most influencing learning paradigms devoted to improve teaching and learning with the
help of modern information and communication technology (Koschmann, 1996). In order
to support CSCL implementation, many LMS have appeared in the marketplace and the

e-Learning stakeholders (i.e. e-Learning designers and managers, tutors and students)
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are increasingly demanding new requirements. Among these requirements, Information
Security (IS) is a significant factor involved in CSCL processes deployed in LMSs, which
determines the accurate development of CSCL activities. However, according to Weippl
(2006); Eibl (2010) CSCL services are usually designed and implemented without much

consideration of security aspects.

The lack of security in e-Learning is also supported by practical and real attacks in
ICT. As a matter of fact. Recent attack reports (CSO Magazine et al., 2011; Trustwave,
2014) have demonstrated a significant amount of real-life security attacks experimented
by organizations and educational institutions. The CyberSecurity Watch Survey is a co-
operative survey research conducted by reputed companies and educational institutions
(CSO Magazine et al., 2011). This report reveals that security attacks are a reality for
most organizations: 81% of respondents’ organizations experienced a security event (i.e.

an adverse event that threatens some security aspect).

Since LMS are software packages, which integrate tools that support CSCL activit-
ies, technological vulnerabilities have to be considered, recent security reports (CSO
Magazine et al., 2011; Trustwave, 2014) have shown how web application servers and
database management systems, which usually support LMS infrastructure, are deployed
with security flaws. Dealing with more technological details related to LMSs, the Trust-
wave Global Security Report shows how web application servers and database manage-
ment systems are deployed with security vulnerabilities (Trustwave, 2014). Moreover,
potential LMS attacks can be studied by analysing their specific security vulnerabilities,
for instance, in Moodle Security Announcements Moodle (2012), 49 serious vulnerabil-

ities were reported in 2013.

Regarding security in educational institutions in the scope of the Spanish universities,
the RedIRIS Computer Emergency Response Team is aimed to the early detection of
security incidents affecting their affiliated institutions. As stated in Equipo de Sergur-
idad de RedIRIS (2013), the total amount of incidents received was 10,028, and this
value represents an increase of 74.15% compared to the previous year. In the same con-
text, in Piriz et al. (2013), the authors stated that only 17% of the Spanish universities
have launched the application of the Spanish National Security Framework and only

18% of students use digital certificates. Although it might seem that these plans and
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initiatives are related to security in e-Learning, they are actually focused on secure e-
Administration and management. In contrast, e-Learning security, which can determine
these management processes, is not usually considered. For instance, a student who is
able to obtain a course certificate following advanced security techniques, such as digital
signature, the same security level is not required when the student is performing on-line

assessment activities.

One of the key strategies in information security is that security drawbacks cannot be
solved with technology solutions alone (Dark, 2011). To date, even most advances se-
curity technological solutions, such as Public Key Infrastructures (PKI) have drawbacks
that impede the development of complete and overall technological security frameworks.
Even most advanced PKI solutions have vulnerabilities that impede the development
of a highly secure framework. For this reason, this proposal suggests to research into

enhancing technological security models with functional approaches.

Among functional approaches, trustworthiness analysis, modelling, assessment and pre-
diction methods are suitable in the context of CSCL. Trustworthiness can be considered
as a suitable functional factor in CSCL because most of trustworthiness models are based
on peer-to-peer interactions (Marsh, 1994; Bernthal, 1997) and CSCL is closely related
to students’ interactions. Although some trustworthiness methods have been proposed
and investigated, these approaches have been little investigated in CSCL with the aim
to enhance security properties. Therefore, this thesis proposes to conduct research on
security in CSCL by enhancing technological security solutions with trustworthiness,
through experimenting methods, techniques and trustworthiness models, eventually ar-

ranged in a trustworthiness methodology approach for collaborative e-Learning.

Further security applications based on trustworthiness, additional CSCL enhancements
related to pedagogical factors can be considered. According to Hussain et al. (2009) the
existence of trust reduces the perception of risk, which in turn improves the behaviour in
the interaction and willingness to engage in the interaction. In the context of CSCL, in-
teractions between students are one of the most relevant factors in learning performance.
Therefore, trustworthiness is directly related to CSCL and can enhance the performance
of collaborative learning activities. In contrast, information security can encourage and
endorse trustworthiness, but IS does not directly endow learning enhancement. Another

significant difference between information security and trustworthiness, with respect to



Chapter 2. Introduction 4

CSCL, is the dynamic nature of trustworthiness (Carullo et al., 2013). Students’ beha-
viour is dynamic and it evolves during the CSCL process. Whilst information security
is static regarding students behaviour, trustworthiness also evolves and its assessment

can be adapted to students’ and group’ behaviour changes.

A CSCL activity is a general concept that can involve very different cases, actors, pro-
cesses, requirements and learning objectives in the complex context of e-Learning (Dillen-
bourg, 1999). To alleviate this complexity we limit our application scope in specific
CSCL activities, namely, on-line collaborative assessment (collaborative e-assessment).
General e-assessment processes offer enormous opportunities to enhance student’s learn-
ing experience, such as delivering on-demand tests, providing electronic marking and
immediate feedback on tests (Apampa, 2010). In higher education, e-assessment is typ-
ically employed to deliver formative tests to the students. An e-assessment is an e-exam
with most common characteristics of virtual exams, which are reported on unethical con-
duct occurring during e-learning exam taking (Levy and Ramim, 2006). In this thesis,
we endowed collaborative e-assessment activities with trustworthiness assessment and

prediction to enhance user security requirements.

The topics discussed so far are addressed to improve CSCL activities security with
trustworthiness models. In addition to the considerations related to security, CSCL
and trustworthiness, we actually need to incorporate analysis and visualization peer-to-
peer systems into the security model with the aim of presenting and informing tutors

regarding the results of peer-to-peer’s trustworthiness.

To sum up, the target of this research is an e-Learning system formed by collaborat-
ive activities developed in a LMS. The system has to provide security support to carry
out these activities and to collect trustworthiness data generated by learning and col-
laboration processes. Both technological frameworks and on-line collaborative learning
are in line with the e-Learning strategies developed in many educational institutions.
In particular, our real e-Learning context of the UOC develops full on-line education
based on collaborative learning activities. Following this institutional view, information
security becomes an essential issue to be considered in order for distance universities to
develop secure on-line assessment processes and activities, which can conduct to grades,
certificates and many types of evaluation models. The research conducted in this thesis

goes to this direction and provides solid answers to the formulated research questions.
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1.2 State of the Art

The antecedents and current state of the research scope under study are classified into
the following topics: CSCL and e-Assessment, LMS, Information Security, Security Di-
mensions, Trustworthiness, Prediction, and peer-to-peer visualization. Main works in
the literature on these topics are presented and analysed in this section highlighting the

relations between the topics presented.

1.2.1 On-line Collaborative Learning and e-Assessment

Mature research has shown that CSCL is one of the most influencing e-Learning paradigms
devoted to improve teaching and learning (Koschmann, 1996; Dillenbourg, 1999). CSCL
refers to instructional methods where students are encouraged to work together on learn-
ing activities. As an example, project-based collaborative learning proves to be a very
successful method to that end (Dillenbourg, 1999). Therefore, CSCL applications aim to
create virtual collaborative learning environments where e-Learning students cooperate
with each other in order to accomplish a common learning goal. CSCL provides sup-
port to three essential aspects, namely, coordination, collaboration and communication

(Caballé, 2008).

The representation, analysis and modelling of group activity interactions are relevant
processes in CSCL design, supporting evaluation and e-assessment activities in on-line
collaborative learning environments (Koschmann, 1996). Collaborative learning assess-
ment requires a broad perspective about learning and the involved processes (Erwin,
1992). Assessment processes have a significant effect on collaborative learning because
they engage learners through accountability and constructive feedback (Daradoumis
et al., 2006). Assessment is even more important in on-line collaborative learning envir-
onments because of the lack of real interactivity and of the feeling of social isolation of
the learners (Dillenbourg, 2003). However, in order to design a coherent and efficient as-
sessment system for collaborative learning it is necessary to design an enriched learning
experience that predisposes the feedback and awareness in the group. A complex set of
simultaneously applied assessment approaches, each reinforcing and/or complementing
the other is the main tool to enhance collaborative learning interaction amongst group

members (Strijbos et al., 2006; Daradoumis et al., 2006).
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Among CSCL activities, this thesis is focused on e-assessment collaborative peer-to-peer
evaluation processes and on-line collaborative activities which form e-assessment evalu-
ation components. In Levy and Ramim (2006) the authors discussed on how unethical
conduct during e-learning exam taking may occur by circumventing agreed rules, or
gaining unfair advantages. These cases are closely related to e-assessment regarding

anomalous evaluation processes.

1.2.2 Learning Management Systems

CSCL processes are supported in integrated LMS, according to Caballé and Feldman
(2008), LMS is a broad term used for a wide range of systems that organize and provide
access to on-line learning services for students, teachers, and administrators. These
services usually include access control, provision of learning content, communication
tools, and organizations of user groups. In other words, LMS are software components
to enable the management of educational content and also integrate tools that support
most of CSCL needs, such as discussion forums, chat, collaborative workspaces and
repositories, and so on. Over the last years, a great amount of full-featured Web-based
LMS have appeared in the marketplace (Besimi et al., 2009; Von Solms, 2010), offering
designers and instructors generic, powerful user-friendly layouts for the easy and rapid
creation and organization of courses and activities, which can then be customized to the
tutor’s needs, learners’ profile and specific pedagogical goals. Since LMS are software

components, information security is a relevant factor that has to be considered.

1.2.3 Information Security

Information Security (IS) in ICT can be defined as a combination of properties, which
are provided by security services (Harris, 2002; Parker, 2002). The first security proper-
ties approach is the classic CIA triad that defines the three main targets of information
security services: confidentiality, integrity and availability (Harris, 2002). In addition,
in Parker (2002) an extension to this model is proposed including additional elements,
namely, possession or access control, authenticity, and utility. However, other authors
(Cheswick et al., 2003) explain, considering technological factors, that due to all gen-
eral software has bugs, security software also has bugs. Finally, even though security

properties defined in Parker (2002) could be taken as a first reference, since the model
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proposed is not completely reliable, it is necessary to offer additional facilities, such as
audit service and failure control in order to reduce the effects and negative consequences

of security vulnerabilities. Hence absolute security does not exist.

Nowadays, ICT solutions based on Public Key Infrastructure (PKI) models, are available
to offer technological implementations of services which ensure the security issues that
have been described and required in LMSs (Raina, 2003). PKI, simply defined, is an
infrastructure that allows for the creation of a trusted method for providing privacy,
authentication, integrity, and non-repudiation in communications between two parties.
Since 1999, PKI related standards and specifications are available, namely, the Internet
X.509 PKI (PKIX) defined in IETF (2011) was developed with the aim of building
Internet standards to support a pervasive security infrastructure whose services are

implemented and delivered using PKI techniques.

Finally, holistic approaches of IS need to be considered (Mwakalinga et al., 2009) in-
volving different areas, such as legal aspects and privacy legislation, secure software de-
velopment, networking and secure protocols, information security management systems,
standards and methodologies, certification organizations, and security testing methods
and tools. These approaches have introduced more complex security properties, such as

authorship or non-repudiation.

1.2.4 Security Dimensions

In order to address further technological security approaches, some authors (Schneier,
2003; Dark, 2011) have considered IS as a research topic beyond ICT. In Schneier (2003)
the author stated that security is both a feeling and a reality. On one hand, reality of
security is mathematical based on the probability of different risks and the effectiveness
of different countermeasures. On the other hand, security is also a feeling, based on

psychological reactions to both risks and countermeasures.

Moreover, absolute security does not exist and any gain in security always involves trade-
offs between risk, losses, and gains (Cheswick et al., 2003). Even as it is concluded in
West (2008), all security is a trade-off. This approach is very relevant in the context
of this research because it is based on a hybrid security system in which technological

overall solutions have to be managed beyond ICT. Moreover, in Dark (2011) the authors
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discussed that problems encountered in ensuring modern computing systems cannot be
solved with technology alone. Instead, IS design requires an informed, multidisciplinary

approach.

Therefore, the problem of IS in CSCL is tackled with a functional approach which
combine ICT security solutions with functional models, namely, trustworthiness methods

and techniques in CSCL.

1.2.5 Trustworthiness

Most of trustworthiness models in the literature are related to business processes, net-
work services and recommendation systems (Hussain et al., 2007). However, the key
concept of these works is interaction between agents, that is, the same topic studied
in CSCL, where agents are students and the students’ interactions and trustworthiness

among them are considered.

According to Gambetta (1988) there is a degree of convergence on the definition of
trustworthiness, which can be defined as follows: trustworthiness is a particular level of
the subjective probability with which an agent A assesses another agent AA (or group
of agents). This assessment requires that the agent AA will perform a particular action,

before the agent A can monitor such action.

Regarding trustworthiness and e-Learning, according to Liu and Wu (2010), a trust-
worthy e-Learning system is a learning system, which contains reliable serving peers
and useful learning resources. From these definitions, it can be claimed that trustwor-
thiness is closely related to both students’ interactions and students’ actions in CSCL.
Moreover, it can be considered that trustworthiness models are focused on two different
dimensions, that is, trustworthiness assessment and prediction. To establish the dif-
ference between trustworthiness assessment and prediction, in Raza et al. (2012) it is
stated that trust prediction, unlike trust assessment, deals with uncertainty as it aims

to determine the trust value over a period in the future.
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1.2.5.1 Trustworthiness Assessment

Trustworthiness assessment is a foremost step in trustworthiness prediction. Hence, we
need to review how trustworthiness can be assessed and which are the factors involved
in its quantitative study. In Dai et al. (2008) a data provenance trustworthiness model
is proposed This model takes into account factors that may affect trustworthiness as-
sessment. Based on these factors, the model assigns trustworthiness scores to both data
and data providers (i.e the two agents involved in the data provenance trustworthiness

assessment model).

Moreover, we have to consider factors that may affect trustworthiness assessment when
students are developing CSCL activities. In this sense, in Bernthal (1997) the author
design a survey to explore interpersonal trust in work groups, identifying trust-building
and trust-reducing behaviours ranked in order of importance. These behaviours can be

used as trustworthiness factors, which can assess trustworthiness in CSCL activities.

Although trustworthiness levels can be represented as a combination of trustworthiness
factors, in order to build these levels we also have to consider trustworthiness rules
and characteristics. According to Liu and Wu (2010) there are different aspects of con-
sidering on trustworthiness, different expressions and classifications of trustworthiness
characteristics. In essence, we can summarize these aspects defining the following rules:
(i) Asymmetry, A trust B is not equal to B trust A; (ii) Time factor, trustworthiness is
dynamic and may evolve over the time; (iii) Limited transitivity, if A trusts C who trusts
B then A will also trust B, but with the transition goes on, trust will not absolutely
reliable; (iv) Context sensitive, when context changes, trust relationship might change

too.

1.2.5.2 Predicting Trustworthiness

Trustworthiness predictions models, to the best of our knowledge, have been little invest-
igated in the context of e-assessment, even in a general prediction scope. The existing
literature suggests that the term trust prediction is used synonymously and interchange-

ably with the trustworthiness assessment process (Raza et al., 2012).

Several studies investigating trustworthiness prediction were carried out with neural

networks (Raza et al., 2012; Zhai and Zhang, 2010; Song et al., 2004). In Raza et al.



Chapter 2. Introduction 10

(2012), the authors propose the use of neural networks to predict the trust values for
any given entities. The neural networks are considered one of the most reliable methods

for predicting values (Raza et al., 2012).

In Song et al. (2004); Zhai and Zhang (2010), the authors stated that trustworthiness
prediction with the method of neural network is feasible. The experiments presented
in Zhai and Zhang (2010) confirm that the methods with neural networks are effect-
ive to predict trustworthiness. The work presented in Song et al. (2004) proposes a
novel application of neural network in evaluating multiple recommendations of various
trust standards. These cases are closely related to e-assessment regarding anomalous

assessment processes as well as integrity and identity security properties.

Although we tackle the problem of predicting trustworthiness with neural network ap-
proaches, there exists other trustworthiness models without neural networks methods

(Flanagin and Metzger, 2013; Liu and Datta, 2011), such as similarity approaches.

1.2.6 Analysis and Visualization of Peer-to-peer Models

In recent years, there has been an increasing amount of literature on complex networks.
In Boccaletti et al. (2006) the authors review the major concepts and results recently
achieved in the study of the structure and dynamics of complex networks, and summarize
the relevant applications of these ideas in many different disciplines. On the one hand,
scientists have to cope with structural issues, revealing the principles that are at the
basis of real networks. On the other hand, many relevant questions arise when studying
complex networks’ dynamics, such as learning how the nodes interact through a complex
topology can behave collectively (Boccaletti et al., 2006). In our context, we generate a
network structure by designing peer-to-peer e-assessment components and the behaviour

of the students is analysed in terms of trustworthiness for security in CSCL purposes.

Regarding social networks visualization and network graphs, there exists several software
systems that cope with complex analysis requirements in social networks. According
to Ackland et al. (2011) there exist many network analysis and visualization software
tools, which are available to collect, analyse, visualize, and generate insights from the
collections of connections formed from billions of messages, links, posts, edits, uploaded

photos and videos, reviews, and recommendations. Among them, NodeXL is an open
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source software tool, especially designed to facilitate learning the concepts and methods

of social network analysis with visualization as a key component (Smith et al., 2009).

According to Kudelka et al. (2010), the analysis of social networks is especially concen-
trated on uncovering hidden relations and properties of network members. As stated by
the authors in Kudelka et al. (2010), a visualization of social network is a very import-
ant part of the whole systems network architecture. The visualization tool can quickly
provide relevant insight into the network structure, its vertices and their properties. In
the context of e-assessment, we can apply network analysis and visualization to assess-
ment goals, such as anomalous students behaviour. In Kudelka et al. (2010); Horak
et al. (2011), the authors propose an on-line analysis tool called Forcoa.NET, which is
focused on the analysis and visualization of the co-authorship relationship based on the

intensity and topic of joint publications.

1.3 Objectives

The main challenge of this thesis work is to build an innovative trustworthiness method-
ological approach to enhance information security in collaborative e-Learning. To this

end, we defined the following objectives:

O1 Define a security CSCL model.
To define a security model based on IS properties and trustworthiness intended to

analyse security in CSCL activities by considering specific security requirements.

O2 Trustworthiness methodology.
To build a comprehensive trustworthiness methodology offering a guideline for
the design and management of CSCL activities based on trustworthiness. This

objective is composed by two sub-objectives:
02.1 To build e-assessment peer-to-peer activities based on the trustworthiness
methodology proposed.

02.2 To propose peer-to-peer visualizations methods to manage security e-Learning

events.
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03 Trustworthiness assessment and prediction.
To provide trustworthiness-based decision information in order to discover anom-
alous student’s behaviour that compromises the security through trustworthiness

assessment and prediction.

04 Design secure CSCL activities and e-assessment.
From the security model defined in O1, the methodology built in O2 and consid-
ering trustworthiness decision information O3, to design secure CSCL activities

based on trustworthiness approaches in terms of LMS components.

O5 Experimentation and validation.
To develop experimental pilots with the LMS components O4, trustworthiness
assessment and prediction O3 and the trustworthiness methodology O2, with the

aim to validate the enhancement of IS in CSCL activities.

Further theoretical and design objectives, experimental activities (O5) were conducted in
real on-line courses. In the real learning context of the UOC, the collaborative learning
processes are an essential part of its pedagogical model. Since this paradigm is massively
applied to support UOC courses, security requirements can be widely analysed in this
scenario. Therefore, the theoretical findings are to be tested, evaluated and verified by

experimental pilots incorporated as a part of several real courses of this university.

The above objectives have motivated research on security in on-line collaborative learn-
ing by enhancing technological security solutions based on trustworthiness. The ultimate
aim is to build a solid trustworthiness methodology approach for CSCL devoted to offer

secure collaborative e-assessment for students, tutors and managers.

1.4 Research Methodology

In order to determine the most adequate methodological approach to achieve this re-
search objectives, this thesis followed the research methodology: Design Science Research
Process (DSRP) for Information Systems (IS) (Peffers et al., 2006; Hevner et al., 2004;

Akker, 1999). Based on DSRP-IS, the following main research phases were considered:

1. Problem identification and motivation.

Summarized in Section 1.1.
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2. Objectives of a solution.

Presented in Section 1.3.

3. Design and development.

Presented in the rest of this section.

4. Demonstration.

The demonstration Phase is presented in Chapter 3.

5. Evaluation.

The evaluation Phase is presented in Chapter 3.

6. Communication.
The thesis’ contributions have been published in the conference papers and journals

presented in this report (see Chapter 2 and List of Research Contributions).

Although we followed these research phases, the specific characteristics of the thesis
research required to adapt some features. In particular, the Phase 3 (i.e. Design and
development) was adapted to our specific methodological requirements for the design of

trustworthiness CSCL components:

1. Building Trustworthiness Components integrated into the design of secure collab-
orative learning activities. This phase was divided into the following analysis and
design tasks:

(a) To determine security properties model.

(b) To analyse and model students’ interaction and trustworthiness.

(c) To model security properties and students’ interaction in CSCL activities.
(d) To endow the collaborative activity with security and trustworthiness.

(e) To design collaborative learning components.

(f) To build students’ trustworthiness profiles.

(g) To define research instruments for data trustworthiness collection.
2. Trustworthiness analysis and data processing based on trustworthiness modelling:

(a) To define trustworthiness modelling concepts, techniques and measures.
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(b) To build normalization methods.

(¢) To propose parallel processing techniques to speed and scale up the structur-

ing and processing of basic data.

3. Trustworthiness assessment and prediction to detect anomalous students’ beha-

viour and refine the design process:

(a) Analysis of the time factor in trustworthiness.
(b) To evaluate methods intended to predict and assess trustworthiness.

(¢) Validation process to filter anomalous cases, to compare results that represent

the same information from different sources, and to verify results.

(d) Management of trustworthiness decision information, security events, and

anomalous students’ behaviour.

(e) To offer peer-to-peer analysis and visualization tools to support the detection

process of anomalous cases.

Although these phases were developed sequentially between each phase, the overall pro-
cess formed by these three phases, was considered as a design cycle. Each cycle allowed
enhancing the collaborative learning activities from the results (i.e. trustworthiness

decision information) retrieved from the previous cycle.

Finally, the methodology for validating and evaluating each experimental pilot follows

the APA guidelines for empirical studies American Psychological Association (2010).

1.5 Structure of the Thesis

The rest of this report is structured as follows. In Chapter 2 we present a summary of the
three main contributions of this thesis work. The main conclusions and research results
obtained as well as highlights future directions of research are presented in Chapter 3.
Finally, Appendix A includes the program committees where the candidate has parti-

cipated or will participate in the near future.



Chapter 2

Contributions of The Thesis

A complete copy of the three main contributions of this thesis are included in this
chapter. The candidate is the first author of all the main publications of this thesis,
both these main contributions and the conference papers presented in this thesis report

(see List of Research Contributions).

The candidate’s participation was also essential in the development of technological
components described in the publications, as well as all the design, pilots and prototypes

developed for the real on-line courses.

The summary, key conclusions and main research goals of these contributions are presen-

ted in Chapter 3.

2.1 Security in Online Web Learning Assessment. Provid-
ing an Effective Trustworthiness Approach to Support

e-Learning Teams

Miguel, J., Caballé, S., Xhafa, F., and Prieto, J. (2015a). Security in online web learning
assessment. providing an effective trustworthiness approach to support e-learning teams.
World Wide Web Journal (WWW.J). Springer. doi:10.1007/s11280-014-0320-2. IF:
1.623, Q1: 20/105, Category: COMPUTER SCIENCE, SOFTWARE ENGINEERING
(JCR-2013 SE)
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1 Introduction

Computer-Supported Collaborative Learning (CSCL) has been widely adopted in many
educational institutions over the last decade. Among these institutions, the Open Univer-
sity of Catalonia! (UOC) develops on-line education based on continuous evaluation and
collaborative activities.

Although on-line assessments (e-assessments) in both continuous evaluation and collab-
orative learning have been widely adopted in many educational institutions over the last
years, there exist still drawbacks which limit their potential. Among these limitations, we
investigate information security requirements in assessments which may be developed in
on-line collaborative learning contexts.

Despite information security technological enhances have also been developed in recent
years, to the best of our knowledge, integrated and holistic security models have not been
completely carried out yet. Even when security advanced methodologies and technologies
are deployed in Learning Management Systems (LMS), too many lacks still remain opened
and unsolved. Therefore, as new models are needed, in this paper we propose a trustwor-
thiness approach based on hybrid evaluation which can complete these lacks and support
e-assessments requirements.

The paper is organized as follows. Section 2 shows the background about security in e-
Learning as well as our research already done with respect to trustworthiness and security in
e-assessment. Section 3 reviews the main factors, classification and security issues involved
in security in e-assessments and we discussed that security improvements in e-assessments
cannot be reached with technology alone; to fill this drawback, in Section 4, we extend our
security model with the study of the trustworthiness dimension. Once studied trustworthi-
ness factors and rules and presented our previous work, in Section 5 we describe a model
based on trustworthiness applied to e-assessments. In Section 6, we conduct our research to
peer-to-peer e-assessment developed in a real on-line course and by developing a statistical
and evaluation analysis for the course collected data. Finally, Section 7 concludes the paper
highlighting the main ideas discussed and outlining ongoing and future work.

2 Security in e-learning background

Since 1998, information security in e-Learning has been considered as an important factor
in e-Learning design. Early research works about these topics [7] are focused on confiden-
tiality and these privacy approaches can be found in [13]. Despite the relevance of privacy
requirements in secure e-Learning, information security does not serve for privacy services
only. Indeed, in many works [6, 23], security in e-Learning has been treated following more
complex analysis and design models.

In [23] the author argues that security is an important issue in the context of educa-
tion. Security is mainly an organizational and management issue and improving security
is an ongoing process in e-Learning. This proposal is the first approach in which informa-
tion security is applied to LMS as a general key in e-Learning design and management.

'The Open University of Catalonia is located in Barcelona, Spain. The UOC offers distance education
through the Internet since 1994. Currently, about 60,000 students and 3,700 lecturers are involved in over
8,300 on-line classrooms from about 100 graduate, post-graduate and doctorate programs in a wide range of
academic disciplines. The UOC is found at http://www.uoc.edu
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Furthermore, in [6] it is presented how security in e-Learning can be analyzed from a dif-
ferent point of view, that is, instead of designing security, the author investigates threats
for e-Learning and then, several recommendations are introduced and discussed in order
to avoid detected threats. On the other hand, more specific security issues in secure e-
Learning have been investigated (e.g. virtual assignments and exams, security monitoring,
authentication and authorization services). These works have been summarized in [10-13].

So far we have discussed on the security design in e-Learning from a theoretical point
of view. However, some authors argue we actually need to understand attacks in order to
discover those relevant security design factors and figure out how security services must
be designed [5]. Researchers have already conducted many efforts proposing taxonomies
of security attacks. In [24], through analyzing existing research in attack classification, a
new attack taxonomy is constructed by classifying attacks into dimensions. This paper also
offers a complete a complete and useful study examining existing proposals. Nevertheless,
since attacks taxonomies might be applied to cover each kind of attack, which might occur
in LMS, they are not closely related to security design in e-Learning. In order to fill this
gap, in [13], we have proposed an alternative approach which associate attacks to security
design factors.

We now extend the background about security in e-Learning by analyzing real-life secu-
rity attacks and vulnerabilities, which could allow attackers to violate the security in a
real context. In this sense, several reports are found, which justify the relevance of secu-
rity attacks during the last two years. In particular, the study presented in [2] uncovered
that security attacks are a reality for most organizations: 81 % of respondents’ organi-
zations experienced a security event (i.e. an adverse event that threatens some aspect of
security). Finally, we can consider specific LMS real software vulnerabilities. Moodle
is an Open Source LMS which is massively deployed in many schools and universities.
In Moodle Security Announcements 2, 40 serious vulnerabilities have been reported in
2013.

In previous research [10-13] we have argued that general security approaches do not
provide the necessary security services to guarantee that all supported learning processes are
developed in a reliable way. The rest of this section presents our work already done and our
research results obtained at the time of this writing regarding analysis and security design
in CSCL, trustworthiness and e-assessment and a trustworthiness methodology proposal.

We have investigated how to enhance CSCL security in terms of security analysis and
design. To this end, we have analysed security properties models, how to model stu-
dents’ interaction and trustworthiness, and how security properties and students’ interaction
are involved in CSCL activities. These goals and research results are summarized in the
following list:

—  Security requirements in CSCL. In [11] it is argued that current e-Learning systems
supporting on-line collaborative learning do not sufficiently meet essential security
requirements and this limitation can have a strong influence in the collaborative learning
processes.

— Design of secure CSCL systems. In [10] the problems caused in collaborative learning
processes by the lack of security are discussed and the main guidelines for the design
of secure CSCL systems are proposed to guide developers to incorporate security as an
essential requirement into the collaborative learning process.

Zhttps://moodle.org/mod/forum/view.php?f=996
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— Security requirements in mobile learning. In [12] it is presented an overview of secure
LMSs, inspecting which are the most relevant factors to consider, and connecting this
approach to specific aspects for mobile collaborative learning. Then, real-life experi-
ence in security attacks in mobile learning are reported showing a practical perspective
of the learning management system vulnerabilities. From this experience and consid-
erations, the main guidelines for the design of security solutions applied to improve
mobile collaborative learning are proposed.

—  Security requirements in MOOC:s. In [13] it is investigated the lack of provision of IS to
MOOC, with regards to anomalous user authentication, which cannot verify the actual
students identity to meet grading requirements as well as satisfy accrediting institutions.
In order to overcome this issue, it is proposed a global user authentication model called
MOOC-SIA.

Once security and CSCL issues have been analysed, we have focused our research work
on trustworthiness analysis and data processing based on trustworthiness modelling in order
to define trustworthiness modelling concepts (i.e. techniques and measures). The aim is to
build normalization methods and propose parallel processing techniques to speed and scale
up the structuring and processing of basic data. These objectives are related to the design of
secure learning objects, trustworthiness assessment and prediction, and the development of
pilots for validation processes. This work has produced the following research results:

—  Trustworthiness model. In [15] a trustworthiness model for the design of secure learning
assessment in on-line collaborative learning groups is proposed. To this end, a trust-
worthiness model is designed in order to conduct the guidelines of a holistic security
model for on-line collaborative learning through effective trustworthiness approaches.

— Parallel processing approach. In [14] it is proposed a trustworthiness-based approach
for the design of secure learning activities in on-line learning groups. The guidelines
of a holistic security model in on-line collaborative learning through an effective trust-
worthiness approach are presented. As the main contribution of this paper, a parallel
processing approach, which can considerably decrease the time of data processing, is
proposed thus allowing for building relevant trustworthiness models to support learning
activities even in real-time.

—  Trustworthiness normalization methods. In [19] an approach to enhance information
security in on-line assessment based on a normalized trustworthiness model is pre-
sented. In this paper, it is justified why trustworthiness normalization is needed and a
normalized trustworthiness model is proposed by reviewing existing normalization pro-
cedures for trustworthy values applied to e-assessments. Eventually, the potential of the
normalized trustworthiness model is evaluated in a real CSCL course.

—  Trustworthiness prediction. In [18] previous trustworthiness models are endowed with
prediction features by composing trustworthiness modelling and assessment, normal-
ization methods, history sequences, and neural network-based approaches. In order to
validate our approach, a peer-to-peer e-assessment model is presented and carried out
in a real on-line course.

The next phase of our research on security in e-Learning based on trustworthiness has
been focused on building a trustworthiness methodology offering a guideline for the design
and management of secure CSCL activities based on trustworthiness assessment and predic-
tion to detect security events and evidences. In [17] the need of trustworthiness models as a
functional requirement devoted to improve information security is justified. A methodolog-
ical approach to modelling trustworthiness in on-line collaborative learning were proposed.
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This proposal aims at building a theoretical approach to provide e-Learning designers and
managers with guidelines for incorporating security into on-line collaborative activities
through trustworthiness assessment and prediction.

Finally, we have endowed our trustworthiness approaches with the concept of students’
profile and collective intelligence features. In [16] we have discovered how security can
be enhanced with trustworthiness in an on-line collaborative learning scenario through the
study of the collective intelligence processes that occur on on-line assessment activities.
To this end, a peer-to-peer public students profile model, based on trustworthiness is pro-
posed, and the main collective intelligence processes involved in the collaborative on-line
assessments activities were presented.

To sum up, the present paper contribute to existing security solutions models by provid-
ing an innovative approach for modelling trustworthiness in a real context of secure learning
assessment in on-line collaborative learning groups. The study shows the need to combine
technological security solutions and functional trustworthiness measures.

3 Secure e-assessment

In this section, we present a review of the main factors, classification and security issues
involved in security in e-assessments. Firstly, security properties related to e-assessments
are evaluated by examining and selecting most relevant ones. Then, an assessments clas-
sification is depicted in order to analyse how e-assessments types and factors are related
to previously selected security properties and. Finally, we propose a security model
which extends technological security techniques adding functional requirements to secure
e-assessments.

3.1 Authenticity in e-assessments

In order to determine whether or not an e-assessment is secure, both from students’ as
evaluators’ point of view, it can be inquired if the e-assessment satisfies the following
properties:

— Availability. The e-assessment is available to be performed by the student at the sched-
uled time and during the time period which has been established. After the assessment
task, the tutor should be able to access the results to proceed to review the task.

— Integrity. The description of the e-assessment (statement of the activity, etc.) must not
be changed, destroyed, or lost in an unauthorized or accidental manner. The result
delivered by the student must achieve the integrity property too.

— Identification and authentication. While performing the evaluation task, the fact that
students are who they claim to be must be verifiable in a reliable way. In addition, both
students’ outcomes and evaluation results must actually correspond to the activity that
students have performed.

— Confidentiality and access control. Students will only be able to access to e-assessments
that have been specifically prepared to them and tutors will access following the
established evaluation process.

—  Non repudiation. The LMS must provide protection against false denial of involvement
in e-assessments.

Due to the difficulty of provisioning a complete secure e-assessment including all of
these properties, a first approach of secure e-assessments selects a subset of properties which
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can be considered as critical in evaluation context. The selected properties are identifica-
tion and integrity. Integrity must be considered both as authorship as well as data integrity.
Therefore, we will be able to trust an e-assessment process when identification and integrity
properties are accomplished. In the context of e-assessments, with regarding to identifica-
tion, students are who they claim to be when they are performing the evaluation activities
(e.g. access to the statement in a test, answering a question in an interview with the evalu-
ator, etc.). In addition, dealing with integrity and authorship, we trust the outcomes of the
evaluation process (i.e. a student submits evaluation results) when the stunted is actually the
author and these elements have not been modified in an unauthorized way. It is important
to note that e-assessments are developed in a LMS and, since the LMS is an information
system, two different items are involved in this context: processes and contents which are
related to integrity and identification. Therefore, services applied to e-assessment must be
considered in both a static and a dynamic way.

3.2 Assessments calassification

The scope of our research, with regarding to assessment, is the evaluation model used in
UOC courses. Evaluation models used in UOC may be classified in accordance with the
following factors or dimensions: (i) type of subjects; (ii) specific evaluation model; (iii)
evaluation application; (iv) agents involved in the evaluation processes. Figure 1 shows
factors and evaluation types.

Firstly, we have to analyse the agents who are involved in evaluations processes. The
agents selected are students, tutors and the LMS, that is, students carrying out learning
activities in a LMS which are assessed by tutors. In this context, we consider two types of
subjects in UOC courses, a standard subject has many students in the virtual classroom and

. Evaluation Evaluation
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Figure 1 Evaluation types
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the level of collaborative learning activities is low. On the other hand, a collaborative sub-
ject is designed following a intensive collaborative learning model which is performed by
few students arranged in learning groups. Regarding these evaluation models, two different
models are selected, the continuous evaluation model allows the tutors to assess the students
throughout the course by evaluating each activity in the subject; in contrast, a evaluation
model based on final exams focuses the evaluation processes on an assessment instrument
at the end of the course.

Once the subject, evaluation and agent dimension are presented, we focus the analysis
on evaluation applications. In manual evaluation methods, tutors usually participate directly
and intensely in the evaluation process. This model has scalability problems but can provide
better guarantees for students’ identification and authorship because the degree of interac-
tion between tutors and students is higher than in others evaluation methods. Although this
statement may be true in general cases, it may not apply to all situations, that is, the inter-
action level does not necessarily mean that students’ identification is authentic (as defined
above: data integrity and authorship). On the other hand, automatic methods do not involve
tutors participation (or minimal), but this model does not carry out desirable identification
and integrity levels. Finally, hybrid methods are a trade-off combination which can provide
a balance between the degree of interaction and security requirements. In Figure 1 it has
been marked those elements which are involved in the model proposed. In the following
sections, the secure e-assessment model is presented.

3.3 Technological approaches

According to [4] problems encountered in ensuring modern computing systems cannot be
solved with technology alone. In order to probe this statement and to justify that it is needed
to extend technological models with trustworthiness functional proposals, in this section,
we are going to present a use case that illustrate how Public Key Infrastructure (PKI)
does not completely guarantee security requirements. The example use case is defined as
follows:

The e-assessment is an e-exam with most common characteristics of virtual exams. For
further information, in [8] it is discussed how unethical conduct during e-Learning exam
taking may occur and it is proposed an approach that suggests practical solutions based on
technological and biometrics user authentication.

The e-exam is synchronous and students have to access the LMS to take the description
of the e-exam at the same time. The exam, which presents a list of tasks to be solved by
the student. The statement is the same for all students who perform the e-exam and then,
each student performs her work into a digital document with her own resources. When the
student’s work is finished, outcomes are delivered to the LMS before the deadline required.

Once defined this use case, we can improve security requirements using PKI based solu-
tions, in concrete terms, digital certificates to guarantee students’ identification and digital
signature for outcomes integrity and authorship. Therefore, the process described above is
adapted to this way:

—  The student accesses the LMS identified by its digital certificate. Similarly, the LMS
presents its digital certificate to the student.

— Since both LMS and student have been identified in a trust process, the student receives
the description of the e-exam and begins her work.

— The student checks the built-in digital signature statement in order to validate the
integrity of this element.
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—  When the student finishes her work in the outcomes document, the student performs
the operation of digital signature (into the digital document and using her digital
certificate).

— Eventually, the student’s signed document will be delivered in the LMS, according to
the procedure defined in the first step.

At this point we can formulate the question: can we trust this model? In other words,
are those processes and elements involved in the e-exam bearing integrity and identification
properties? As stated at the beginning of this section, ensuring modern computing systems
cannot be solved with technology alone. Therefore, we should be able to find vulnerabilities
in this technological security proposal. For instance, although the identification process
based on the certificate public key (even signed and issued by a certification authority) is
only able to be made by the holder of the private key (the student), we do not know if this
certificate is being used by the student who we expect or if the student has sent this resource
to another one. Although we can add additional technological measures such as certificate
storage devices, there are ways to export these keys or have remote access to manage them.
Therefore, we can conclude that the student may share their resources identification and
signature.

4 Trustworthiness approaches for secure e-assessment

In the previous section we discussed that security improvements in e-assessments cannot be
reached with technology alone. To fill this drawback that impedes e-assessments to deploy
their potential, we review in this section trustworthiness approaches to design secure e-
assessment.

4.1 Trustworthiness and security related work

In [22] it is discussed that security is both a feeling and a reality. The author points out
that the reality of security is mathematical based on the probability of different risks and
the effectiveness of different countermeasures. In addition, security is a feeling based not
on probabilities and mathematical calculations, but on our psychological reactions to both
risks and countermeasures. Since this model considers two dimensions in security and being
aware that absolute security does not exist (see Section 3.3) any gain in security always
involves a trade-off between technological and functional approaches. This approach is very
relevant in the context of hybrid evaluation systems in which technological and trustworthi-
ness solutions can be combined. This trade-off is proposed because, as it is concluded by
the author, we need both to be and to feel secure.

Our approach providing security to e-assessments extends technological solutions and
combines these services with trustworthiness models. In this context, it is also important
to consider additional trustworthiness related work, even when the scope of trustworthiness
models is not closely related to security in e-Learning. Next, we continue our related work
study taking general trustworthiness references.

4.2 Trustworthiness factors

Beyond the overview of security and trustworthiness presented, we need to review how
trustworthiness can be measured and which are the factors involved in its quantitative study.
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In [3] a data provenance trust model is proposed, which takes into account factors that may
affect the trustworthiness. Based on these factors, the model assigns trust scores to both data
and data providers.

In our context, students and students’ resources (e.g. a document, a post in a forum, etc.)
can be modelled following this approach. Moreover, factors that may affect trustworthiness
when students are developing collaborative learning activities must be discovered. To this
end in [1], the author designs a survey to explore interpersonal trust in work groups identi-
fying trust-building behaviours ranked in order of importance. We use these behaviours as
trustworthiness factors which can measure trustworthiness in those activities that students
develop in collaborative activities. The factors considered to model trustworthiness when
students are performing collaborative activities are summarized in Table 1.

4.3 Trustworthiness rules and characteristics

Trustworthiness levels may be represented as a combination of trustworthiness factors.
Moreover, according to [9] there are different aspects of consideration of trust and different
expressions and classifications of trust characteristics. In essence, we can summarize these
aspects defining the following rules: (i) Asymmetry, A trust B is not equal to B trust A; (ii)
Time factor, trustworthiness is dynamic and may evolve over the time; (iii) Limited transi-
tivity, if A trusts C who trusts B then A will also trust B, but with the transition goes on, trust
will not absolutely reliable; (iv) Context sensitive, when context changes, trust relationship
might change too.

The model presented in this paper is designed taking into account factors and rules
which have been presented in this section. Furthermore, we define two additional concepts
(trustworthiness levels and indicators) which are presented in the following sections.

Table 1 Trustworthiness factors

N Factors and Description

Trustworthiness Building Factors (TBF)
Student S working in the group of students GS
is building trustworthiness when...
S communicates honestly, without distorting any information.
S shows confidence in GS’s abilities.
S keeps promises and commitments.

S listens to and values what GS say, even though S might not agree.

L WD =

S cooperates with GS and looks for mutual help.
Trustworthiness Reducing Factors (TRF)
Student S working in the group of students GS

is reducing trustworthiness when...
S acts more concerned about own welfare than anything else.
S sends mixed messages so that GS never know where S stands.
S avoids taking responsibility.

S jumps to conclusions without checking the facts first.

[ N O R S R

S makes excuses or blames others when things do not work out.
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4.4 Evidences and signs

Trustworthiness factors are defined from the perspective of students’ behaviours and, on
the other hand, technological solutions cannot solve security requirements alone; in conse-
quence, it is necessary to note that all methods discussed provide security improvements
but do not completely ensure e-assessments requirements. Furthermore, neither trustworthi-
ness nor PKI models define or manage the actions to take when the security service detects
either anomalous situations or violation of the properties we have defined. Firstly we must
consider that according to this fact we have to distinguish between evidences and signs. Evi-
dence is defined as information generated by the security system in a reliable way and the
evidence allows us to state that a certain security property has been violated. For example,
if a process of electronic signature is wrong, we can state that the signed document does not
meet the integrity property and this is an irrefutable fact regarding to mathematical proper-
ties of public and private keys involved in digital signature. On the other hand, signs allow
us to assign a trustworthiness level to a system action or result. These levels are based on
probabilities and mathematical calculations, in other words, potential anomalous situations
are associated with probabilities.

For each type of anomalous situations detected (i.e. evidences and signs) it is necessary
to define different measures. Measures which can be taken are presented below:

— Active. We act directly on the e-assessments processes. For instance, if a evidence is
detected, the security service will deny access to the student and the student cannot
continue with the next tasks.

— Passive. Analysis and audit. Focused on analysing the information provided by the
security system without acting on the e-assessment. They may generate further actions,
but the process continues as planned before the fault detection.

5 A trustworthiness model

In this section, we propose a trustworthiness model for security based on the previous
elements and issues. Firstly, we identify those instruments and tools which will collect trust-
worthiness data. Then, a statistical analysis based on a model of trustworthiness levels is
presented.

5.1 Research instruments and data gathering

Four research instruments are considered to collect users’ data for trustworthiness purposes
and feed our model:

— Ratings. Qualifications of objects in relation to assessments, that is, objects which can
be rated or qualified by students in the LMS.

— Questionnaires. Instruments which allow us to both collect trustworthiness students’
information and to discover general aspects design in our model.

— Students’ reports. Assessment instrument containing questions and ratings performed
by the students and reviewed by the tutors.

— LMS usage indicators. To collect students’ general activity in LMS (e.g. number of
documents created).
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All of these research instruments are quantitative and they have been designed to collect
mainly trustworthiness levels and indicators as well as assessment information. In order to
manage trustworthiness data, we define the concept of trustworthiness Data Source (DS) as
those data generated by the research instrument that we use to define trustworthiness levels
which are presented in the following section.

5.2 Modelling trustworthiness levels, indicators and rules

We introduce now the concept of trustworthiness indicator fw; (with i € I, where [ is
the set of trustworthiness indicators) as a measure of trustworthiness factors. Trustworthi-
ness factors have been presented (see Section 4.2) as those behaviours that reduce or build
trustworthiness in a collaborative group and they have been considered in the design of
questionnaires. For instance, a trustworthiness indicator measuring the number of messages
in a forum is related to the TBF-5 (the student cooperates and looks for mutual help). There-
fore, an indicator tw; is associated with one of the measures defined in each e-assessment
instrument (i.e. ratings, questionnaires, reports, etc.). Moreover, we introduce the concept
of trustworthiness level Ltw; as a composition of indicators over trustworthiness rules and
characteristics. For instance, we can consider two trustworthiness indicators (fw, and fwp).
These indicators are different, the first indicator could be a rating in a forum post and the
second one could be a question in a questionnaire; but they measure the same trustwor-
thiness building factor (e.g. TBF-1: communicates honestly, described in Table 1). Finally,
trustworthiness rules R, may be compared to the group, over the time or considering the
context. Considering all the above, trustworthiness indicators can be represented following
these expressions:
twg,,,a € {Q,RP,LGI},r e R,s €S (1)

where Q is the set of responses in Questionnaires, R P is the analogous set in Reports, LG/
is the set of LMS indicators for each student (i.e. ratings and the general students’ data in the
LMS). S is the set of students in the group and R is the set of rules and characteristics (e.g.
time factor). These indicators are described above when presenting research instruments.

Once trustworthiness indicators have been selected, trustworthiness levels can be
expressed as follows:

tw; .
Ltw; = —,iel 2)
i-1 "

where I is the set of trustworthiness indicators which are combined in the trustworthiness

level Ltw;.
Trustworthiness levels Ltw; must be normalized. To this end, we have reviewed the
normalization approach defined in [21] with regarding to support those cases in which par-
ticular components need to be emphasized more than the others. Following this approach,

we previously need to define the weights vectors:
n
W= (Wi ooy Wi We) s Yy Wy = (3)
i

where 7 is the total number of trustworthiness indicators and w; is the weight assigned to
tw;. Then, we define trustworthiness normalized levels as:

n
tw; - w;
Ltw{V=§:M,ieI 4)
n
i=1
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To sum up, our trustworthiness approach allows us to model students’ trustworthiness
as a combination of normalized indicators using research and data gathering instruments.
Regarding groups, this model may also be applied in cases with only one working group; in
this scenario, all students would belong to the same group.

5.3 Statistical analysis

Following the trustworthiness model presented we need to inquire whether the variables
involved in the model are correlated or not. With this purpose the correlation coefficient may
be useful. Some authors have proposed several methods with regarding to rates of similarity,
correlation or dependence between two variables [20]. Even though the scope of [20] is
focused on user-based collaborative filtering and user-to-user similarity, the models and
measures of the correlations between two items applied in this context are fully applicable
in our scope. More precisely, we propose Pearson correlation coefficient (represented by
the letter ») as a suitable measure devoted to conduct our trustworthiness model. Pearson
coefficient applied to a target trustworthiness indicator is defined bellow:

2?21 (twa,i - ma) (twb,i - mb)

\/Z?:l (twu,i - mn)z-\/Z?zl (l‘wb,,’ — mb)z

where fw, is the target trustworthiness indicator, fwy, is the second trustworthiness indica-
tor in which rw, is compared (i.e. similarity, correlation, anomalous behaviour, etc.), fw,
and fwy, are the average of the trustworthiness indicators and n is the number of student’s
provided data for tw, and twj indicators.

It is important to note that if both a and b are trustworthiness indicators which have
several values over the time (e.g. a question which appears in each questionnaire), they must
be compared at the same point of time. In other words, it is implicit that r, 5 is actually
representing r,, », Where a; is the trustworthiness indicator in time ¢.

In addition, this test may be applied to every trustworthiness indicator taking one of them
as target indicator. To this end, we define the general Pearson coefficient applied to a target
trustworthiness indicator over the whole set of indicators is defined as follows:

®)

Fa,b =

ra,t=(ra,la-~wra,i’---vra,n71)»iEI’i#a (6)

where r, ; is the Pearson coefficient applied to a target trustworthiness indicator is defined
above and [ is the set of trustworthiness indicators.

Both relation and similarity are represented by r, 5 and r4 grouping students’ responses
and taking the variables at the same time. We are also interested in time factor and it may be
relevant the evolution of trustworthiness indicators throughout the course. To this end, we
extend previous measures, adding time factor variable:

er'lzl (twar,i - ma,) (twatt,i - man)

\/Z?:l (twat,i - ma:)z-\/z;;l (twatt,i - ma”)z

where ¢ is the target point in time and ¢¢ is the reference point in time (i.e. ¢ is compared
against 7¢), all other variables have already been defined with this case they are instanced in
two moments in the course.

Similarly, we can calculate r, ; ;; for each ¢¢, and then the following indicator may be
used:

(7

Tat,tt =

ra,t:(ra,lv~--7ra,i7---’ra,n—l)9iElvi#a (8)
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Table 2 Trustworthiness Basic Indicators

Indicator Description Group by Target/Reference

T(a,b) Pearson coefficient applied to a Students tw, and twp
target trustworthiness indicator.

Ta T(a,b) Over the set of indicators Indicators twy

T(a,t.11) Pearson coefficient applied to a tw Time tw, and t
indicator throughout the course from ¢ to ¢¢

(a.r) T(a,1,1r) Over the throughout the course. Course twy

Trustworthiness indicators which have already been presented in this section are
summarized in Table 2.

Since hybrid methods are considered as a suitable trade-off approach for the model, we
can combine these indicators with results of manual continuous evaluation results made by
the tutor. For instance, a coefficient applied to target trustworthiness indicator a is compared
to a manual continuous evaluation, that is:

Ya,p = CU; )

where the second indicator b is exchanged by the value in continuous evaluation. According
to this indicator, we can analyse the similarity between manuals and automatics results. Fur-
thermore, each Pearson interpretation which has been presented until now, may be applied
to continuous evaluations parameters, for instance: r(a, t, tt) where a = cv;.

On the other hand, as aforementioned in the case of questionnaires, some questions,
which evaluate the same trustworthiness factor, are proposed in two different ways: indi-
vidual and group evaluation. Hence, students are asked about some factors related to every
member in her work group and then about the group in general. In this case, we can also
compare these values using Pearson correlation. Finally, trustworthiness indicators may be
gathered in a trustworthiness matrix with the aim of representing the whole relationship
table for each indicator:

0 Ttwy,twy T o Trwgtwy,
0 0 Ttwy,twy = Trwo,twy
Ry =1": : " . : (10)
: : " Frw,_y,tw,
0 0 0

Indicators which have been presented in this section are studied in the analysis stage of
the model. Although they are proposed as suitable options, the model is refined to select
those indicators oriented to perform the best similarity and correlation evaluation model. In
addition, this approach is also intended to be a prediction tool, that is, similarity facts may
conduct to carry out predictions about the evaluation system and its evolution.

6 Analysis of results and evaluation
As discussed in the Section 2 with respect to trustworthiness models and bearing in mind

the abstract model presented in the Section 5, there exist considerable variation regarding
goals, contexts, and scopes in trustworthiness approaches. In this section, we conduct our
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evaluation method on peer-to-peer e-assessment developed in a real on-line course. Our
peer-to-peer e-assessment model is based on a collaborative assessment component and, in
this section, we also present the design and implementation of the component including
research instruments and technological tools. Finally, we conclude the section with impor-
tant issues concerning processing trustworthiness levels and indicators as well as statistical
analysis and interpretation.

6.1 Real on-line course features

We have carried out several studies [15, 17, 18] in our real context of e-Learning of the UOC
during the Spring academic term of 2014, with the aim to experiment with specific trust-
worthiness and security approaches devoted to evaluate the feasibility of our trustworthiness
models, tools, and methodologies. In this paper, we build and deploy our comprehensive
e-assessment methodology in the real on-line course presented in [15, 17, 18], whose key
features can be summarized as follows:

— Students’ e-assessment was based on a manual continuous e-assessment model by using
several manual e-assessment instruments.

— Manual e-assessment was complemented with automatic methods, which represented
up to 20 percent of the total students overall grade.

— Taking into account below features, we implemented a hybrid e-assessment method by
combining manual and automatic e-assessment methods, and the model allows us to
compare results in both cases.

— 59 students performed a subjective peer-to-peer e-assessment, that is, each student was
able to assess the rest of class peers in terms of knowledge acquired and participation
in the class assignments.

—  The course followed seven stages which were taken as time references in trustworthi-
ness analysis. These time references allow us to compare trustworthiness evolution as
well as to carry out e-assessment methods.

— Each stage corresponded to a module of the course, which had a learning compo-
nent (i.e. book) that the student should have studied before developing the assessment
activities of the course.

From the above methodology, we have designed the peer-to-peer e-assessment component
which is presented in the next section.

6.2 Continuous assessment component

As aforementioned in Section 3.1, we used a subset of security properties for e-assessment
security modelling, hence integrity and identification were selected as target security proper-
ties for the continuous assessment component. Following these security properties and after
the analysis of potential students’ interactions in peer-to-peer assessment activities as well
as the peer-to-peer assessment possibilities, the first version of the continuous assessment
component was proposed in [17, 18].

The Continuous Assessment (CA) component is formed by the following three assess-
ment activities and procedures [18]:

1.  Once the student has studied a module (M), she receives an invitation to answer a set of
three questions about the current module; this is the first activity of the CA named the
Module Questionnaire and denoted by Q.
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2. The student does not have to answer as soon as Q is sent, because the second activity of
the CA is a students’ forum (F) intended to create a collaborative framework devoted to
enhance responses in activity Q, in other words, Q and F activities are concurrent tasks.

3. The final activity is the core of the peer-to-peer assessment and the student has to com-
plete a survey (P) which contains the set of responses from Q. The student has to assess
each classmates’ responses in Q and, furthermore, the activity of each student in the
forum F is assessed. The scale used to assess both forum participation and students’
responses is (A, B, C+, C-, D, and N for no answer).

The formulation of the algorithm corresponding to the e-assessment process of the CA
was presented in [18] (see Algorithm 1 and also [17]).

Algorithm 1 Algorithm for the e-assessment process [18]

Require: M {the list of modules} and S {the set of students in the course}

1: fOr m: M do

2:  Qn < create_questionnaire(m)

3: send(Qn, S)

4:  Fy < create_forum(m)

5:  F(m) < class_discussion(Fy,, S)

6: Q(m) < getResponses(Q, S)

7. Py < create_p2p_eval(Q(m), S)

8: send(Py)

9:  P(m) < getResponses(Py,, S)
10:  e_assessment(m)[] < results(Q, F, P, S)
11:  end for
12:  return e_assessment (m)|]

6.3 Research instruments and technological tools

For the purpose of the CA implementation and deployment, a questionnaire creation
function has been developed (i.e. create_questionnaire). Due to the output of the first ques-
tionnaire (see variable Q(m) in the algorithm) is the input to the peer-to-peer assessment
activity (i.e. variable P,,), we can automate the assessment process for each CA. These
function has been implemented as a Java class named CreateP2P, which includes the set of
attributes and methods required to automatically generate the assessment activity P,,. The
automation capabilities of the process are actually focused on the set of responses and the
survey P, manual customizations such as the text or the invitation messages.

The CA uses two survey web applications. The module questionnaire (Q) is implemented
in Google Forms® and the peer-to-peer questionnaire (P) with LimeSurvey*. Due to the
data exchange requirements between the two survey tools, we have selected the Coma Sep-
arate Values (CSV) format as the data exchange model. For this reason and with the aim
of simplifying the implementation process we have integrated in our Java components the

3http://www.google.com/drive/apps.html

“http://www.limesurvey.org
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package Super CSV?> which offers advanced CVS features dealing with reading and writing
advanced operations on lists of strings.

We have selected LimeSurvey because a high configurable export and import survey
functions based on standard formats are needed. After the evaluation of several survey for-
mats, we have selected the CSV option. The function create_p2p_eval has been implemented
by the Java class create_p2p_csv, which receives a CSV responses file containing the set
of responses collected by Google Forms and creates a LimeSurvey CVS survey format by
converting the responses in questions for the new peer-to-peer questionnaire. The hosting
support for LimeSurvey framework has been provided by the RDIab®.

Moreover, because of the peer-to-peer and dynamic features of the questionnaire P, we
need to extract assessment results in primitive and normalized e-assessment data format as
presented in the following section. To this end, we have developed the Java class Results.

Finally, dealing with processing the Pearson correlation coefficient, we have used the
statistical analysis program GNU PSPP’.

6.4 Trustworthiness data sources, levels and indicators

Before the statistical analysis phase, we define trustworthiness data sources, indicators and
levels in the context of our CA. We have defined a trustworthiness data source as those data
generated by the CA that we use to define trustworthiness features presented in Section 4.
Each CA (i.e. one CA per module) will manage four data sources. The first is related to the
students’ responses count and can be denoted with the following ordered tuple:

DSo. =M, Q, S, count) (1D

where the questionnaire data source is defined as the total number of responses (count) that
each student in S has answered in the questionnaire Q for the module M.

The second data source also refers to the students’ responses and the DS offers each
specific response:

DSor, =M, Q, S, res) (12)
where the questionnaire data source DSg, is defined as the response res (i.e. a student
answers res to a question) that each student in § has responded regarding a specific question
in Q in the module M.

The third data source refers to the participation degree in a forum. These data sources
can be denoted with the following ordered tuple:

DSr =M, F,S, count) (13)

where the forum data source DS is defined as the total number of posts (count) that each
student in S has sent to a forum F regarding a specific question in Q in the module M.
Finally, we introduce a score data source as follows:

DSr =M, Q, S, SS, score) (14)

where the responses data source denotes the score that a student (in §) has assessed a stu-
dent’s (in S§) response of a question in Q. Hence, S is the set of students who assess and
SS is the set of students who are assessed by students in S. Although S and S§$ may be

Shttp://supercsv.sourceforge.net/index.html
Shttp://rdlab.Isi.upc.edu
http://www.gnu.org/software/pspp/
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considered as the same set of students in certain applications, they are actually considered
as different sets because we permit participation in the second stage of the activity even
when the student has not carried out the first one.

Tuples in DS are stored in a relational database table, namely MySQLS.

Once trustworthiness data sources have been defined we define three trustworthiness
levels. Following the model defined in Section 5.3, we first combine the trustworthiness
indicators of each question in the module, and then the overall trustworthiness level for the
student in a specific module is defined:

n
(tw; - w;)
L = —ieQw=(w;=w;),meM 15
R,m,s Z n ) ( i ]) ( )
i=1
where L g ;s 1s the trustworthiness level for the student s in the module m measured by the
trustworthiness indicator tw; which considers the responses for each question in Q.

LF,m,s =TIwWrm, M € M (16)

where fwp j, is the trustworthiness indicator for the responses in the collaborative forum F
for the module m.

n

Ltw; - w;

Lis =) ———i €{Lrm, Lrn)w=(wi =w)),meM (17)
i=1

where L, is the overall trustworthiness level for the student s in the module m, calculated

by combining the trustworthiness level for responses Lg ;.5 and the trustworthiness level

for forum participation L g p, 5.
6.5 Statistical analysis and interpretation
Here we analyse the trustworthiness levels and indicators presented in the previous section.

The graph presented in Figure 2 shows the overall Lg ,, s for each student and for each
module. It is worth mentioning that students who had not participated in any CA activity

8http://www.mysql.com/
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have been omitted. In this graph the Lg , s level for each student has been accumulated
by module, hence as shown in Figure 2 those students who did not participate in all the
activities proposed, they were considered in the study.

Regarding students’ participation, we have monitored participation values (see Figure 3)
revealing a decrease of participation level after considering the following information:

—  Q: Questionnaire participation.

— F: Total number of post in the forum.
—  FP: Participation in the forum.

—  P: Peer-to-peer survey participation.

In contrast to the decrease in the participation level, with respect to the evolution of the
overall scores in the course, these values are steady along all the modules in the course. The
overall scores evolution are shown in Figure 4, which presents the overall score result for
each module activity, that is, Lg ;.5 and L f , ¢ without considering each specific student’s
values and detailing each questions for Lg ,, s (i.e. Q1, Q2 and Q3).

We have calculated the correlation coefficient between the values in the point of time 1 to
7 (i.e. each module). The results of the correlation analysis are shown in Figure 5. Pearson’s
correlation is close to 1 for most of the cases, hence there is a strong relationship between
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Figure 4 Overall scores in the course
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ML M2 | M3 | M4 | M5 | M6 | M7
M1 | Pearson Correlation | 1,00 | ,70 ,64 ,54 ,59 ,54 ,63
Sig. (2-tailed) ,00 ,00 ,01 ,01 ,02 ,03
N 40 26 22 20 20 18 12
M2 | Pearson Correlation | ,70 1,00 | ,89 ,81 ,86 ,81 ,69
Sig. (2-tailed) ,00 ,00 ,00 ,00 ,00 ,02
N 26 26 20 18 19 16 11
M3 | Pearson Correlation | ,64 ,89 1,00 | ,83 ,76 ,80 ,79
Sig. (2-tailed) ,00 ,00 ,00 ,00 ,00 ,00
N 22 20 23 19 18 16 12
M4 | Pearson Correlation | ,54 ,81 ,83 1,00 | ,78 ,76 ,80
Sig. (2-tailed) ,01 ,00 ,00 ,00 ,00 ,00
N 20 18 19 20 16 15 11
M5 | Pearson Correlation | ,59 ,86 ,76 ,78 1,00 | ,75 ,90
Sig. (2-tailed) ,01 ,00 ,00 ,00 ,00 ,00
N 20 19 18 16 21 16 11
M6 | Pearson Correlation | ,54 ,81 ,80 ,76 ,75 1,00 | ,86
Sig. (2-tailed) ,02 ,00 ,00 ,00 ,00 ,00
N 18 16 16 15 16 18 12
M7 | Pearson Correlation | ,63 ,69 ,79 ,80 ,90 ,86 1,00
Sig. (2-tailed) ,03 ,02 ,00 ,00 ,00 ,00
N 12 11 12 11 11 12 12

Figure 5 PSPP Pearson coefficient between trustworthiness levels in modules

trustworthiness levels in modules. The observed correlation is positive; consequently, when
the trustworthiness level increases in module i, trustworthiness level in module i + x also
increases in value. The sig. value is less than 0.05, because of this, hence we can conclude
that there is a statistically significant correlation between trustworthiness levels. Note that in
Figure 5 we have marked those values which correspond to correlation between consecutive
module (i.€. 7y, m;,, ), in these cases, the coefficient is always more than 0.7.

Finally, in order to compare manual an automatic assessment results, a foremost step is
needed. We organized both manual and peer-to-peer activities in a timeline diagram with
the aim to compare manual and automatic activities in suitable time references. To this end,
we have designed a course plan that permits the comparison process between manual and
peer-to-peer assessment. The manual assessment activities are taken as time reference.

Once the time references have been defined, we can compare overall values between
manual and automatics method. For instance, Figure 6 shows the dispersion chart between
the automatic peer-to-peer activity for the module 1 (i.e. R1) and the first manual assess-
ment method. It can be seen from the function in Figure 6 that there exist anomalous cases
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Figure 6 Dispersion chart
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detected with respect to the difference between the manual and the automatic value. The
rest of the values follow a significant relation between these parameters.

6.6 Findings

In this section we summarize the most relevant findings that emerge from the results and
the statistical analysis.

The participation level has experimented a marked decrease along the course, especially
at the end of e-assessment activities. We plan to tackle this problem with alternative course
schedule with the aim to balance the students’ peer-to-peer activities and other students’
assignments.

Regarding overall peer-to-peer (i.e. automatic) and continuous (i.e. manual) assessment
overall levels, the results reveal a notable difference between the overall range of these
values. Figure 6 shows that most of peer-to-peer assessment values are in the range from 3,5
to 4,3 (the e-assessment scale was from 1 to 5) and the continuous assessment, from 1 to 9.

Although the model has to be enhanced and we have to solve the aforementioned prob-
lems, the statistical analysis shows significant findings regarding the feasibility of the
hybrid evaluation method. The results of the comparisons between manual and automatic
assessment indicate (also see Figure 6):

— The mean difference between manual and automatic method is 0,81 (the scale used
from O to 10).

—  The maximum and minimum difference: 0,03 and 2,82.

— The percentage of assessment cases in which the difference between manual and auto-
matic assessment is less than 1 (i.e. 10 % with respect the maximum score) is the
76,92 %.

— If we extend the difference to more than 2 points in the scale, the percentage of
assessment cases in this range is the 92,31 %.

The most significant finding is related to anomalous user assessment. From these data, 3
students whose deviation is greater than 20 % were found anomalous and required further
investigation for potential cheating in order to validate the authenticity (i.e. identification
and integrity) of her learning processes and results.

7 Conclusions and further work

In this paper we have presented an innovative approach for modelling trustworthiness in the
context of secure learning assessment in on-line collaborative learning groups. The study
shows the need to propose a hybrid assessment model which combines technological secu-
rity solutions and functional trustworthiness measures. To this end, a holistic security model
is designed, implemented and evaluated in a real context of e-Learning. This approach is
based on trustworthiness factors, indicators and levels, which allow us to discover how
trustworthiness evolves into the learning system.

As ongoing work, we plan to continue the methodology testing and evaluation by deploy-
ing e-assessment learning components in additional real on-line courses. Due to further
deployments will require large amount of data analysis, we will continue investigating par-
allel processing methods to manage trustworthiness factors and indicators by improving
the MapReduce [14] configuration strategies that would result in improvement of a paral-
lel speed-up, such as customized size of partitions. Moreover, we plan to evaluate and test
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trustworthiness predictions methods. With respect to prediction, we would like to improve
our approach in order to predict both trustworthiness students’ behaviour and evaluation
alerts such as anomalous results. To this end, we plan to evaluate neural networks and data
mining models by designing a methodological approach to construct a trustworthiness nor-
malized model. In addition, in our future work, we would like to improve our students’
public profile model in real on-line courses.
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SUMMARY

This paper proposes a trustworthiness-based approach for the design of secure learning activities in online
learning groups. Although computer-supported collaborative learning has been widely adopted in many
educational institutions over the last decade, there exist still drawbacks that limit its potential. Among these
limitations, we investigate on information security vulnerabilities in learning activities, which may be devel-
oped in online collaborative learning contexts. Although security advanced methodologies and technologies
are deployed in learning management systems, many security vulnerabilities are still not satisfactorily
solved. To overcome these deficiencies, we first propose the guidelines of a holistic security model in online
collaborative learning through an effective trustworthiness approach. However, as learners’ trustworthiness
analysis involves large amount of data generated along learning activities, processing this information is
computationally costly, especially if required in real time. As the main contribution of this paper, we even-
tually propose a parallel processing approach, which can considerably decrease the time of data processing,
thus allowing for building relevant trustworthiness models to support learning activities even in real time.
Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Computer-supported collaborative learning (CSCL) has become one of the most influencing
educational paradigms [1, 2] widely adopted in many educational institutions over the last two
decades. Among these institutions, our real e-Learning context of the Open University of Catalonia*
(UOC) develops online education on the basis of collaborative learning activities. This institution is
supporting the research work presented in this paper, and its results are considered and included in
other UOC’s research projects, with the aim of enhancing e-Learning factors, such as assessment
cost reduction and students scalability. Although CSCL activities have been incorporated in many
online educational settings, there exist still many drawbacks that limit their potential. Among these
limitations, collaborative learning services and activities are usually designed and implemented

*Correspondence to: Jorge Miguel, Department of Computer Science, Multimedia, and Telecommunication, Open
University of Catalonia, Barcelona, Spain.
"E-mail: jmmoneo@uoc.edu

*The Open University of Catalonia is located in Barcelona, Spain. The UOC offers distance education through the Inter-
net since 1994. Currently, about 60,000 students and 3700 lecturers are involved in 8300 online classrooms from about
100 graduate, post-graduate, and doctorate programs in a wide range of academic disciplines. http://www.uoc.edu
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without much consideration of security issues. As a result, information security vulnerabilities may
interfere in these activities, thus threatening and reducing the effectiveness of the overall
collaborative learning process [3, 4].

Information security requirements have been generally considered and developed recently in
learning management systems (LMS) [5]. However, to the best of our knowledge, integrated and
holistic security models have not been carried out yet. As a result, many security vulnerabilities are
still reported in LMSs and remain unsolved [6, 7]. Therefore, innovative security solutions are
needed to overcome these limitations and support a secure learning process. To this end, in this
paper, we propose a trustworthiness model based on a multifold assessment approach of CSCL
activities, which can meet security requirements of online collaborative learning process.

Finally, in order to provide effective and just-in-time trustworthiness information from the LMS, it
is required a continuous processing and analysis of group members’ interaction data during long-term
learning activities, which produces huge amounts of valuable data stored typically in server log files
[8, 9]. CSCL activities may demand a great amount of communication processes, collaborative
contents, and many types of interactions [1, 2]; if our model aims to analyze how trustworthiness
factors are related to these resources, the context of CSCL will be an ideal case study. Because of the
large or very large size of data generated daily in online learning activities, the massive data
processing is a foremost step in extracting useful information and may require computational capacity
beyond that of a single computer [10]. We study the feasibility of a parallel approach for processing
large log data files of a real LMS using distributed infrastructures and show how considerable
improvements in performance can be achieved via Hadoop MapReduce implementations.

The paper is organized as follows. Section 2 presents the background and context information on
security in e-Learning. Section 3 endows our security model with trustworthiness properties on
learning activities describing relevant trustworthiness factors and rules that have an effect in the
collaborative learning process. Parallel processing paradigms are analyzed in Section 4 to massive
data processing and build relevant trustworthiness models. Finally, Section 5 concludes the paper
highlighting the main findings and outlining ongoing and future work.

2. BACKGROUND

In this section, we first review main works in the literature on general security in e-Learning, including
our previous research. Then, we propose complementary solutions to secure e-Learning beyond
technological approaches. To this end, a trustworthiness approach for secure e-Learning is provided.

2.1. Information security in e-Learning

Early research works about information security in e-Learning [11, 12] are focused on confidentiality
issues with respect to ensure students’ and tutors’ privacy requirements. An initial work [13] suggests
that the most effective mechanism for dealing with the privacy issues raised in the virtual learning
environment should be a task force or committee made up of those who are closely involved. This
proposal is quite general, and then, in subsequent works on privacy in e-Learning, some authors
have addressed the need for more specific approaches [3]. Further works [4,14] consider other
aspects of security in e-Learning. In [14], the author argues that security is mainly an organizational
and management issue and improving security is an ongoing process in e-Learning. This is in
fact the first proposal in which information security is applied to LMS as a general requirement
in e-Learning design and management. The authors in [4] presented how security in e-Learning
can be analyzed from a different point of view, namely, by first analyzing threats for e-Learning,
and then, recommendations are introduced and discussed in order to cope with detected threats.
Finally, more specific security issues in e-Learning have been investigated (e.g., virtual assignments
and exams, security monitoring, and authentication and authorization services) in [15—18].

Although the aforementioned literatures discuss on security design in e-Learning from a theoretical
point of view, there is still needful to understand attacks in order to discover security design factors and
figure out how security services must be classified and designed [19]. In [20], through analyzing
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existing research in attack classification, a new attack taxonomy is constructed by classifying attacks
into dimensions. Nevertheless, because attacks taxonomies might be applied to cover each kind of
attack that might occur in LMS, they are not closely related to security design in e-Learning. In
order to fill this gap, in [17], we have proposed an alternative approach that associates attacks to
security design factors.

There is an increasing interest in understanding security attacks in real-life scenarios. Several reports
justify the relevance of security attacks during the last 2 years. In particular, the study presented in [7]
revealed that security attacks are a reality for most organizations: 81% of respondents’ organizations
experienced a security event (i.e., an adverse event that anyhow compromises security). Finally, we
can consider specific LMS real software vulnerabilities. Moodle is an open-source LMS that is
massively deployed in many schools and universities. In Moodle Security Announcements,” 40
serious vulnerabilities have been reported in 2013.

2.2. Previous work on security in e-Learning

In previous research [15-18], we have argued that general security approaches proposed so far do not
guarantee that learning processes are developed in a reliable way. Next, we summarize the main
research findings on security in e-Learning made so far focused mainly in the following educational
contexts: collaborative learning (CSCL), mobile learning (m-Learning), and massive open online
courses (MOOCs). These contexts are approached by several design methodologies and security
considerations, such as, software modeling languages, risk management, security in LMS, attacks in
e-Learning, students’ privacy, specific security properties, for example, authentication, and global
user authentication services.

In [15], we proposed a new approach named secure collaborative LMS (SCLMS) based on the
current developments in the domain of CSCL systems that consider security as a key requirement.
As a result, an innovative guideline is proposed to develop secure LMS focusing on the support for
CSCL with specific needs, such as interactions between participants, collaborative material
management, communication processes, and generation of collaborative results. Following the
SCLMS roadmap, in [17], an innovative guideline to develop secure e-Learning systems was
presented for m-Learning. In [18], we conducted research to provide information security to the
MOOCs [18] and in particular supporting evaluation, grading, and certification as the main
challenges in the MOOC arena [21]. The core of this approach is an authentication service defined
as a modular PKI-based security model called MOOC Smart Identity Agent (MOOC-SIA) [18],
which is a global user authentication model for MOOC platforms.

Considering the previous research experiences, the starting point of this paper is to extend our
aforementioned proposals with a new trustworthiness model.

2.3. Trustworthiness and security for e-Learning

In [22], it is discussed that security is both a feeling and a reality. The author points out that the reality
of security is mathematical based on the probability of different risks and the effectiveness of different
countermeasures. But security is also a feeling, based not on probabilities and mathematical
calculations but on your psychological reactions to both risks and countermeasures [22]. This
security model eventually concludes that security is a trade-off between the real fact that absolute
security does not exist and the need to feel secure. This approach is very relevant in our model
because it is based on a hybrid evaluation system in which technological and trustworthiness
solutions are combined.

In order to measure trustworthiness and identify what factors are involved in a quantitative study, in
[23], it is proposed a data provenance trust model, which assigns trust scores to both data and data
providers on the basis of certain factors that may affect trustworthiness. For instance, in our e-Learning
context, students and students’ resources (e.g., shared documents and posts in a forum) can be modeled
following this approach when developing CSCL activities. To this end, in [24], the author designs a

$https:/moodle.org/mod/forum/view.php =996
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survey to explore interpersonal trust in work groups identifying trust-building behaviors ranked in order of
importance. These behaviors can be used as trustworthiness factors, which can measure trust in those
activities that students develop. In addition, the authors in [25] consider different aspects of
trustworthiness in terms of expressions and classifications of trust characteristics, such as trust
asymmetry, time factor, limited transitivity, and reliability.

3. METHODOLOGY

This section shows a methodological approach to build our trustworthiness-based security model for
CSCL. First, we built our model by enhancing standard security models with trustworthiness factors
and rules, following the considerations made in Section 2. Then, we apply some statistical
techniques to the variables involved in our security model with the purpose to measure correlation.
Finally, we conclude the section with important issues concerning the management of the large and
complex data forming our model, which becomes the main motivation of this research. The next
section presents a solution to these issues.

3.1. Trustworthiness for secure e-Learning

Our security model is endowed in this subsection with trustworthiness properties on learning activities
and learners themselves. First, we describe relevant trustworthiness factors and rules that have an effect
in the collaborative learning process. Then, in order to measure the impact of these factors, we propose
several indicators and levels of trustworthiness.

3.1.1. Trustworthiness factors and rules. The relevant trustworthiness factors identified are
summarized in the Table I.

In addition, we take into account the following trustworthy rules: (i) asymmetry, where A trust B is
not equal to B trust A; (ii) time factor, where trustworthiness is dynamic and may evolve over the time;
(iii) limited transitivity, where if A trusts C who trusts B, then A will also trust B, but with the transition
goes on, trust will not absolutely be reliable; and (iv) context sensitive, when if context changes, then
trust relationship might change too.

However, it is worth mentioning that trustworthiness factors are defined from the perspective of
students’ behavior; hence, the methods discussed so far provide security improvements but cannot
fully meet secure e-Learning activities requirements. Furthermore, neither trustworthiness nor PKI
models define or manage the actions to take when the security service detects either anomalous
situations or violation of the properties we have defined.

Trustworthiness building and reducing factors are closely related to (see Table I) the following:

Table I. Trustworthiness factors.

Trustworthiness building factors

Student (S) working in the group of students (GS) is building trustworthiness when...

S communicates honestly, without distorting any information.

S shows confidence in GS’s abilities.

S keeps promises and commitments.

S listens to and values what GS say, even though S might not agree.
S cooperates with GS and looks for mutual help.

DB W=

Trustworthiness reducing factors

Student (S) working in the group of students (GS) is reducing trustworthiness when...
S acts more concerned about own welfare than anything else.

S sends mixed messages so that GS never know where S stands.

S avoids taking responsibility.

S jumps to conclusions without checking the facts first.

S makes excuses or blames others when things do not work out.

DW=
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e Interactions between participants (e.g., TRF2).

» Content management and generation of collaborative results (e.g., TRF1).
e Communication processes (e.g., TBF1).

e Group management tasks (e.g., TRFS).

Every of these issues may be involved in e-Learning, but in CSCL learning experiences, we can find
a higher amount of them than in other learning paradigms; hence, we focus our trustworthiness model
on CSCL.

3.1.2. Modeling trustworthiness levels and indicators. We introduce now the concept of
trustworthiness indicator rw; (with i € I, where I is the set of trustworthiness indicators) as a measure
of trustworthiness factors. Trustworthiness factors have been presented as those behaviors that
reduce or build trustworthiness in a collaborative group, and they have been considered in the
design of questionnaires. A tw; is associated with one of the measures defined in each e-assessment
instrument (i.e., ratings, questionnaires, and reports). The concept of trustworthiness level Ltw; is a
composition of indicators over trustworthiness rules and characteristics. For instance, we can
consider two trustworthiness indicators (tw, and tw,). These indicators are different, the first
indicator could be a rating in a forum post and the second one a question in a questionnaire, but
they measure the same trustworthiness building factor (e.g., TBF-1: communicates honestly). With
regard to trustworthiness rules, this indicator may be compared with the group, over the time or
considering the context. Trustworthiness indicators can be represented following these expressions:

Wars a€{Q,RP,LGI},reR,s€S

where Q is the set of responses in questionnaires, RP is the analogous set in reports, L/ is the set of
LMS indicators for each student (i.e., ratings and the general students’ data in the LMS), § is the set
of students in the group, and R is the set of rules and characteristics (e.g., time factor). These
indicators are described earlier when presenting instruments.

Once indicators have been selected, trustworthiness levels can be expressed as follows:

n
w; .
LtW,‘ = Z#,IGI
i=1

where [ is the set of trustworthiness indicators that are combined in the trustworthiness level Liw;.

Trustworthiness levels Lrw; must be normalized; to this end, we have reviewed the normalization
approach defined in [26] with regard to supporting those cases in which particular components need
to be emphasized more than the others. Following this approach, we previously need to define the
weights vectors:

n
w = (wy, ...,wh...wn),Zwi =1
i

where 7 is the total number of trustworthiness indicators and w; is the weight assigned to tw;.
Then, we define trustworthiness normalized levels as

n

t . .
Ltwf-v — ZM’iEI
i=1 n

Therefore, trustworthiness levels allow us modeling students’ trustworthiness as a combination of
normalized indicators using research and data gathering instruments.

Regarding groups, this model may also be applied in cases with only one working group; in this
scenario, all students would belong to the same group.

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2015; 27:1988-2003
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3.2. Statistical analysis

Following the trustworthiness model presented earlier, we proceed now with inquiring whether the
variables involved in the model are related or not. With this purpose, the correlation coefficient may
be useful. Some authors have proposed several methods regarding rates of similarity, correlation, or
dependence between two variables [27]. Even though the scope of this paper is focused on user-
based collaborative filtering and user-to-user similarity, the models and measures of the correlations
between two items applied in this context are completely applicable in our scope. More precisely,
we propose Pearson correlation coefficient r as a suitable measure devoted to conduct our
trustworthiness model. Pearson coefficient applied to a target trustworthiness indicator is defined in
the succeeding text:

Tap = Z?:l (tWai = wa) * (i —w)
\/21;1 (twa,i - maf % \/Z; (l‘w,,J ~ Mb)z

where tw, is the target trustworthiness indicator, tw,, is the second trustworthiness indicator in which
tw, is compared (i.e., similarity, correlation, and anomalous behavior), fw, and fw; are the average
of the trustworthiness indicators, and n is the number of student’s provided data for rnw, and rw,
indicators.

It is worth mentioning that if both a and b are trustworthiness indicators with several values over the
time (e.g., a question that appears in each questionnaire), they must be compared in the same point in
time. In other words, it is implicit that r, , is actually representing r,, 5,, Where a, is the trustworthiness
indicator in time .

In addition, this test may be applied to every trustworthiness indicator taking one of them as target
indicator. To this end, we define the general Pearson coefficient applied to a target trustworthiness
indicator over the whole set of indicators, as follows:

rga = (ra,lwnmra,i,---77ra,n71)7ielvi;&a

where r,,; is the Pearson coefficient applied to a target trustworthiness indicator defined earlier and I is
the set of trustworthiness indicators.

Both relation and similarity are represented by r,, and r4 grouping students’ activities and taking
the variables at the same time. We are also interested in time factor, and it may be relevant the
evolution of trustworthiness indicators throughout the course. To this end, we extend pervious
measures, adding time factor variable:

Z:;l (tWat.,i - mat) * (tWatt,i - man)
\/Zzl:l (tWar; — m;)z * \/Z;l:l (tWan; — M”)z

where 7 is the target point in time and #¢ is the reference point in time (i.e., f is compared against #7);
all other variables have already been defined with this case, and they are instanced in two moments
in the course.

Similarly, we can calculate r,, , for each #, and then, the following indicator may be used:

Yat, 11 =

F'ar = (}"a,],...,7}"“7,‘,...,,ra’n_l),lel,l;ta

The trustworthiness indicators are summarized in Table II.
Finally, trustworthiness indicators may be gathered in a trustworthiness matrix with the aim of
representing the whole relationship table for each indicator:
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Table II. Trustworthiness basic indicators.

Trustworthiness statistical analysis

Basic indicators Description Group by Target/reference
TApb Pearson coefficient applied to a Students wy
target trustworthiness indicator. wy,
ra 74 over the set of indicators Indicators w,
Tat 1t Pearson coefficient applied to a tw Time wy,
indicator throughout the course from t
t to 1t.
TA Ta: n Over the throughout the course. Course tw,
0 Fiwygwy — ee Ttwy 1w,
R 0 0
w =
0 0 0 rlwn—] MWy
0 0 0 0

Although the indicators presented are proposed as suitable options for our model, the model will be
refined to select those indicators oriented to perform the best similarity and correlation. In addition, this
approach is also intended to be a prediction tool, because similarity facts may conduct predictions
about the evaluation system and its evolution.

To sum up, the aforementioned indicators, levels, rules, and statistical analysis can become robust
instruments to appropriately model trustworthiness in e-Learning groups and eventually extend
current security models for CSCL that overcomes many of the limitations reported in Section 2.
However, the collection of valuable data and their later statistical analysis to build our security
model usually involves the constant processing and analysis of large amounts of ill-formatted
information, even in real time, stressing even more the computational cost involved and requiring a
high-performance solution to alleviate this cost. For instance, in our real e-Learning context of the
UOC, with thousands of online courses and many of them involving e-Learning in work teams, the
amount of data collected can be of the scale of 20 GB per day coming from different LMS with
different formats, and the information is found with high degree of redundancy, tedious, and ill-
formatted as well as incomplete.

The next section presents our parallel data processing approach to overcome this problem in order to
make it feasible the construction of security models, such as our trustworthiness-based security model
for CSCL presented earlier.

4. PARALLEL PROCESSING APPROACH

In this section, we address the need to alleviate the computational cost of massive processing of the
large amounts of data generated during long-term e-Learning activities, with the aim to cope with
learner’s trustworthiness analysis and the building of trustworthiness models, even in real time. To
this end, we propose a parallel approach for massive data processing.

4.1. The problem of processing log files

In previous research [28, 29, 10], we showed that extracting and structuring LMS log data is a
prerequisite for later key processes such as the analysis of interactions, assessment of group activity,
or the provision of awareness and feedback involved in CSCL. With regard to BSCW, the
computational complexity of extracting and structuring BSCW log files is a costly process as the
amount of data tends to be very large and needs computational power beyond of a single processor
(see Figure 1(A) and also [10,29]). In addition, in [30], we studied the viability of processing very
large log data files of a real virtual campus (UOC Virtual Campus) using different distributed

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2015; 27:1988-2003
DOI: 10.1002/cpe



Chapter 3. Contributions of The Thesis 46

A MASSIVE DATA PROCESSING TRUSTWORTHINESS APPROACH IN CSCL 1995

Local Processing Time (avg)

Processing time

1500

1000 J'L
*»

500 s

cu”

0 5000000 1000000 1500000
0 0
File size (bytes)

Time (sec)

Figure 1. Sequential processing of BSCW log files (A) [10] and local processing of UOC logs (B) [30].

infrastructures to examine the time performance of massive processing of log files. It was also shown
the linear execution time of the local processing of UOC log files (Figure 1(B)); hence, the
computational cost of sequentially processing large amounts of log data becomes unfeasible.

Therefore, parallel techniques to speed and scale up the structuring and processing of log data are
required dealing with log data. In [28] and [30], these models were implemented following the
master-slave paradigm and evaluated using Cluster Computing and Planet Lab platforms.

Taking these approaches as starting point, in this paper, we extend our goals in two different
directions, which are presented in the next sections: parallelizing the normalization of several LMS
logs files (e.g., BSCW and UOC log files) and using MapReduce paradigm [31]. Then, we use
Hadoop and Cluster Computing to implement and evaluate the parallelization of massive processing
of log data [8].

4.2. UOC Virtual Campus log files

Before presenting our parallel processing implementation details, we first show in this section
the different format of BSCW and UOC log files and the problems to process them due to
the large size and ill-structure formats of both. To this end, a normalization approach for
both types of log data is proposed as an input to our general parallel processing model
presented in the next subsections.

4.2.1. BSCW log files. In our real learning context of the Open University of Catalonia, several online
courses are provided involving hundreds of undergraduate students and a dozen of tutors in a
collaborative learning environment. The complexity of the learning practices entails intensive
collaboration activity generating a great amount of group activity information. To implement the
collaborative learning activities and capture the group interaction, we use the aforementioned BSCW
as a shared workspace system, which enables collaboration over the Web by supporting document
upload, group management, and event service among others features. BSCW event service provides
awareness information to allow users to coordinate their work [32].

In the BSCW, the events are triggered whenever a user performs an action in a workspace, such as
uploading a new document, downloading (i.e., reading) an existing document, and renaming a
document. The system records the interaction data into large daily log files and presents the recent
events to each user. In addition, users can request immediate e-mail messages whenever an event
occurs, and the daily activity reports are sent to them daily and inform them about the events within
the last 24 h. The typical format of the BSCW log files is as follows:

User:[3434841, *#sikxr]

object:[3452718, 'Presentacig A**** S¥x']
Type:RateEvent

Time:1078202945.04

Members:[[3448332, "******' 'OyvLkYg2ueStl'], [3449370, *****' ., [3425007, 'Aula 5 (*****)'], [3425034, 'Espai per a la Formaci6 de Grups'],
[3425118, 'Espai Presentacions']]
On:[3425118, 'Espai Presentacions']
Touched:[3434844, "]
Icon:'/bscw_resources/icons/e_write.gif'
Class:Document
Content:application/octet-stream

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2015; 27:1988-2003
DOI: 10.1002/cpe



Chapter 3. Contributions of The Thesis 47

1996 J. MIGUEL MONEO ET AL.

The BSCW log does not follow a standard log format; therefore, parsing these logs format
requires a customized development. Moreover, relevant data are omitted. In the example earlier,
the student 3434841 is rating the resource 3452718, but we cannot find additional information
such as the rate value.

4.2.2. UOC log files. The Web-based virtual campus of the UOC is made up of individual and
community virtual areas such as mailbox, agenda, classrooms, library, and secretary’s office.
Students and other users (lecturers, tutors, administrative staff, etc.) continuously browse these areas
where they request for services to satisfy their particular needs and interests. For instance, students
make strong use of e-mail service so as to communicate with other students and lecturers as part of
their learning process. All users’ requests are chiefly processed by a collection of Apachel web
servers as well as database servers and other secondary applications, all of which provide service to
the whole community and thus satisfy a great deal of users’ requests. For load balance purposes, all
HTTP traffic is smartly distributed among the different Apache web servers available. Each Web
server stores in a log file all users’ requests received in this specific server and the information
generated from processing the requests. Once a day (namely, at 01:00 AM), all web servers in a
daily rotation merge their logs producing a single very large log file containing the whole user
interaction with the campus performed in the last 24 h. A typical daily log file size may be up to
20 GB. This great amount of information is first preprocessed using filtering techniques in order to
remove a lot of futile, irrelevant information (e.g., information coming from automatic control
processes and the uploading of graphical and format elements). However, after this preprocessing,
about 2.0 GB of potentially useful information corresponding to 5,000,000 of log entries in average
still remains [30].

The log files storing the whole activity of the UOC Virtual Campus follow the Apache log system. A
typical configuration for the Apache log system is the Common Log Format [33]; a standard
configuration for this log system is as follows:

LogFormat” %h%l%u%t " %r "% > s%b"” common

where £ is the IP address of the client or remote host, / indicates unavailable requested information, u is
the user id, 7 is the time that the server finished processing the request, r is the request line, s is the
status code, and b is the size of the object returned.

In UOC Virtual Campus, log file records are managed following a variation of the Common Log
Format known as Combined Log Format [33], with two additional fields:

LogFormat”%h%1%u%t “%r "% > s%b “%{Referer}i * "%{User-agent}i " combined

where Referer field shows the site that the client reports having been referred from and User-agent field
identifies information that the client browser reports about itself.

As an example, the following is a record that is part of a real log of the UOC Virtual Campus (IP
address has been anonymized):

[15/Mar/2012:00:26:40 + 0100] xxx.xxx.xxx.xxx “POST /WebMail/listMails.do ?mensajeConfirmacion =
El%20missatge%20s 'ha%?20desplacat%20a%20la%20carpeta%20Rectorat HTTP/1.1” 200
“http://cv.uoc.edu/WebMail/readMail.do” “Mozilla/4.0 (compatible; MSIE 7.0; Windows
NT 6.1; Trident/5.0; SLCC2; .NET CLR 2.0.50727; .NET CLR 3.5.30729; .NET CLR
3.0.30729; OfficeLiveConnector.1.3; OfficeLivePatch.0.0; InfoPath.2; BRI/2)” 8857 20A

This record example illustrates that the user ID parameter described in Apache Combined Log
Format is not available in this line. Moreover, both unavailable requested information (/) and the
size of the object (b) do not meet the standard arrangement. Although user identifications are not
stored in log files, the system maintains a session ID, this value is a user session key (a 128-
character string long) included as a parameter in the request.

Ihttp://httpd.apache.org/
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At this point, we highlight certain problems arisen by dealing with these log files:

e We can identify uniquely neither the user nor the record.

e Each explicit user request generates at least an entry in the log file, but it usually generates addi-
tional requests; for instance, in order to compose a user Web interface, each component (i.e., im-
age and style sheets) will be loaded using GET operations. This information is not relevant, and
these records unnecessarily increase both the storage space and processing effort.

* Additional parameters introduced in Combined Format (Referer and User-agent) may be useful
for audit purposes, but in our context, this values introduce a high degree of redundancy.

Because these problems must be solved, we propose several actions. In the case of the user
identification, this limitation cannot be completely solved because this information is unavailable,
but regarding records identification, it is possible to combine several fields as a record key. The
parameters selected to identify a record are

Recordy., = {IP; Time; Session}

Redundant and unnecessary information must be parsed and ignored. To this end, these actions have
been implemented in the Java class Action, which is described in the following subsection following a
record taxonomy devoted to clean unusable data. Moreover, regarding storage space, we next also
propose which the most efficient way to store record data is.

4.2.3. Log file normalization. Log data normalization or unification is gaining attention from the
autonomic computing community [34] as a way to transform proprietary and heterogeneous
formatted log data to a standard log data format.

In [28], the task of structuring event log data can be defined as the processes that provide structure to
the semi-structured textual event log data and persist the resulting data structure for the later processing
by analysis tools. Real e-Learning scenarios usually are formed by several LMS. Therefore, the input
of the process is a set of LMS logs files generated by each source. As shown earlier, every log file, such
as BSCW and UOC, has its own format showing strong differences in the formatting styles (e.g., in
UOC Virtual Campus, a log record is a text line in the text file whilst in BSCW each line represents
an attribute value). Moreover, we cannot consider either unifying or normalizing those logs
generated by the same Web Server (e.g., both Moodle and UOC Virtual Campus use Apache Web
Server, but they log different information stored in different format); hence, a preliminary process is
needed in order to normalize these sources following a unified format. To this end, we propose the
following tuple:

L= (u,t,a,[v]*)

which represents user u performing an action a, which occurs in time z. A list of values [v]* is
associated to the action. An example of a (a, [v] ¥) instance could be

(create gocument, document .txt, 1024K B)

where first action-value is the filename of the document and the second is the size of the document.
Once we have normalized the log files, the resulting data structure persists for later data processing
and analysis [28]. Next, we proceed with a log data processing approach.

4.3. Parallel processing approach

The parallel implementation in the distributed infrastructures that we propose in this subsection follows
the MapReduce paradigm [31]. Therefore, we introduce first our MapReduce model on the
normalization of different LMS log files, namely, BSCW and UOC, described in the previous
section. The results obtained will conduct our parallel implementation approach based on Hadoop
and Cluster Computing presented in the next sections.
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4.3.1. MapReduce paradigm. We can assume that each log file type is a semi-structured text file with
record-oriented structure and the input data set is made up of a large number of files storing log
information (e.g., each LMS and log per day). The input may be represented as

I = {Logl},leL,iel

where L is the set of LMS and [ is the set of log files in an LMS.

The MapReduce paradigm works by splitting the processing into two stages, the map phase and the
reduce phase, and each phase has key-value pairs as input and output. Therefore, we define the tasks in
the map phase and those processed in the reduce phase, selecting the input and output keys for each
phase. In this paradigm, the output from the map function could be processed by the framework
before being sent to the reduce function.

The Map phase takes as input a record stored into a log file in /; the key of this record is the offset in
the file. When the map function receives the record, it will be processed following the normalization
process, which was presented earlier, and this output will be the input for the reduce function. At
this point, we can decide among several alternatives dealing with reduce function. In order to only
store normalized data, the reduce task does not perform additional work and store the output of map
function in the distributed file system. In addition, the reduce function may be used to compute a
relevant component as presented in the previous section. In that case, one of the keys is the student,
and the reduce function calculates the result of the parameter selected (e.g., number of documents
created by the student, total session time, and sum of ratings).

4.3.2. Hadoop. The abstract model proposed in the aforementioned section supporting the
MapReduce paradigm will be implemented in the parallel platform of Apache Hadoop.” In
[31], MapReduce is presented as a model oriented to further implementations in Hadoop;
hence, we take this work as main reference in order to design our normalization LMS log files
MapReduce framework.

Hadoop MapReduce job is defined as a unit of work that the client wants to be performed [31]
consisting in the input data, the MapReduce program, and configuration information. Then, Hadoop
runs the job by dividing it into tasks of two types: map tasks and reduce tasks. There are also two
types of nodes: job tracker, which coordinates the paralleling process, and several workers that
perform the target work. Hadoop divides the input to a MapReduce job into fixed-size pieces and
creates one map task for each split, which runs the map function for each record in the split. It is
important to note that the number of reduce tasks is not ruled by the size of the input.

The implementation of map and reduce function is based on these previous works [28,30], which
deal with BSCW and UOC Virtual Campus log formats. Once the logs are computed by the event
extractor functions, the output is normalized following the model presented.

4.3.3. Record taxonomy and implementation. The implementation of our parallel approach is in Java,
which is compatible with Hadoop. Although certain implementation details are omitted, in this section,
we present the main services developed. These services are based on a study of the types of records
registered in UOC Virtual Campus log files.

The core of the service is implemented in the Java class Action, which offers the main methods to
process a record (i.e., a log file line). An action object represents something that has occurred in the
Virtual Campus as described in UOC Virtual Campus log files. The main services and functions
offered by the class Action are a set of get methods (e.g., get_date(), get_ip(), and get_junk())
intended to parse the log line, and the following classification summarizes the output records, which
can be managed using these methods:

e Record (R). Logs file line.

e Invalid record (IR). An IR is a record that does not have a valid key. As previously stated, a valid
key is a tuple with these components: session, IP, and time.

e Valid record (VR). In contrast, a VR contains each necessary field to form a valid record key.

I http://hadoop.apache.org
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Figure 2. Types of records benchmarks.

* Request record (RR). This type of record is a VR that has requests, and the server generates a 200
return code value. The set of CR includes Junk, Analysis, and System records (which are defined
in the succeeding text).

 Short record (SR). If a VR does not reach conditions of RR (i.e., request and 200 code).

e Junk record (JR). We define a JR as an RR on which we can ensure that does not contain relevant
data. For instance, an image file requested by the client when creating a user Web interface. In
other words, a JR is valid, but it does not contain useful data.

* Analysis record (AR). Over the set of CR and those that are not JR, we select such records, which
are relevant to a specific analysis. As we will present in the succeeding text, we select 11 repre-
sentative actions that a student may perform in the UOC Virtual Campus (e.g., an action may
be a student accessing to a classroom environment).

e System record (SR). Because the set of AR is selected for a specific case study, there exists a
certain amount of request records that are not considered in the analysis. We name this type of
records system records.

4.3.4. Type of records. Of particular relevance is the amount of records computed of each type
described earlier. These results will determine the best approach, sequential or parallel, to design the
processing log model.

We run four types of records benchmarks for 10, 100, 1.000, and 10.000 MB log files. Results of
these tests are shown in the succeeding text (Figure 2):

As can be observed in Figure 2, the amount of AR over the total data set is very low. Therefore, we need
a preprocessing phase in order to extract useful information from logs files. Moreover, the average of each
type of record is similar over the four tests; the size of the file does not generate different averages. Even
when extending the study to more than the 11 selected actions in AR, the amount of BR is also very low.

4.3.5. Results for analysis records. We select those records that are relevant to our specific
analysis associated to the actions performed in the LMS,** which must be analyzed. Table III

**Although we focus on students’ e-Learning and behavior actions, additional technological information, such as stu-
dents’ device or IP control, could be also included in the study.
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Table III. Trustworthiness basic indicators.

Benchmark (xMB)

Name Description 1 10 50 250 100 500 1000 2000 4000 8000 10,000

Classroom Access to a 2 21 118 229 603 1112 2222 4429 8861 17,624 22,388
classroom
environment

Login Login LMS 0 4 18 47 106 217 461 904 1717 3623 4617
session

Logout Logout LMS 1 2 3 8 17 23 67 155 325 747 954
session

File Download 0 7 57 119 253 524 934 1982 4008 7841 9958
a file

Mail Load the 0 0 1 3 11 37 118 232 466 835 973

e-mail service

Community Community 0o o0 3 9 22 55 123 263 536 1125 1390
campus

Services General 0 0 1 7 19 38 66 126 273 521 642
services

Secretary Secretary’s 0 2 13 33 69 127 295 648 1283 2563 3081
office service

Profile Load an user 0 1 7 12 22 40 69 127 235 472 592
profile

News UOC news 0 1 7 14 28 41 78 184 431 901 1087
service

Help Help Desk 0 0 1 2 6 11 20 49 127 264 316

LMS, learning management systems; UOC, Open University of Catalonia.

shows the name of each action, a short description, and the number of user actions computed in
each input log file.

4.4. Hadoop processing logs implementation

In this section, we present the most significant aspects of deploying and implementing a MapReduce
paradigm intended to manage log data as described in this paper.

4.4.1. MapReduce Java implementation. MapReduce Java implementations are completely based
on the class Action, which was early developed to test sequential results with regard to time and
records types benchmarks. We have developed two separated Java applications, which are
presented in this section.

UOCLogDriverClean program normalizes UOC logs files cleaning unnecessary data. Only
records in the AR set are considered as outcome, and the other record sets are ignored. In order
to improve computational performance, the algorithm progressively inspects each condition in a
well-arranged way, that is, first the most restrictive and general condition (e.g. has_session) and
finally the most specific one (e.g., has_opa). The mapper receives as parameters a pair (key,
value), where the key is automatically generated by Hadoop and the value is a line of a log file.
The output is a different pair where the key is the record ID and the value is the request. It is
important to note that, in this case, we do not use reduce function because we are not running
reduce tasks (i.e., grouping and computing).

UOCLogDriverCountOp is the second application developed, and it has both map and reduce
functions. In this case, our goal is computing aggregate data by computing the sum of each action
type (the same outcome as in sequential implementation). The UOCLogDriverCountOp map code is
similar to UOCLogDriverClean implementation; however, output key value for the type of value
has been denied as integer to compute each instance. When map function has generated each key-
value pair, the output is combined over the value key and processed by the reduce function.

Finally, collected data are stored in the output directory, which is defined when the job is executed.
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Table IV. Comparative MapReduce results.

Log file size

Nodes 1 10 50 250 100 500 1000 2000 4000 8000 10000  Speed up (%)

0 0 0 2 2 9 19 35 75 141 288 353

2 14 14 15 14 15 29 44 77 141 280 339 4%

4 15 15 15 14 15 20 27 44 74 134 170 52%

6 14 14 16 15 15 15 25 38 64 117 151 57%

8 16 14 15 16 16 16 21 33 44 83 102 71%

10 14 22 15 17 16 21 16 33 37 72 83 76%
:gzoo = :i

k /
w—

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Log File Size (MB)

Figure 3. Comparative MapReduce results.

4.5. Analysis of the results

Once the MapReduce applications have been developed, before running the jobs in parallel processing,
network and distributed file systems are needed. Hadoop Distributed File System (HDFS) supports
large data sets across multiple hosts to achieve parallel processing. HDFS is a block-structured file
system based on splitting input data into small blocks of fixed size, which are delivered to each
node in the cluster. We use HDFS as Hadoop MapReduce storage solution; therefore, some file
system configuration tasks are needed, such as create user home file and define suitable owner,
create MapReduce jobs input directory, upload log files, and retrieve results actions.

In Table IV and Figure 3, we can see comparative results of the battery of tests with multiple
Hadoop nodes (i.e., 2, 4, 6, 8, and 10 workers) in RDIab’" cluster. Note that 0 node shows results of
local sequential processing benchmark. Furthermore, we have carried out additional file system
integration processes by running Hadoop jobs over the open-source Lustre™ file system, which is
deployed in the RDlab.

From this experimental study, we can see that the results do not grow linearly anymore. We can also
see that by using a distributed MapReduce Hadoop infrastructure, a considerable speed up is achieved
in processing large log file data as shown in Table IV, last column, (i.e., more than 50% for
infrastructures with more than four nodes and more than 75% for 10 nodes). Regarding log file size,
for too small values, the overhead introduced by the MapReduce framework, when sending the parts
to the nodes and combining output data, is noticeable, and the framework control tasks spends too
much time managing and distributing data. On the other side, values of the task size close to

T"'http://rdlab.lsi.upc.edu
“http://lustre.opensfs.org/
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3000 MB considerably diminish this amount of time in comparison with the total processing time.
Moreover, Reduce tasks spend too much time when the number of nodes is low.

5. CONCLUSIONS AND FURTHER WORK

In this paper, we first motivated the need to improve information security in e-Learning and in
particular in CSCL activities. Then, we proposed a methodological approach to build a security
model for CSCL activities with the aim to enhance standard technological security solutions with
trustworthiness factors and rules. As a result, the guidelines of a holistic security model in online
collaborative learning through an effective trustworthiness approach were first proposed. However,
as learners’ trustworthiness analysis involves dealing with large amount of data generated along
learning activities, processing this information is computationally costly, especially if required in
real time. To this end, and as a main contribution of this paper, we proposed a parallel processing
approach that can considerably decrease the time of data processing, thus allowing for building
relevant trustworthiness models to support learning activities even in real time.

The implementation of our parallel approach faced two important challenges: handle several formats
of logs files coming from different LMS and the large size of these log files. We showed how to
normalize different log file structures as an input for the MapReduce paradigm to manage huge
amounts of log data in order to extract the trustworthiness information defined in our model.

Finally, we used distributed infrastructure, such as Hadoop and Cluster Computing, to implement
and evaluate our parallelization approach for massive processing of log data. The experimental
results showed the feasibility of coping with the problem of structuring and processing ill-formatted,
heterogeneous, large log files to extract information on trustworthiness indicators and levels from
learning groups and ultimately fill a global framework devoted to improve information security in e-
Learning in real time. We eventually conclude that it is viable to enhance security in CSCL
activities by our trustworthiness model, though taking on the overhead caused by the use of
distributed infrastructure for massive data processing.

As ongoing work, we plan to improve the MapReduce configuration strategies that would result in
improvement of a parallel speedup, such as customized size of partitions. Furthermore, we are
investigating normalized trustworthiness improvements to extend the model presented in this paper.
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Abstract

Trustworthiness and technological security solutions are closely related to online collaborative learning and they can
be combined with the aim of reaching information security requirements for e-Learning participants and designers.
Moreover, mobile collaborative learning is an emerging educational model devoted to providing the learner with the
ability to assimilate learning any time and anywhere. In this paper, we justify the need of trustworthiness models
as a functional requirement devoted to improving information security. To this end, we propose a methodological
approach to modelling trustworthiness in online collaborative learning. Our proposal sets out to build a theoretical
approach with the aim to provide e-Learning designers and managers with guidelines for incorporating security into
mobile online collaborative activities through trustworthiness assessment and prediction.

Keywords: information security, trustworthiness, assessment, prediction, online collaborative learning, mobile
learning

1. Introduction

Over the last decade, Computer Supported Collaborative Learning (CSCL) has become one of the most influenc-
ing paradigms devoted to improving e-Learning [1]. Similarity, mobile learning is an emerging educational model
devoted to providing the learner with the ability to assimilate learning any time and anywhere [2]. Mobile learning
provides ubiquity and pervasiveness, which have become essential requirements to support learning and allow all
learning community members from a variety of locations to cooperate with each other by means of a large variety of
technological equipment [3]. While there has been an explosion of mobile devices and applications in the market-
place to gain access to e-Learning systems and collaborative learning processes, the development of mobile supported
collaborative learning guided by technological security as a key and transverse factor has been, to the best of our
knowledge, little investigated [4]. However, Information and Communication Technologies (ICT) have been widely
adopted and exploited in most of educational institutions in order to support e-Learning through different learning
methodologies, ICT solutions and design paradigms. In this context, e-Learning designers, managers, tutors, and stu-
dents are increasingly demanding new requirements. Among these requirements, information security is a significant
factor involved in e-Learning processes. However, according to [5, 6], e-Learning services are usually designed and
implemented without much consideration of security aspects. This finding has been usually tackled with ICT secu-
rity solutions, but as stated in [7], the problems encountered in ensuring modern computing systems, cannot be solved
with ICT alone. In contrast, current advanced ICT security solutions are feasible in many e-Learning scenarios though
assessment processes in CSCL involve specific non-technological components. Indeed, online assessment activities
(e-assessment) usually have specific issues, such as student’s grades or course certification, that e-Learning designers
have to consider when they manage security requirements. In this context, even most advanced and comprehensive
technological security solutions cannot cope with the whole domain of e-Learning vulnerabilities.
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An e-Learning activity is a general concept that can involve very different cases, actors, processes, requirements,
and learning objectives in the complex context of e-Learning [8]. To conduct our research we focus on specific online
collaborative activities, namely, online assessment (e-assessment). In [9], the authors report that the e-assessment
process offers enormous opportunities to enhance the student’s learning experience, such as delivering on-demand
tests, providing electronic assessment, and immediate feedback on tests. In this context, e-assessment is considered
an e-exam with most common characteristics of virtual exams, and is typically employed to deliver formative tests to
the students. An e-assessment activity is an e-exam with most common characteristics of virtual exams. Moreover,
in [10] it is discussed how unethical conduct during e-learning exam-taking may occur and an approach that suggests
practical solutions based on technological and biometrics user authentication is proposed.

In our real context of online higher education, we mainly consider peer-to-peer assessment processes and online
collaborative activities, which will form e-assessment components. In this context, we propose security technological
solutions extended with a functional trustworthiness approach [11, 12, 13] by proposing a hybrid assessment method
based on trustworthiness models. From these previous works, in this paper, we endow trustworthiness models for
security in e-Learning with a trustworthiness methodology. This approach is devoted to improving security in CSCL
by building a trustworthiness methodology to offer guidelines for designing as well as managing security in online
collaborative activities, through trustworthiness assessment and prediction. To this end, we propose a trustworthiness
methodology with the aim of managing and predicting reliable assessment processes in e-assessment. As a result, by
predicting collaborative e-assessment results, e-Learning designers will be able to manage assessment process with
additional information generated by automatic prediction models.

This paper is structured as follows. In Section 2 we review the main works in the literature on mobile collab-
orative learning and security in CSCL, how trustworthiness assessment and prediction are related to security, and
trustworthiness methodologies. In Section 3, we describe the theoretical features, phases, data, and processes of
our methodological approach. In order to validate and support the application of the methodology, in Section 4 we
concrete the most significant aspects in terms of specific methods through their application in real online courses.
Moreover, in Section 5 we present and evaluate a neural network approach for peer-to-peer e-assessment prediction.
Finally, conclusions and further work are presented in Section 6.

2. Background

In this section, we review the main works in the literature on mobile collaborative learning and security in collab-
orative learning, how trustworthiness assessment and prediction are related to security, and trustworthiness existing
methodologies.

2.1. Security in Online Collaborative Learning

According to [1], Computer Supported Collaborative Learning has become one of the most influencing educational
paradigms devoted to improving e-Learning. Some authors argued that information security has to be considered
with the aim of ensuring information managed in CSCL. In addition, several technological solutions were proposed
[5, 6]. These security solutions, based on technological approaches, tackle the security in e-Learning problem with
specific methods and techniques that deal with particular security issues, but these models do not offer an overall
security solution [4, 14]. One of the key strategies in information security is that security drawbacks cannot be solved
with technology solutions alone [7]. Even most advances security ICT solutions have drawbacks that impede the
development of complete security frameworks.

Finally, some authors argue that we need to understand attacks in order to discover relevant security design factors
[15]. Real-life security attacks and vulnerabilities are presented in many security reports, which justify the relevance
of security attacks over the last years [16, 17].

2.2. Mobile Collaborative Learning

Mobile learning has lately emerged with the increasing use of mobile technology in education. According to
[2] and [3] the needs of educational organizations are increasingly related to modern online learning environments
which must provide advanced capability for the distribution of learning activities and the necessary functionalities and
learning resources to all participants, regardless of where these participants and resources are located, and whether
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this location is static or dynamic. The aim of newest learning environments is to enable the learning experience in
open, dynamic, large-scale, and heterogeneous environments.

Although, from a general point of view, mobile learning can be considered as any time and anywhere learning
experiences, [18] shows how we can consider multiple definitions of m-Learning. Moreover, because of the complex-
ity and multidisciplinary factors of Mobile Computer Supported Collaborative Learning (MCSCL) paradigm, in [3]
a three-dimensional approach has been provided to understand and unify the rather dispersion currently existing in
advanced learning practices and pedagogical goals from the era of MCSCL. This approach considers the context of
MCSCL from a multiple dimensional perspective: pedagogical, technological and evaluation.

In this paper, we will focus mobile learning specially on the use of mobile devices (i.e. tablets or smart phones)
when developing CSCL activities. In this sense, mobile learning educational process can be considered as any learn-
ing and teaching activity that is possible through mobile tools or in settings where mobile equipment is available
[18]. Therefore, we consider that mobile devices do not change significantly the CSCL processes and methodologies
presented in the next sections. Hence, for the sake of simplicity, in the rest of the paper we will refer to online col-
laborative learning or CSCL only, which implicitly include MCSCL and collaborative learning supported by mobile
devices.

2.3. Trustworthiness Models and Normalization

According to [19], there is a degree of convergence on the definition of trustworthiness. This can be summarized
as follows: trustworthiness is a particular level of the subjective probability with which an agent assesses that another
agent (or group of agents) will perform a particular action, before the agent can monitor such action (or independently
of his capacity ever to be able to monitor it) and in a context in which it affects its own action. Regarding trustworthi-
ness and e-Learning, according to [20], a trustworthy e-Learning system is a learning system, which contains reliable
serving peers and useful learning resources.

As stated by the authors in [21], through the study of the most relevant existing trust models, trustworthiness
modelling can be classified into trustworthiness assessment and prediction models (note that in the literature on trust-
worthiness modelling, the terms determination and estimation are also used to refer assessment and prediction re-
spectively). The first formally trustworthiness model related to information technology services was proposed in [22]
from three levels. This approach considers the main factors and rules dealing with trustworthiness, which can be
summarized as follows:

1. Basic trust is the general trusting disposition of an agent at time.
2. General trust represents the trust that agent has on other agent at time.
3. Situational trust is the amount of trust taking into account a specific situation.

It is worth mentioning that this early proposal takes into account the time factor (discussed in Section 2.5) as a key
trustworthiness component in the model.

Although trustworthiness models can be defined and included as a service in e-assessment security frameworks,
there are multiple issues related to trustworthiness, which cannot be managed without normalization [23]. Among
these issues, we can highlight trustworthiness multiple sources, different data formats, measure techniques, and other
trustworthiness issues, such as rules, evolution, or context. Hence, in [13], we justify why trustworthiness normaliza-
tion is needed and a normalized trustworthiness model is proposed by reviewing existing normalization procedures
for trustworthy values applied to e-assessments.

2.4. Trustworthiness and Information Security

To overcome security deficiencies discussed above, we researched into enhancing technological security models
with functional approaches [11, 12, 13]. In [20], a trustworthy e-Learning system is defined as a learning system,
which contains reliable serving peers and useful learning resources. As stated by the authors in [21], through the
study of the most relevant existing trust models, trustworthiness modelling can be classified into trustworthiness
assessment and prediction models. In this paper, we considered both purposes of trustworthiness. In addition, we also
consider trustworthiness models, rules, factors and features that we discussed in [11, 12, 13] with the aim to enhance
security in e-Learning through trustworthiness methods.
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To establish the difference between assessment and prediction, in [21] it is stated that trustworthiness prediction,
unlike trust assessment, deals with uncertainty as it aims to predict the trust value over a period in the future. In such
cases, the accuracy of the trust values at a point in time in the future is an important issue to be considered, as the
future of business decisions will be based on these.

2.5. Time Factor and Trustworthiness Sequences

Several studies investigating trustworthiness show that time factor is strongly related to trustworthiness [20, 24,
25]. The authors in [20] stated that trust is dynamic and will attenuate when time goes by. For instance, A trusts B at
time #y, but A might not trust B in a follow-up time #;. In [23], it is presented the design and development of a trust
management system. This system addresses its specifications and architecture to facilitate the system implementation
through a module-oriented architecture. Among the modules of the system, the authors define a module for dynamic
assessment, which includes trust levels assessment based on dynamic trust criteria. The module integrates assessment
from all parts to calculate trust value by the weighted average.

As aforementioned, we can consider both assessment and prediction trustworthiness models. Although the models
reviewed analysing trustworthiness include the time factor as a key component, we need further modelling techniques
that allow us to conduct trustworthiness assessment towards prediction. To this end, we reviewed the concept of
Trustworthiness History Sequence [25]. In the context of grid services, Trustworthy History Sequence is a history
record of trustworthy of grid service that the requester has traded with. It can be denoted with an ordered tuple where
each component is the trustworthiness score of the transaction between a requester and a service.

2.6. Predicting Trustworthiness

Trustworthiness prediction models, to the best of our knowledge, have been little investigated in the context of
e-assessment, even in a general prediction scope. The existing literature suggests that the term trust prediction is used
synonymously and interchangeably with the trust assessment process [21] presented in the sections above. Moreover,
trustworthiness does not focus on an isolated technical application, but on the social context in which it is embedded.
Although trustworthiness building can be supported by institutions, there is no easy way out [26]. In addition, the
building of trust can be a very lengthy process, the outcome of which is very hard to predict.

Several studies investigating trustworthiness prediction were carried out with neural networks [21, 25, 27]. In
[21], the authors propose the use of neural networks to predict the trust values for any given entities. The neural
networks are considered one of the most reliable methods for predicting values [21]. A neural network can capture
any type of non-linear relationship between input and output data through iterative training, which produces better
prediction accuracy in any domain such as time series prediction. The key contribution of this work is focused on the
dynamic nature of trust, in which the performance of this approach is tested under four diftferent types of data sets (e.g.
non-uniform stationary data, different size, etc.), and the optimal configuration of the neural network is identified.

In [25], the authors stated that trustworthiness prediction with the method of neural network is feasible. The
experiments presented in [25] confirm that the methods with neural networks are effective to predict trustworthiness.
This method is based on defining a neural network structure, a neural network constructing, an input standardization,
a training sample constructing, and the procedure of predicting trustworthiness with trained neural network.

The work presented in [27] proposes a novel application of neural network in evaluating multiple recommendations
of various trust standards. This contribution presents the design of a trust model to derive recommendation trust from
heterogeneous agents. The experimental results show that the model has robust performance when there is high
prediction accuracy requirement or when there are deceptive recommendations.

Moreover, other trustworthiness models were proposed without neural networks methods [28, 29], such as sim-
ilarity approaches. In [29], it is stated that predicting trust among the agents is of great importance to various open
distributed settings. The author focuses the study on peer-to-peer systems in that dishonest agents can easily join the
system and achieve their goals by circumventing agreed rules, or gaining unfair advantages. These cases are closely
related to e-assessment regarding anomalous assessment processes as well as integrity and identity security proper-
ties. To this end, this work proposed a trust prediction approach to capture dynamic behaviour of the target agent by
identifying features, which are capable of describing context of a transaction. A further work [28], on users’ rating
systems, presents experimental results which demonstrate that ratings volume is positively associated with trust, as
well as the congruence between one’s own and others’ opinions. This study also demonstrates that rating source
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and volume interact to impact credibility perceptions, reliance on user-generated information, and opinion congru-
ence. These results indicate important theoretical extensions by demonstrating that social information may be filtered
through signals indicating its veracity, which may not apply equally to all social users.

2.7. Previous Trustworthiness Methodological Approaches

To date, little research has been carried out to build trustworthiness methodological approaches. However, in the
context of business processes, the authors in [30] propose a generic methodology, called Trustworthiness Measurement
Methodology (TMM). This methodology can be used to determine both the quality of service of a given provider and
the quality of product. The scope of this study is the business processes, but the key concept of this methodology is the
interaction between agents. Indeed, this is the same topic that we study in collaborative learning, but in our context,
considering students’ interactions and trustworthiness between them. This methodology is based on the following
phases:

1. Determine the context of interaction between the trusting agent and the trusted entity.
2. Determine the criteria involved in the interaction.

3. Develop a criterion assessment policy for each criterion involved in the interaction.
4. Determine the trustworthiness value of the trusted entity in the given context.

In [31], the authors presented the foundations of formal models for trust in global information security environ-
ments, with the aim of underpinning the use of trustworthiness based security mechanisms as an alternative to the
traditional ones. As stated by the authors, this formal model is based on a novel notion of trust structures, which
is built on concepts from trust management and domain theory as well as features at the same time a trust and an
information partial order. The formal model is focused on the following target aspects:

1. Trustworthiness involves entities.

2. Trustworthiness has a degree.

3. Trustworthiness is based on observations.

4. Trustworthiness determines the interaction among entities.

In addition to the methodology and formal approaches, in another work [32], a trust architecture is presented by
introducing a basic trust management model.

3. Trustworthiness and Security Methodology Approach

In this section, we first describe the main theoretical features of our methodological approach and then, the sum-
mary of its key phases is presented. Finally, we detail each phase by analysing the processes, data, and components
involved in the methodology.

3.1. Theoretical Analysis

In these sections, we present our methodological approach called Trustworthiness and Security Methodology
(TSM) in CSCL. TSM is a theoretical approach devoted to offering a guideline for designing and managing security
in mobile collaborative e-Learning activities through trustworthiness assessment and prediction.

TSM is defined in terms of TSM cycles and phases, as well as, components, trustworthiness data and main pro-
cesses involved in data management and design. We define a TSM phase as a set of processes, components, and
data. TSM phases are sequentially arranged and the three main phases (see Fig. 1) in TSM form a TSM design and
deploy cycle (i.e. TSM-cycle). Each TSM-cycle corresponds to an interaction over the overall design process. Firstly,
these concepts are presented as a methodological approach and then we complete the theoretical analysis with those
methods and evaluation processes that we discussed in our previous research [11, 12, 13].

TSM aims to deliver solutions for e-Learning designers. TSM supports all analysis, design, and management
activities in the context of trustworthiness collaborative learning activities, reaching security levels defined as a part
of the methodology. Therefore, TSM tackles the problem of security in CSCL through the following guidelines and
main goals:
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1. Define security properties and services required by e-Learning designers.

2. Build secure CSCL activities and to design them in terms of trustworthiness.

3. Manage trustworthiness in learning systems with the aim of modelling, predicting, and processing trustworthi-
ness levels.

4. Detect security events which can be defined as a condition that can violate a security property, thus introducing
a security breach in the learning system.

The scope of our methodological approach is an e-Learning system formed by collaborative activities developed
in a Learning Management System (LMS). The LMS has to provide support to carry out these activities and to collect
trustworthiness data generated by learning and collaboration processes. Although in the context of collaborative e-
Learning we can consider several actors with different roles in the overall process, for the sake of simplicity, we only
consider the most significant actors and roles related to this research, as follows:

1. Students, as the main actors in the collaborative learning process and as targets of the trustworthiness analysis.
2. Designers, that represent the role in charge of all e-Learning analysis and design tasks.
3. Managers, that develop management processes, such as deployment, monitoring or control tasks.

3.2. Methodology Key Phases
As shown in Fig. 1, the TSM methodology is divided into three sequential phases:

1. Building Trustworthiness Components, integrated into the design of secure collaborative learning activities.
2. Trustworthiness Analysis and Data Processing, based on trustworthiness modelling.
3. Trustworthiness Assessment and Prediction, to detect security events and to refine the design process.

Although we assess each phase of the methodology as potential sets of concurrent processes (see next sections),
these core phases have to be developed following the sequential phases presented. The main reason for defining this
sequential model is the input and output flow. In other words, the output of one phase is the input of the next one. For
instance, we can only start the data collection phase when trustworthiness components are deployed. Likewise, we
cannot start trustworthiness prediction or assessment until data processing has been completed.

Despite the sequential model between each phase, we can consider the overall process, formed by these three
phase, as a TSM-cycle. Each TSM-cycle allows e-Learning designers to improve the collaborative learning activities
from the results, and trustworthiness decision information retrieved from the previous cycle. This information can
introduce design enhances which will be deployed in the next deployment (i.e. the next time that the students will
carry out the activity supported by the learning component). In terms of the data flow between TSM-cycles, the input
for the new design iteration is the trustworthiness decision information. For instance, if decision information shows
that there exists a deficiency in a component, the detected impediment can be overcome through design changes that
are deployed in the next TSM-cycle execution.

3.3. Building Trustworthiness Components

The first phase of TSM deals with the design of collaborative activities. The key challenge of the design process is
to integrate trustworthiness data collection inside the learning process. In other words, the trustworthiness component
has to carry out its learning purpose. In addition, the learning component has to produce trustworthiness basic data.
Moreover, data collection methods and processes should not disturb the learning activity. To this end, we propose the
processes, data, and components that can be seen from the diagram in Fig. 2. Due to the first goal of the methodology
is to design the trustworthiness component, we divide this phase into the following analysis considerations:

1. Collaborative learning activities generate a significant amount of interactions. Due to students’ interactions are
closely related to trustworthiness modelling, designers have to consider and analyse each interaction, which
may be related to trustworthiness.

2. Analyse and determine relations between students’ interaction and trustworthiness could be a challenging task
in e-Learning design. Hence, we propose the study of trustworthiness factors [11], which can be defined as
those behaviours that reduce or build trustworthiness in a collaborative group. Trustworthiness factors can be
divided into trustworthiness reducing factors and trustworthiness building factors. This resource will allow
designers to determine those interactions, which may generate trustworthiness basic data.

6
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1. Building Trustworthiness Components

Trustworthiness Data Collection

~~

2. Trustworthiness Data Processing and Analysis

Trustworthiness Processed Data

~~

3. Trustworthiness Assessment and Prediction

Trustworthiness Decision Information

Figure 1: TSM Key Phases

3. Designers have to model security issues so that they are compatible with trustworthiness data and students’
interactions.

Based on the above considerations, we propose the analysis of general security properties and services presented
in [4]. Through selecting and analysing security properties we can connect trustworthiness, interactions, and security
requirements in terms of collaborative learning activities.

From the study of security properties, students’ interactions and trustworthiness factors, the initial collaborative
learning activity has evolved to a peer-to-peer assessment component. Once we endowed the collaborative activity
with security and trustworthiness, the next process is focused on data collection. To this end, we define research
instruments for data collection intended to retrieve all trustworthiness data generated by the peer-to-peer assessment
component.

Note that, for the sake of simplicity, we present a case dealing with one collaborative activity only, which generate
its peer-to-peer assessment component. Despite this, the case may be extended to a set of collaborative activities
implemented in one or several peer-to-peer components. Moreover, the components can be supported by several
research instruments or a peer-to-peer component, including multiple collaborative activities. Eventually, the result
in any case (i.e. single and multiple activities, components and instruments) is a set of trustworthiness basic data that
will feed the next phase of the methodology. For this reason, we define the input of the next phase in terms of multiple
trustworthiness data sources.

We suggested the need of modelling activities, components, security properties, or interactions in the context of a
general design process. This process may be a challenge if the e-Learning designer does not use suitable modelling
tools. To overcome this impediment, we reviewed the Educational Modelling Language (EML) [33] that, with the
indications presented in [4], allows designers to tackle with modelling security, CSCL activities and interactions.

3.4. Trustworthiness Analysis and Data Processing

So far, the e-Learning designer has built the trustworthiness component, which will be deployed in the LMS. It
is worth mentioning that the deployment of collaborative learning activities may involve multiple LMSs. In fact,
we are proposing a learning activity deployment in conjunction with research instruments for data collection. The
implementation of these instruments may require additional technological solutions such as normalization processes.
Trustworthiness modelling and normalization processes in TSM (see Fig. 3) are based on the key concepts presented

7
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1. Building Trustworthiness Components

Collaborative Learning Activity |
Security Properties |7

—
|
H Students' Interactions |

Trustworthiness Factors

Peer-to-peer Assessment Component |

| Research Instruments for Data Collection |

{} Trustworthiness Basic Data {}

Figure 2: Phase 1: Building Trustworthiness Components

in the rest of this subsection (further information and details of these concepts can be found in our previous research
[11, 12, 13]).

We introduced the concept of Trustworthiness Indicator as a measure of trustworthiness factors. Trustworthiness
factors were presented (see Section 3.3) as those behaviours that reduce or build trustworthiness in a collaborative ac-
tivity and they were integrated in the design of research instruments. Therefore, we define a Trustworthiness Indicator
as a basic measure of a trustworthiness factor that is implemented by a research instrument and integrated in the peer-
to-peer assessment component. Finally, Trustworthiness Levels can be defined as a composition of trustworthiness
indicators. The concept of levels is needed because trustworthiness rules and characteristics must be considered and,
consequently, we have to compose this more complex measure [11].

Regarding normalization functions there are several reasons that impede the management and processing of trust-
worthiness levels directly. Among them, we can highlight several aspects, such as multiple sources, different data
formats, measure techniques and other trustworthiness factors such as rules, trustworthiness evolution, or context.
Therefore, both trustworthiness indicators and levels have to be normalized through normalization functions. The se-
lection of these functions depends on the data sources and the format selected for each instrument for data collection
[13].

Once trustworthiness modelling concepts are defined, the task of data processing starts, and then basic data from
trustworthiness data sources is computed in order to determine indicators or levels, for each student, group of students,
evaluation components, etc. The main challenge of data processing in this case is that extracting and structuring these
data are a prerequisite for trustworthiness data processing. In addition, with regarding to computational complexity,
extracting and structuring trustworthiness data is a costly process. Moreover, the amount of basic data tends to be
very large [12]. Therefore, techniques to speed and scale up the structuring and processing of trustworthiness basic
data are required (see [12] for a parallel implementation approach to be developed in the context of trustworthiness
data processing).

3.5. Trustworthiness Assessment and Prediction

From the trustworthiness data computed in the previous phase, we can carry out both assessment and prediction
processes, which allow e-Learning managers to make security decisions based on the output of this phase (i.e. trust-
worthiness decision information). Furthermore, this information can be taken into account as input data for an iterative
design process as mentioned in Section 3.2.
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2. Trustworthiness Analysis and Data Processing
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Figure 3: Phase 2: Trustworthiness Analysis and Data Processing

Trustworthiness assessment and prediction stem from the analysis of the time factor in trustworthiness. Fig. 4
shows how trustworthiness assessment and prediction begin with the conversion of processed data into trustworthiness
sequences by considering the time factor. The concept of trustworthiness sequence is related to levels and indicators
and can be defined as the ordered list of a student’s trustworthiness normalized levels when the student is performing
the peer-to-peer assessment component over several points in time.

Once trustworthiness sequences are built, the e-Learning manager is able to set out predictions and assessment
processes. As presented in [11], methods intended to predict and assess trustworthiness are available in the context of
peer-to-peer assessment. The e-Learning designer has to select and determine suitable methods for the specific target
scenario.

We cannot use trustworthiness decision information (i.e. reliable trustworthiness information) without the valida-
tion process. The validation process is intended to filter anomalous cases, to compare results that represent the same
information from different sources, and to verify results using methods such a similarity coefficients. Nevertheless,
this information may indicate signs and the complex nature of trustworthiness modelling requires additional validation
processes. These validation models can be classified into internal and external, and each type may involve automatic
and manual tasks. For instance, in the context of e-assessment, we could compare trustworthiness results generated
by the peer-to-peer assessment component to external (respect to the peer-to-peer component) results from the manual
tutor evaluation. Moreover, this comparison could be automatically developed by the system and analysed by the tutor
before taking any decision.

Finally, trustworthiness decision information is available and then e-Learning managers can analyse valid and
useful information devoted to reporting security events, improve the framework design, or manage security enhances.
In the rest of the paper we present specific TSM aspects in real online courses, focused on trustworthiness assessment
(see Section 4) and trustworthiness prediction (see Section 5).

4. Trustworthiness Methodology Evaluation

In order to evaluate and support the application and deployment of TSM, in this section, we concrete several
significant aspects of TSM. These aspects are considered in terms of specific methods and techniques through their
application in real online courses.
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3. Trustworthiness Assessment and Prediction
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Figure 4: Phase 3: Trustworthiness Assessment and Prediction

4.1. Real Online Courses

We carried out two studies [12, 34] based on real online courses at the Open University of Catalonia'. These
studies were performed with the aim to experiment with specific trustworthiness methods and techniques involved in
TSM as well as to illustrate specific applications and to evaluate the feasibility of the TSM.

In the first study [12], the mobile collaborative activities represented a relevant component of the e-assessment
of the course. Students’ evaluation was based on a hybrid continuous evaluation model by using several manual and
automatic evaluation instruments. There were 12 students distributed in three groups and the course was arranged in
four stages. These stages were taken as time references in order to implement trustworthiness sequences. At the end
of each collaborative stage, each student had to complete a survey. The coordinator of the group had to complete two
reports, public and private, and at the end of each stage, the members the group was evaluated by the coordinator.
General e-Learning activities were supported by a standard LMS, which offered both ratings systems and general
learning management indicators. Given the low number of students, we could study the data in much more detail
and flexibility. Likewise, we could experiment with several design alternatives and adapting the model to the design
cycles proposed in TSM (see Section 3).

The second study [34] extended the scope of the first one to a more standard scenario in which we could not
manage so much flexibility and manual processes. The course was focused on peer-to-peer e-assessment and it has
the following main features:

e Students’ assessment was based on a continuous assessment model by using several manual assessment in-
struments. Manual assessment was completed with automatic methods, which represented up to 20% of the
total student’s grade. Therefore, we implemented a hybrid assessment method, which combined manual and
automatics assessment methods, and the model allowed us to compare results in both models.

1 http://www.uoc.edu
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e Number of students participating: 12 students performed a subjective peer-to-peer assessment, that is, each
student could assess any student in the classroom following the assessment design.

e The course followed seven stages that could be taken as time references in order to validate and to analyse
results. Each stage corresponded to a module of the course, which had a learning module (i.e. book) that the
student must study before developing the assessment activities of the course.

From the above base course features, we built the peer-to-peer e-assessment activity encapsulated as a Continuous
Assessment (CA), which was formed by three assessment activities (described in the rest of this section). Once the
student has studied a module, the student receives an invitation to answer (i.e. a short text response) a set of evaluation
questions about the current module. This is the first activity of the CA named the Module Questionnaire and denoted
by Q. The student did not have to answer as soon as Q was sent, because the second activity of the CA was a students’
forum (F) intended to create a mobile collaborative framework devoted to enhancing responses in activity Q, in other
words, Q and F activities are concurrent tasks. The final activity was the core of the peer-to-peer assessment and
the student has to complete a survey (P) which contained the set of responses from Q. The student had to assess
each classmate’s responses in Q and, furthermore, the activity of each student in the forum F was assessed. These
collaborative activities were designed considering the use of mobile devices.

4.2. Building Collaborative Components with TSM

After the experience designing components in the first study, in the second one, we built a comprehensive peer-
to-peer assessment component. We selected integrity and identity as target security properties for the component and,
after the analysis of potential students’ interactions in basic activities, the first version of the peer-to-peer assessment
component was proposed.

The final version of the component had three stages: Once the student had studied a module, the student received
an invitation to a survey (S1) with questions about the current module. Students did not have to answer S1 as soon
as the invitation was received. The second activity of the component was a students’ forum (F), which created a
collaborative framework devoted to enhancing responses’ quality in S1. Eventually, the student had to complete
another survey (S2), which contained the set of responses over the first one (S1). By using S2, the student had to
evaluate each classmate’s responses as well as the participation of each student in the forum F. The design of this
activity endorsed our proposal regarding the analysis of security properties, students’ interactions, and factors.

Regarding research instruments and data collection, we included the following instruments:

1. Surveys.
2. Ratings.
3. Students reports.
4. LMS indicators.

To sum up, each instrument was integrated into the mobile collaborative activity (through mobile tools) and it
managed its own data formats.

4.3. Notation and Terminology in TSM

Before the analysis and data processing phase, we introduce the key terms presented in the next sections (see
Table 1).

4.4. Analysis and Data Processing with TSM

We analysed research instruments data formats in terms of data sources in TSM. For each case, we selected a
set of normalization functions intended to convert basic trustworthiness data in normalized trustworthiness values.
Normalization functions are combined with trustworthiness levels and indicators. As an example of this combination,
when a student evaluates every classmate’s responses, we use the following normalization function [13]:

Ns

IWR mj . .
N (owr,,,,) = > N i #eNs=ISlacQmeMses,jes (1)
=1
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Table 1: Notation and Terminology

tw; A trustworthiness indicator tw; as a measure of trustworthiness factors.
iel The set of trustworthiness indicators.
N; The number of trustworthiness indicators.
meM A module m in the set of modules M.
Ny The number of modules.
qgeQ A question ¢ in the set of questions Q.
No The number of questions.
sesS A student s in the set of students S .
Ng The number of students.
DS ., The Continuous Assessment (CA) Data Sources, ca € {R, F, Q,, Q.}.
DS, The questionnaire DS for the students’ responses.
DS, The questionnaire DS for the number of responses.
DSy The peer-to-peer questionnaire DS for the score that a student has assessed a student’s response.
DS F The forum participation DS for the number of posts.
NO Normalization function to convert basic indicators in normalized trustworthiness values.
w; The component normalization weight for the indicator tw;, w; € (wy, ..., w,).
N> () Normalization function for responses data source DS g.
N4 () Normalization function for forum participation data source DS r.
Wea,,,,  Trustworthiness indicator for the Continuous Assessment (CA) component.
tw’c\'awv Normalized trustworthiness indicator for the CA component.
IWR,,,s The trustworthiness indicator for the students’ responses score data source DS .
IWE s The trustworthiness indicator for the forum participation.
Lﬁv The generic normalized trustworthiness level.
Lg! s The normalized trustworthiness level for students’ responses.
L%m s The normalized trustworthiness level for forum participation.
N

L, The overall normalized trustworthiness level.

CATS;  The Continuous Assessment Trustworthiness Sequence (CATS) ordered list.
CATS The CATS matrix.

CATS¢  The active CA trustworthiness history sequence.

CATS¢  The constrictive trustworthy history.

CATSY  The trustworthiness window sequence.

where twg_,  is the responses (R) indicator, s is the target student (i.e. the student evaluated), Ns is the number of
students in the course, and g is the one of the questions evaluated in the module m.

With respect to trustworthiness normalized levels Ltw", we managed several indicators composition. The most
suitable level in both courses is based on a weight model:

N; N;
l‘w - W;
LIWN: E #,ie[,w;e(wl,...,WNI), § Wi:19N1:|I| (2)
=1 ! i=1

where N is the total number of trustworthiness indicators and w; is the weight for the normalized indicator tw;.
Regarding data processing, we experimented with sequential and parallel implementations [12]. Sequential ap-
proaches were feasible to manage data sources from several activities, such as responses in a survey or number of
posts in a forum. However, processing the log data took too long to complete and it had to be done offline (i.e. after
the completion of the learning activity). For this reason, we endowed our trustworthiness framework with parallel
processing facilities.
To this end, we designed a MapReduce algorithm [12] implemented in an Apache Hadoop? and deployed in the

Zhttp://hadoop.apache.org
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RDIlab® computing cluster. Using this model, a considerable speed up was achieved in processing large log file,
namely, more than 75% for 10 nodes (see [12] for the whole results).

4.5. Assessment, Prediction and Evaluation with TSM

Peer-to-peer components were designed considering the time factor. Activities are arranged in stages that conduct
the definition of trustworthiness sequences. In both studies, trustworthiness indicators and levels are instanced in
points of time (e.g. the same indicator measured for each module) and arranged in trustworthiness sequences. The
concept of trustworthiness sequence in an e-assessment component allows us to support assessment and prediction.
Actually, it could be directly incorporated, in some cases, as input for assessment and prediction methods. Regarding
validation, we experimented with a hybrid validation approach by combining manual, automatic, external, and internal
validation methods. As an example of this model, we analysed similarity between manual evaluation results and
automatic trustworthiness levels. The method to tackle similarity proposed is based on Pearson correlation [35].

Finally, we consider two different methods to deal with prediction. The first approach is based on neural networks
[21] and the second one on collaborative filtering. On the one hand, a neural network captures any type of non-
linear relationship between input and output. In our case, the input is the trustworthiness history sequence and the
output is the prediction calculated by the neural network (i.e. trustworthiness predicted value). On the other hand,
filtering recommendation algorithms concern the prediction of the target user’s assessment, for the target item that
the user has not given the rating, based on the users’ ratings on observed items. In our context, items involved in the
recommendation system are the students themselves.

In the rest of this paper, we focus the validation of TSM on trustworthiness prediction based on a neural net-
work approach. Furthermore, the methods presented in this section (i.e. trustworthiness data sources, indicators,
normalizations processes, and history sequences) are also applied from the view of trustworthiness prediction.

5. Evaluation of Trustworthiness Prediction

In this section, a trustworthiness prediction model is presented in the context of the real online course based on
peer-to-peer e-assessment described in Section 4.1.

5.1. Normalizing Trustworthiness Data Sources

Once the peer-to-peer e-assessment has been designed, we analyse and define trustworthiness data sources and
levels. In the context of Continuous Assessment (CA), we defined a trustworthiness data source as those data generated
by the CA that we use to define trustworthiness levels as presented in [11, 12, 13]. Each CA correspond to a module
m € M, which is a unit of the course. The modules will be used as a point in time references. Each CA (i.e. one CA
per module) will manage three data sources, which are denoted with the following ordered tuples:

DSy, =M, Q,S, count) 3)

where the questionnaire data source DS g, is defined as the total number of responses (count) that each student in §
has answered in the questionnaire Q for the module M.

DS, =M, Q,S,res) “)

where the questionnaire data source DS, is defined as the response res (i.e. a student answers res to a question) that
each student in S has responded regarding a specific question in Q in the module M.

DSr=(M,F,S, count) ®))

where the forum participation data source DS r is defined as the total number of posts (count) that each student in S
sent to a forum F regarding a specific question in Q in the module M.

3http://rdlab.lsi.upc.edu
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DSgr=(WM,Q,S,SS, score) (6)

where the responses data source denotes the score that a student (in S') has assessed a student’s (in S'S) response of a
question in Q. Hence, S is the set of students who assess and S'S is the set of students who are assessed by students
inS.

In this case, modelling trustworthiness involves multiple complex and heterogeneous data sources with different
formatting, which cannot be managed without normalization. According to the model presented in [13], we define a
normalized trustworthiness indicator for the case of a CA as follow:

twlc\;qm =N (thaqvm,_‘) ,ca € DSprop,0.,.9€0,meM,seS 7

where DS g, 0. are the CA data sources, S is the set of students, M is the set of modules, and Q is the set of
questions in each module.

We now define the normalization functions. Note that although in [13] we included four normalization functions,
in this case, a subset is selected: N, and N4. The reason for this is that we focus the data analysis on two data sources,
forum participation (N4) and questionnaires (N,). Regarding the responses data source R, a student can assess every
classmate’s responses. To this end, we use the normalization function N,:

N IWR

q.m,i,.i 8
2Ny -1 i+ (®)

N, (Z‘WR%M) =

where rwg,, . is the responses indicator, s is the target student (i.e. the student who is assessed), Ns is the number of
students in the course, and ¢ is the one of the questions assessed in the module m.

It is worth mentioning that the scale for fwg_,  must be converted to integer values before normalizing with func-
tion N,. Similarity, the forum participation indicator also needs normalization. In this case, we apply the normalization
function Ny:

1 WFEm,s

N4 (tWF,m,s) = ,me M7 SES (9)

F
where T is the maximum number of post in the forum by a student s in the module m.

5.2. Trustworthiness Levels and Sequences in e-Assessment

We normalize the trustworthiness indicators for forum participation and responses (i.e. a student answers a ques-
tion in the questionnaire). Then, trustworthiness levels [11] are defined in order to measure students’ overall trustwor-
thiness. To this end, we define the following trustworthiness levels:

N Ny (Z‘va * Wi) N
L; =Z—,iel,wiE(wl,...,wN,),Zwiz1 (10)
- Ny .
i=1 i=1
where N, is the total number of trustworthiness indicators and w; is the weight assigned to tw;.
Following this model, we first combine the trustworthiness indicators of each question in the module and then, the
overall trustworthiness level for the student in a specific module m € M is defined:

No (tWN * W ) Ng
q q 1
Lxm»S:ZN—Q’qu’NQﬂQLqu:l,wq:N—Q,meM,seS (11)
g=1 g=1
Lg,m,x = N4 (tWF,m,s) ,meM,seS (12)
2 (Ltw’y*wv) 2
J J)o.
LZ,S=Z;—2 ,Je{L%f,n,Lﬁm},Z;wj: 1Lw=(04,0.6),meM,seS (13)
= =
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where LY  is the overall trustworthiness level for the student s in the module m, calculated by combining the
trustworthiness level for responses Lg’ s and the trustworthiness level for forum participation Lﬁ st

Once trustworthiness levels are defined, we endow our model with time factor. Although the concept of trustwor-
thiness sequence was defined in the context of grid services and requesters [25], it is feasible to apply this approach
to another modelling scenario such as peer-to-peer e-assessment. The only requirement is time factor, in other words,
the model should allow us to compute an overall trustworthiness level referred to multiple points of time. Therefore,
we define Continuous Assessment Trustworthiness Sequence CATS as the ordered list of a student’s trustworthiness

history levels over several points in time:

CATS, = (L} .....L) ...,LZNM’S) me€M,s€S (14)

My, 82

where M is the set of modules, each module my refers to a point in time and L%,s is the overall trustworthiness level
for the student s in the module m.
Likewise, we can define the overall students’ CA trustworthiness history sequence as the matrix:

Lzl,fl T LZI JSNg

CATS = : . : (15)
N N
mNM,s1 e LWINM,SNS

where Ny, is the number of modules (i.e. points in time analysed), and N is the number of students in the course.

5.3. Trustworthiness Sequences Results

Processing trustworthiness sequences results involves large amount of data generated by the peer-to-peer activity
of the CA. To this end, we compute the following elements:

1. The trustworthiness history sequence matrix has Ng * Ny, Ng = |S|, Ny = |M| elements.
2. For each element in CATS, LZ,S, we compute both forum participation and responses trustworthiness levels.

3. Although forum participation is a single indicator, with respect to responses, there are three different questions.
4. Moreover, for each trustworthiness levels we compute each student’s score for the indicator.

With the aim of managing this trustworthiness sequences results, we developed a data parse Java tool called
parse_tw_tuples that converts peer-to-peer values into basic tuples presented above. This tool generates basic tuples
from the web applications and these primitive records can be imported in a relational database for further processing.
In order to deal with the results, we have to consider the size of the result set of records generated by each data source.
At the end of the process the responses data source maximum size is:

IDS gl = M| x (10| + 1) XS] x S| (16)

where |M| is the number of modules, |Q| is the number of questions (+1 is added because the student also assesses the
forum activity), and |S| is the number of students who could participate in both questionnaires (i.e. Q and P).
The total number of computed tuples is:
DS gl = 10.522 17

To sum up, the diagram depicted in Fig. 5 shows the overall process including how we have to normalize data
sources. Then, this figure shows the creation of trustworthiness indicators and levels, and finally, the procedure
presented to compose trustworthiness sequences.

5.4. Predicting with Trustworthiness Sequences

So far, we have presented the design of trustworthiness history sequences in the peer-to-peer assessment com-
ponents of the target online course. To this end, we have to consider the main concepts presented in [25] related to
trustworthiness history sequence as a foremost step in trustworthiness prediction based on neural network design.

Active trustworthiness history sequence is the recent trustworthy history sequence. Then, we define active CA
trustworthiness history sequence CAT'S ¢ as the ordered list of students’ trustworthiness levels over the points in time:
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Figure 5: CA data sources, normalization and trustworthiness sequences

CATS = (L oooos Lo n Ly, ) € Mys €S (18)
— (7N N N
CATS = (LmeH,s, Lo LmNM!S) ,5€S (19)

where M is the set of modules, each module m;, refers to a point in time, and L%,s is the overall trustworthiness level
for the student s in each module.
Constrictive trustworthy history is the subsection average of active trustworthy history sequence.

CATSS = (L, oLy )5 €S (20)

Mr+1..Ng»S?

where each element in the tuple is the average of a subset of elements in CAT'S ¢, and k is the number of inputs of NN.
These tuples are presented in order to prepare those input sets that are required in neural network training and
validation. The concept of trustworthiness sequences in prediction with neural networks is also suggested in [21]. In

this proposal, the trustworthiness sequence is split into subsequences of fixed sizes, without average transformation:
CATSY = (L} ooy ) (Lo s L)oo €S (21)

mp,s’ My41,5° > Moy, S

where each component in the trustworthiness window is a subset of the CAT'S ;.

5.5. Designing a Neural Network e-Assessment Proposal

We reviewed complementary related trustworthiness prediction work. Among existing models, we select the
neural network-based approaches for predicting trust values presented in [21] and [25], because these approaches are
feasible in the context of e-assessment. These models present several significant differences, especially with respect to
how to build training sets, these differences are considered in our e-assessment proposal. Although we evaluated both
approaches, in the rest of the paper, we address our NN design to a training model based on CATS . We consider
this approach more suitable for our case because CATS " generates a greater amount of training sequences.
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Figure 6: A simple NN approach for trust prediction [21]

A neural network can capture any type of non-linear relationship between input and output data through iterative
training. In our case, the input is the CA trustworthiness history sequence formed by trustworthiness results generated
by the peer-to-peer assessment component, and the output is the prediction calculated by the neural network (i.e.
trustworthiness predicted value):

L) =NN(CATS,),s€S (22)

Myt 1,8

where entity s denotes the student whose normalized trustworthiness level value is being predicted through the CAT'S
representing data generated by the peer-to-peer activity of the CA, and m,,; denotes the trustworthiness point in time
in the future predicted by the function NN for the student s (i.e. the output of the NN).

As presented in [21], the main principle of neural computing is the decomposition of the input-output relationship
into a series of linearly separable steps using hidden layers. The NN architecture (see Fig. 6) is composed of sets of
neurons that are arranged in multiple layers. The first layer, which inputs are fed to the network, is called the input
layer. The last layer, which produces the NN output, is called the output layer. The layers in between these two layers
(i.e. between input and output layers) are all hidden layers. The input consists of values that constitute the inputs for
the hidden layers.

Every node computes a weighted function of its inputs and applies an activation function to compute the next
output. The output is transmitted to all the connected nodes on the next layer with associated weights. The activation
of each node depends on the bias of the node, which calculates the output as follows:

Vi= ) Wik (23)
i=0

where y is the result of the summation of the product of the input x with its associated interconnection weight w.
The initial weights are assigned randomly but are gradually changed to reduce the error. The difference between the
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desired output and the actual output constitutes the input to the back propagation algorithm for training the network
based on the difference.

Through the iterative training, the NN produces better prediction accuracy in the domain of time series prediction,
such as trustworthiness history sequences.

5.6. Simulation and Analysis of Results

With the aim of implementing the NN for trustworthiness prediction, we evaluated several simulators. Among
them, we selected Emergent* as a suitable software tool that reaches all the requirements for our case. Emergent
(formerly PDP++) is defined as a comprehensive, full-featured deep neural network simulator that enables the creation
and analysis of complex, sophisticated models [36]. The main reasons to use Emergent in the context of this paper
can be summarized as follow:

e Emergent provides powerful visualization and infrastructure tools.

e Provides a structured environment for using and modify models based on NN templates, as well as, test and
training programmes.

e Emergent is completely open source software.

e Highly optimized runtime performance. In fact, we deployed the simulator environment in a virtual machine
running on a personal computer.

With the aim of developing a first simulation approach in Emergent, we carried out the following tasks:

1. A new simulation project was created based on the template BpStd (i.e. standard initialization of back-
propagation). This resource is provided by Emergent and allows the designer to begin the neural network
design from a standard configuration.

2. As shown in Fig. 7 we generated and configured a standard network, specifying number of layers, layer names,
sizes, types, and connectivity. The NN is formed by 3 layers with 2 input values and 1 output. In terms of
Emergent design, the geometry for both input and hidden layers is a 2 units x 1 units matrix.

3. The NN geometry corresponds to the size of the data contained in the StdInputData table. This table contains
each student’s trustworthiness window sequence CATS ! defined in Section 5.4. The data import process
was managed through text file elements (see Fig. 8). Emergent offers import and export tools that bind the
StdInputData tables and the text files.

4. Once NN basic design and input data were configured, the next step was the training process of the NN. Fol-
lowing the model defined in Section 5.4, we split the input values for each student into two trustworthiness
sequences (i.e. training and test). The training trustworthiness window sequence contained 5 instances (i.e.
time slots or modules in the course), which were arranged in tuples of 3 elements. The 3-tuple was also di-
vided into the input values and the output result. Therefore, for each CATS ¥ sequence we generate tuples of 3
elements containing the 2 input values and the output expected value.

5. The training process is managed by Emergent in the BpTrain programme whose initial parameters are shown in
Fig. 9.

6. Finally, we introduced the test elements in order to validate the model.

The deviation in prediction results for each student is depicted in Fig. 10. The sample of the experiment was
formed by 12 students. Fig. 10 presents the results obtained from the NN simulation process for each student. The
horizontal axis represents students and the vertical axis represents the difference between the value predicted by the
NN and the test value (i.e. the prediction error in absolute value). For instance, the NN for the student 5 predicted a
value with a 2.54% of error.

“https://grey.colorado.edu/emergent/
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Figure 7: Standard network configuration with Emergent
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Figure 9: Training process parameters and simulation

Interestingly, regarding overall error prediction, the results reveal a notable similarity between the test and pre-
dicted values. However, the observed difference between the trustworthiness levels through the modules is not sig-
nificant. Therefore, the model is suitable for this students’ trustworthiness behaviour, but we cannot demonstrate the
stability of this prediction approach for other cases (i.e. more differences in trustworthiness evolution).

With respect to e-assessment security, the most significant finding is related to detect anomalous user assessment.
From these data, 2 students (student 6 and 9), whose error prediction is greater than 3%, were found anomalous
and required further investigation for potential cheating in order to validate the authenticity of the students’ learning
process.

Finally, we discovered that the number of modules in the course (i.e. the slots or the points in time) must be
increased. If the number of training instances is increased, the student’s NN will be able to accurately predict more
trustworthiness different cases (not only those cases with low variation in trustworthiness evolution).

6. Conclusions and Further Work

In this paper, we first motivated the need to improve information security in mobile online collaborative learning
and in particular MCSCL supported by mobile devices. To this end, we justified the feasibility of an approach focused
on functional solutions, namely, based on trustworthiness assessment and prediction. The study reviewed the main
works in the literature on security in mobile collaborative learning, how trustworthiness assessment and prediction are
related to security, the time factor in trustworthiness modelling, and trustworthiness existing methodologies.

Then, we proposed an innovative trustworthiness and security methodological approach to build secure collabo-
rative activities devoted to offering a comprehensive guideline for e-Learning designers and managers. The architec-
ture of the methodology is based on building trustworthiness learning components, trustworthiness analysis and data
processing, and trustworthiness assessment and prediction. We first described the main theoretical features of our
methodological approach and then, the summary of its key phases is presented. Finally, we detailed each phase by
analysing the processes, data, and components involved in the methodology.
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Figure 10: Students NN Prediction Results

The methodology was evaluated by presenting specific methods and techniques applied to real online courses.
We used two studies, based on real online courses at the Open University of Catalonia, to evaluate and support the
application and deployment of our trustworthiness methodology. Several significant aspects of our methodology were
considered in terms of specific methods and techniques through their application in these real online courses.

Finally, we have presented an innovative prediction approach for trustworthiness behaviour to enhance security in
online assessment. This study showed how neural network methods may support e-assessment prediction. These e-
assessment prediction methods were performed in a real online course based on peer-to-peer assessment processes and
mobile online collaborative activities. The processes and learning activities involved in the course were encapsulated
as continuous assessment component. Moreover, from this component, we presented the design of trustworthiness
history sequences with the aim of designing a neural network e-assessment proposal.

The most relevant findings that emerge from the results presented in this paper are related to trustworthiness
methodological applications and trustworthiness prediction models. Regarding the trustworthiness methodology pro-
posed, we supported the application and deployment of the methodology in two real online courses. The learning
activities performed in the course were designed following the theoretical features, phases, data, and processes of our
methodological approach. With respect to trustworthiness prediction, we demonstrated the feasibility of our neural
network prediction approach. Regarding the overall error prediction, the results revealed a notable similarity between
the test and predicted values. From these results, we were able to detect anomalous user assessment. From these data,
2 students, whose error prediction is greater than 3%, were found anomalous and required further investigation.

As ongoing work, we plan to continue the methodology testing and evaluation process by deploying its compo-
nents in additional real online courses. Due to further deployments will require large amount of data analysis, we will
continue investigating parallel processing methods to manage trustworthiness factors, indicators, and levels. More-
over, we would also like to investigate the use of location-based information of mobile learners to our approach, with
the aim of improving trustworthiness assessment and then, trustworthiness prediction.

Finally, we discovered that the number of training instances should be increased. Therefore, with the aim of
enhancing the prediction model, we plan to modify the learning activity presented in this study in order to generate
more training instances. Hence, the student’s neural network will be able to accurately predict more trustworthiness
different cases (not only those cases with low variation in trustworthiness evolution).
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Chapter 3

Conclusions and Further Work

In this chapter, we present the results obtained in terms of thesis achievements (see

Section 3.1) and the future directions of research are suggested in Section 3.2.

3.1 Thesis Achievements

Here, we show the work already done and the results obtained in terms achievements of
the thesis’ objectives formulated in Section 1.3 and reported in our scientific publications.
To this end, for each thesis’ objective we relate the work reported in the published
contributions with the corresponding objective by justifying the coherence between the
publications and the thesis’ object of research. Moreover, for each contribution we
summarize a series of conclusions based on the results obtained in the published research.
Therefore, in this section we relate the objectives of the thesis presented in Section 1.3

to the thesis objectives.

O1. Define a security CSCL model

In Miguel et al. (2012a), we argued that current e-learning systems supporting on-line
collaborative learning do not sufficiently meet essential security requirements and this
limitation can have a strong influence in the collaborative learning processes. In order to
alleviate these problems we proposed an approach based on Public Key Infrastructure

(PKI) models that offer services which ensure essential security properties in on-line
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collaborative learning, such as availability, integrity, identification and authentication,
access control, confidentiality, non repudiation, time stamping, audit service and fail-
ure control. Finally, we justified that these technological measures alleviate security

problems, but they cannot reach a comprehensive security solution for CSCL.

In Miguel et al. (2012b), the problems caused in on-line collaborative learning processes
by the lack of security are discussed and the main guidelines for the design of secure
CSCL systems are proposed to guide developers in this domain to incorporate security
as an essential requirement. We presented a first approach for designing secure LMS
systems, whose central educational purpose is the provision and support of CSCL pro-
cesses and activities, while security is the main and transversal requirement guiding the
whole design process. To this end, we first provided background work in the context of
LMS systems, CSCL, and main security services, such as PKI. Then, we provided gen-
eral security services and requirements for e-Learning and specifically for CSCL. These
approaches were finally merged to propose the main guidelines to design and develop
Secure Collaborative Learning Management Systems (SCLMS) that focus on the spe-
cific support for CSCL with security as a guiding requirement to conduct the whole
design process. Through the exploitation of SCLMS in real contexts, it was proposed to

enhance and improve the CSCL experience of all participants of the collaboration.

In Miguel et al. (2013a), an overview of secure LMSs was presented, inspecting which the
most relevant factors to consider are, and connecting this approach to specific aspects
for mobile collaborative learning. Then, real-life experiences in security attacks in mo-
bile learning were reported showing a practical perspective of the learning management
system vulnerabilities. From this experience and considerations, the main guidelines for
the design of security solutions applied to improve mobile collaborative learning were
proposed. Therefore, this paper proposed a first approach for designing secure mobile
collaborative LMS. To this end, we proposed a model based on security properties,

attacks and PKI solutions and considering aspects related to CSCL and m-Learning.

In Miguel et al. (2013b), the lack of provision of IS to MOOC is investigated, with regards
to anomalous user authentication, which cannot verify the actual student’s identity
to meet grading requirements as well as satisfy accrediting institutions. In order to
overcome this issue, it is proposed a global user authentication model called MOOC

Smart Identity Agent (MOOC-SIA). This model includes an innovative authentication
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process aiming at overcoming the anomalous student authentication issue in MOOCs,
which is considered one of the most important barriers currently found in the MOOC
arena. Further, our model considered the massive feature of MOOCs and provides
an authentication system flexible enough to meet each and every type of course and
student profile. To this end, the MOOC-SIA model was designed to combine and set
several authentication methods in MOOC platforms with the aim to offer a multi-fold
solution combining different technologies, requirements and user resources. To meet
most of these requirements, we included a modular PKI-based security model as the
main component that manages different authentication methods in the MOOC platform
in a centralized fashion. Moreover, an innovative use of data mining techniques for
education was considered in order to infer potential anomalous authentication from

tracking MOOC participants.

0O2. Trustworthiness methodology

In Miguel et al. (2014c), we proposed a methodological approach to modelling trustwor-
thiness in on-line collaborative learning. This proposal aims at building a theoretical
approach to provide e-Learning designers and managers with guidelines for incorporat-
ing security into on-line collaborative activities through trustworthiness assessment and
prediction. In this paper, we first motivated the need to improve information security
in on-line collaborative learning with trustworthiness solutions. Then, we proposed an
innovative trustworthiness and security methodological approach to build secure CSCL
activities and devoted to offer a comprehensive guideline for e-Learning designers and
managers. Finally, the methodology was evaluated by presenting specific methods and

techniques applied to real on-line courses.

In Miguel et al. (2014b), we proposed a functional security model based on trustwor-
thiness and collective intelligence. Both of these topics are closely related to on-line
collaborative learning and on-line assessment models. Therefore, the main goal of this
paper was to discover how security can be enhanced with trustworthiness in an on-line
collaborative learning scenario through the study of the collective intelligence processes
that occur on on-line assessment activities. To this end, a peer-to-peer public student’s
profile model, based on trustworthiness is proposed, and the main collective intelligence

processes involved in the collaborative on-line assessments activities, were presented.
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0O3. Trustworthiness assessment and prediction

In Miguel et al. (2014e), an approach to enhance information security in on-line assess-
ment based on a normalized trustworthiness model is presented. In this paper, it is
justified why trustworthiness normalization is needed and a normalized trustworthiness
model is proposed by reviewing existing normalization procedures for trustworthiness
applied to e-assessments. To this end, we first motivated the need to improve information
security in e-Learning and in particular in e-assessment. Then, we showed the feasibil-
ity of building security hybrid models, based on trustworthiness approaches. However,
trustworthiness analysis in e-Learning requires normalization processes in order to tackle
several trustworthiness modelling problems presented in the paper. As a main contri-
bution of this paper, we proposed a methodological approach to build a normalized
trustworthiness model. Finally, we used a real on-line course intended to evaluate a
hybrid evaluation system supported by our normalized trustworthiness model.The ex-
perimental results showed the feasibility of modelling security by analysing normalized
trustworthiness levels and indicators. From the results comparing manual evaluation and
trustworthiness levels, it was inferred that it is viable to enhance security in e-assessment

by modelling and normalizing trustworthiness behaviours.

In Miguel et al. (2014d), previous trustworthiness models were endowed with predic-
tion features by composing trustworthiness modelling and assessment, normalization
methods, history sequences, and neural network-based approaches. In order to valid-
ate our approach, a peer-to-peer e-assessment model was presented and carried out in
a real on-line course. In particular, we presented an innovative prediction approach
for trustworthiness behaviour to enhance security in on-line assessment and this study
showed how neural network methods may support e-assessment prediction. To this end,
we first motivated the need to improve information security in on-line assessment with
trustworthiness solutions based on time factor models in order to analyse prediction
techniques. Then, we conducted our research to peer-to-peer e-assessment, and trust-
worthiness sequences with the aim to apply the concept of trustworthiness sequences
customized for the peer-to-peer e-assessment. Finally, we endowed our trustworthiness
model with the prediction features by composing trustworthiness models, normalization,

history sequences, and neural network models.
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O4. Design secure CSCL activities and e-assessment

In Miguel et al. (2014a), a trustworthiness model for the design of secure collaborative
learning e-assessment in CSCL is proposed is proposed. In this paper, we presented an
innovative approach for modelling trustworthiness in the context of secure learning as-
sessment in on-line collaborative learning groups. The study showed the need to propose
a hybrid assessment model which combined technological security solutions and func-
tional trustworthiness measures. This approach was based on trustworthiness factors,
indicators and levels which allowed us to discover how trustworthiness evolves into the
learning system. We proposed several research instruments for collecting students’ data.
Since extracting and structuring LMS data is a costly process, a parallel processing

approach was proposed, which was fully developed and tested in Miguel et al. (2015b).

In Miguel et al. (2015b), a trustworthiness-based approach for the design of secure learn-
ing activities in on-line learning groups was proposed by the presentation of guidelines
of a holistic holistic security model in on-line collaborative learning through an effective
trustworthiness approach. To this end, we first motivated the need to improve inform-
ation security in e-Learning and in particular in CSCL activities. Then, we proposed
a methodological approach to build a security model for CSCL activities with the aim
to enhance standard technological security solutions with trustworthiness factors and
rules. As a result, the guidelines of a holistic security model in on-line collaborative
learning through an effective trustworthiness approach were first proposed. However,
as learners’ trustworthiness analysis involves dealing with large amount of data gen-
erated along learning activities, processing this information is computationally costly,
especially if required in real-time. To this end, and as a main contribution of this paper,
we developed and tested a parallel processing approach that can considerably decrease
the time of data processing, thus allowing for building relevant trustworthiness models

to support learning activities even in real-time.

O5. Experimentation and validation

Finally, in the last set of results, we combine all the objectives. In short:

O1 Define a security CSCL model.
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02 Trustworthiness methodology.
O3 Trustworthiness assessment and prediction.
04 Design secure CSCL activities and e-assessment.

O5 Experimentation and validation.

We have carried out three studies in our real context of e-Learning of the UOC during
academic term of 2014 and 2015, with the aim to experiment with specific trustworthi-
ness and security approaches devoted to evaluate the feasibility of our trustworthiness
models, tools, and methodologies (Miguel et al., 2015a,b,c). These studies are presented

in the rest of this section and the key features of the pilots can be summarized as follows:

In the first study (Miguel et al., 2014e) students’ evaluation was based on a hybrid
continuous assessment model by using several manual and automatic assessment instru-
ments. There were 12 students distributed in three groups and the course was arranged
in four stages. These stages were taken as time references in order to implement trustwor-
thiness sequences. At the end of each collaborative stage, each student had to complete
a survey. The coordinator of the group had to complete two reports, public and private,
and at the end of each stage, the members the group was evaluated by the coordinator.
General e-Learning activities were supported by UOC Virtual Campus web-based ser-
vices, whilst the collaborative activities were supported by the UOC’s BSCW. BSCW
is a fully web-based collaboration platform that facilitates efficient teamwork through
a wide range of functions (OrbiTeam, 2015). The UOC’s BSCW offered both rating

systems and general learning management indicators.

The second study (Miguel et al., 2014d) extended the scope of the first one to a more
standard scenario. In this context, we were able to apply massive deployment for auto-
matic e-assessment processes. The course was focused on peer-to-peer e-assessment and

it has the following main features:

e 12 students performed a subjective peer-to-peer e-assessment, that is, each student
was able to assess the rest of class peers in terms of knowledge acquired and

participation in the class assignments.
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e The course followed seven stages which were taken as time references in trust-
worthiness analysis. These time references allow us to compare trustworthiness

evolution as well as to carry out e-assessment methods.

e Each stage corresponded to a module of the course, which had a learning com-
ponent (i.e. book) that the student should have studied before developing the

assessment activities of the course.

e Students’ e-assessment was based on a manual continuous e-assessment model by

using several manual e-assessment instruments.

e Manual e-assessment was complemented with automatic methods, which repres-

ented up to 20% of the total student’s overall course grade.

e Taking into account the previous features, we implemented a hybrid e-assessment
method by combining manual and automatic e-assessment methods, and the model

allowed us to compare results in both cases.

Finally the third study (Miguel et al., 2015¢) followed the same design model than
the first one. However, we incorporated the enhancements detected during the first

development. We denote this courses as follow:

o (CSCL-course-1

Hybrid assessment based on collaborative activities.

e p2p-course

Automatic peer-to-peer e-assessment processes.

e CSCL-course-2
The second development of CSCL-course-1 (the same design model than CSCL-

course-1).

Moreover, the main thesis’ outcomes related to experimental results are presented in the

rest of this section following the next 4 topics:

1. Anomalous user assessment.

2. Peer-to-peer visualization tools.
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3. Trustworthiness prediction achievements.

4. Massive data processing.

0O5.1. Experimentation and validation: anomalous user assessment

In Miguel et al. (2015b), we proposed a trustworthiness model for the design of se-
cure learning assessment in on-line web collaborative learning groups. In this paper, a
holistic security model was designed, implemented and evaluated in a real context of
e-Learning. Implications of this study were remarked for secure assessment in on-line
collaborative learning through effective trustworthiness approaches. The study showed
the need to propose a hybrid assessment model which combines technological security
solutions and functional trustworthiness measures. To this end, a holistic security model
was designed, implemented and evaluated in a real context of e-Learning. This approach
is based on trustworthiness factors, indicators and levels, which allowed us to discover

how trustworthiness evolves into the learning system.

From the trustworthiness methodology, we designed the peer-to-peer e-assessment com-
ponent. The overall assessment model was a hybrid (i.e. automatic and manual) ap-

proach formed by:

e The peer-to-peer e-assessment component, which is automatic and the students

were assessed by students.

e The continuous assessment activities, which is manual and the tutors assessed the

students.

The results reveal a notable difference between the overall range of these values. Fig. 3.1
shows that most of peer-to-peer assessment values are in the range from 3,5 to 4,3 (the

e-assessment scale was from 1 to 5) and the continuous assessment, from 1 to 9.

The statistical analysis showed significant findings regarding the feasibility of the hybrid
evaluation method. The results of the comparisons between manual and automatic

e-assessment indicate (also see Fig. 3.1):

e The mean difference between manual and automatic method is 0,81 (the scale used

from 0 to 10).
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FIGURE 3.1: Manual and automatic evaluation methods (dispersion chart)

e The maximum and minimum difference: 0,03 and 2,82.

e The percentage of assessment cases in which the difference between manual and
automatic assessment is less than 1 (i.e. 10% with respect the maximum score) is

the 76,92%.

o If we extend the difference to more than 2 points in the scale, the percentage of

assessment cases in this range is the 92,31%.

The most significant finding was related to anomalous user assessment. From these data,
3 students whose deviation was greater than 20% were found anomalous and required
further investigation for potential cheating in order to validate the authenticity (i.e.

identification and integrity) of her learning processes and results.

05.2. Experimentation and validation: peer-to-peer visualization tools

In Miguel et al. (2015a), we presented a peer-to-peer on-line assessment approach car-
ried out in a real on-line course developed in our real e-Learning context of the Open
University of Catalonia. The design presented in this paper was conducted by our trust-
worthiness security methodology with the aim of building peer-to-peer collaborative

activities, which enhances security e-Learning requirements.

Peer-to-peer visualizations methods were proposed to manage security e-Learning events,
as well as on-line visualization through peer-to-peer tools, intended to analyse collaborat-

ive relationship for monitoring the collaborative learning process by tutors and students.
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FIGURE 3.2: The students’ e-assessment relationships
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FIGURE 3.3: Weighted students’ e-assessment relationships

As shown in Fig. 3.2, the tutor can select a student and the vertex for the students’
e-assessment relationships are remarked. The remarked edges correspond to the assess-
ment relation between a student in the peer-to-peer process, that is, those students who
assessed the selected student and the students who were assessed by the selected student.
We also introduced the score value assessed by each student by using an edge weight
column. For this reason, the score value is also represented as a edge weight in the graph

(see Fig. 3.3).

05.3. Experimentation and validation: trustworthiness prediction achieve-

ments

In Miguel et al. (2015¢), we proposed a methodological approach to modelling trustwor-
thiness in on-line collaborative learning. Our proposal sets out to build a theoretical
approach with the aim to provide e-Learning designers and managers with guidelines
for incorporating security into on-line collaborative activities through trustworthiness

assessment and prediction. We proposed an innovative trustworthiness and security
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methodological approach to build secure collaborative activities devoted to offering a
comprehensive guideline for e-Learning designers and managers. The architecture of the
methodology was based on building trustworthiness learning components, trustworthi-
ness analysis and data processing, and trustworthiness assessment and prediction. The
methodology was evaluated by presenting specific methods and techniques applied to

real on-line courses.

We used two studies (CSCL-course-1 and p2p-course), based on real on-line courses at
the Open University of Catalonia, to evaluate and support the application and deploy-
ment of our trustworthiness methodology. Several significant aspects of our methodology
were considered in terms of specific methods and techniques through their application
in these real on-line courses. In the same study, we presented an innovative prediction
approach for trustworthiness behaviour to enhance security in on-line assessment. This
study showed how neural network methods may support e-assessment prediction. These
e-assessment prediction methods were performed in a real on-line course based on peer-
to-peer assessment processes and mobile on-line collaborative activities. The processes
and learning activities involved in the course, were encapsulated as continuous assess-
ment component. Moreover, from this component, we presented the design of trust-
worthiness history sequences with the aim of designing a neural network e-assessment

proposal.

The most relevant findings that emerge from the results presented in Miguel et al.
(2015), were related to trustworthiness methodological applications and trustworthiness

prediction models. Regarding the trustworthiness methodology proposed, we supported
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the application and deployment of the methodology in the real on-line courses presented
((CSCL-course-1 and p2p-course)). The learning activities performed in the course
were designed following the theoretical features, phases, data, and processes of our

methodological approach.

With respect to trustworthiness prediction we focused the application of trustworthiness
prediction on the course p2p-course. We demonstrated the feasibility of our neural
network prediction approach. Regarding the overall error prediction, the results revealed
a notable similarity between the test and predicted values. From these results (see
Fig. 3.4), we were able to detect anomalous user assessment. From these data, 2 students,
whose error prediction is greater than 3%, were found anomalous and required further

investigation.

05.4. Experimentation and validation: massive data processing

In Miguel et al. (2015¢), the implementation of our parallel approach faced two important
challenges: handle several formats of logs files coming from different LMS and the large
size of these log files. We showed how to normalize different log file structures as an
input for the MapReduce paradigm to manage huge amounts of log data in order to

extract the trustworthiness information defined in our model.

We used distributed infrastructure, Hadoop and Cluster Computing, to implement and
evaluate our parallelization approach for massive processing of log data. Experimental
results showed the feasibility of coping with the problem of structuring and processing
ill-formatted, heterogeneous, large log files to extract information on trustworthiness
indicators and levels from learning groups and ultimately fill a global framework devoted
to improve information security in e-Learning in real-time. We eventually conclude that
it is viable to enhance security in CSCL activities by our trustworthiness model, though
taking on the overhead caused by the use of distributed infrastructure for massive data

processing.

Fig. 3.5 shows comparative results of the battery of tests with multiple Hadoop nodes
(i.e. 2, 4, 6, 8 and 10 workers). Note that 0-node shows results of local sequential
processing benchmark. From this experimental study, we can see that the results did

not grow linearly anymore. By using a distributed MapReduce Hadoop infrastructure,
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a considerable speed up is achieved in processing large log file data as shown in Fig. 3.5.
Regarding log file size, on the one hand, for too small values, the overhead introduced by
the MapReduce framework when sending the parts to the nodes and combining output
data, is noticeable. Also, the framework control tasks spends too much time managing
and distributing data. On the other hand, values of the task size close to 3,000 MB
considerably diminished this amount of time in comparison with the total processing

time.

3.2 Further Work

As ongoing work, the methodology testing and evaluation can be continued by deploy-
ing collaborative learning e-assessment components in additional real on-line courses.
Although the first pilot was developed in two academic terms, we detected potential
improvements for the second on-line course. For this reason, we plan to apply these

improvements in the next academic term.

Due to further deployments will require a large amount of data analysis, we propose to
enhance the parallel processing methods proposed in this research with the aim to man-
age trustworthiness factors and indicators. These enhancements can be reached through
improving the MapReduce configuration strategies that would result in improvement of

a parallel speed-up, such as customized size of partitions.
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Moreover, the next steps in trustworthiness predictions methods will focus on evaluation
and test processes. With respect to our prediction approach, in order to predict both
trustworthiness students’ behaviour and evaluation alerts (e.g. anomalous results), we

suggest to evaluate additional neural networks approaches and data mining models.

The next steps regarding the prediction model will go through investigating the use
of location-based information of mobile learners to our approach, with the purpose of
improving trustworthiness assessment and then, trustworthiness prediction. In addition,
we discovered that the number of training instances should be increased. Therefore, with
the aim of enhancing the prediction model, we suggest to modify the learning activity
presented in this study in order to generate more training instances. Hence, the student’s
neural network will be able to more accurately predict more trustworthiness different

cases (not only those cases with low variation in trustworthiness evolution).

In addition, ongoing work will be implementing e-assessment solutions based on the
proposed methodology that will extend the set of security properties considered as re-
quirements, such as, privacy, non-repudiation, and so on. (i.e. not only identity and
integrity, that were selected as the most significant security properties in the scope of
e-assessment processes). To this end, we can analyse e-Learning cases and scenarios
in which these properties become relevant requirement. For instance, in Miguel et al.
(2014b) we defined privacy trustworthiness fields devoted to publish students’ informa-
tion according to the regulations, responsiveness, and the protection of privacy principles

established for each educational institution.

Regarding visualization methods in peer-to-peer e-assessment models, we plan to en-
hance the proposed visualization tools by conducting additional testing activities. The
visualizations capabilities for the tutors can be completed with additional facilities, spe-

cially those capabilities related to cope with anomalous user identification and integrity.

Although we have tackled the problem of predicting trustworthiness with neural network
approaches, there exist other trustworthiness models without neural networks methods,
such as similarity approaches and collaborative filtering (Flanagin and Metzger, 2013;
Liu and Datta, 2011). Collaborative filtering is a process of finding similar users, com-
puting predicted ratings, and applying the predictions, such as recommendations to the

user (Soboroff and Nicholas, 2000). We will consider these approaches in order to predict
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students’ trustworthiness. In this case, the item involved in the recommendation sys-
tem could be the students themselves, in other words, the collaborative filtered system
would be formed by students assessing other students. Then, the recommendation target
would be the student’s trustworthiness level. From this view, when a collaborative fil-
tering system generates predictions for a target user, the system first identifies the other
users whose interests correlate to the target user (i.e. user’s neighbours). Hence, we will
consider that if a tutor performs manual assessment, those students, which are tutor’
neighbours, would be trustworthy students. These statements have not been applied
and validated in the context of trustworthiness prediction in e-assessment, thus we pro-
pose to tackle the problem of predicting trustworthiness with a innovative collaborative

filtering approach which will be validated in our real e-Learning context.

Regarding the pilots developed in real on-line courses, the participation level experi-
mented a notable decrease along the course, especially at the end of e-assessment activ-
ities, due to the students’ peak workload in their courses (see Fig. 3.6). As ongoing work,
we plan to cope with alternative course schedule, with the aim to balance the students’

peer-to-peer activities and other students’ assignments.

Given the low number of students in the pilots, we were able to manually analyse the
data in much more detail and flexibility. Likewise, we could experiment with several

design alternatives adapting the model to the design cycles proposed in the methodology.
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However, we have not extended the application of the methodology to larger scales.
Therefore, we plan to propose a real on-line e-assessment model in a massive learning

activity, such as in the contexts of MOQOCUs.

Regarding the student profile proposed, we plan to evaluate and test our students’ profile
model in real on-line courses. Due to these deployments will require large amount of
data analysis, we will analyse and monitor the critical mass related to the students

community in a sustainable fashion.

Trustworthiness analysis and the application of a trustworthiness methodology are topics
that extend the scope of e-assessment and CSCL. In this context, we plan to consider
new applications where trustworthiness assessment and prediction are suitable methods
involved in security processes. In particular, we also plan to address our future research
to social networks and how to enhance security requirements in this context based on

trustworthiness solutions.

Moreover, we are aware of the special relevance that technological security solutions,
such as PKI or biometry, had represented in many IT systems. Therefore, we also plan
to investigate on hybrid models based on technological and functional approaches. We
believe that trustworthiness and PKI-based approaches potentially form a comprehensive

and solid security solution.

Finally, we are working on Elsevier book proposal with the aim of condensing our re-
search work and achievements into a comprehensive and self-contained reference, in order

to enhance security in CSCL through functional approaches based on trustworthiness.
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