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Abstract

Recent years have seen the emergence and ubiquitous adoption of Chip Multiprocessors (CMPs), which rely on the coordinated operation of multiple execution units or cores. Successive CMP generations integrate a larger number of cores seeking higher performance with a reasonable cost envelope. For this trend to continue, however, important scalability issues need to be solved at different levels of design. Scaling the interconnect fabric is a grand challenge by itself, as new Network-on-Chip (NoC) proposals need to overcome the performance hurdles found when dealing with the increasingly variable and heterogeneous communication demands of manycore processors. Fast and flexible NoC solutions are needed to prevent communication become a performance bottleneck, situation that would severely limit the design space at the architectural level and eventually lead to the use of software frameworks that are slow, inefficient, or less programmable.

The emergence of novel interconnect technologies has opened the door to a plethora of new NoCs promising greater scalability and architectural flexibility. In particular, wireless on-chip communication has garnered considerable attention due to its inherent broadcast capabilities, low latency, and system-level simplicity. Most of the resulting Wireless Network-on-Chip (WNoC) proposals have set the focus on leveraging the latency advantage of this paradigm by creating multiple wireless channels to interconnect far-apart cores. This strategy is effective as the complement of wired NoCs at moderate scales, but is likely to be overshadowed at larger scales by technologies such as nanophotonics unless bandwidth is unrealistically improved.

This dissertation presents the concept of Broadcast-Oriented Wireless Network-on-Chip (BoWNoC), a new approach that attempts to foster the inherent simplicity, flexibility, and broadcast capabilities of the wireless technology by integrating one on-chip antenna and transceiver per processor core. This paradigm is part of a broader hybrid vision where the BoWNoC serves latency-critical and broadcast traffic, tightly coupled to a wired plane oriented to large flows of data. By virtue of its scalable broadcast support, BoWNoC may become the key enabler of a wealth of unconventional hardware architectures and algorithmic approaches, eventually leading to a significant improvement of the performance, energy efficiency, scalability and programmability of manycore chips.

The present work aims not only to lay the fundamentals of the BoWNoC paradigm, but also to demonstrate its viability from the electronic implementation, network design, and multiprocessor architecture perspectives. An exploration at the physical level of design validates the feasibility of the approach at millimeter-wave bands in the short term, and then suggests the use of graphene-based antennas in the terahertz band in the long term. At the link level, this thesis provides an insightful context analysis that is used, afterwards, to drive the design of a lightweight medium access control protocol that reliably serves broadcast traffic with substantial latency improvements over state-of-the-art NoCs. At the network level, our hybrid vision is evaluated putting emphasis on the flexibility provided at the network interface level, showing outstanding speedups for a wide set of traffic patterns. At the architecture level, the potential impact of the BoWNoC paradigm on the design of manycore chips is not only qualitatively discussed in general, but also quantitatively assessed in a particular architecture for fast synchronization. Results demonstrate that the impact of BoWNoC can go beyond simply improving the network performance, thereby representing a possible game changer in the manycore era.
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Chapter 1

Introduction

The relentless march of technology scaling has forced a widespread transition in processor design from single core to multicore due to power and complexity reasons. The adoption of multicore processors is now ubiquitous, extending its influence from supercomputers and high-end servers to commodity computers, embedded systems, and handheld devices. In successive generations, processors have been steadily increasing in the number of integrated cores to continue with current upward trends in terms of performance and efficiency. We are thus at the manycore era.

Such scaling tendency has profound implications in a wide variety of design aspects, in ways that sharply depend on the considered computing scenario. The core microarchitecture, the memory hierarchy, the interconnect, or the software itself, are some examples of the facets impacted by the increase in core density suggested by both academic and industrial experts. This thesis is ambitious in breadth, yet necessarily narrows down its influence to aspects at the frontier between the interconnect and the multiprocessor architecture. In particular, the research presented here delves into the scalability issues of current interconnects, analyzes the architectural restrictions imposed by these issues, and then proposes a novel interconnect solution that aims to overcome them.

To put the reader in context, this chapter first provides essential background on multiprocessor architecture and on the importance of on-chip communication. In Section 1.2, the challenges that on-chip communication faces at the time of this writing are outlined, setting the focus on the outstanding issue of broadcast communication in the manycore era. This is the main motivation of the dissertation, a challenge that could be addressed with the research vision outlined in Section 1.3. The core of this vision is the proposal of the Broadcast-oriented Wireless Network-on-Chip (BoWNoC) paradigm, briefly explained in Section 1.4 along with the specific contributions made at the different levels of design.

1.1 Background

Parallelization has been the natural trend in microprocessor architecture design for the last decades and it is expected to continue in the near future. Parallelism can be found and exploited at different granularities, from the instruction level to the thread level. Instruction-level parallelism, which takes advantage of the potential overlap among simple instructions, has been used since the dawn of microprocessors. However, fundamental limits led to diminishing returns in its exploitation and finally caused power consumption in uniprocessors to
grow way faster than its performance [1, 2]. This power bottleneck suggested the exploration of higher levels of parallelism.

Multiprocessor architectures have recently emerged aiming to keep pace with the performance trends predicted by Moore’s Law while maintaining an acceptable power envelope. Parallelism is exploited either by simultaneously executing instances of independent applications or by dividing the application in a set of tasks and processing them in a collaborative manner. To do so, multiprocessors consist of the interconnection of a given number of independent processor cores and a memory system within a single die.

The on-chip interconnect is a central element of a multicore processor since it implements the communication between cores and, regardless of the programming model of choice, has a profound impact on performance. In message passing systems, communication is explicit and needs to be carefully orchestrated by the programmer [3]. In shared memory, which will be the programming model considered by default throughout this dissertation, communication between cores occurs implicitly as a result of reads and writes to the cache hierarchy. More specifically, communication is a consequence of the need to maintain the on-chip caches coherent. Since multiple copies of the same shared data may be distributed in a plurality of caches, different cores may be seeing different values if this data is modified locally. Cache coherence methods prevent this by ensuring that a read to a shared variable always returns the last written value [1, 2]. Communication between caches is required to enforce this.

Given the direct relation between memory architecture, communication, and overall performance, the research focus in multiprocessors has gradually shifted from how cores compute to how cores communicate. Buses were first widely considered for the implementation of the on-chip interconnect, but their use is restricted to small-scale architectures given the limited scalability of buses beyond a few cores [4]. Network-on-Chip (NoC), or the application of networking theory and methods to on-chip communication, has been subsequently adopted as the paradigm of choice for on-chip interconnection networks [5, 6]. In NoCs, routers and point-to-point links are arranged forming a certain topology. The network is packet-switched, which means that each core turns request and response messages into packets that will need to traverse one or multiple routers towards the destination. With an appropriate design of aspects such as the routing protocol or the flow control mechanisms, NoCs offer substantial improvements in the fault tolerance, the modularity and, most importantly, the scalability properties of the on-chip interconnect [7].

The paradigm shift in interconnect design has occurred in parallel to a paradigm shift in terms of architecture. Snooping protocols are the more common cache coherence mechanism in bus-based processors due to its simplicity and effectiveness. However, snooping protocols generally require support for global communication and a certain consistency in the order of message delivery, demands that are costly to guarantee in denser processors with modern NoCs. In response to this, coherence schemes relying on directories that keep track of the location and sharing status of memory blocks have been employed instead. The directory acts as ordering point, allowing its use in unordered networks. Unfortunately, maintaining the directory incurs certain area and power overheads, increases the architectural complexity, and lowers performance due to indirection.

As shown in Figure 1.1, inspired by the work in [8], snooping and full-map directory mechanisms represent the two extremes of the cache coherence design space, which trade off architectural cost against interconnect cost. These two solutions are not suitable for manycore processors; therefore, the coherence design space needs to be explored in depth as future chips are expected to integrate a thousand cores [9].
1.2 Motivation

On-Chip Communication Challenges in the Manycore Era

Scaling parallel applications generally implies an increase in terms of the communication-to-computation ratio given that the computation is distributed among a larger number of cores [10, 11]. This implies not only a higher amount of communication, but also a higher traffic heterogeneity given by the wider selection in terms of possible destinations. As we discuss briefly in the following paragraphs, and in depth in Chapter 5, this is translated into a higher importance of the global and multicast communication transactions. Another consequence of scaling applications and architectures is that traffic becomes more dynamic as multiprogramming, i.e. mapping several applications within different subsets of cores, is likely to be leveraged more frequently [12].

The increase in core density also implies that the increment in the intensity, heterogeneity, and variability of the load needs to be absorbed with higher energy efficiency and placing a stronger emphasis on latency. Energy consumption is important because while the power envelope keeps rather constant as the number of cores grows [13], the traffic intensity does not; whereas latency is critical because the communication delay in operations that are in the critical path of the processor will directly impact upon the execution speed.

Within this context, it remains unclear whether conventional NoCs alone will be able to meet the increasingly stringent requirements of next-generation multiprocessors. One of the main issues is the growing number of routers that a packet needs to traverse in average, which impacts on the time and energy required to move one bit across the die. To partially quantify this, Figure 1.2 shows how the performance of the widely considered mesh topology scales with the system size for uniform random traffic. The latency at low loads increases sharply, whereas the per-core throughput suffers a severe drop in spite of the much higher bisection bandwidth of the scaled topology. To solve these issues, one could use alternative topologies with lower distance between processors as suggested in Section 2.1; however, there are different performance-cost tradeoffs behind this decision, and it has
Figure 1.2: Performance of a 2D mesh as a function of the system size.

been demonstrated that there is no topology that can fit to all situations [14]. Manycore processors, thus, call for either architectural approaches that enforce the *locality* of traffic or flexible solutions at the on-chip interconnection network level.

**The Case of Multicast and Broadcast**

Thus far, we have taken the case of traffic *locality* to briefly explain the main challenges that future on-chip networks need to address. A similar reasoning can be performed for multicast and broadcast, but with an added particularity: these types of communication are much more detrimental to performance of conventional NoCs than global traffic. We subsequently discuss the contrast between the increasing presence of collective communication in manycore architectures and the reduction of performance that the underlying NoCs suffer. Although we assume cache-coherent processors here, the analysis could be extended to message passing or other programming models.

Scaling parallel architectures and applications increases their multicast requirements basically because data is shared among larger groups of cores [10, 11]. Therefore, transactions managing the sharing of data between groups of cores become more frequent and involve a larger destination set. To exemplify this trend, Figure 1.3(a) shows how the ratio of multicast transactions per instruction scales with the number of cores in processors with three different cache coherence protocols. A consistent growth of the traffic intensity is observed in protocols that actively avoid multicast traffic (MESI), as well as in broadcast-intensive alternatives, i.e. HyperTransport (HT, [15]) and TokenB [16]. In the latter cases, multicast transactions actually become accountable for a potentially huge percentage of all the traffic. Figures 1.3(b) and 1.3(c) exemplify this by showing the percentage of multicast flits that are injected to and ejected from the NoC in the HT and TokenB schemes. Note that in TokenB, assuming 64 cores, 25% of the injected traffic is broadcast and generates 80% of the flits served by the NoC.

There are different ways to serve multicast messages in conventional NoCs, as depicted in Figure 1.4. The most simple mechanism, generally known as *unicast-based*, consists in breaking down the multicast packet into as many replicas as the number of destinations and serving each replica independently. Intuitively, this method is highly inefficient when the destination set is large [17]. Consequently, techniques used in multicomputer networks such as the *path-based* or *tree-based* multicast have been proposed instead. In the former case, several copies are sent to separate chip partitions. Each copy is in turn replicated when
Figure 1.3: Multicast traffic as a function of the number of cores assuming a tiled architecture with private 32-kB L1-D/L1-I caches, 512-kB of shared L2 per core and three coherence protocols. Results are the geometric mean of all the SPLASH-2 and PARSEC benchmarks.

Despite recent research efforts [17,20,21], the multicast performance of NoCs does not scale well for two reasons. As mentioned above, the sheer addition of more cores causes the average logical distance between processors to increase. This affects the latency of broadcasts and dense multicasts, which always need to reach distant destinations. On top of this, message replication within the network increases contention and aggravates the performance degradation when the load increases. These two issues are clearly observed in Figure 1.5, which plots the latency-throughput characteristic of a 64-core mesh with tree-based multicast as a function of the percentage of broadcast traffic. Even considering an aggressive design with fast routers, the low-load latency increases substantially and the throughput drops as the core density increases. Here, it is worth noting that the latency would further increase if path-based or unicast-based multicast methods are considered.

As we will see in Section 2.1, there have been several proposals trying to bridge the existing gap between multicast requirements and performance in conventional NoCs. Some works have achieved outstanding improvements, but there are two issues that still remain unclear. First, how will these designs be scaled so that the latency is kept low without incurring into unaffordable overheads? Second, how can broadcast bursts be efficiently served without affecting unicast traffic?
Impact of Multicast Performance on the Manycore Architecture

The scaling limitations of conventional NoCs force manycore architects to minimize the use of methods that generate global and multicast traffic. This has two direct consequences.

On the one hand, the poor multicast support causes the performance of current architectures to drop significantly as they are scaled. Some works have shown that limited broadcast support can lead to a remarkable slowdown of the execution speed of a cache-coherent multiprocessor [20]. Functions that are inherently global or collective, e.g. synchronization, become expensive by default and can degrade performance of benchmarks that use it. Liang et al have demonstrated that poorly implementing synchronization can reduce performance by approximately 40% in widely used benchmarks despite representing a small fraction of the code [22]. In message passing systems, algorithms that make frequent use of collective communication patterns will see their performance significantly reduced when scaled.

On the other hand, the active avoidance of multicast traffic increases the complexity of architectures and applications. To avoid slowing down coherence, architects have to resort to hefty directory coherence protocols or latency hiding optimizations that are often hard to debug and verify. In accordance with Figure 1.1, these methodologies push architectures towards a suboptimal solution space close to the full-map directory corner. The use
of techniques such as imprecise tracking [23] is strongly limited, whereas simpler architectures employing token coherence [16] or snooping protocols for unordered networks [24, 25] are completely prohibited. These constraints also affect message passing systems, where programmers are encouraged to minimize the use of collective communication primitives, complicating the task of parallel programming even further.

All these evidences suggest that an effective broadcast plane may be not only valuable, but even necessary, to avoid slowing down progress in the manycore era. The potential benefits of such approach would be substantial since, first, the performance of a wide set of architectures and programming models would be greatly improved. Additionally, the constraints relative to the use of broadcast would be relaxed, thus significantly reducing the cost of operations based on broadcast. This would enable the adoption of architectural and algorithmic techniques overlooked at the manycore scale, opening a large set of unexplored possibilities.

1.3 Vision: Broadcast-oriented Wireless Network-on-Chip

A plethora of different research lines have emerged as a response to the wide range of challenges that have arisen in the manycore era. In most cases and as summarized in Chapter 2, the use of novel interconnect technologies has been envisaged as the main path towards overcoming the issues of conventional NoC designs at the technological, microarchitecture and network architecture levels. Yet, at the time of this writing, a review of such proposals reveals a notable lack of effective and scalable multicast communication mechanisms [26].

The vision stated on this thesis originates from this deficit in terms of broadcast communication support within the chip context, and is motivated by the potential consequences at the architectural level. The vision is graphically represented in Figure 1.6 as the combination of a flexible and truly scalable broadcast platform, and a more conventional throughput-oriented network plane. We aim to provide flexibility, versatility, and inherent broadcast capabilities where the architecture shows variability, heterogeneity, and demands broadcast support.
The core of this hybrid architecture represents the main contribution of this thesis: the concept of BoWNoC. Unlike in most WNoc architectures [26], the main design objective of this novel paradigm is to provide outstanding broadcast capabilities even in many-core scenarios. This is ideally achieved by integrating one wireless communication unit per processing tile and by allowing all processors to share a small set of broadband channels. With these design guidelines, broadcast communication can be performed in a few processor cycles regardless of the number of cores, leading to significant network performance improvements even with modest bandwidths. Moreover, the wireless channel naturally enforces certain ordering rules, which is highly desirable from the –often overlooked– architecture perspective. Since no path infrastructure is required between cores, this approach is non-intrusive and flexible from a system-level standpoint. For all this, the BoWNoC embodies one of the network planes of our hybrid architecture, which would be leveraged for the transmission of global and broadcast traffic.

Overlaying a BoWNoC over a conventional NoC not only would provide specialized support for multicasts, but also would offload the main NoC and thus increase performance and efficiency for the rest of communication flows. Unlike the existing hybrid proposals that combine wired and wireless technologies, our vision implements two independent network planes. Interaction between planes is not performed at the routers in each hop, but rather at the network interfaces, which implies that messages will not bounce back and forth between planes. The network interface includes a hybrid controller that performs traffic steering as a function of a policy that can be easily reconfigured at runtime. These decisions contribute to make the network architecture simpler, more flexible, and easier to integrate in architectures that might need the ordering properties of BoWNoC to implement certain functions.

The vision is ambitious and extends beyond the horizon of the next generation of processors. To provide enough bandwidth and energy efficiency even in thousand-core architectures [9], we envisage the use of graphene-based RF components in the wireless plane and of nanophotonic technologies in the wired plane. Yet still, this dissertation has more immediate objectives as we will see next.

1.4 Scope and Contributions of the Thesis

The main objective of this thesis is twofold. First, we aim to set the foundations of the novel BoWNoC approach by analyzing how its unique traits impact on a wide set of design aspects. Second, we aim to prove that BoWNoC is feasible by studying the theoretical scalability of most of the actors involved in this paradigm, seeking to eventually provide a starting point of design from which different investigations can evolve.

Figure 1.7 shows a tentative roadmap describing this research area from different design perspectives and stretching the temporal horizon towards the long term. The highlighted region within this figure represents the scope of this dissertation which, albeit prospective, remains temporally close to the state of the art in the field. As mentioned above, the objectives of this work are in consonance with this temporal frame and do not point towards a complete and optimized design. Instead, we aim to validate the feasibility of the approach and showcase its future potential. The roadmap figure also graphically represents the conceptual breadth of this dissertation, which cuts through different levels of abstraction. We made an effort to provide the fundamentals and feasibility from most of the perspectives involved in the field of on-chip communication: electronics, communications, networking, and computer architecture.
At the physical layer, this work studies the main uniquenesses of the BoWNoC scenario in terms of antenna and transceiver design, channel modeling, coding, and modulations. Then, the feasibility of the BoWNoC paradigm is investigated from the implementation perspective by analyzing how RF designs scale with frequency and by assessing the applicability of graphene technology within our vision. At the link layer, medium access control mechanisms are key for the correct operation of a BoWNoC. This work provides a thorough context analysis, from which a set of design guidelines is extracted. A lightweight and scalable medium access control protocol is proposed, modeled, and compared with a set of representative implementations. At the network layer, the interplay between the wired and wireless planes of the hybrid architecture is evaluated, seeking to prove the flexibility and higher performance of our approach. Finally, at the architecture level, it is demonstrated that the integration of a BoWNoC within the memory hierarchy can provide substantial benefits in terms of execution speed of multiprocessors.

The remainder of the thesis is as follows. Before detailing the different contributions of our work, this writing provides a taxonomy of recent works that propose ways to improve the broadcast support in NoCs. This is presented in Chapter 2 which, for the sake of fairness, puts emphasis on emerging interconnect technologies. Chapter 3 delves into the fundamentals of wireless on-chip communication, detailing the main enabling technologies and surveying existing works in the area. Thereafter, the contributions at each of the design layers are detailed following a bottom-up approach: we start from the physical layer in Chapter 4, up to the layer level in Chapter 5, to then address the network layer in Chapter 6, and finish with the multiprocessor architecture in Chapter 7. Chapter 8 concludes the dissertation with a summary of the lessons learned and paths that could be explored in future research endeavors.
Chapter 2

Broadcast in Emerging Interconnect Paradigms

Current interconnects present intrinsic limitations in terms of delay and energy efficiency that suggest the use of alternative solutions in next-generation on-chip networks. The width of the on-chip wires is reduced in each technology generation, increasing the resistance per unit of length. This, in turn, causes an exponential increment of the Resistive-Capacitive (RC) delay, as shown in the log plot of Figure 2.1(a). Traditionally, technology downscaling also implied faster system clocks, which reduce the symbol time and thus rendering the charging and discharging the wire within the allotted times a challenging task. All in all, this means that while processors may be able to work at frequencies as high as 5 GHz, moving data across the chip would be likely done much slower [27].

Although parallel and low-power computing trends seen in recent years strongly discourage the use of high clock frequencies, the interconnect problem still persists. The energy efficiency issue for global interconnects is especially concerning given that the power density is expected to increase with the trend shown in Figure 2.1(b). Therefore, in an era where the technology downscaling keeps narrowing the performance bottleneck imposed by traditional wireline on-chip networks, research efforts have been recently focused on both (1) pushing the performance limits of electrical interconnects while hiding their limitations in upper layers of design, and (2) finding scalable alternatives in the physical layer of design and conceiving on-chip networks around them [28].

By extending the original NoC paradigm to new interconnect technologies with enhanced characteristics, the performance scalability of the NoCs could be greatly improved. However, this is not the only way new technologies impact the design of next-generation processors. In fact, we will see throughout this dissertation that unique capabilities of new interconnect technologies will likely lead to a rethinking of current network and multiprocessor architectures.

For all this, and with the aim to provide the necessary context for the dissertation, this chapter provides a brief yet comprehensive survey on the state of the art of on-chip networking. We review advances in NoC design based on conventional RC signaling, three-dimensional NoCs enabled by vertical stacking, RF interconnects, and nanophotonics [29]. As summarized in Table 2.1, we compare their principles of operation, technological readiness, and bandwidth and energy efficiency characteristics. Finally, we devote a few lines to describe the broadcast capabilities of each analyzed contender in order to clarify their potential as possible alternatives for the implementation of broadcast-oriented NoCs [26].
2.1 Advanced Network-on-Chip Design

The delay and energy problems of conventional signaling schemes are the main motivation behind the quest to find new interconnect technologies for the short or mid term. However, this does not stop research to keep improving the performance and efficiency of traditional RC wires and networks based on them. A plethora of works have been pushing the limits at the physical layer of design, whereas upper levels have been attempting to alleviate the problems inherent to the technology [12].

A first and understandable step has been to try to reduce the area footprint and power consumption of on-chip links without compromising their speed. This has been accomplished with new transceivers and line drivers that are capable of operating with reduced voltage swings (i.e. difference between the highest and lowest voltage levels) maintaining the signal integrity at acceptable levels [21,30]. These works use different techniques which are out of the scope of this dissertation, but that accomplish significant the power savings. For instance, the chip fabricated in [21] has a power consumption 40% lower than its baseline.

New approaches have also seen on-chip links as something more than a mere point-to-point interconnection between two routers. The work by Grot et al, for instance, proposes the use of multidrop links where signals reach multiple routers at once [31]. This strongly reduces the diameter of the network without the need of very high radix routers. Another interesting research line proposes the use of asynchronous links that can traverse multiple routers within the same clock cycle [32]. These links are built up and broken down on a per-cycle basis by sending bypass signals towards the destination.

The next step is to improve the routers. Continuous efforts have been achieving a progressive reduction of the router pipeline delay from around 4-5 cycles to 1 cycle in contention-free situations, or 2 cycles at most when there is contention. Speculation has been the main path towards such improvement. A widespread speculation technique consists in assuming that the switch will be correctly allocated if an output virtual channel is successfully granted [33]. Other predictive schemes are less common and generally less accurate, like assuming that all requests will be granted under low load [34] or predicting which will be the output port required by the next flit without having yet read its header [35].

At the network architecture level, the need for lower latency suggests the use of topologies with higher connectivity than the all-pervasive 2D mesh. In these cases, there is a trade-off between connectivity and the radix of the router, which is often indicative of the
Table 2.1: Comparative summary of the emerging interconnect technologies for NoC.

<table>
<thead>
<tr>
<th>Wiring</th>
<th>Baseline</th>
<th>3D NoC</th>
<th>Nanophotonics</th>
<th>RF-I</th>
<th>Wireless</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principle</td>
<td>RC Wires</td>
<td>Vertical Vias</td>
<td>Waveguides</td>
<td>Transmission Lines</td>
<td>None</td>
</tr>
<tr>
<td>Propagation Speed</td>
<td>Wire charge</td>
<td>Wire charge</td>
<td>Optical signals</td>
<td>Guided RF signals</td>
<td>Radiated RF signals</td>
</tr>
<tr>
<td>Technological Availability</td>
<td>Now</td>
<td>Now</td>
<td>Mid term</td>
<td>Short term</td>
<td>Short term</td>
</tr>
<tr>
<td>Integration Complexity</td>
<td>Low</td>
<td>Low</td>
<td>Very high</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Bandwidth Density</td>
<td>Good</td>
<td>Better</td>
<td>Best</td>
<td>Better</td>
<td>Modest</td>
</tr>
<tr>
<td>Intrinsic Efficiency</td>
<td>Good</td>
<td>Better</td>
<td>Best</td>
<td>Better</td>
<td>Modest</td>
</tr>
<tr>
<td>Architectural Flexibility</td>
<td>Average</td>
<td>Average</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Issues</td>
<td>Wire delay</td>
<td>Thermal Effects</td>
<td>Laser power, buffering</td>
<td>Signal reflections</td>
<td>Multiple access</td>
</tr>
</tbody>
</table>

cost of a given topology. Examples of some new topologies are depicted in Figure 2.2. The flattened butterfly [36, 37], which interconnects a core with the rest of cores of its row and column; the express cube topology [31], which achieves a similar connectivity with lower radix by using multidrop links and only allowing one node to transmit through the same row or column; or the small-world NoC [38], which lays express links between strategic routers over a mesh topology to reduce the network diameter without significantly increasing the cost. Finally, there has been a recent proposal that advocates for the design of very high radix switches, i.e. up to 64 ports per switch, providing global connectivity with allegedly affordable area and power footprints [39].

Multicast and Broadcast

Most of the link, router, and topology improvements summarized above reduce the latency and power to some extent without making any assumption over the traffic typology. Obviously, topologies that shorten the diameter of the network will most likely reduce the latency of multicast traffic in a similar proportion than the latency of global traffic. Yet still, the network remains point-to-point, fact that prevents the design of truly scalable multicast and broadcast schemes without affecting other traffic flows.

As we have seen in Section 1.2, there are three ways to serve multicast messages in conventional NoCs: unicast-based, path-based, and tree-based. On the one hand, unicast-based multicast has been widely disregarded in recent efforts due to its high inefficiency; on the other hand, path-based and tree-based multicast have received constant improvements both at the link and network levels. At the link level, several works have striven to reduce the delay of the flit replication that takes place within the routers. Initial designs with single-port allocation and simple crossbars [19, 40] have evolved into routers that combine (a) allocators that can associate multiple outputs to the same input at the same clock cycle with (b) crossbars that instantly replicate the message at the allocated outputs [20, 41, 42]. This reduces the hop delay from a quantity proportional to the packet length and the number of allocated output ports, to a quantity proportional only to the packet length. At
the network level, successive path-based and tree-based NoCs have been augmented with adaptive routing that balances the load [17,20,21,43] to further enhance their performance. MIT led several of the aforementioned proposals regarding tree-based routing and multicast router microarchitecture. These works culminated into SCORPIO [25], a 36-core prototype that implements them together with a broadcast ordering mechanism. The authors demonstrated that snooping coherence can be achieved at this scale using an unordered network, and achieved a 25% average execution speedup with respect to directory-based schemes. Even though this work is a huge step towards demonstrating the feasibility and benefits of broadcast-based manycore architectures, it also recognizes important scalability concerns beyond 100 cores.

To achieve scalable broadcast in manycore environments, the use of multidrop links [31] seems a feasible option given that messages are automatically replicated in each node of the same row and column. Similarly, the high-radix switch approach proposed in [39] claims to be able to provide multicast and broadcast with affordable cost. Unfortunately, the paper does not demonstrate this fact. Finally, the multi-hop link approach by Krishna et al has been also augmented to allow the fast transmission of multicasts and broadcasts as analyzed in [44]. All these options could provide broadcast communication within at least two hops, which is a great improvement with respect to the path-based and tree-based schemes outlined above. Yet still, two aspects need to be resolved: the scaling complexity of the required routers and links, and how the flooding effects caused by broadcast traffic would impact on the unicast traffic.

2.2 3D Integration

Three-dimensional stacking consists on the superposition of different layers of active devices. These layers are separated by just a few tens of micrometers and are vertically interconnected generally by means of through-silicon vias [45] as sketched in Figure 2.3.
The creation of 3D integrated circuits has proved to be a promising paradigm, since it has shown to imply significant benefits such as higher packing density, improved noise immunity and overall superior performance [46].

Latest advancements in this field focus on improving the performance of vertical interconnects. The work in [47] proposes the employment of vertical slit field-effect transistors, which consume less area and power than CMOS through-silicon vias. Near-field coupling schemes have been also proposed, aiming to virtually eliminate the need for a physical interconnection between layers [48, 49]. Proposals in this regard are divided according to the coupling type. Inductive coupling schemes generally offer longer transmission ranges than capacitive ones for similar data rates [49], whereas the area overhead introduced by capacitive coupling transceivers is approximately one order of magnitude lower than the inductive options [48]. In both cases, the energy required for transmission is still substantially higher than state-of-the-art vias.

Pros and Cons

From a communications perspective, the advent of 3D stacking interconnect technologies has allowed to break the traditionally planar nature of NoC, opening a set of new design opportunities. The main advantage of this approach is the significant reduction in terms of average propagation delay and energy per bit given by the short distance between layers of processors, in the order of a few tens of micrometers. The work by [50] provides a thorough analysis on this respect.

More significantly, the use of 3D stacking enables the design of topologies that would be unfeasible in the 2D design space, potentially yielding reduced multihop latency results [51]. Since the advantages of this approach are mainly at the network level, the potential improvements are compatible with and practically independent of the underlying interconnection technology. Additionally, 3D stacking is an effective way to intuitively interface different technologies in hybrid approaches, facilitating modularity by avoiding the integration of different technologies within the same layer.

It is important to note that 3D stacking presents considerable challenges. The superposition of active layers produces an increase in the heat density that must be circumvented in order to avoid thermal effects. In this case, the work by Nandakumar et al reduces the power of through-silicon vias, alleviating the heat density issues to some extent [47]. Another downturn of this approach is that refined techniques are needed for the manufacture of such tridimensional integrated circuits and networks; in particular, alignment method-
ologies are required for the precise positioning of the vias. The use of wireless coupling schemes could eliminate this issue, yet at the cost of higher power consumption. These issues still need to be further researched in order to validate the applicability of 3D stacking in the manycore era.

3D Network-on-Chip

The intrinsic bandwidth density and technological readiness of 3D stacking have been the main reasons of its adoption in several works. Due to this, communication capabilities in the third dimension are being introduced within NoC design tools and as part of a multicore processor design flows [52].

The topology exploration performed in [51] has shown that 3D extensions of the mesh topology can achieve significant latency and throughput improvements. This is due to the reduction in terms of both physical and logical distance between nodes, which leads to a lower network diameter and overshadows the area and power overheads resulting from the increase of network radix. The work also studies new topologies where vias do not always directly connect two nodes located directly above or below each other, disposition that enables the 3D extension of butterfly fat tree topologies.

The stringent heat issues of 3D NoCs have also affected the design of the routing schemes. A relevant example of this is presented in [53], which proposes a routing mechanism that obtains thermal profile information at runtime and adapts the routing table to avoid traversing hot areas.

Multicast and Broadcast

The application of 3D techniques has obvious implications on the design of multicast and broadcast strategies. Due to the reduction in the average distance between nodes, multicast and broadcast techniques become less expensive that in 2D environments. Yet their application is not straightforward and requires the extension of the routing schemes in the third dimension. This has been the object of different works [54, 55], which explored different routing options encompassing both path-based and tree-based alternatives, as well as fixed or adaptive routing. In any case, and even though the three-dimensional paradigm improves the performance of multicast and broadcast flows, contention in tree-based techniques and latency scalability problems in path-based techniques are still issues inherent to the wired interconnects.

2.3 RF Interconnects

The RF interconnection paradigm is presented as an alternative to traditional voltage and current signaling through metallic wires. Precisely, RF interconnection accounts for the transmission of electromagnetic waves over microstrip transmission lines or co-planar waveguides printed within the metal layers of the chip [27, 56]. The original baseband signals are modulated using carrier waves at frequencies up to several GHz and then guided through the transmission lines. Signals propagate at the speed of light instead of at the charging and discharging speed of RC wires, and need to be taken back at the baseband frequency and demodulated at the receiving end.

Transmission lines can have multiple inlets and outlets, allowing to design multi-receiver schemes similar to the multidrop links mentioned in Section 2.1. Also, shared transmission
Figure 2.4: Sketch of a frequency-multiplexing scheme using transmission lines or optical waveguides. A similar approach can be applied to perform code multiplexing. To perform time multiplexing, cores simply need to transmit in different time slots.

lines enable the use of multiplexing techniques, this is, the simultaneous transmission of signals modulated at different frequencies (as represented in Fig. 2.4), codes, or time slots. This can be used to improve the bandwidth of a single transmission or to address transmissions coming from different nodes. As we will see, the RF interconnect paradigm shares the same basic principles with wireless on-chip communication. Thus, we refer the reader to Chapter 3 for further details.

**Pros and Cons**

The speed-of-light propagation is one of the main advantages of the RF interconnects. In long-range links, the improvement in terms of propagation time is very large with respect to the delay introduced by the modulation process and, therefore, the communication latency can be effectively reduced and be made virtually independent of the link length [27]. A second advantage stems from the possibility of transmitting several frequency-orthogonal signals through the same transmission line. Each core can be assigned a set of channels, so that several cores are interconnected using the same transmission line, thereby reducing the number of wires. Further, the bandwidth for each core could be dynamically assigned at runtime according to application demands.

The use of RF interconnects also entails several issues that reduce its scalability and practicality from a system-level perspective, specially when considering multicast or broadcast mechanisms. For instance, the circuitual implementation of frequency multiplexing transceivers produces both an area and power overhead that must be reduced before the whole design can be scaled. Also, the physical topology must be carefully designed as impedance mismatch reflections at the terminations of the transmission line may generate interferences. This strongly limits the number of nodes connected through the same transmission line, and forces the use of amplifiers that bridge different transmission line segments. The work in [57] limits the number of connections per segment to five, and then discusses the cost of introducing amplifiers and the need to avoid positive feedback loops at the topology.
Networks-on-Chip with RF-I

Perhaps due to its scalability limitations, the use of the RF interconnect technology has been somewhat limited despite its technological readiness. Opportunistic applications have been proposed over this approach, such as communication among very large caches with bounded latency [58] or the use of carrier sensing techniques within the transmission lines in order to implement very fast synchronization barriers [57]. Transmission lines as global multidrop interconnects have been also opportunistically proposed to support fast locks [59] and barriers [60].

In the more traditional sense of NoC, the RF interconnect has been proposed in unswitched schemes and as a complement of an underlying conventional NoC. For instance, the work in [61] considers a global multiband transmission line laid over a mesh. The transmission line, which has a shape similar to the one sketched in Figure 2.5, is considered as a shortcut between far apart cores and used only for long-range communication. This reduces the overall latency and execution time of SPLASH-2 benchmarks. A similar approach is that of [62], which combines a mesh with a transmission line ring that goes through all nodes. The decision on whether to use the mesh or the ring is taken at the network interface and depends on the load and the potential latency gain at each network plane.

NoCs implemented with RF interconnects only have been also proposed. The work by Carpenter et al takes a bus-based approach by interconnecting all cores to the same transmission line and using a centralized arbiter to provide multiple access [63]. Their subsequent paper improves the throughput of the network by means of techniques applied in other contexts to transmission lines or buses [64]. Another work that is worth noting is presented in [65]. It proposes a global transmission line scheme that implements Orthogonal Frequency Division Multiple Access (OFDMA), promising dynamic reconfiguration and better performance than baseline NoCs for 32 cores and above. The approach is scaled by using the transmission line to interconnect clusters of cores, yet the complexity of the signal processing required to implement OFDMA seems to remain as a roadblock for its actual implementation.

Multicast and Broadcast

Most of the NoC proposals with RF interconnects have a global transmission line that passes through almost all nodes. If all nodes share the same frequency channels or a single-writer-multiple-reader scheme is replicated, the transmission line will inherently support multicast...
and broadcast. However, it is not straightforward to scale a system with these features due to the high number of reflections present at the transmission line inlets and outlets. In fact, the bus-based scheme by [63] does not support broadcast to reduce the design complexity. Only the works in [62, 65] put emphasis in the broadcast capabilities of the scheme, but do not provide details on their performance. Related to this, the work in [57] takes advantage of the shared medium nature of RF interconnects to implement an unconventional reduction scheme used, in this case, to implement barrier synchronization. Basically, the presence of signal in the waveguide is interpreted as a collective OR, as it appears when one or more nodes transmit.

2.4 Nanophotonics

At the time of writing this thesis, Nature published an article that reveals the implementation details of a single-chip multiprocessor that internally communicates using light [66]. This represents a very important milestone in the application of nanophotonics in the on-chip communication field, idea that has been around since the first creation of CMOS-compatible optical building blocks [28]. The scaling and generalization of the idea implemented in [66] embody the concept of photonic NoC, where light is coupled on chip, modulated at the transmitter, and guided to the receiver through integrated waveguides. Other works propose to reach the receiver through freespace optics and steerable mirrors, which would add a certain flexibility at the cost of efficiency [67]. In either case, nanophotonics support the transmission of signals at different frequencies, or better referred here to as wavelengths, but at a much higher density than in RF interconnects.

Intense research efforts in this field have been directed towards developing low-loss and low-footprint building blocks for the creation of these networks. The objective is to achieve transmission speeds in excess of 50 Gbps in integrated platforms [68] with energy figures as low as 1 fJ/bit [69]. Couplers, graters, light splitters, modulators, switches, waveguides and photodetectors are the components that need to be developed and optimized to this end [70–74]. Some of them can be implemented using microring resonators, the behavior of which is summarized in Figure 2.6. Microring resonators basically divert light of a certain wavelength when a voltage is applied over them or let light pass through otherwise. The resonant wavelength depends on the size of the microring, and needs to be tuned with fine granularity by applying localized and stable heat. One can develop a modulator by using a digital source to drive the resonator, whereas a switch can be devised by combining a set of these microrings [72]. Switching can be also wavelength-selective [73].

The work in [66] previously mentioned is of essential importance as it demonstrated the CMOS-compatibility of the paradigm. The authors report that a zero-change policy was achieved when manufacturing the prototype, meaning that only standard fabrication processes were used to implement and assemble the different components. A total circuit efficiency of 1.3 pJ per bit was achieved while operating at 2.5 Gbps, outstanding numbers considering that this is the first complete prototype implemented with standard processes.

Pros and Cons

The transmission and reception principles of nanophotonics can be somehow seen as a particular and extreme case of RF interconnect, as optical signals are basically electromagnetic waves at much higher frequency than RF signals. Consequently, they share some of the
advantages, like the relative flexibility provided by multiplexing or the low latency potential given by the speed-of-light propagation. Also, the bandwidth density delivered by the nanophotonics technology is much higher than in other emerging alternatives due to the very small wavelengths involved in the communication. Additionally, the intrinsic energy efficiency of the approach is orders of magnitude better than that of RC wires.

The main limitation of the nanophotonic paradigm is that existing laser sources are bulky and technically complex, which force designers to place them off the chip. The lack of effective on-chip lasers imposes the use of static power allocation techniques, which reduces the flexibility and energy efficiency of the network. Research on laser management adaptable at runtime [75], predictive strategies [76], or freespace optics solutions favoring the use of on-chip vertical-cavity surface-emitting lasers [67] may alleviate these issues though. Finally, it is worth noting that the impracticality of light buffering and header processing prevents the creation of optical routers for on-chip communication, hampering the use of conventional NoC techniques in a nanophotonics platform. Even though these problems can be overcome with hybrid electro-optical routers [77], converting light into electrical signals (and vice versa) at each hop increases the energy cost and decreases performance, discouraging their use in large-scale systems.

**Photonic Network-on-Chip**

The experimental work by [66] represents a very simple design of microprocessor to memory communication, yet the initial demonstration of a future family of photonic NoCs. Actually, ever since the advent of nanophotonic interconnects, considerable efforts have been put into leveraging their outstanding properties to design on-chip networks for next generation multiprocessors. Given that buffering and header processing must be done in the electrical domain, alternatives to routed mesh designs were sought towards the idea of completely optical NoCs. A wide and growing variety of designs can be found throughout the literature, from simple and conventional to novel and tailor-made topologies, including both arbitration based and contention-free architectures, a selection of which we briefly outline next.

Kirman et al. realized one of the first works on nanophotonic NoCs by devising a bus-based architecture for snooping purposes. The architecture consists of a logical crossbar that is implemented by replicating a single-writer multi-reader (SWMR) structure [78]. Each transmitter is tuned to a unique wavelength and broadcasts its messages through a
serpentine waveguide (as the sketched in Figure 2.7) that connects all $N$ cores, each of which must account for $N-1$ detectors in the receiving end. Although the transmission medium is shared, contention is avoided through the use of exclusive wavelengths. Multibit transmission can be achieved by means of waveguide replication. The work in [79] extends this architecture for general-purpose chip communication, evaluating its performance in a directory-based coherence protocol.

HP designed a similar architecture named CORONA [80]. This scheme also implements a full crossbar, but this time by replicating a multi-writer single-reader (MWSR) scheme. Each core is associated to a given waveguide and can write to any other waveguide. In this case, two cores will contend if they want to communicate with the same destination. To avoid possible collisions, CORONA implements an all-optical token-ring-based arbitration scheme. WDM techniques are used to implement multibit transmissions.

An alternative to the abovementioned crossbars consists in deploying a set of switches that will guide the information to the intended receiver. The challenge here is to avoid contention by adequately setting up the switches. In a first approach, a parallel electrical NoC was used in order to implement circuit switching [72]: when a node has something to transmit, it sends a path setup packet through the electrical NoC, which prepares the switches as it is routed to its destination. Upon acknowledgment, the transmission starts at the optical plane and the path is maintained until the transmission finishes. Then, the receiver sends a path breakdown packet through the control plane. Unfortunately, this approach strongly limits the number of simultaneous transmissions and, therefore, the achievable throughput. Path multiplicity by means of component replication [72] and time-multiplexed interleaving [81] have been proposed in order to alleviate this issue.

Static switching schemes constitute another important branch of research. In this case, switches try to cover all the transceiver-receiver pairs by means of wavelength-selective switching. The work in [82] implements an alternative topology by employing higher-radix switches and static wavelength assignment. The work in [73] considers a mesh topology instead and assigns the orders in the switching table so that oblivious routing is accomplished. Spatial routing, i.e. the wavelength assignment is made as a function of the switch position, has been also proposed [83].

Finally, a set of proposals aim to combine nanophotonics with other technologies for different purposes. For instance, 3D stacking techniques are used in [84] to create a set of partial networks without incurring in an excessive number of waveguide crossings. Also,
the proposals in [85, 86] implement a hybrid topology which performs intra-cluster communication by means of a photonic NoC and inter-cluster communication by means of a conventional or wireless NoC. This structure is also proposed in [78, 79] to scale their designs.

**Multicast and Broadcast**

As in RF interconnects, nanophotonics is mainly proposed as a platform for global communication in a sort of bus that goes through all nodes. In CORONA [80], a fraction of the resources is devoted to implement a broadcast bus arbitrated by means of a token-passing scheme. On the other hand, SWMR structures like those of [78, 79] inherently deliver the messages to all receivers without the need for arbitration. This would be an ideal scheme for broadcast, but laser power problems strongly limit its scalability: each of the nodes that are interconnected extract a fraction of the light and add losses that are logarithmic in nature. As we will see in Chapter 4, these losses and the fact that laser power allocation is generally static, render impractical the development of scalable broadcast schemes.

Morris et al employ a slightly different photonic network to implement broadcast within a snooping coherence architecture [87]. There are two groups of waveguides: a first set that passes through the different cores divided in columns, and a second set that implements a tree connecting all cores. Light passes first through a control center, which redirects it through only one particular column. At that column, token-based arbitration ensures that only one core can intercept the optical signals. That core modulates the light and couples it to the tree waveguides, which distribute the signals to all cores. The authors also propose a multicast scheme that incorporates ring resonators at the splitting points of the tree, so that a message will not enter a leaf unless one of its nodes is within the destination set. Albeit complex, these structures reduce the amount of components within the critical path of light (thus reducing the laser power requirements), but does not completely solve the scalability problem associated with this technology.

Finally, note that the unconventional many-to-one communication scheme proposed in [57] for RF interconnects is theoretically applicable to the nanophotonic scenario. A similar scheme has in fact been proposed in [80] to implement a token-based arbitration mechanism and in [88] to implement global locks. In these cases, light at a particular wavelength circulates through a shared waveguide unless one of the nodes diverts it. Therefore, the presence or absence of light can be considered as a collective AND of all the nodes that share the same wavelength.
Chapter 3

Wireless On-Chip Communication and Networking

Wireless on-chip communications and networking is a relatively recent field. A first pioneering work appeared in 2002 proposing the use of the novel concept of on-chip antenna to wirelessly distribute the clock signal across a single chip [89]. This approach was validated with a test chip integrating both the transmitter and the receiver with their respective zig-zag antennas at 15 GHz. It was a very simple scheme that did not even need to modulate the clock signal at the transmitting end, and only amplified and frequency-divided the signal at the receiver.

Albeit very simple, this work paved the way for the development of the WNoC paradigm. The approach is possible by virtue of the steady technology scaling trends that, in the pathway to millimeter-wave (mmWave) frequencies, have scaled the antennas and the passive elements of the circuits that drive the antennas down to sizes much smaller than the silicon chips where they are integrated. As a reference, Figure 3.1 shows the scaling trend of inductors according to data from the International Technology Roadmap for Semiconductors (ITRS) and [61]. This behavior can be extrapolated to on-chip antennas which, for instance, would have an quarter-wave axial length of around 0.38 mm and a width on the order of 0.01 mm if designed in zig-zag shape for 60-GHz operation [90]. In the face of this prospect, intense research has revolved around the development of efficient and effective on-chip antennas, transmitters, and receivers for wireless chip-scale communication [91,92].

Wireless on-chip communication shares the basic working principles with the RF interconnect paradigm outlined in the previous chapter, yet with different propagation medium. Basically, a transmitting antenna modulates information coming from a processor core and radiates the resulting RF signals at a given frequency. These waves propagate within the chip package following different propagation mechanisms [93] and may be received by any other antenna tuned to the same frequency and within the range of the transmitter. In other words, all antennas tuned to the same frequency channel share the medium similarly to in a bus or a transmission line. Also, different channels can be implemented by using frequency or code multiplexing either to increase the bandwidth or for addressing purposes.

The advantages and downturns of wireless on-chip communication subtly differ from those of RF interconnects mostly due to the fact that energy is radiated instead of guided through transmission lines. The latency advantage with respect to RC signaling still applies, as wave propagation occurs at the speed of light. Wireless on-chip communication also shows improved simplicity, flexibility, and reconfigurability potential as compared with the rest
of interconnect technologies since no path infrastructure is required between nodes. Thus, a WNoC can modify the logical topology or other transmission parameters without the need of any physical modification. This paradigm can even become modular by virtue of the wireless core concept, wherein an antenna and a transceiver are integrated within each core. A library of general-purpose or specific wireless cores could be created, allowing the building of custom multicore processors by the integration and initial configuration of a set of such predesigned cores. Last but not least, WNoC offers native broadcast capabilities as information may potentially reach any core regardless of its location.

The WNoC paradigm also shows two main downturns with respect to the rest of alternatives: energy efficiency and bandwidth. Since energy is radiated through space rather than guided in through planar 2D structure, wireless communication is intrinsically less efficient. The lack of an isolated medium for propagation also affects bandwidth, as all antennas tuned to the same frequency need to either compete or be scheduled to access to the medium. There are no means to increase bandwidth by replicating a structure such as a transmission line or a waveguide. Adding frequency channels does increment the network bandwidth, yet with a non-scalable cost in terms of implementation.

The inherent broadcast capabilities of WNoC are arguably its most appealing advantage. This implies that multicast messages may actually be conveyed to the receivers in a few clock cycles. As we will see in Chapter 5, this directly contrasts with the broadcast performance of conventional NoCs where the latency increases proportionally with the system size. The inherent simplicity and potential modularity of WNoC also favors its use for broadcast schemes rather than transmission lines or optical waveguides. As discussed in the previous chapter, the scalability of RF interconnects is limited by the complexity of transmission line design for point-to-multipoint communication, whereas the scalability in nanophotonic options is limited by issues related to the laser power. It is worth noting that, as we will see in Chapter 7, the scalable implementation of a broadcast platform opens a vast design space at the architectural level and heavily alleviates the constraints of parallel architecture design, therefore reducing the complexity of parallel programming.

As its name implies, the BoWNoC paradigm envisaged in this dissertation builds upon the unique broadcast advantage provided by the wireless technology. Before delving into
the details of BoWNoC design and the study of its feasibility, this chapter provides the necessary background to understand the fundamentals of wireless on-chip communication and networking. We first detail the main enabling technologies of the wireless RF approach in Section 3.1. We then describe, in Section 3.2, how to use the technology to implement individual and collective communication patterns. In Section 3.3, we outline the main design guidelines of WNoC using a custom layered approach. Finally, Section 3.4 provides a brief summary of the related work in WNoC architectures.

### 3.1 Enablers of the Wireless RF Approach

The downscaling of CMOS-RF technologies has been the main enabler of the WNoC paradigm thus far. The availability of on-chip antennas and transceivers commensurate to the dimensions of a processor core, providing bandwidths of a few Gbps and consuming several picojoules per bit have been enough for first WNoC proposals [94–97]. However, as the core density increases, the size of current antennas may restrict the scope of WNoC to hybrid architectures wherein the wireless plane is employed to communicate a reduced set of cores. Although such wireless backbone approach allows a reduction of the network diameter and has been shown to outperform conventional NoCs, its potential for broadcast-based communications is limited by the performance of the electrical edges of the network.

To take full advantage of the BoWNoC vision outlined in Section 1.3, wireless communication must be implemented at the core level through a single broadband channel with a capacity of around one flit per cycle. This implies that the wireless unit should:

- Have a size between 0.01 and 0.1mm$^2$ to be commensurate in size with future cores,
- Offer a data rate of several tens of Gbps with reasonably low Bit Error Rate (BER) to ensure the usefulness of the system, and
- Consume less than 1 pJ/bit/core to provide an at least similar energy efficiency than that of related work in broadcast support for NoCs [25].

These goals are consistent with the vision of the research area given by Laha et al [92] and contextualized in Table 3.1 based on their assumptions. As the authors point out, meeting these objectives compels the use of antennas and transceivers able to operate at high frequencies. This theoretically (and empirically, as we will see in Chapter 4) reduces both the area occupation and energy per bit and increases the available bandwidth [57,61]. Assuming a clock frequency of 1 GHz, an operation frequency of around 100 GHz and above seems an appropriate target. Next, we outline some technologies that could allow to reach the area, power, and performance figures mentioned above.

#### 3.1.1 Scaling CMOS Technology

A growing number of publications report advancements in the design of on-chip antennas [91, 98–101] and transceivers [102–104] working at the 60-GHz band for different applications.
As CMOS technology evolves and advanced devices such as FinFETs and III-V on silicon are implemented, it becomes possible to further raise the carrier frequency into the mmWave region (up to 300 GHz), thereby significantly increasing the available signal bandwidth and decreasing the energy required per bit of data. However, translating this potential into effective performance requires advancing beyond the state of the art in the design of both on-chip antennas and circuits for transceivers, as briefly detailed next.

**On-chip antennas:** At 60 GHz, the literature presents a wide variety of integrated antenna designs with gains ranging between -20 dBi and 15 dBi for different applications [100]. A design relevant for the WNoC application is presented in [105]. It is a rectangular patch antenna that is carefully integrated on chip to meet all the restrictions of the 130nm CMOS process, and resonates at 60 GHz with a peak gain of -3.32 dBi and enough isolation from the surrounding circuits.

For antenna designs beyond 60 GHz, Markish et al review design trends and specific implementations found in the literature [101]. The work by Hou et al present two designs: a monopole with a peak gain around 6 dBi and a bandwidth of 13% around 130 GHz, and a Vivaldi antenna with a peak gain of 5.5 dBi and 30% bandwidth around 150 GHz [98]. Pushing further in frequency, Park et al achieve a 4.9 dBi with more than 26% bandwidth around 245 GHz through a microstrip leaky-wave antenna. Approaching the terahertz band, classically used for imaging applications, Markish et al provide a skirt-shaped design with a peak gain of 7.1 dBi and a huge 65% bandwidth at 1 THz.

Designing an on-chip mmWave antenna close to the transceiver requires a high level of integration and area reuse. This also implies a need to combat the coupling effects between the antennas and inductors or waveguides that may be used in the transceiver [106], the loss of efficiency due to power absorption in the doped silicon chip, or the high interconnect metal density in the metallization layers above the substrate. Actually, the works mentioned above achieve high performance through different methods that minimize these impairments [101]. Some of these methods require augmenting standard fabrication processes to include elements such as lenses or dielectric resonators, which may not be compatible with the WNoC application. However, antenna types that use only the standard fabrication methods are naturally desired. In this regard, meta-surfaces or periodic structures could be used to improve antenna efficiency [101].

Finally, it is important to note that the use of on-chip antennas inside the multicore environment brings up additional challenges. Reflections between cores could cause channel degradation due to destructive interference and dispersion and must be taken into consideration. Fortunately, the WNoC application occurs within an environment that is static and can be potentially known beforehand; thus, one may try to harness the reflections in order to actually enhance the antenna performance.

**Transceiver circuits:** Current transceiver implementations for the WNoC scenario modulate data on a high frequency carrier in the V band range (40-75 GHz) using simple schemes that reduce the area and power footprint. A representative example is that proposed by Yu et al, a 60-GHz transceiver implemented with 65nm CMOS that performs close to the objectives pointed out in Table 3.1 by providing 16 Gbps with a BER of $10^{-15}$ at a few centimeters, while occupying 0.3mm$^2$ and consuming 30mW ($\sim$2pJ/bit) [102]. Another example is the transceiver presented in [103], which is implemented in 65nm CMOS and operates in the 85-90 GHz band, achieving an impressive energy efficiency of 1.5 pJ/bit when transmitting at 6 Gbps and occupying 0.09mm$^2$. 

---

Broadcast-Oriented Wireless Network-on-Chip: Fundamentals and Feasibility
Other proposals have pushed the frequency up to the 135-140 GHz band, yet with more modest performance figures due to the early stages of development of works at those frequencies. A demonstration of the feasibility of integrated transceivers at this band was presented in [107], which successfully transmitted signals at 4 Gbps over a few meters. A design closer to the WNoC requirements is presented in [108] in 40nm CMOS, delivering a data rate of 10 Gbps at around 10 pJ/bit with a BER of $10^{-11}$ at a distance of 10 cm.

Following these advancements in the mmWave bands, recent years have seen a surge in research for components and circuits for subTHz and THz band wireless communication [109–111]. First circuits for multigigabit communication at frequencies up to 400 GHz have been already proposed [112–114]. Additionally, components reaching frequencies of 0.8 THz are under intense research [115–117] for their application in terahertz imaging and sensing systems [118–120]. These implementations are still highly exploratory, but provide a look into the potential of such high frequency bands in the future.

Most of the research efforts look to overcome the main challenges of ultra-high frequency transceiver design. Although technology scaling indeed allows using CMOS devices at mmWave or even THz frequencies, aspects such as the device parasitics, low supply voltage, device dimension limitations, and the complex metal stack (which adds parasitic intrinsic inductance) limit the transceiver operation frequency and performance. The transceiver design is further complicated by the small available area, power budgets, substrate noise, and the use of a technology optimized for digital operation rather than RF-oriented. These challenges can be addressed by the use of forward body biasing to lower the threshold voltage, the inclusion of dedicated CMOS devices with improved RF performance, or the adoption of improved technologies such as III-V semiconductors and 3D integration.

3.1.2 Graphene Technology

Graphene, a flat monolayer of carbon atoms tightly packed in a two-dimensional honeycomb lattice, has recently attracted the attention of the research community due to its extraordinary mechanical, electronic, and optical properties [121]. Graphene allows to utilize novel physics in a plethora of potential applications, ranging from ultra-high-speed transistors [122] to meta-materials [123].

Graphene technology could have a strong impact in the WNoC scenario given the unique characteristics of graphene-based antennas or grapheneas. These antennas have garnered substantial attention since their subwavelength plasmonic effects allow a patch of a few micrometers to radiate in the lower part of the THz band [124–126] with reasonable efficiency, as we will see in Chapter 4. Therefore, graphene antennas could help to reduce the area footprint of a WNoC, as their dimensions are actually between one and two orders of magnitude below than those of metallic antennas for the same frequency. Additionally, the use of metallic antennas of a few micrometers is unfeasible as the infrared resonant frequencies lead to insurmountable channel attenuation and transceiver complexity issues.

Another interesting property of graphene-based antennas is their inherent tunability. Tunable components can change their operation frequency as a reaction to a change in terms of voltage or current. While conventional antennas need to resort to complicated mechanisms to achieve a limited tunability [127], graphene-based antennas can completely change their frequency of operation by simply modifying its chemical potential [126, 128]. This phenomenon is further studied in Chapter 4 and opens the door to a considerable set of opportunities at the multiprocessor architecture level.
Graphene could also impact on the design of future transceivers. The same plasmonic phenomena that drive the operation of graphene-based antennas could also be used to implement a nanotransceiver [129, 130]. But more importantly, it has been shown that graphene-based components are excellent candidates for ultra-high-frequency applications due to the high carrier mobility in the nanomaterial and its ambipolar properties. As summarized in [131,132], these outstanding characteristics have spawned significant research on graphene-based RF devices and circuits. The concept of Graphene Field-Effect Transistor (GFET), first demonstrated by Lemme et al [133], has been implemented reaching impressive cut-off frequencies in excess of 350 GHz [132]. The inherent ambipolarity of graphene also opens the door to non-linear graphene-based components: frequency multipliers [134] and mixers [135] have been already demonstrated.

Besides proving the usefulness of graphene in such isolated circuits, a few works have successfully integrated them into operational CMOS transceivers. The mixer concept, including GFETs and other components, was monolithically integrated on a single silicon wafer as reported in [136]. The subsequent work presented in [137] improves the integration and uses up to three GFETs to build an operational RF receiver front-end.

Finally, note that the possible adoption of graphene as the basis of a new generation of antennas and RF circuits brings up a set of challenges. Precise, efficient and replicable production of graphene is, at the time of this writing, a grand challenge that has sparked huge investments by major companies and research agencies. Another on-going research issue is the identification of heterogeneous integration techniques enabling the integration of graphene into a semiconductor circuit environment. Although graphene device technology is compatible with silicon technology, graphene-dielectric interfaces and metal-graphene contacts need to be optimized as they limit the overall RF performance by reducing the carrier mobility [133] and introducing parasitic resistances [138].

### 3.1.3 Surface Wave Technology

A recent work has proposed the use of engineered surfaces that support the propagation of Zenneck surface waves [139]. Early-stage results confirm that, instead of propagating in all directions, radiated signals are bound to the surface and propagate along it. This shrinks the spreading loss from $O(1/d^2)$ to approximately $O(1/d)$, implying a strong reduction on the path loss and, therefore, on the energy required obtain an acceptable bit error rate at the receivers. Moreover, surfaces can be designed to support the bounding effect for a broad range of frequencies, which overcomes the technical challenge of designing broadband antennas. This paradigm also practically eliminates the propagation of signals at the vertical direction, opening the door to future stacked designs with different orthogonal ultra-broadband channels enabled by a sort of *surface multiplexing*. If feasible, this technology could represent an important breakthrough towards the implementation of energy-efficient and high-throughput shared media [140].

The application of the surface wave technology in on-chip environments shares a challenge with the 3D NoC paradigm explained in 2.2. Signals from the transceiver are coupled into the designed surface using a transducer and a through-silicon via that are stacked on top of the surface. The correct integration of all the elements requires the use of accurate alignment techniques, which poses significant manufacturing challenges.

The characteristics and performance of surface wave wireless interconnects has been compared with those of other emerging interconnects in [26]. The study highlights the combination of advantages inherent to wireless communication and advantages related to
wired or guided alternatives. In recent works, the same research group has proposed to lay a network based on surface wave interconnects over a conventional mesh and to use the surface wave planes to assist in the transmission of multicast messages [140].

3.2 Wireless On-Chip Communication Patterns

Figure 3.2 summarizes the basic elements present in a WNoC, where communication occurs as follows. First, the sender core serializes information and translates bits into RF signals at a given frequency. These signals are then radiated by an antenna, and propagate throughout the chip until reaching the antennas of other cores. If the receiving antennas are within the transmission range of the source and are tuned to its same frequency, the information can be received and demodulated; otherwise, the receiver remains idle. This opens the door to frequency multiplexing schemes as the sketched in Figure 2.4, where transmissions occurring at different frequencies can take place at the same time.

These features allow the use of the wireless technology to implement different types of communication using both conventional and unconventional design approaches. As summarized in charts 3.2(b)–3.2(d), we can basically distinguish between four typologies depending on the number of transmitters and receivers involved in the communication. Although they can be achieved using any of the interconnect technologies outlined in Chapter 2, we focus on the wireless case next.

One-to-One (unicast) - this is the basic type of communication, from a single source to a single destination. Actually, all other communication transactions can be decomposed into a number of unicast messages. In the wireless case, unicast communication can be
implemented by either assigning a unique channel for each pair of nodes, which is impractical, or checking the destination address at the receiving Network Interface (NIF). Due to its potential latency advantage, most of the related work has focused on the application of wireless on-chip communication to serve this kind of traffic between distant cores [94, 141].

**One-to-Many (multicast)** - multicast communication involves a single source and multiple destinations. If the destination set is the whole network, then the message is broadcast. Wireless RF shows natural broadcast capabilities since all nodes located within the transmission range of the source and tuned to the same channel are potential receivers. However, this is an often overlooked capability in related WNoC works despite the wide variety of multiprocessor functionalities that need multicast communication to operate. We refer the reader to Chapter 7 for more details on the applicability of multicast in manycore chips.

**Many-to-One (reduction)** - reductions are the opposite to multicast communication transactions, as they involve a plurality of transmitters and a single receiver. In multiprocessor environments, reductions are typically employed to acknowledge the reception of a multicast message, e.g., an invalidation of a shared cache line, or to perform a global operations across all members of a given group of processors [20]. The direct implementation of reductions in wireless communications requires every source to transmit through a unique channel and the receiver to be able to receive from all those channels. This approach is not scalable. However, as mentioned in Chapter 2, different works in RF and nanophotonic interconnects have proposed the use of unconventional *in-flight combination* of signals to perform simple and scalable one-bit reductions [57]. The wireless version of this mechanism requires all transmitters to be tuned to the same channel and the use of a modulation where the presence or absence of signal is interpreted as a zero or one. Under these conditions, the receiver will see a bitwise OR combination of all transmissions, as the absence/presence of signal means that none/at least one of the sources did transmit. As we will see in Chapters 5 and Chapter 7, this opportunistic reduction scheme can be used to notify the presence of collisions in a wireless transmission or to implement lightweight barriers.

**Many-to-Many** - this last type of communication can be defined as the simultaneous occurrence of multiple transfers from several sources to several destinations. This definition includes different operations often found in multiprocessor environments, such as all-to-all broadcasts and reductions where several cores produce a unique broadcast or reduction transactions, or *allscatter* and *allgather* routines where each core sends/receives *N* unique pieces of information to/from *N* destinations. These operations usually have their explicit communication primitive in message passing systems, as they are common techniques used in parallel algorithms that, for instance, partition data into blocks and maps each data block to a core [142]. The use of a wireless network alone may not be suitable to implement such communication patterns, as the involvement of different sources may require the deployment of a potentially large of channels. Instead, integrating a wireless network on top of a conventional NoC can be beneficial since the wireless plane can efficiently deal with the broadcast and global fractions of such patterns.

### 3.3 Design Principles: Up in the Protocol Stack

In conventional networks, the stacked model seeks the interoperability of diverse communication systems through the use of standard protocols at several levels of abstraction.
On-chip communication occurs, instead, in a monolithic system where a single vendor may have control over the whole system. Yet within this context, the stack-like organization may still be useful to compartmentalize research, clarify the challenges and objectives present at different levels of design, and expose transversal design opportunities not available in conventional networks.

Figure 3.3 draws an analogy between the classical Open Systems Interconnection (OSI) model and a simplified stack for wireless on-chip networking design. We maintain the physical layer (PHY), use the Medium Access Control (MAC) nomenclature to refer to the data link layer. The main reason is that, as we will see through the work, the MAC protocol is perhaps the most critical design aspect within the BoWNoC paradigm. For simplicity, we also collapse the network and transport functions in the network layer (NET). In our representation, the three lower layers of our model describe the communication side of the multiprocessor. On top of them, the architecture (ARCH) layer describes the computation side of the multiprocessor and encapsulates the higher levels of design, including the multiprocessor architecture or the programming model.

The peculiarities of the WNoC scenario in general (and of the BoWNoC vision in particular) require the design and development of a novel network architecture. Protocols for classical wireless networks cannot be applied to on-chip communications due to the unique blend of physical limitations, stringent performance demands, and unprecedented optimization opportunities of multiprocessor settings. Next, we detail the main design aspects, objectives and outcomes of each of the layers as summarized in Figure 3.3, in a depth proportional to the contribution of this thesis to that particular layer.

**Physical Layer (PHY)**

The physical layer is the foundation over which wireless networks are developed and the main focus of Chapter 4. It defines how bits are transmitted over the wireless links and, thus, the design of the antenna and the transceiver. In a WNoC, the PHY module will basically serialize processor messages, modulate the resulting bits at a given frequency much higher than the processor clock, and deliver the modulated signal to the antenna. The inverse operation is performed at reception.

The decisions taken at the PHY level basically concern the design of the antenna and the transceiver, which are affected by decisions such as the operation frequency or the chosen modulation and provide a given transmission rate, as well as the area and power footprint of the solution.
**Frequency Bandwidth and Antenna Design:** one of the first decisions is the frequency of operation, which largely determines the dimensions of the on-chip antenna. Due to the planar nature of a chip, it is reasonable to consider the employment of a patch antenna. Assuming this particular case, the width ($W$) is comparable to a wavelength $\lambda$, while the length $L$ must be approximately $\lambda/2$. Therefore, for a given operation frequency $f$ we have an on-chip antenna of area

$$A_{ant} \approx \frac{c_0^2}{2\epsilon_{eff} f^2},$$

(3.3.1)

where $c_0$ is the speed of light and $\epsilon_{eff}$ is the effective permittivity of the substrate. Although recent works have proposed to reuse the ground supply metallizations as the radiating elements of the antenna [143], we will count the area occupied by the antenna as an overhead.

In order to fulfill the bandwidth requirements $B$ at such resonance frequency $f_c$, a conventional resonant antenna must yield a quality factor of $Q \approx \frac{f_c}{B}$. A high quality factor implies a sharper resonance, which leads to a better efficiency but a lower bandwidth overall. Also, maintaining a certain $Q$ at higher frequencies leads to an equally higher bandwidth, reason for which it is generally held that it is easier to obtain high bandwidths at high frequencies. The use of printed dipole antennas and its different derivatives have been also widely proposed in the literature [93] and have distinct relations, albeit similar than for a patch antenna, between antenna size and radiation frequency.

The geometry of the antenna is another important design aspect as it determines, apart from the radiation frequency, the bandwidth and radiation pattern of the antenna. The WNoC scenario suggests the use of wideband antennas to achieve a very large transmission speed. This can be achieved by overlapping multiple resonances, as in a planar inverted-F antenna, or directly employing shapes that generate a wide frequency response, e.g. a bow-tie antenna. Finally, to leverage the inherent broadcast capabilities of the BoWNoC approach, we also need the antenna to generate an omnidirectional radiation pattern around the antenna. Patch antennas in general achieve a rather omnidirectional response, whereas dipoles can only radiate well perpendicularly to the antenna. To fix this, antenna arrays could be used as proposed in [144], yet at the cost of higher area.

**Modulation and Transceiver Design:** the modulation choice is the main determinant of the components required at the transmitter and receiver circuits, and basically defines the spectral efficiency $S_E$ of the system, this is, how many bps are transmitted for each Hz of frequency bandwidth. Thus, the transmission rate $R$ is:

$$R = B \cdot S_E,$$

(3.3.2)

where $B$ is the frequency bandwidth of the link. Hence, transmission rates of a system can be scaled by either (a) increasing $B$ at the expense of an area and power cost that is roughly linear up to a certain limit imposed by the technology, or (b) using a modulation with higher $S_E$, which may come with non-linear area and power costs due to the need of a complex devices. In all cases, RF circuit engineering optimization can help to reduce area and power without impacting upon the bandwidth. Technology evolution pushes the achievable frequencies, which basically reduces the area and increases $B$, but has more complex implications in power consumption mainly related to the maturity of the technology. Section 4.2.1 provides more details on this.

There are two broad families of modulations: Continuous Wave (CW) and Impulse Radio (IR). Conventional wireless communications mostly employ CW schemes, which
basically change the characteristics of a carrier wave depending on the input. The amplitude, the phase or the frequency of the carrier can be modulated at different orders so as to achieve a given spectral efficiency. The alternative to CW is the IR paradigm consisting in the transmission of very short baseband pulses not bound to any carrier wave [145]. Information is modulated by means of the presence or absence of a pulse, or its position, whereas the length of the pulse determines the bandwidth of the resulting instantaneous signal. As we will see in Section 4.1.2, the choice between CW and IR has direct implications on the implementation complexity and power consumption of the scheme.

From the receiver perspective, the modulation has also a direct impact on the error rate of a given wireless communication system. One can distinguish between coherent and non-coherent receivers depending on its ability to detect the phase of the signal. Coherent receivers are typically more complex and power-hungry due to the need for sophisticated components such as the Phase-Locked Loop (PLL), but admit a wider variety of modulations that are typically robust against noise. To exemplify this, consider that wireless signals are received with a given Signal-to-Noise Ratio (SNR). The BER at the receiver will be:

$$BER \propto F(1/SNR),$$

where $F$ is a function specific to each modulation and that does not have a closed form. As shown in Figure 3.4, coherent modulations like Phase-Shift Keying (PSK) or Quadrature Amplitude Modulation (QAM) will generally require a lower $SNR$ to reach an objective $BER$ than non-coherent modulations like On-Off Keying (OOK) or Pulse-Amplitude Modulation (PAM). Fixing the modulation family, one can increase the spectral efficiency at the expense of requiring a larger $SNR$ to comply with a given error rate. In the end, however, the power consumption will be a combination of the $SNR$ requirements and the power consumption of the transceiver components. We refer the reader to Section 4.1.2 and the literature [146] for more details.

**Link Budget and Channel Modeling:** as outlined above, there is a fixed statistical relationship between the power received and the BER. In order to know the power that needs to be radiated at the transmitter to ensure a given signal strength at the receiver and, thus, to guarantee a given error rate, we need to model the channel. A link budget...
takes as inputs the antenna design, the distance between transmitter and receiver, and the
operation frequency to evaluate the total attenuation introduced by the link. Thus, power
can be safely allocated at the transmitter.

A very simple model is represented by means of the Friis equation, which relates the
received power $P_r$ with the transmitted power $P_t$ with:

$$\frac{P_r}{P_t} = G_t G_r (\frac{c_0}{4\pi df})^2,$$

where $G_t$ and $G_r$ are the transmitting and receiving antenna gains, $f$ is the transmission
frequency, $d$ is the distance, and $c_0$ is the speed of light. Thus, one can coarsely assume that
higher distances and higher frequencies negatively affect power. When scaling the frequency
of a transceiver, this power deficit can be compensated by the inherently higher bandwidth
of the scaled components. Note, in any case, that the on-chip scenario needs a new channel
model accounting for its unique characteristics as described in Section 4.1.1.

Another aspect that greatly impacts on the link budget is the design of the antenna,
which determine the gains $G_t$ and $G_r$ and their dependence with respect to the radiation
direction. As mentioned above, broadcast-oriented designs advocate for omnidirectional
patterns and, thus, rather constant gains over all directions. Other designs with dipole
antennas or directive designs with higher gains at certain directions, though, need to take
into consideration the orientation of antennas when calculating the link budget. The work
in [147] proposes a methodology to optimize the link budget in this scenario.

**Medium Access Control (MAC)**

The medium access control layer implements mechanisms to ensure that all nodes can access
to the medium in a reliable manner. As we will study in Chapter 5, this plays a decisive
role in determining the performance of any network as two simultaneous accesses to the
same channel will fail and result into a waste of resources.

Figure 3.5 shows a rough classification of medium access mechanisms. *Channelization*
generally consists of the fixed assignment of a number of channels to a number of nodes,
whereas the rest of MAC protocols grant access to shared channels dynamically through the*coordinated* or *random* action of nodes. In static channelization and dynamic coordination
schemes, collisions are avoided at the cost of a rigid and non-scalable channelization or
the need of an –oftentimes centralized– arbitration mechanism. In random access cases,
flexibility and simplicity are higher, yet at the cost of performance. The protocol needs to
resolve collisions and make sure that transmissions are successfully completed, aspects that
are addressed by means of acknowledging and retransmission policies.

Three metrics are generally employed to evaluate the performance of a given MAC
protocol. First, the *latency* of the protocol measures the time spent by a packet in the MAC
queue, this is, from the instant the message is queued until the transmission is successful.
Adding all factors, the transmission latency $t_L$ of a packet of length $L$ through a link of
data rate $R$, as calculated with Eq. (3.3.2), is:

$$t_L = \frac{d}{c_0} + \frac{L}{R} + t_{MAC},$$

where the term $\frac{d}{c_0}$ is the propagation latency, $\frac{L}{R}$ is the transmission latency, and $t_{MAC}$ is
the MAC delay, including retransmissions, timeouts and acknowledgments. As we will see
in Chapter 5, the MAC delay will be the main contributor to the overall delay in BoWNoC. Reducing this term is critical to maintain the latency advantage of the approach.

A no less important metric is the MAC throughput, which is calculated as the fraction of channel capacity used for transmissions:

\[ \nu = \frac{\sum L_i}{T \cdot R} \]  

(3.3.6)

this is, the sum of the lengths of the successfully transmitted packets, divided by the total elapsed time \( T \) and normalized by the data rate of the channel. This metric does not have units and \( \nu \leq 1 \). Given that bandwidth is a precious resource in WNoC, the MAC protocol should maximize this metric without significantly increasing the latency.

Finally, a more subtle performance indicator of the MAC protocol is its fairness. Ideally, all packets should be treated equally leading to a uniform latency for the entire traffic. However, some protocols may not comply with this rule by giving preference to a certain type of traffic. In other cases, some nodes may unintentionally capture the channel by constantly transmitting before others can even attempt to transmit. Extreme unfairness leads to starvation, which generate huge delays and may cause deadlock situations.

**Network Layer (NET)**

The network layer mainly deals with addressing, forwarding, and other aspects concerning the path from source to destination in a network. Note that, in our custom stack, we also consider transport layer functions such as congestion avoidance and end-to-end reliability to take place in the network level. In the particular on-chip scenario, the network layer functions impact directly on three basic concepts: load balancing, Quality of Service (QoS), and deadlock-freedom.

Load balancing concerns the distribution of the injected packets throughout the network according to the capacity of its components to maximize the throughput. In a NoC, load balancing is generally performed at the routers, carefully selecting the path to distribute the load. QoS refers to a set of priority rules enforced to achieve a certain latency or reliability requirements of certain communication flows. Finally, mechanisms at the network level are required to avoid deadlock conditions within the NoC, i.e. packets that form a cyclic dependency of resources so that none of them can advance.

Since a WNoC is generally intertwined with a conventional NoC to reduce the hop length, the NET layer of design modifies the routing algorithms taking into consideration the new wireless paths and re-evaluates load balancing, QoS, and deadlock conditions ac-
cordingly. In the BoWNoC vision proposed in this dissertation, though, network planes are separated and the wireless plane implements one-hop communication. This plane separation greatly simplifies the NET level procedures. There is no need to modify the existing rules at the wired plane; whereas, as we will see in Chapter 6, wireless plane rules can be directly implemented at the NIF that bridges the processor with the network. Load balancing and QoS boil down to a problem of traffic steering at the NIF, while deadlock freedom can be guaranteed as long as it is demonstrated at both planes separately.

### 3.4 Existing WNoC Architectures

Thus far, WNoC has been generally regarded as a valid option to complement a traditional wired NoC since the size of current on-chip antennas, i.e. in the millimeter range, does not allow to include one antenna per core. In this hybrid approach, wireless links have been generally employed for communicating distant locations within the chip in order to significantly decrease the average hop count of traditional NoC topologies. This is in contrast with the vision presented in this dissertation which, as detailed in Section 1.3, proposed the use of wireless on-chip communication to implement a scalable broadcast platform. Next, we provide a brief survey on WNoC design proposals found in the literature, explaining the main differences from the link, network, and architecture perspectives. We refer the reader to subsequent chapters for deeper analyses on each of the design layers.

Related works can be taxonomized considering the employed Medium Access Control (MAC) mechanism as main distinguishing aspect. First designs heavily relied on frequency multiplexing [96], which were later enhanced with basic time multiplexing or even code multiplexing schemes to scale to a larger number of cores and still avoid collisions [94,97,148]. Subsequent works also proposed the use of token passing arbitration [90], which represents a more flexible variant of time multiplexing and where only the core that possesses the token can transmit. Another mechanism that ensures an operation free of collisions has been recently proposed in [149], consisting of distributed protocol where nodes request access using tightly-synchronized code-multiplexed packets. Yet another arbitration strategy consists of a handshaking protocol that uses wired connections between neighboring nodes to arbitrated access [150]. Finally, it is worth noting that random access mechanisms have received less attention that the aforementioned collision-free approaches due to their poor performance when high loads cause recurrent collisions. To address this issue, Dai et al propose a slotted carrier sensing protocol with theoretically optimal persistence calculated \( a \ pri\text{o} \) [151]. Others have proposed an adaptive scheme that switches between a carrier sensing protocol and a token passing scheme depending on the level of contention [152]. As we will see in Chapter 5, our vision differs from all related works by proposing the use of random access protocols augmented with knowledge of the traffic characteristics for unprecedented performance and flexibility.

From a network design perspective, we have seen that most existing proposals advocate for the use of wireless RF to implement long-range links within large NoCs. Within this approach, one can distinguish between two main groups depending on the positioning of the wireless links. Regular positioning –see Fig. 3.6(a)– has been extensively inspected [86,95–97,153] due to its apparent simplicity and potential modularity. Other works have relied on positioning algorithms that follow the principles of small-world networks –see Fig. 3.6(b)–, which minimize the hop count [90,94] or maximize the beneficial use of the wireless network [154]. Regardless of the positioning strategy, all these works rely on the use of a
conventional NoC for local communication, with the notable exception of the architecture proposed in [86], which employs a nanophotonic local network instead. Another set of proposals breaks away from what the aforementioned designs have in common, which is that a packet will perform a single wireless hop at most. A few efforts [144, 155, 156] have explored the multi-hop wireless design space both in standalone and overlaid configurations, investigating the trade-off between throughput and delay arising from the use of variable transmission ranges: shorter ranges allow for a greater frequency reuse but require more hops to reach the destination. Works in [144, 155] consider an homogeneous topology, whereas in [156] unequal RF nodes lead to an irregular topology. It is worth remarking that the emphasis on lower latency is shared by almost all works, oftentimes overlooking the inherent broadcast capabilities of WNoC. As it is stressed during the dissertation, our vision inherits the one-hop approach of most of the related works, but aims to emphasize the broadcast advantage of WNoC by integrating, if feasible, one antenna per core. This also allows the designer to completely separate the wired and wireless planes, simplifying backbone functionalities like load balancing. These aspects are discussed in Chapter 6.

From an architectural or application perspective, the different WNoC approaches have been evaluated for a wide variety of applications and configurations. Due to their technical simplicity and apparent completeness, unicast synthetic traffic patterns have been present in most of the WNoC evaluation frameworks [94–96, 150]. The execution time of benchmark suites has been also evaluated in papers that integrate the WNoC design within shared memory [153, 154] or message passing systems [157] in an architecture-agnostic manner. Other efforts have considered less widespread benchmark suites and investigated the impact of WNoC when executing applications that would better benefit from its uniquenesses. Specifically, graph analysis [158], bioinformatics [159] and the MapReduce framework [160] have been modified and re-evaluated taking the WNoC paradigm into consideration. Finally, the impact of WNoC upon the design of Dynamic Voltage and Frequency Scaling (DVFS) policies has been also investigated [154, 161], putting emphasis on the thermal hotspot and power reduction capabilities. As we will see in Chapters 6 and 7, our evaluations consider both synthetic traffic and the SPLASH-2 and PARSEC benchmarks suites, integrating our BoWNoC within both architecture-agnostic and architecture-oriented configurations.
Chapter 4

PHY: Towards Core-Level Wireless Communication

The physical layer of design defines the means of transmitting raw bits over a physical link interconnecting two nodes. In the specific case of wireless communications, the physical layer is concerned with the modulation, the coding, error control, and other methods that determine the data rate and error rate of the solution, as well as its area and power.

Given that area and power are two precious resources in the manycore chip scenario, the development of appropriate methods at the physical layer is essential to guarantee the viability of the BoWNoC paradigm. These physical constraints suggest the use of simple solutions leading to small and low-power transceivers. However, the scenario casts strong bandwidth and reliability requirements that point towards the opposite direction. The challenge is to find a graceful compromise between both extremes while exploiting the unique optimization opportunities given by the static and controlled on-chip landscape.

At the time of this writing, the wireless on-chip communication paradigm is yet in its nascent stages from the implementation perspective as few on-chip antenna, devices, and full transceiver proposals have been reported [101, 102]. These designs can be considered conservative, as they represent first iterations of antennas and transceivers conceived for the WNoC application. Developments for applications with similar requirements such as Wireless Sensor Networks (WSNs) [162] or Wireless Personal Area Networks (WPANs) [163] may be considered to find a scaling trend and extrapolate design guidelines for the BoWNoC paradigm. Similarly, few research works have modeled the on-chip wireless channel [93,164] or discussed the use of coding techniques for reliability in WNoC [165].

Following the contribution of Chapter 3, which outlined the technologies and fundamental breakthroughs that have led to consider the WNoC paradigm in the manycore era, this chapter aims to demonstrate the viability of the approach by means of a scalability analysis of antenna and transceiver proposals at different frequency bands. We first review existing implementations at the mmWave band for wireless communications applications with similar requirements than WNoC, and use the data to create a scalability model that may predict the area and power of future chip-scale implementations. Then, we perform a more exploratory work at terahertz frequencies that considers the use of graphene-based antennas. Specifically, we create a theoretical framework that links the performance of graphene-enabled wireless communications with the nanoscale phenomena occurring at the graphene antennas and the terahertz channel. This methodology is then used to provide a first assessment of the potential of graphene antennas within the on-chip communication
context. We expect that, eventually, the investigations contained in this chapter will pro-
vide qualitative and quantitative guidelines for the design of future transceivers for wireless
on-chip communication.

The remainder of this chapter is as follows. Section 4.1 lays the foundations of the
PHY design for wireless on-chip communication by discussing the main differences between
the chip scenario and traditional wireless networks, as well as how these impact upon
aspects such as the wireless channel modeling or the development of coding and modulations.
Section 4.2 delivers the analysis of the scalability of the area, power, and performance of
chip-scale wireless communication in the mmWave band. Finally, Section 4.2 explores the
viability of terahertz chip-scale communications using graphene antennas.

4.1 Design Principles, Objectives and Challenges

The PHY layer of a WNoC defines how messages coming from the processor are serialized,
modulated, coded, and delivered to the on-chip antenna in transmission, and decoded, de-
modulated and deserialized in reception. Additionally, as we will see in Chapter 5, the PHY
layer should also provide carrier sense or any other method to detect collisions, information
that may be useful for the MAC protocol.

Due to evident physical constraints, the multiprocessor scenario shares a few design ob-
jectives with cellular or sensor networks. For instance, simplicity and low-power techniques
are key to comply with the area and average power limitations that are found in conventional
Chip Multiprocessors (CMPs) and that will be aggravated in the manycore era. However,
the data rate requirements of such a communication-intensive environment are far more
demanding from those of the aforementioned cellular or sensor networks. Reliability-wise,
existing works advocate to providing a BER commensurate to that of RC wires to ensure
the correctness of computations. Such requirement sets the BER around $10^{-15}$, orders of
magnitude lower than in other applications. However, the emergence of new paradigms
like approximate computing [166] may relax these constraints by allowing results to have a
certain error margin.

All in all, the main challenge here is to provide a large bandwidth density and low
error rate without having to resort to complex and power-hungry devices. This trade-off
between complexity and performance drives the whole design and demands highly stream-
lined solutions. Fortunately, the chip scenario also offers favorable conditions for wireless
communication mainly stemming from the static and controlled nature of the system. Also,
since the chip is enclosed within a potentially isolated package, external interference im-
pairments or regulatory limitations in terms of transmission power can be overlooked.

The BoWNoC paradigm, which embodies the main vision of this thesis, introduces
subtle additions to the design objectives and challenges of the PHY layer. Remember
that BoWNoC emphasizes the broadcast nature of wireless communication by potentially inte-
grating one wireless unit within each core and sharing the same channel. This suggests
the use of single broadband transceivers and omnidirectional antennas. Notwithstanding
this, the availability of a small set of channels would be desirable from an architectural
perspective. Also, variable-gain amplifier schemes have been proposed [167] to dynamically
allocate power so as to save energy.

In what follows, we detail the fundamental design aspects of BoWNoC at the physical
layer, including related work in the areas of channel modeling, modulations and coding.
4.1.1 On-chip Channel Modeling

A channel model that takes into consideration the peculiarities of the BoWNoC scenario is fundamental in order to evaluate the available on-chip communication bandwidth and to properly allocate power. The enclosed nature of chip processors causes the apparition of a large number of reflections that must be taken into consideration at the receiver. Additionally, the physical landscape of a multiprocessor involves multiple dielectric/metallization layers and components printed on the chip surface that may challenge the propagation of EM waves within the package [164].

One of the main uniquenesses of the scenario is that all these elements are fixed and known beforehand. This allows to have a better control of the propagation and leads to a time-invariant and quasi-deterministic channel model. Thus, processes depending on this channel model, such as power allocation or signal equalization, can be performed with unprecedented precision and effectiveness. Eventually, the analysis of the channel characteristics will help in the election and optimization of the modulation scheme.

At the time of this writing, few works have explored the on-chip wireless channel. First papers characterized the propagation within computing chassis below 10 GHz [168, 169], observing a path loss lower than in freespace propagation and with small variance despite the large number of components found inside a computer. They also observed that the orientation of antennas hardly affects the results. These conclusions are mostly due to the high multipath density, which might also ultimately limit the maximum data rate of the system unless they are sorted out with equalization techniques. Results from the analysis in [168] were used to reduce the interference caused by static multipath, thereby experimentally improving the BER of an IR modulation [170].

Some of the expertise gained in within-chassis modeling can be applied to the on-chip scenario. Few works have have explored this case experimentally [93] or by means of simulation [171] considering printed dipole sources. Zhang et al confirmed that on-chip propagation has a similar path loss exponent that those of within-chassis environments, suggesting that propagation sums up the contribution of several paths. Their subsequent work in [172] used such channel characterization to demonstrate that Binary Phase-Shift Keying (BPSK) signals at the 22-29 GHz band could be transmitted at 3.33 Gbps with a BER lower than $10^{-20}$ at a four centimeter distance.

Considering the general setting shown in Figure 4.1, radiated signals reach the receiver via three different paths [93]:

- First, surface waves propagate at the interface of the chip and the package medium. These waves show particularly low attenuation per unit of distance due to their cylindrical characteristics and are affected by the circuits printed on the chip surface. When using printed dipoles in a high permittivity substrate, surface waves are reported to become the dominant propagation mode as long as the ratio between the substrate thickness and the free-space wavelength is greater than 0.045 [93,172]. However, the scenario also suggests the use of patch antennas with very low radiation efficiency in the coplanar direction [101]. In this particular case, surface waves are still generated but act more as an interference due to their reduced strength. Other works [140], in turn, advocate for the use of custom materials that favor the propagation of surface waves and reduce their attenuation (see Section 3.1.3 for more details).

- Second, part of the energy of patch antennas is radiated into the substrate. These waves are guided within the substrate and reach the receiver after repeated reflections.
Figure 4.1: Channel modeling in the BoWNoC scenario: electromagnetic waves that may potentially reach the receiver.

upon the ground plane of the chip and the insulating layer. However, the substrate is generally lossy and introduces a very high attenuation per unit of distance that needs to be taken into account in the analysis.

• Given that surface and guided waves may be highly attenuated by the antenna and the substrate, respectively, we can also consider that communication occurs by means of a third mechanism: space waves that propagate through the medium and reflect upon the chip package and surface. This is specially true when using patch antennas.

Due to the potentially high bandwidth requirements of the scenario, which could lead to the use of wideband devices, channel modeling techniques in the time domain are more appropriate. This approach allows the use of ray tracing as a computationally reasonable methodology. This implies evaluating all possible rays reaching the receiving antenna for each and every pair of antennas within the chip [164]. The result in the time domain will then be a sum of channel impulse responses:

\[
h(t) = \sum_{i} \alpha_i e^{j\phi_i} g_i(\tau - \tau_i),
\]

(4.1.1)

where \( \alpha_i \), \( \phi_i \) and \( \tau_i \) are the amplitude, phase shift and delay of the \( i \)-th ray. These parameters will differ depending on the distance and the particular propagation mechanism on that path. This model should account for propagation losses, reflections, and other phenomena affecting the electromagnetic waves, and is reasonably accurate for frequencies up to the mmWave bands. If the analysis includes the terahertz band, though, we need to consider that propagation and reflections are frequency-dependent.

**Propagation:** models generally account for far-field propagation. To ensure that this condition holds, we need to check that the transmission distance is of at least a few wavelengths. Since this may not be true in some cases, the work in [171] advocates the need to account for near- or intermediate-field problems. Assuming that far-field conditions are met, propagation losses are mainly due to spreading and attenuation due to the interaction of the wave with the propagation medium. The first factor depends on the type of propagation mechanism, as the electrical field strength decay varies between \( O(1/\sqrt{d}) \) and \( O(1/d) \) depending on the nature of the wave. The second term depends on the medium and its complex permittivity, as dielectrics generally introduce additional losses. Finally, note that as we approach to terahertz frequencies, additional effects such as molecular absorption or
particle scattering may need to be taken into consideration. We refer the reader to Section 4.3.2 for more details on this.

**Reflections:** the characteristics of reflected waves depend both on the roughness of the surface and on the reflective material. The effects of the former can be neglected for conventional metallic materials in the frequency range of interest [111], whereas the latter is polarization-sensitive and given by the Fresnel coefficients of the different media as outlined in Section 4.3.2. Working at mmWave bands, the refractive indexes are independent of frequency and, thus, the reflection can be considered specular. See Eqs. (4.3.10) and (4.3.11) in Section 4.3.2 for more details.

**Interferences:** the use of a chip package ensures that external interferences can be blocked with a high probability. This allows the use of frequency bands that may be licensed and used by other equipment nearby. Interference sources, however, can be internal as it has been proved that parallel and normal metal lines located between transmitter and receiver can affect propagation, mostly in cases where surface waves dominate [93]. Results show that, on the one hand, interferences can be constructive in cases where metal lines are laid out in a periodic manner, as this enhances the band pass characteristic of the propagation channel. On the other hand, antennas still need to be either placed far enough from inductors and coplanar waveguides or protected with isolation methods to minimize crosstalk [106]. Finally, care must be taken on avoiding that antennas pick up noise coming from the operation of nearby circuitry [173]. This is ensured by using a radiation frequency much higher than the frequency of operation of the processor.

### 4.1.2 Modulations

The area and energy figures of a transceiver not only strongly depend on the implemented modulation, but are also generally traded off against performance. Therefore, modulations are an important design step in the BoWNoC scenario, as a balance between area, energy and performance is sought.

Assuming the area overhead limitation as the most stringent design constraint, simple modulations are desirable since they often admit the use of low area and low power components. Yu et al exemplify this by comparing different CW transceivers for on-chip communication that implement coherent and non-coherent modulations. Coherent options, which require a complex PLL to work, take around 0.4 mm$^2$ of silicon area and consume around 3 pJ/bit; whereas the non-coherent alternative relaxes the complexity, achieving overheads of 0.25 mm$^2$ and 2 pJ/bit, at the cost of lower potential data rates. Besides demonstrating the difference between simple and complex schemes, these results also suggest that improvements are still needed to meet the predicted requirements of the scenario (see Table 3.1 in Chapter 3).

Another reason to advocate for simplicity is that scaling simple schemes in frequency (to reduce the size of passives and to increase the available bandwidth) is generally more feasible than with complex components. In this respect, several interesting features suggest that IR may be a strong contender in the BoWNoC scenario [174]. As in CW, simple modulations and non-coherent reception can be employed. To further reduce the complexity of the system, the integration of an on-chip oscillator can be totally avoided since most IR alternatives do not require any carrier wave. Moreover, IR allows to perform initial signal processing tasks in the analog domain, leading to sub-Nyquist sampling rates [175]. This aspect is critical since Nyquist sampling rates imply a need for power demanding
analog-to-digital converters able to operate at very high speeds. As the BoWNoC design is scaled towards the terahertz band to comply with the potential communication demands of manycore processors, the added simplicity features of IR are highly compelling. IR signals in the terahertz band could be achieved by using femtosecond pulses [176].

4.1.3 Coding

Due to the stringent area and power budgets, redundancy in the NoC context is introduced within the transmitted information rather than embedded directly in hardware. Thus, Error Control Coding (ECC) techniques have been recently explored to combat the increase of errors produced by power saving techniques in wired links [177]. This approach reduces the error probability by using detection or correction codes, in a process that increases the power consumption and reduces the effective data rate as a fraction of each message is devoted to the code. The coding and decoding of information also adds a certain latency. The choice of coding scheme will depend on its overheads, as well as on the maximum number of errors and their position, i.e., whether they occur in bursts or not.

As mentioned in previous sections, on-chip interconnects are designed to operate with a BER on the order of $10^{-15}$. This is a rather stringent requirement that may not be achieved by means of increasing the SNR only. Assuming a transceiver capable of distinguishing between collisions and errors due to propagation losses, Forward Error Correction (FEC) could provide an effective way to reduce the error probability. As in the case of modulations, simplicity should drive the design of the coding scheme.

In spite of the importance of this issue, research on coding for wireless on-chip communication has been scarce. Rahaman et al evaluate the use of simple Hamming codes over an intra-chip link using a Rician model for fading, demonstrating that a substantial coding gain can be achieved for high SNR values [178]. Ganguly et al propose the use of Hamming product codes instead, which basically code information twice to also detect bursty errors [165]. However, its use is poorly justified by the hypothetically high number of defects in the antennas leading to bursts of errors.

In light of the few proposals in this area, the BoWNoC field might benefit from the expertise gained in other wireless networks. For instance, previous works in wireless sensor networks have used knowledge on the channel, the modulation, and the overhead of the coding implementation to determine under which conditions coding makes sense [179]. A similar analysis could be performed in the on-chip scenario given the unprecedented level accuracy that can be achieved in the modeling of the channel. Other interesting works have culminated into the designation of Reed-Solomon (RS) codes with low-density parity check (LDPC) as the coding schemes of the 802.15.3c standard [163], which defines the physical layer of mmWave radio for high-rate WPAN networks. LDPC codes may be relevant to the BoWNoC interests as they are expected to provide the required simplicity and correction capabilities. $RS(n, k)$ codes build codewords of length $n$, $k$ of which are data; the remaining $2t$ bits are for parity check, allowing the correction of up to $t$ erroneous symbols within the codeword. Assuming $p$ to be the bit error probability considering a raw channel, the use of $RS(n, k)$ codes reduces the BER to:

$$BER = 1 - \frac{(1 - p)^n}{k} - \frac{n}{k} p (1 - p)^{n-1}.$$  

(4.1.2)

In addition to codes for ECC, BoWNoC systems employing IR modulations may benefit from the use of low-weight codes. When combined with the OOK modulation, such
technique reduces the average power consumption as it favors the transmission of zeroes, which are represented by the absence of signal [176].

Another interesting aspect to explore would be codes with variable gain. This would be well-suited to BoWNoC architectures that adapt to varying reliability scenarios. For instance, the use of DVFS within a multiprocessor may change the performance of the BoWNoC, forcing it to reconfigure the coding gain to avoid wasting energy or to compensate for higher error rates. This approach would also benefit approximate computing [166], wherein different applications may have different reliability requirements.

4.2 Scalability Analysis of mmWave Transceivers

Having stated the fundamentals of PHY layer design in the BoWNoC paradigm, the next step is to evaluate the validity of the approach from an implementation perspective. To this end, we need to analyze the area and power consumption of the antennas and transceivers required to realize the wireless on-chip communication. Given the novelty of the scenario and the application, the analysis should not focus on specific characteristics such as a given modulation or frequency band of operation. Instead, there is a need for a comprehensive study that explores a large solution space towards understanding under which conditions the BoWNoC paradigm is feasible.

In this section, we base our analysis on the scaling trends given in RF design for wireless communication and mentioned by related works in RF interconnects [61]. In a nutshell, component scaling leads to higher frequency of operation, which intrinsically implies a higher bandwidth density and energy efficiency. However, circuit design in frequencies beyond 60 GHz is exploratory and needs to be improved before it can be applied to the BoWNoC scenario. Also, higher attenuation due to spreading loss needs to be considered.

To assess whether the theoretical scaling trends can be extrapolated to the BoWNoC paradigm, we perform a circuit-oriented design space exploration that considers a heterogeneous set of transceiver proposals summarized in Table 4.1. Due to the scarcity of specific developments for the chip-scale communication field, we consider transceivers used in other applications and transmission ranges yet maintaining a high data rate as a primary requirement. The area and power results are then compared to those of representative electrical and nanophotonic alternatives. We expect that this benchmarked exploration will allow for a first identification of design sweet spots at different scales of core integration, and will provide design guidelines for the design of future transceivers for BoWNoC.

### Table 4.1: Summary of the specifications of the analyzed transceivers

<table>
<thead>
<tr>
<th>Technology</th>
<th>40 - 130 nm CMOS</th>
<th>130 - 250 nm SiGe BiCMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transceiver Architecture</td>
<td>Impulse Radio (IR),</td>
<td>Continuous Wave (CW)</td>
</tr>
<tr>
<td>Modulation</td>
<td>On-Off Keying (OOK),</td>
<td>Amplitude Shift Keying (ASK),</td>
</tr>
<tr>
<td></td>
<td>Phase Shift Keying (BPSK, QPSK),</td>
<td>Frequency Shift Keying (FSK),</td>
</tr>
<tr>
<td></td>
<td>Quadrature Amplitude Modulation (QAM)</td>
<td></td>
</tr>
<tr>
<td>Operation Frequency ($f_c$)</td>
<td>8 - 820 GHz</td>
<td></td>
</tr>
<tr>
<td>Transmission Range ($d_{max}$)</td>
<td>1.4 - 210 cm</td>
<td></td>
</tr>
<tr>
<td>Data Rate ($R$)</td>
<td>2 - 18 Gbps</td>
<td></td>
</tr>
</tbody>
</table>
In what follows, we first give methodological details regarding the area and power models in Section 4.2.1 and then provide the results of the evaluation in Section 4.2.2.

### 4.2.1 Evaluation Framework

Figure 4.2 outlines the methodology employed throughout this section. The investigation is entirely based on analytical models and compares how the area and energy consumption of a BoWNoC scales as a function of the size and bandwidth requirements of the network for a given architecture. To this end, we consider two variables, namely the number of effective receivers $N$ and the capacity of a wireless link $C$.

We build a hypothetical network with $N$ nodes and a certain topology depending on the chosen interconnect technology. In all cases, each link in the topology will have a bandwidth $C$. The exploration is aware of the huge difference in terms of network bandwidth between a BoWNoC, where all nodes share the same channel, and any conventional NoC where links are point-to-point. This difference is actually compensated by the use given to each network, as we expect the BoWNoC to carry broadcast traffic and the wired plane to carry unicast flows. Under this assumption and as we will see in Chapter 5, the throughput of a BoWNoC becomes commensurate to that of any wired NoC for a similar link capacity $C$.

The area and power models employed in the analysis, detailed in Sections 4.2.1.1 and 4.2.1.2, use state-of-the-art implementations to define the performance curves. In the specific case of BoWNoC, the area and energy can be easily expressed as a function of the number of involved nodes. However, it is not straightforward to assess how the area and energy of a wireless transceiver scale with its maximum achievable data rate (noted as $C$ here) due to the number of factors involved. As detailed in Chapter 3, Eq. (3.3.2), the data rate depends on the transceiver bandwidth and the spectral efficiency of the selected modulation. The frequency band wherein the communication will take place imposes additional requirements on some components of the transceiver, the performance of which also depend on the maturity of the employed technology.

In order to extract a trend from the state of the art, a generally accepted approach is to represent the area or energy efficiency as a function of the data rate of different transceiver...
implementations, as done in Figure 4.3 for the works analyzed in [180]. However, the tendency shown by such scatter plots is unclear and only covers a range between 2 and 18 Gbps, rendering its extrapolation inadequate for the purpose of this work.

Thus, in light of the heterogeneity of the state of the art in the field summarized in Table 4.1, we will consider the following reasoning. Let us define the Maturity Factor as

\[ M = S_E \cdot Q \quad \text{bps/Hz}, \]  

(4.2.1)

where \( S_E = \frac{R}{B} \) and \( Q = \frac{B}{f_c} \) are the spectral efficiency of the modulation and the transceiver quality factor, respectively. \( B \) and \( f_c \) represent the frequency bandwidth and center frequency, whereas \( R = C \) is the data rate. Therefore:

\[ M = \frac{R}{f_c}. \]  

(4.2.2)

In summary, the maturity factor tries to evaluate the efficiency of implementing a given modulation and bandwidth in order to yield a target data rate operating at a target frequency band. As technology matures, we expect highly optimized transceivers leading to increasing maturity factors, this is, higher data rates for similar area and energy values. For a transceiver at a given operation frequency and with certain area and energy efficiency figures, we will a priori assume a maturity value in order to extract a projected data rate. This way, a rough estimate of the area and energy efficiency of future wireless transceivers can be obtained.

Figure 4.4 shows the maturity factor of several state-of-the-art transceivers (see [180] and references therein) as a function of their frequency. We observe factors of up to 35% at the 60 GHz band followed by a decrease below 5% when reaching sub-THz frequencies. These values will be used throughout this work as reference guidelines indicating the maturity of wireless transceivers at a given frequency. We will consider that initial designs could achieve a maturity factor of up to 10%, while refined implementations may reach a 20% and well-established transceivers could provide a 30%.

Eventually, the feasibility of the BoWNoC approach will be determined by the data rate requirements of the system. These could be met with current designs as transceivers...
with such performance have been already proposed [181]. Data rates up until 50 Gbps may be achievable in the near future provided that either technologies at 100-300 GHz mature and reach a reasonable factor of 20%, or initial designs appear in the terahertz band. In order to reach speeds above 50 Gbps, mid term efforts are required in order to raise the maturity of transceivers at in the terahertz band close to well-established levels. Section 4.3 delves in the possibilities of terahertz chip-scale wireless communication.

Next, we detail the models used for each of the considered interconnect technologies.

### 4.2.1.1 Area Models

In order to calculate the area overhead of an on-chip interconnection network, we will use the following general expression:

\[
A = N_{TX}A_{TX} + N_{RX}A_{RX} + N_{L}A_{L} + N_{R}A_{R},
\]

where \( N_i \) and \( A_i \) indicate the number of components of type \( i \) and its mean area occupancy, being the types divided in transmitters (\( TX \)), receivers (\( RX \)), links (\( L \)), as well as routers, switches or other arbitration mechanisms (\( R \)). To evaluate this equation, we need to detail the analytical models that relate the number of components and their area to the number of nodes of the network and the targeted link capacity in wireless, electrical and photonic NoCs.

Note that the area figures will be independent of the traffic typology, as the considered NoCs are designed to support both unicast and multicast.

**Wireless NoC Area Models:** in the case of wireless on-chip communication, physical links are not needed in order to convey the information from the transmitter to the receiver. Moreover, switches or routers are not required if we assume one-hop communication. Therefore, the only components that occupy chip area are the antennas and the transceivers needed to modulate the data and to drive the signals to the antenna. We will assume one antenna and one transceiver per node, even though configurations with multiple antennas could be devised. Also, the analysis does not consider the area occupied by the logic required for the MAC protocol. For all this, Equation (4.2.3) can be reduced to:
\[ A = N_{TX}A_{TX} + N_{RX}A_{RX} = N(A_{ant} + A_{txrx}), \]  

where \( N \) is the number of nodes in the network, \( A_{ant} \) is the antenna area and \( A_{txrx} \) is the transceiver area. The antenna and transceiver area will be mainly determined by the on-chip communication requirements. In order to achieve a given goal, the wireless plane must provide a certain effective network throughput which depends on the MAC protocol that arbitrates medium access and, more importantly, the data rate of each transceiver. Generally, higher data rates require higher bandwidths which, in turn, require communication in higher frequency bands.

Such tendency fortunately imposes a downscale on the antenna size. Due to the planar nature of a chip, we will consider the employment of patch antennas. The area occupation of such antennas is inversely proportional to the square of the resonance frequency as expressed in Eq. (3.3.1) in Chapter 3. Although recent works have proposed to reuse the ground supply metallizations as the radiating elements of the antenna [143], we will assume that the area occupied by the antenna is an overhead.

The relation between the area and peak data rate of a transceiver is calculated as discussed in Section 4.2.1: a given maturity factor \( M \) is assumed so that the data rate requirement \( R \) can be achieved by operating at least at a frequency \( f_c = \frac{R}{M} \). The area for such transceiver can be extrapolated with data from the state of the art, which points towards a decrease in area when the frequency is upscaled as shown in Figure 4.5 for the transceivers analyzed in [180]. The reasons for the observed tendency may stem from the strong downsizing that is applied to the passive RF components of a transceiver when the operation frequency is increased. On the other hand, the scaling of active RF components remains unclear and should be inspected in future work with the aim of obtaining an accurate area scaling model for wireless on-chip transceivers. In this work, we will use a model obtained by applying fitting methods to the data represented in Figure 4.5, which yielded the following equation:

\[ A_{txrx} = \frac{206.1}{f_c + 27.22} \text{[mm}^2\text{]}, \]  

wherein \( f_c \) is expressed in GHz. Rational fitting was chosen on the grounds that it delivers the most accurate result among the possible fittings and that it does not yield negative values for high frequencies. The weight of each data point is assigned in inverse proportion to the operation frequency, implying that implementations for well-established technologies at low frequencies are more representative than initial designs at the terahertz band. The resulting coefficient of determination, which evaluates the goodness of fit, is 0.68 (with 1 being an exact fit).

**Conventional NoC Area Models:** two steps have been performed in order to calculate the area of an electronic NoC. First, the number of elements that constitute a given architecture can be easily derived by observing how its topology scales with the number of nodes. Once the topology is fixed, the area of each element can be calculated by means of simulation taking into consideration the topology and the target capacity. Our analysis has been performed by means of ORION, a widely recognized power-area simulator for on-chip interconnection networks [182].

Let us assume that each node has two line drivers, one for transmission (TX) and one for reception (RX). A typical line driver accounts for an inverter and a D flip-flop, and ORION allows the user to calculate their area occupancy for a given technology node. In
Figure 4.5: Area of state-of-the-art wireless transceivers as a function of the frequency.

the case of the on-chip wires, ORION evaluates the number of repeaters needed for each link \( (L) \) based on its length (which is determined by the topology) and technology node. The area of each repeater is then calculated, added to the physical area of the wire and multiplied by the number of parallel wires in a link, i.e. datapath width. Finally, the chip area of each router \( (R) \) is assessed by breaking the router down to the transistor level, calculating the number of transistors needed and multiplying it by the size of a transistor for a given technology node. The final result will depend on parameters such as the number of ports, the size of the buffers or the datapath width.

Photonic NoC Area Models: a photonic on-chip network essentially includes modulators, waveguides, switches, filters and photodetectors. In the transmitting side \( (TX) \), we will assume that modulators are made of one active ring resonator, whereas receivers \( (RX) \) consist of a passive ring resonator-based filter and a photodetector. Switches can also be devised by employing ring resonators as building blocks [72]. Finally, we also consider that all ring resonators are of the same size. Given these assumptions, the area of a given architecture can be approximated as:

\[
A \approx N_{\text{ring}} A_{\text{ring}} + N_{\text{det}} A_{\text{det}} + \sum_i A_{\text{wg},i},
\]  

(4.2.6)

where \( N_{\text{ring}} \) and \( N_{\text{det}} \) are the number of ring resonators and photodetectors, respectively. \( A_{\text{ring}} = W_{\text{ring}}^2 \) is the area of each ring, or the square of its pitch, \( A_{\text{det}} \) is the photodetector area, and \( A_{\text{wg},i} \) is the area of waveguide \( i \). As in conventional electronic NoCs, the specific network architecture will determine the exact number of components as a function of the number of nodes and the target link capacity. For instance, links might require the employment of \( W_D \) parallel waveguides to accommodate a given number of wavelengths

\[
W_D = \left\lceil \frac{N_{\lambda}}{N_{\lambda,\text{MAX}}} \right\rceil,
\]  

(4.2.7)

where \( N_{\lambda} \) is the number of wavelengths of the network and \( N_{\lambda,\text{MAX}} \) is the maximum number of wavelengths. The \( \lceil \cdot \rceil \) operator rounds the result upwards to the nearest integer. It is important to note that \( N_{\lambda} \) may depend on the number of cores of the network [79] or the targeted network capacity [80].
4.2.1.2 Energy Models

The power consumed by any communication network can be classified in two main groups: static and dynamic. The static or zero-load power is the energy consumed independently of the traffic being served, whereas the dynamic power is a load-dependent component. Due to their distinct nature, static and dynamic powers are usually expressed in different units. Static power $P_{\text{static}}$ is expressed in Watts and gives insight about the energy that is consumed invariably through time, for instance, maintain the circuitry active; whereas dynamic power $E_{\text{bit}}$ is expressed in Joules per bit and gives insight about the energy required to physically transmit one bit of data without errors from the transmitter to the intended receivers for a given interconnect technology.

As a rule of thumb, we will calculate the power consumed by a given on-chip network by using the following formula:

$$P = P_{\text{static}} + E_{\text{bit}} \cdot T,$$  \hspace{1cm} (4.2.8)

where $T$ is the network throughput in bits per second. In a reverse process, we can also calculate the energy required to convey one bit of information from the transmitter to the intended receivers, operating at a given throughput

$$E_{\text{bit}}^T = \frac{P_{\text{static}}}{T} + E_{\text{bit}},$$  \hspace{1cm} (4.2.9)

where the throughput $T$ is ideally equivalent to the link capacity considering one transmission flow and no packet loss.

**Wireless NoC Energy Models:** unlike in traditional wireless networks, the network nodes in a WNoC are integrated within the same platform and share the same power supply. Moreover, we will assume one shared channel and enough transmission power so that each wireless message is received by all the processing cores. In this context, the energy consumed in the transmission and reception of one bit is independent of whether the message is unicast or multicast and can be expressed as:

$$E_{\text{bit}}^T,W = E_{\text{tx}} + N \cdot E_{\text{rx}},$$  \hspace{1cm} (4.2.10)

where $E_{\text{tx}}$ and $E_{\text{rx}}$ are the mean energy consumption in transmission and reception, respectively. Leakage currents of the $N - 1$ inactive transmitters, as well as the power consumed by the logic required to implement the MAC protocol are neglected. For a transceiver implementation with measured power in transmission $P_{\text{tx}}$ and measured power in reception $P_{\text{rx}}$, both for a data rate $R$ and a given transmission range, the equation above can be also expressed as

$$E_{\text{bit}}^T,W = \frac{P_{\text{tx}} + N \cdot P_{\text{rx}}}{R}.$$  \hspace{1cm} (4.2.11)

It is important to remark that Equation (4.2.11) expresses the energy per bit of a specific wireless transceiver yielding a data rate $R$. As discussed above, we will assume a maturity factor $M$ so that a target peak data rate $R$ can be achieved by operating at least at a frequency $f_c = \frac{R}{M}$. This way, a generic trend can be extracted from the state of the art in wireless transceivers. Authors in [104] propose and discuss a figure of merit for wireless transceivers which encompasses both their energy efficiency $E_{\text{bit}}$ and transmission range $d_{\text{max}}$ by means of the following expression: $\Phi = \frac{E_{\text{bit}}}{\sqrt{d_{\text{max}}}}$. Figure 4.6 shows how this
Figure 4.6: Energy efficiency figure of merit of state-of-the-art wireless transceivers as a function of their central frequency.

The figure of merit scales as a function of the frequency for implementations analyzed in [180]. A similar fitting approach than the used in Section 4.2.1.1 provided the following relation

$$\frac{E_{\text{bit}}}{\sqrt{d_{\text{max}}}} = \frac{1.41 \cdot 10^3}{f_c + 28.81} \text{[pJ/bit/cm}^{1/2}]$$ (4.2.12)

with a coefficient of determination of 0.65. In this case, $E_{\text{bit}} = E_{\text{tx}} + E_{\text{rx}}$ and $f_c$ is expressed in GHz. Energy values can be extrapolated for frequencies beyond 400 GHz using the equation above.

The dependence on the transmission range is an important aspect to consider since, under the assumption that any transmitter should be able to reach any receiver, the nodes located at the chip edges will need a higher range than that of more centric nodes. This has two main implications: on the one hand, centric nodes need less transmission power to fulfill the sensitivity requirements at the chip edges. Therefore, the power amplifier can be tuned to consume less power. On the other hand, centric nodes receive transmissions with high power since the link budget is performed considering the worst case, this is, to reach the chip edges. In this case, the requirements for the low noise amplifiers are significantly relaxed. In our analysis, we will calculate which is the average energy per bit over all the on-chip transmitters following the aforementioned considerations with static power allocation.

Finally and unless noted, we will assume $E_{\text{bit}}^{\text{tx}} = E_{\text{bit}}^{\text{rx}} = E_{\text{bit}}/2$.

Conventional NoC Energy Models: again, ORION is employed to determine both the static and dynamic power of an electronic NoC. In the former case, we will consider the power due to leakage currents in wires and routers. ORION breaks down these digital circuits to the transistor level and uses experimentally-validated values for quiescent currents. In the latter case, ORION provides means to calculate the energy required to perform one hop within the network, which includes the energy required to (1) transmit one bit of data through an on-chip wire of fixed length and (2) read one bit of data from a router buffer, route it and write it into the next router buffer.

Assuming a throughput $T$ equal to the link capacity $C$, the energy per bit in an electronic NoC is:
\[ E_{\text{bit},E}^T = \frac{P_{\text{leakage}}}{C} + H \cdot E_{b,hop}, \]  

(4.2.13)

where \( P_{\text{leakage}} \) is the power due to leakage currents and \( E_{b,hop} \) is the average energy required for one bit to perform one hop. The \( H \) is the average distance between transmitter and receiver in terms of number of hops and solely depends on the network topology. For a 2D Mesh of \( N \) cores, \( H_{\text{ucast}} = \frac{2\sqrt{N}}{3} \), whereas \( H_{\text{bcast}} = N - 1 \) considering a routing algorithm that minimizes the number of hops needed to deliver the message once to all the destinations.

**Photonic NoC Energy Models:** the power consumption in a photonic NoC is mainly driven by three components, namely, the laser power, the ring heating and the energy required to perform the electrooptic (E/O) and optoelectric (O/E) conversions at the modulators and photodetectors, respectively.

**Laser Power:** Since integrating individual laser sources on a chip is currently unfeasible, it is generally accepted that light in a photonic NoC is supplied by an external multi-wavelength source. This light is coupled, modulated and then guided within the chip towards the intended receiver. In order to fulfill the sensitivity requirements at the receiver, the laser must transmit enough power to compensate for the losses incurred by the components found in the light path. Moreover and unless practical real-time laser management systems are made available \[75\], the laser power needs to be statically allocated to the worst case scenario. In this context, a power budget analysis is performed for each wavelength \( j \):

\[ P_{\text{lsr},j}(\text{dBW}) = \left[ S_{\text{RX}}(\text{dBW}) + \sum_i L_i(\text{dB}) \right]_j, \]  

(4.2.14)

where \( P_{\text{lsr},j} \) is the on-chip laser power needed for wavelength \( j \), \( S_{\text{RX}} \) is the receiver sensitivity, and \( L_i \) is the loss of component \( i \) including both the laser and coupling efficiencies. The network size, the topology, and the target link capacity will determine the number of components in the critical path of the light at that particular wavelength. Finally, the laser power is obtained by adding up the laser power for each of the required wavelengths.

**Ring Heating:** Another source of static energy in photonic NoCs is the power needed to maintain ring resonators tuned to the desired frequency. Such components are extremely sensitive to temperature as small variations produce a shift in their resonant frequency. The power needed to keep ring resonators thermally tuned is:

\[ P_{\text{heat}} = N_{\text{ring}} \cdot P_{\text{ring}}, \]  

(4.2.15)

where \( N_{\text{ring}} \) is the number of ring modulators in the architecture, and \( P_{\text{ring}} \) is the power needed to maintain one ring finely tuned (see Table 4.2). As commented in Section 4.2.1.1, we will assume one ring per modulator and filter in all cases.

**E/O and O/E Conversions:** The dynamic power consumption in a photonic NoC is mainly due to the energy required to convert one electronic bit to light and vice versa. In this case, we will consider fixed values demonstrated in the literature, which are shown in Table 4.2. Similarly to wireless NoC, the energy required for the transmission and reception of one bit will depend on the number of \( k \) simultaneous receivers:

\[ E_{\text{bit}} = E_{\text{bit}}^{tx} + k \cdot E_{\text{bit}}^{rx}. \]  

(4.2.16)
The parameter $k$ is generally dependent on the photonic NoC architecture. Generally, point-to-point ($k = 1$) optical communication is implemented and a separated broadcast channel ($k = N$) is employed for multi-receiver transmissions [80]. Alternatively, a broadcast-based architecture would deliver any message to all the receivers, which would check the destination address and discard the message if necessary [79].

Assuming a throughput $T$ equal to the link capacity $C$ and using Equations (4.2.14)-(4.2.16), the energy per bit in a photonic NoC is:

$$E_{\text{bit},P}^T = \frac{P_{\text{laser}} + P_{\text{heat}}}{C} + E_{\text{bit}}.$$  \hspace{1cm} (4.2.17)

### 4.2.1.3 Investigated Architectures

We compare a selection of architectures that attempts to cover a representative design space both in terms of network topologies and interconnect technologies. The architectures are:

**EMesh** We consider a conventional electrical mesh as the baseline due to its simplicity and regularity. We assume one 5-port router per core and bidirectional links connecting neighboring routers. The datapath width of the links and routers is adjusted to comply with the capacity $C$ requirements. This same architecture is considered as the baseline throughout the dissertation (see Chapters 5 to 7).

**WMesh** The BoWNOC paradigm is represented by an architecture accounting for one communication unit (antenna and transceiver) per core. We assume that all cores share the same broadband channel, wide enough to sustain a capacity $C$.

**OBus** A photonic bus arbitrated by means of an all-optical token-based scheme. This is the scheme used in the CORONA architecture to carry broadcast flows [80] as explained in Section 2.4.

**OXBar1** An optical crossbar, wherein each core is tuned to a unique wavelength in transmission and broadcasts its messages to the rest of cores. This is basically the scheme depicted in [78, 79] as outlined in Section 2.4.

**OXBar2** Another optical crossbar, wherein each core is associated to a unique data waveguide. Through this dedicated channel, a given core is able to receive data modulated by any of the other cores. This corresponds to the main scheme of the CORONA architecture [80] explained in Section 2.4.

Table 4.2 shows a summary of the technological parameters used in the study. Note that the variable number of cores $N$ is swept between 4 and 1024, whereas the link capacity $C$ is scaled up to 250 Gbps. The upper limit corresponds to the link capacity of a link capable of transmitting one 128-bit flit per cycle considering a processor clock of 2 GHz. Reducing the flit size or processor frequency—as expected in manycore environments—would greatly reduce this data rate requirement.

### 4.2.2 Performance Evaluation

#### 4.2.2.1 Area

Figure 4.7(a) shows the area-network size plane of the design space, corresponding to fixing the link capacity to a value of 80 Gbps. The electrical and wireless options show a linear...
behavior, while photonic NoCs grow with the square of the number of cores due to the quadratic scaling in number of components.

In the WNoC case, three different operation frequencies have been chosen, namely 260, 400 and 800 GHz. Taking into account the targeted link capacity, such frequencies lead to maturity factors not exceeding 30%, in consonance with the values shown in the state of the art (see Fig. 4.4). From an area overhead perspective, high frequencies are beneficial since they entail lower area both for the antenna and the transceiver, according to the tendency pointed out in Section 4.2.1.1. Nevertheless, the area occupation in most cases is higher than that of the electrical and photonic alternatives. Considerable transceiver area optimization is needed in order to enable size compatibility with massive multicore architectures: reducing the area of a 800-GHz transceiver to 0.1 mm$^2$ would yield an overhead of 27% in a 1000-core processor. By employing graphene-based nano-antennas [124, 125], such area overhead would be further reduced to a 25%.

Figure 4.7(b) shows the area-capacity plane of the design space, corresponding to fixing the network size to a value of 256 nodes. It can be observed that both electronic and photonic NoCs show a linear growth of area with respect to the link capacity, since higher bandwidth requirements are generally fulfilled by means of additional wires and circuitry.

In the wireless case, we consider different preset maturity factors and then scale the operation frequency in accordance with the link capacity objectives. Once the operation frequency is chosen, the area is calculated using the model presented in Section 4.2.1.1. Such approach explains the negative slope of the WNoC area plots: higher bandwidth requirements imply an increase in the operation frequency, which in turn entails a reduction in the size of both the antenna and the transceiver. Due to this, it is expected that WNoC will be able to compete with the electrical and photonic alternatives at high link capacities due to the extremely high operation frequencies required for transmission. It is important

### Table 4.2: NoC Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Size</td>
<td>16–1024</td>
<td>cores</td>
<td></td>
</tr>
<tr>
<td>Chip Area</td>
<td>400</td>
<td>mm$^2$</td>
<td></td>
</tr>
<tr>
<td>CMOS Technology Node</td>
<td>32</td>
<td>nm</td>
<td></td>
</tr>
<tr>
<td>Operation Frequency</td>
<td>2</td>
<td>GHz</td>
<td></td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>1</td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>Link Capacity</td>
<td>10–250</td>
<td>Gbps</td>
<td></td>
</tr>
<tr>
<td><strong>Photonic NoC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ring Pass Loss</td>
<td>0.01</td>
<td>dB</td>
<td>[183]</td>
</tr>
<tr>
<td>Ring Drop Loss</td>
<td>1</td>
<td>dB</td>
<td>[184]</td>
</tr>
<tr>
<td>Ring Area</td>
<td>64</td>
<td>µm$^2$</td>
<td>[183]</td>
</tr>
<tr>
<td>Ring Heating Power</td>
<td>26</td>
<td>µW/ring</td>
<td>[185]</td>
</tr>
<tr>
<td>Waveguide Pitch</td>
<td>2</td>
<td>µm</td>
<td>[71]</td>
</tr>
<tr>
<td>Propagation Loss</td>
<td>0.5</td>
<td>dB/cm</td>
<td>[71]</td>
</tr>
<tr>
<td>Bending Loss</td>
<td>0.15</td>
<td>dB</td>
<td>[71]</td>
</tr>
<tr>
<td>Wavelengths per Waveguide</td>
<td>64</td>
<td>-</td>
<td>[186]</td>
</tr>
<tr>
<td>Datarate per wavelength</td>
<td>10</td>
<td>Gbps</td>
<td>[186]</td>
</tr>
<tr>
<td>Splitter Excess Loss</td>
<td>0.04</td>
<td>dB</td>
<td>[70]</td>
</tr>
<tr>
<td>E/O Conversion</td>
<td>82</td>
<td>fJ/bit</td>
<td>[73]</td>
</tr>
<tr>
<td>O/E Conversion</td>
<td>50</td>
<td>fJ/bit</td>
<td>[73]</td>
</tr>
<tr>
<td>Photodetector Area</td>
<td>20</td>
<td>µm$^2$</td>
<td>[79]</td>
</tr>
<tr>
<td>Photodetector Sensitivity</td>
<td>−30</td>
<td>dBm</td>
<td>[74]</td>
</tr>
</tbody>
</table>
to note, though, that such possibility is limited by the state of technology as it determines the maximum frequency at which circuits can operate. This may also imply that higher maturity factors may need to be sought in order to increase the link capacity of a WNoC over a given value.

4.2.2.2 Energy

Figure 4.8(a) shows the energy-network size plane of the design space for a fixed link capacity of 80 Gbps. There are several aspects to be noted:

- In a conventional NoC, there is a considerable gap between the energy per bit in a unicast transmission and in a broadcast transmission. In both cases, conventional designs outperform wireless and photonic NoCs.
- WNoCs follow a similar trend than conventional NoCs, being the options working at higher frequencies closer to achieve an energy efficiency comparable to that of conventional NoCs, in accordance to the extrapolation proposed in Figure 4.6.
- In a photonic NoC, the energy figures can be considered independent on whether the transmission is unicast or multicast by virtue of the extremely low energy needed for the O/E conversions. However and despite such potential for low energy transmissions, the photonic NoC configurations scale poorly due to their high laser power requirements, specially at high core counts.

Figure 4.8(b) shows the energy-capacity plane of the design space. On the one hand, it is observed that conventional NoCs yield an energy efficiency which is almost invariant with respect to the link capacity. On the other hand, the energy efficiency of WNoCs not only improves with the link capacity, but also outperforms conventional NoCs at some point, provided that the trend observed in the state of the art continues in future transceivers (see Figure 4.6). Finally, our results confirm that the different photonic NoC options do not scale well, as their efficiency substantially deteriorates for high link capacities. This is mainly due to the steep increase in number of components leading to an extremely high accumulated loss and, eventually, to unaffordable laser power requirements.
Figure 4.8: Energy per bit scaling for different interconnect technologies and architectures as functions of (a) the number of cores with $C = 80$Gbps, and (b) the link capacity with $N = 256$.

### 4.2.2.3 Area-Energy Figure of Merit

As seen in the previous sections, a given on-chip network may scale remarkably well in terms of area and perform poorly in terms of energy, or vice versa. In order to evaluate both the area and energy scalability of each solution, we propose the following figure of merit:

$$F_{oM} = \frac{1}{A \cdot E_{bit}} \text{[bits/J/mm}^2\text{].}$$  \hspace{1cm} (4.2.18)

Such performance metric can be understood as the average number of bits that can be effectively transmitted for (a) each consumed joule of energy and (b) square millimeter of chip real estate. It is therefore an indicator of the joint energy and area efficiency of a given on-chip network. A large value of this figure of merit is desired.

On the one hand, Figure 4.9(a) shows how the figure of merit scales as a function of the network size in number of cores. Again, electrical and wireless NoCs show a similar trend, while a rapid decrease of the figure of merit is observed in photonic NoCs. Overall, conventional NoC yields the best performance. On the other hand, Figure 4.9(b) shows how the figure of merit scales as a function of the link capacity, in a network consisting of 256 cores. In this case, the analysis is slightly more complex. While it is clear that the optical crossbars scale poorly with the link capacity, the rest of options yield similar performance. According to our analysis, the optical bus shows the best performance for low link capacities, whereas wireless NoCs could yield an improved efficiency for high link capacities if the scaling trends observed in the state of the art continue.

### 4.2.3 Discussion

Results here presented indicate that, in absolute terms, the baseline NoC performs remarkably better than its potential alternatives in terms of area and power. However, it is important to note that the technologies employed for electrical on-chip wires and routers is thus far much more optimized than nanophotonic or wireless chip-area technologies, which are still in their infancy and may substantially improve in the following years.
For the sake of fairness, the comparison must account for the structural tendencies rather than for the absolute area and energy values. Table 4.3 summarizes the trends obtained through the application of fitting methods to the area and energy plots. In the table, $\alpha$, $\beta$, $\gamma$, $\delta$, $\epsilon$, and $\iota$ are constants. The poor scalability of nanophotonic options $-O(N^2)$ and $O(kN)$—is mainly due to the need of $N$ rings for each of the cores of the system. Contrarily to the nanophotonic options, WMesh offers a good area and energy scalability with respect to the number of nodes and an excellent scalability with respect to the link capacity. From this, we can infer that the concept of BoWNoC is better suited to the case of high data rate requirements leading to a very high radiation frequency. Conversely, in small networks working at lower speeds, electrical and photonic interconnects are expected to offer improved area and energy efficiencies.

4.2.3.1 A comparison between state-of-the-art designs

To provide an approximation of the area and power of transceivers that may be available in the short term, we apply the scaling trends obtained in previous sections to a state-of-the-art design for on-chip communication [102]. Then, we compare these figures with those of recent NoC implementations.

We part from the 65-nm CMOS designs by Yu et al. at 60 GHz [102]. A first implementation uses OOK and achieves 16 Gbps with a bit error rate of $10^{-15}$ while taking 31.2 mW of power and 0.25 mm² of silicon area including an antenna of 0.02 mm² [90]. The same authors increase the data rate by tripling the bandwidth for a total of 48 Gbps, while consuming 97.5 mW and 0.73 mm². They also explore the possibility of using the Quadrature Phase-Shift Keying (QPSK), which doubles the spectral efficiency with respect to OOK for a total of 32 Gbps assuming the original bandwidth. Due to the need of complex components, the power and area escalate up to 96 mW and $\sim$0.4 mm², respectively.

We scaled these three transceivers from 65-nm to 22-nm to obtain reasonable design points in the short term. To this end, we chose to be conservative and used scaling trends less favorable than the $O(1/f)$ tendency pointed out in Sections 4.2.1.1 and 4.2.1.2. Specifically, we considered a sublinear scaling in terms of area given that active components do not
Table 4.3: Dominant area and energy scalability trends

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMesh</td>
<td>$O(NC)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>WMesh</td>
<td>$O(N/C)$</td>
<td>$O(N/C)$</td>
</tr>
<tr>
<td>OBus</td>
<td>$O(N^2)$</td>
<td>$O(\alpha^N \beta^C)$</td>
</tr>
<tr>
<td>OXBar1</td>
<td>$O(N^2C)$</td>
<td>$O(\gamma^N)$</td>
</tr>
<tr>
<td>OXBar2</td>
<td>$O(N^2C)$</td>
<td>$O(\delta^N \epsilon^C)$</td>
</tr>
</tbody>
</table>

necessarily scale with technology. As for the energy, we consider that the bandwidth-to-power ratio increases around a 25% per generation, which is very well below the 40% increase predicted in [61] and the linear scaling obtained in this work.

Table 4.4 compares the area and power of the original transceivers and their scaled versions with those of different NoC implementations reported in the literature. In [6], the authors describe the mesh NoC of the Intel’s 80-core Polaris processor. This design can be considered similar to our EMesh baseline or the MESH-BASE design considered in the next chapter, as it does not implement any specific multicast support. To improve multicast performance, subsequent designs have explored the use of shorter router pipelines and multiport arbitration [21], as well as broadcast ordering capabilities similar to those attainable with BoWNoC [25]. For completeness, we also considered lower diameter topologies like the flattened butterfly (see Section 2.1). In this case, reasonable power and area are obtained for different system sizes and link widths, although recognizing serious scalability issues due to the increase in router radix.

We also include data from two recent designs that would be similar to the OBus considered here. On the one hand, Oh et al [62] propose to augment a conventional mesh with a global RF transmission line. Laying down the transmission line and the required transceivers takes a significant portion of area, but less power than the wireless option given that, in transmission lines, signals are guided instead of radiated. On the other hand, an all-optical 64-core NoC based on a global broadcast tree is proposed in [87]. The estimated power is high compared to the rest of alternatives, but provides a huge broadcast bandwidth of 320 bits per clock cycle. Area measurements are not provided.

Finally, to put these numbers in context, we complete Table 4.4 with the area and power consumption of two popular 22-nm cores, namely the high-performance Xeon Haswell and the energy-efficient Atom Silvermont. The thermal design power of an 18-core Haswell chip at 2.1GHz is 135W [187]. Correcting for frequency, we roughly estimate a per-core power of 5W. A similar reasoning is perform for the 8-core Silvermont chip, which works at 1.7GHz with a thermal design power of 12W [187]. Area numbers are supplied by the literature.

In overall, it is shown that a 22-nm transceiver would have an area and power consumption commensurate to that of current and future NoC designs, while representing between 1% and 10% of the area and power consumed by current core designs. Although these results do not include the area and energy required for the MAC protocol, related works [25, 150] confirm that its circuitry would take a minor part of the chip resources. Note that these figures could be reduced by means of the techniques as described above and that, in any case, the cost of the wireless channel could be in part compensated by the fact that the wired plane can be simplified.
### Table 4.4: Per-Tile Area and Power Comparison

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Cores</th>
<th>Topology</th>
<th>Technology</th>
<th>Voltage</th>
<th>Frequency</th>
<th>Width</th>
<th>Area</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>[102]</td>
<td>N</td>
<td>Wireless</td>
<td>65 nm (22 nm)</td>
<td>1 V</td>
<td>1 GHz</td>
<td>16 b (32 b)</td>
<td>32 b (64 b)</td>
<td>0.25 (0.1) mm$^2$</td>
</tr>
<tr>
<td>[6]</td>
<td>80</td>
<td>Mesh</td>
<td>65 nm</td>
<td>0.7 V</td>
<td>1.7 GHz</td>
<td>39 b</td>
<td>0.34 mm$^2$</td>
<td>98 mW</td>
</tr>
<tr>
<td>[25]</td>
<td>36</td>
<td>Mesh</td>
<td>45 nm</td>
<td>1.1 V</td>
<td>1 GHz</td>
<td>137 b</td>
<td>0.36 mm$^2$</td>
<td>139 mW</td>
</tr>
<tr>
<td>[21]</td>
<td>16</td>
<td>Mesh</td>
<td>45 nm</td>
<td>1.1 V</td>
<td>1 GHz</td>
<td>64 b</td>
<td>0.32 mm$^2$</td>
<td>27 mW</td>
</tr>
<tr>
<td>[37]</td>
<td>128</td>
<td>FBFly</td>
<td>32 nm</td>
<td>0.9 V</td>
<td>2 GHz</td>
<td>144 b</td>
<td>0.18 mm$^2$</td>
<td>78 mW</td>
</tr>
<tr>
<td>[87]</td>
<td>64</td>
<td>Optics</td>
<td>22 nm</td>
<td>1 V</td>
<td>2.5 GHz</td>
<td>320 b</td>
<td>-</td>
<td>187.5 mW</td>
</tr>
<tr>
<td>[62]</td>
<td>64</td>
<td>TLs</td>
<td>22 nm</td>
<td>1 V</td>
<td>1 GHz</td>
<td>16 b</td>
<td>0.48 mm$^2$</td>
<td>7.8 mW</td>
</tr>
</tbody>
</table>

Atom Silvermont (22 nm) 2.5 mm$^2$ 187.5 mW
Xeon Haswell (22 nm) 21.1 mm$^2$ 7.8 mW

4.2.3.2 Towards affordable BoWNoC designs

We have seen that the area and power scalability of BoWNoC are similar to those of existing NoCs, but that antennas and transceivers are still bulky or inefficient. In light of this, the challenge is to reduce the absolute figures to levels that can be considered competitive from an implementation cost perspective. To this end, different approaches can be taken at diverse levels of design:

**System level:** Given that the BoWNoC scenario allows for an unprecedented control over propagation, the link budget process becomes quasi-deterministic. With this information, power can be allocated with extreme accuracy and thus, energy consumption may be minimized. Allocation can be even performed in an adaptive fashion thanks to reconfigurable techniques like the proposed in [167]. Other system-level techniques include power gating, which allows to dynamically power off cores that will not be used in a substantial period of time [188]. The flexibility of the wireless approach allows transceivers to be power gated with their associated core without affecting network performance, fact that is generally not possible with NoC routers. Finally, one can apply concentration by connecting $k$ cores to a single transceiver. This approach slightly reduces the performance of the wireless network but would reduce the area and power by a factor of $k$.

**Transceiver level:** Unlike in traditional wireless systems, all the on-chip wireless transceivers share the same power supply and, therefore, the energy per bit metric encompasses the energy consumed by transmitter and all the receivers within the transmission range -see Equation (4.2.11)-. Thus far, we assumed $E_{tx}^{bit} = E_{rx}^{bit}$ in order to simplify the analysis. However, the ratio between such figures could be chosen in the transceiver design process. To this end, a model accounting for the trade-offs between transceiver energy consumption, radiated power and received power, would enable the optimization of the energy efficiency. The only downturn here is the need for schemes capable of rapidly powering off the transmitter or receiver circuits while not used.

**Circuit level:** In this work, we considered a heterogeneous set of transceivers implementing different modulations and aiming at different communication scenarios, which are not necessarily oriented to low area and low power. Novel and optimized circuit topologies could allow for a substantial improvement of the area and energy efficiencies in wireless.
chip communication. As we will see next, works like [102, 189] may serve as reference for future designs for efficient chip-scale transceivers.

At the technology level: The performance of a given wireless transceiver is undeniably limited by the underlying technology. Generally, technological advancements lead to higher operation frequency, lower area and potential for lower energy consumption. The trend set by current state-of-the-art transceivers will continue provided that the employed technologies evolve accordingly. However, the advent of a new technology or material bringing disruptive improvements, such as graphene [121, 132, 137, 190], may allow to go beyond the predicted performance. In Section 4.3 we explore the capabilities of this novel technology.

4.3 On the Suitability of Graphene-enabled THz Wireless Communication

In Section 3.1.2, we pointed out graphene as a technology that might be key for the implementation of WNoCs with core-level broadcast capabilities even in massive multicore settings, where processor may be several hundred microns long and wide. Scaling metallic antennas down to such dimensions is not a practical approach, since the low conductivity of nanoscale metallic structures [191] leads to a poor antenna performance. Moreover, metallic antennas of a few micrometers have a resonant frequency of several hundreds of terahertz. Such frequency band is not suitable for RF wireless communications due both to its huge channel attenuation leading to an extremely limited communication range and to the difficulty of implementing transceivers operating at such high frequency band.

Alternatively, graphene-based antennas, or shortly named graphennas, are uniquely suited for wireless communication within this context [192]. By virtue of its plasmonic properties, a graphenna several micrometers long is able to radiate within the terahertz band (0.1 - 10 THz) [124], this is, two orders of magnitude lower than that of metallic antennas. Low-complexity and low-power solutions for the transceivers operating at such frequencies could be achieved by adopting impulse-based modulations as discussed in Section 4.1.2. Furthermore, graphennas are tunable and show a higher radiation efficiency than typical THz metallic antennas despite their size difference as we will show throughout the rest of this chapter.

With the aim of going beyond the CMOS scaling trends identified in the previous sections, here we explore the performance of graphene-enabled wireless communications in the terahertz band and within the chip context. To this end, and since scaling down the size of the communication units intuitively suggests that nanoscale principles will largely determine the performance of communication, we define and employ a cross-cutting methodology that relates both extremes including the response of the graphennas and the effects terahertz wave propagation.

By expressing communication performance as a function of variables that define nanoscale physics through models, design space explorations can be performed during early development stages. As models evolve and improve, such methodologies would allow to obtain accurate evaluations of communication performance before graphene antennas are implemented or experimental testbeds are available. We expect that the proposed framework will allow designers not only to set minimum graphene quality requirements based on application-dependent propagation medium characteristics and communication performance guidelines, but also to explore the interaction between the frequency-selective re-
Figure 4.10: Schematic representation of a set of graphene-based antennas proposed in the literature. Silicon lenses are used in (c) and (d) but not shown for simplicity.

Responses of the antenna and the channel. Related works have inspected the impact of key technological parameters upon the antenna performance [125, 126, 128], but not from a communications standpoint. In parallel to this study, Zhang et al. performed an end-to-end channel modeling and analysis of graphene-enabled wireless communications targeting indoor applications [193].

The remainder of the section is as follows. Sections 4.3.1 and 4.3.2 explain the theoretical background of graphene miniaturized antennas and terahertz propagation, necessary to follow the methodology proposed in Section 4.3.3. Such methodology is employed to evaluate the suitability of graphennas for ultra-short-range impulse radio communications, the results of which are shown in Section 4.3.4.

4.3.1 Background on Graphene-based Miniaturized Antennas

The application of carbon materials in the realm of antennas was first discussed in works that proposed the use of carbon nanotubes as potential dipole antennas and analyzed their transmission line properties and radiation pattern [91, 194, 195]. Following these discoveries and in light of the issues of this technology in terms of manufacturing, tuning, and placement on planar implementation processes, Jornet et al. investigated the possibility of employing micrometric graphene patches for wireless communication [196]. Taking base on the work by Hanson on the propagation of electromagnetic waves on laterally-infinite graphene layers [197], it was demonstrated that a graphene patch a few micrometers long and wide would resonate in the terahertz band.

Such discovery has led to the surge of graphene antenna proposals that, in essence, consist of a number of finite-size graphene layers (the radiating elements) mounted over a metallic flat surface (the ground plane), with a dielectric material in between and a feed to drive the signals to the antenna. Patch antenna configurations have been analyzed with a pin feed [128], a punctual excitation [198] or a graphene microstrip line at one edge of the graphene layer [199]. Dipole-like designs, where the source is placed in the middle of two identical graphene layers, has been also proposed in [126, 200, 201]. Different biasing schemes have been also included in most of these works to take advantage of the unique tuning capabilities of graphennas [126, 198, 201]. Some of these proposals are conceptually represented in Fig. 4.10.

The reason behind the subwavelength behavior of graphennas is the presence of surface plasmon polariton (SPP) waves on the surface of graphene. Such phenomenon occurs at
the interface between any metallic and dielectric material pair when an electromagnetic wave impacts upon the metal. The properties of the SPP waves are determined by the frequency characteristics of the electrical conductivity of the metallic material (graphene in this case). For instance, while graphene shows strong plasmonic effects leading to resonance for frequencies in the terahertz band, other materials such as gold present this phenomenon in the optical range.

4.3.1.1 Conductivity Models

Recent studies related to the conductivity of graphene sheets are enabling a precise modeling of the plasmonic phenomena occurring at the surface of graphennas [124, 200]. The main approach considers that a graphenna of a few micrometers in size is large enough to disregard the effects of the graphene edges. Therefore, the model for infinite graphene sheets can be employed, in which case the conductivity is calculated by means of the Kubo formula [197]. Moreover, experimental results show that the Drude-like intraband contribution dominates in the band of interest (0.1 - 10 THz), so that the conductivity can be expressed as:

\[
\sigma(\omega) = \frac{2e^2 k_BT}{\pi \hbar} \ln \left[ 2 \cosh \left( \frac{E_F}{2k_BT} \right) \right] \frac{i}{\omega + i\tau - 1},
\]

(4.3.1)

where \(e\), \(\hbar\), and \(k_B\) are constants corresponding to the charge of an electron, the reduced Planck constant, and the Boltzmann constant, respectively [125, 197]. Variables \(T\), \(\tau\), and \(E_F\) correspond to the temperature, the relaxation time, and the chemical potential of the graphene layer. At mid-infrared and optical frequencies, the intraband contribution fades and the conductivity approaches a much lower universal value of \(\sigma_0 = \pi e^2/(2\hbar)\) [202].

The conductivity plays a major role in determining the resonance of the graphenna, since the wavelength of SPPs within the graphenna is \(\lambda/n_{eff}\), where the effective mode index \(n_{eff}\) is dependent upon the conductivity as:

\[
n_{eff}(\omega) = \sqrt{1 - \frac{4\mu_0}{\epsilon_0 \sigma(\omega)^2}}.
\]

(4.3.2)

Knowledge on the conductivity of graphene has led to a further investigation of the characteristics of graphennas. The surface impedance of graphennas has been investigated in [200], allowing the extraction of preliminary results regarding the total efficiency of the graphenna. The work in [203] proposes a method to predict the input impedance of graphene reconfigurable dipoles. The impact of different substrates and their thickness upon the radiation characteristics of graphennas has been also studied in [125]. More importantly, the implications of varying the chemical potential and relaxation time of a graphenna have been explored in [128] and are shown below.

4.3.1.2 Technological Design Parameters of Graphennas

Together with the antenna shape and dimensions, the conductivity plays a fundamental role in determining the radiation characteristics of the graphenna. As it is clearly observed in (4.3.1) and discussed next, the graphene conductivity strongly depends on the chemical potential and the relaxation time, which in turn depends on the carrier mobility. These are the parameters used in the design space exploration of Section 4.3.4.
Chemical Potential: Also referred to as Fermi energy, the chemical potential $E_F$ refers to the level in the distribution of electron energies at which a quantum state is equally likely to be occupied or empty. Since it is possible to control its value by applying an electrostatic bias or by means of chemical doping, the chemical potential can be considered as a design parameter for graphennas. The impact of the chemical potential upon the frequency response of a graphenna is as shown in Fig. 4.11(a), in accordance with the tendencies revealed in [126,128]. It is observed that the radiation efficiency substantially increases with the chemical potential, whereas the resonant frequency is shifted upwards yet without an apparent effect on the resonance bandwidth. This confers graphennas unprecedented tuning possibilities that have been recently analyzed in different graphenna structures mostly at the terahertz band [126,198], but also at microwave frequencies [204].

Relaxation Time: The relaxation time $\tau$ is the interval required for a material to restore a uniform charge density after a charge distortion is introduced and, in some works, it is expressed in terms of scattering rate $\Gamma$ as $\Gamma = (2\tau)^{-1}$. At the band of interest ($<10$ THz), phenomena such as interband damping or electron-phonon interaction, which appear over the interband and optical phonon threshold frequencies ($\sim$50 THz), can be neglected and the relaxation time can be calculated as

$$\tau \approx \tau_{DC} = \mu \hbar \sqrt{n\pi}/(e v_F),$$  \hspace{1cm} (4.3.3)

where $\mu$ is the carrier mobility, $n$ is the carrier density, and $v_F$ is the Fermi velocity [202]. The carrier density depends on the chemical potential, whereas the Fermi velocity is independent of the Fermi energy, and can be evaluated with the following expressions [205]:

$$E_F = \sqrt{\hbar^2 v_F^2 n\pi - (\pi K_B T)^2/3},$$
$$v_F = 3ta/(2\hbar) \approx 10^6,$$  \hspace{1cm} (4.3.4)

where $t \approx 2.8eV$ and $a = 1.42\text{Å}$ are tight-binding parameters for graphene [206]. Finally, considering that $E_F \gg K_B T = 26\text{meV}$, the relaxation time expression in (4.3.3) becomes

$$\tau \approx \mu E_F v_F^2,$$  \hspace{1cm} (4.3.5)

which implies that the relaxation time and chemical potential can be used interchangeably under the conditions considered in this work.

Fig. 4.11(b) shows the impact of the relaxation time upon the frequency response of a graphenna. A stronger resonant behavior is observed as the relaxation time is increased, which matches the results in [128].

Carrier Mobility: The carrier mobility defines the average speed at which electrons can move within the material. Since diverse carrier mobility values can be achieved by means of different graphene manufacturing processes or by using different substrates [207,208], we will consider it as a design parameter for graphennas. For a suspended layer of graphene, the carrier mobility is obtained as:

$$\mu = \frac{1}{ne\rho_{xx}},$$  \hspace{1cm} (4.3.6)

where $\rho_{xx}$ is the sheet resistivity.
Figure 4.11: Frequency response at \( r = 1 \text{m} \) of a 5\( \mu \text{m} \times 1 \mu \text{m} \) freestanding graphene patch fed with a 10-k\( \Omega \) microstrip for different chemical potential and relaxation time values. The voltage inside the antenna is 1V for all frequencies. We refer the reader to Section 4.3.3 for further methodological details.

It is worth noting that Eq. (4.3.5) gives a direct relation between the carrier mobility and the relaxation time at the frequency band of interest. This implies that both parameters can be used interchangeably under the conditions assumed in this work and that, according to the results in Fig. 4.11(b), a higher carrier mobility leads to a more resonant behavior.

4.3.2 Background on Terahertz Propagation

The shift of the frequency band of operation from the mmWave range up to the terahertz band has deep repercussions on the propagation of electromagnetic waves. More precisely, phenomena that are generally neglected can become significant as the wavelength reaches dimensions commensurate to the molecules found in the medium or the tiny irregularities of the surfaces upon which the waves may reflect. Their effects were first measured in indoor scenarios with the objective of their standardization within the IEEE 802.15 Terahertz Interest Group [209] and later modeled both in the frequency and time domains considering distances compatible with the chip scenario [210, 211]. Due to their frequency-selective nature and potentially detrimental impact, terahertz phenomena need to be considered on top of the channel modeling fundamentals shown in Section 3.3.

4.3.2.1 Molecular Absorption and Particle Scattering

Molecular absorption is the process by which part of the wave energy is converted into internal kinetic energy of the excited molecules in the medium. Since several molecules present in the standard atmosphere have thousands of resonances in the terahertz band, they are excited by the terahertz electromagnetic waves radiated by antennas. This process converts part of the radiation into internal vibrations [209], and adds up to other factors that attenuate the propagated signals in wireless communications in the terahertz band. Molecular absorption can be modeled by the following analytical expression [210]:

\[
\alpha_M(f, d) = \frac{1}{\tau} = e^{k_A(f)d},
\]  

(4.3.7)
where \( f \) is frequency, \( d \) is distance, \( \tau \) is defined as the transmittance of the medium and \( k_A(f) \) is the medium absorption coefficient. This last parameter depends on the medium composition, i.e., the particular mixture of molecules that the propagating wave finds along the channel, and is highly-frequency dependent as shown in Figure 4.12. We refer the reader to [210] for more details on how to calculate the medium absorption coefficient, and to Section 4.3.4 for an analysis of the impact of molecular absorption upon the performance of wireless communication in the on-chip scenario.

Another effect found at terahertz frequencies is particle scattering. As wavelengths become commensurate in size with certain particles that may be present in the environment, waves may be reflected and scattered by those particles. These effects are also frequency-selective and, therefore, have an impact upon the response of the channel in both domains [211]. The attenuation caused by particle scattering also takes an exponential form:

\[
\alpha_S(f, d) = e^{k_S(f)d},
\]

where \( k_S(f) = \sum_j N_j \sigma_j \) is the particle scattering coefficient [211]. The calculation of this coefficient requires knowledge on the density of particles in the medium \( N \) and of the scattering cross section \( \sigma \) of each type of particle. The scattering cross section depends on the frequency band of interest, and in the terahertz band becomes:

\[
\sigma_j = \frac{2\pi x_d^5}{3\lambda^4} \left( \frac{n(f)^2 - 1}{n(f)^2 + 2} \right)^2,
\]

where \( x_d \) is the diameter of the scattering particle, \( \lambda \) is the wavelength, and \( n(f) \) is the refractive index of the medium. Although the presence of particles large enough to produce scattering in terahertz band is highly improbable in a controlled environment like a chip package, it is important to be aware of such phenomenon.

### 4.3.2.2 Reflections and Rough Surface Scattering

The behavior of reflections depends not only on the material, but also on the roughness of the surface. As wavelengths reach the micrometer scale, the roughness of certain material becomes significant and may produce scattering [212]. To calculate the effect of surface roughness, it is necessary to obtain a Rayleigh roughness factor that can be calculated using a measure of the surface height distribution. Although in our scenario we can consider only

![Figure 4.12: Molecular absorption of the terahertz channel at a distance of 1 cm.](image)
specular reflections since the roughness of the materials used in electronic devices in the frequency range of interest is negligible, it is worth being aware of this phenomenon.

In any case, the reflected electric field can be obtained by multiplying the incident electric field by the Fresnel coefficient [213], which depends on the polarization of the incident wave. By assuming that the directions of the polarization vectors and the incident vectors match, we can write the Fourier transform of the channel impulse response matrix, particularized for one reflection, as:

$$H_p(f, \theta_i) = \begin{pmatrix} \Gamma_{\perp}(f, \theta_i) & 0 \\ 0 & \Gamma_{\parallel}(f, \theta_i) \end{pmatrix},$$

(4.3.10)

where $\Gamma_{\perp}(f, \theta_i)$ and $\Gamma_{\parallel}(f, \theta_i)$ are the reflection coefficient for a perpendicular incident wave and for a parallel incident wave, respectively; and can be expressed as follows:

$$\Gamma_{\perp}(f, \theta_i) = \frac{n_1(f) \cos \theta_i - n_2(f) \cos \theta_t}{n_1(f) \cos \theta_i + n_2(f) \cos \theta_t},$$

$$\Gamma_{\parallel}(f, \theta_i) = \frac{n_1(f) \cos \theta_t - n_2(f) \cos \theta_i}{n_1(f) \cos \theta_t + n_2(f) \cos \theta_i},$$

(4.3.11)

where $n_1(f)$ and $n_2(f)$ are the refractive index of the medium and of the material of the reflecting surface, respectively, while $\theta_i$ and $\theta_t$ are the incident and transmission angles. The relation between them is $\theta_t = \arcsin \left( \frac{n_1(f)}{n_2(f)} \sin \theta_i \right)$.

The refractive indexes will depend on the material where the waves propagate and are reflected. However, only a few materials have been characterized in the THz band. Some interesting data can be found for the time-domain spectroscopy applications [213]. In the literature, results are generally expressed by means of the real part of the reflective index $n_i(f)$ and the absorption coefficient $\alpha_i(f)$. To obtain the complex refractive index, we use the following relation: $n(f) = n_i(f) + j \frac{\alpha_i(f)c}{4\pi(2\pi f)^2}$ [213].

4.3.3 Evaluation Framework

Progressively scaling the size of the communication units (and the wavelengths) down to the microscale intuitively implies that nanoscale principles will largely determine the communication performance. As a result, it is important to carefully consider the impact of nanoscale phenomena upon performance even if communication occurs at much larger scales. Here, we explain the vertical methodology employed in this work to explicitly bridge the conceptual gap between both ends.

The methodology basically consists in the evaluation of the impulse response of the graphennas and of the terahertz channel towards a complete channel model. We will mainly follow the notation and considerations employed in [214], which stem from the work in [215] and are summarized in Figure 4.13. The model relates the voltage $u_{RX}(t)$ at the output terminals of the receiving antenna with the input voltage $u_{TX}(t)$ delivered at the terminals of the transmitting antenna. Although we will provide the formulations in both domains, the methodology and consequent analysis are oriented to the time domain given the very high radiation frequency and potentially wideband nature of graphennas. Also, without loss of generality, we introduce the notation for a given polarization.
4.3.3.1 Impulse Response Formulation

Consider a time-dependent voltage \( u_{TX}(t) \) delivered at the terminals of an antenna through a feed of characteristic impedance \( Z_{TX} \) and assume free space propagation. The radiated signal \( e_{TX}^{(\theta, \phi)}(t) \) at the direction determined by the pair of angles \( \{\theta, \phi\} \) is given by:

\[
\frac{e_{TX}^{(\theta, \phi)}(t)}{\sqrt{Z_0}} = \frac{\delta(t - r/c_0)}{2\pi r c_0} \ast h_{TX}^{(\theta, \phi)}(t) \ast \frac{\partial u_{TX}(t)}{\partial t} = h_{\text{LINK}}(t) \ast u_{TX}(t),
\]

(4.3.12)

where the operator \( \ast \) represents convolution, \( h_{TX}^{(\theta, \phi)}(t) \) is the impulse response of the transmitting antenna at the propagation direction, \( \partial u_{TX}(t)/\partial t \) is the derivative of the input signal, \( r \) is the distance to the antenna, \( c_0 \) is the speed of light in vacuum, and \( Z_0 \) is the free space impedance [214]. From this equation, we infer that the impulse response of an antenna is the relation between the excitation voltage of the antenna (input) and the radiated field strength (output). Therefore, the impulse response of any antenna can be obtained by applying a voltage to it and measuring, either physically or by means of simulation, the strength of the radiated fields. Note that this definition leaves the time derivative out of the impulse response of the antenna, as opposed to in [216], thus decoupling the differentiation effects inherent to all antennas from the antenna-dependent dispersion, impedance mismatch, and other losses. In the frequency domain, (4.3.12) becomes:

\[
\frac{E_{TX}^{(\theta, \phi)}(f)}{\sqrt{Z_0}} = \frac{e^{j\omega r/c_0}}{2\pi r c_0} H_{TX}^{(\theta, \phi)}(f) j\omega \frac{U_{TX}(f)}{\sqrt{Z_{TX}}},
\]

(4.3.13)

where \( E_{TX}^{(\theta, \phi)}(f) \), \( H_{TX}^{(\theta, \phi)}(f) \), and \( U_{TX} \) are the radiated field, the response of the antenna, and the input voltage in the frequency domain. The delay is modeled with the exponential factor, whereas \( j\omega \) is the equivalent to a time derivative.

A similar expression is used to calculate the voltage \( u_{RX}(t) \) at the terminals of an antenna when receiving an electromagnetic \( e_{RX}(t, \theta', \phi') \) wave arriving from the direction determined by the pair of angles \( \{\theta', \phi'\} \):

\[
\frac{u_{RX}(t)}{\sqrt{Z_{RX}}} = h_{RX}^{(\theta', \phi')}(t) \ast \frac{e_{RX}^{(\theta', \phi')}(t)}{\sqrt{Z_0}},
\]

(4.3.14)
where \( h_{RX}^{(\theta', \phi')} (t) \) is the impulse response of the receiving antenna at the incident direction and \( Z_{RX} \) is the characteristic impedance at the receiving end. With the definition of impulse response given in (4.3.12) and (4.3.14), the reciprocity theorem yields \( h_{TX} = h_{RX} = h_A \) for the same antenna \([214]\). Note that this also applies in the case of graphene-based antennas, since the same plasmonic principles explain their operation both in transmission and in reception \([124]\). In the frequency domain, we have:

\[
\frac{U_{RX}(f)}{Z_{RX}} = H_{RX}^{(\theta', \phi')} (f) \frac{E_{RX}^{(\theta', \phi')} (f)}{\sqrt{Z_0}},
\]  

(4.3.15)

with \( U_{RX}(f) \), \( H_{RX}^{(\theta', \phi')} (f) \), and \( E_{RX}^{(\theta', \phi')} (f) \) as the frequency-domain versions of the voltage at the output, the antenna response, and the incident field. The reciprocity condition is still \( H_{TX} = H_{RX} = H_A \) \([214]\).

Now let us consider the radiated signal \( e_{TX}(t) \) to be incident at the receiving antenna. By combining (4.3.12) and (4.3.14), we can obtain a single expression that describes the dependence between the voltage at the receiver and at the transmitter:

\[
\frac{u_{RX}(t)}{\sqrt{Z_{RX}}} = h_{RX}^{(\theta', \phi')} (t) * \frac{\delta(t - r_{TR}/c_0)}{2\pi r_{TR} c_0} * h_{TX}^{(\theta, \phi)} (t) * \frac{\partial u_{TX}(t)}{\partial t} \sqrt{Z_{TX}}.
\]  

(4.3.16)

where \( r_{TR} \) is the distance between the two antennas. The expression clearly separates the contributions of the antennas and the channel: the term that is function of \( r_{TR} \) corresponds to the freespace propagation and can be replaced by a more complex propagation model \( h_C(t) \) that could include multipath and terahertz effects. Thus, (4.3.16) becomes:

\[
\frac{u_{RX}(t)}{\sqrt{Z_{RX}}} = h_{RX}^{(\theta', \phi')} (t) * h_C(t) * h_{TX}^{(\theta, \phi)} (t) * \frac{\partial u_{TX}(t)}{\partial t} \sqrt{Z_{TX}}.
\]  

(4.3.17)

Finally, the impulse response of the whole link \( h_L(t) \), which includes the channel and the two antennas, can be calculated by assuming that \( u_{TX}(t) = \delta(t) \) and applying the properties of the convolution operation:

\[
h_L(t) = \sqrt{\frac{Z_{RX}}{Z_{TX}}} \frac{\partial}{\partial t} (h_{RX}^{(\theta', \phi')} (t) * h_c (t) * h_{TX}^{(\theta, \phi)} (t)),
\]  

(4.3.18)

which becomes, in the frequency domain:

\[
H_L(f) = j\omega \sqrt{\frac{Z_{RX}}{Z_{TX}}} H_{RX}^{(\theta', \phi')} (f) H_C (f) H_{TX}^{(\theta, \phi)} (f).
\]  

(4.3.19)

### 4.3.3.2 Outline of the Methodology

As summarized in Figure 4.14, the proposed methodology provides a means to A) characterize the antennas and the channel separately or B) to perform a joint evaluation of a complete graphene-enabled wireless link in the time domain. All cases basically involve the evaluation of the impulse response of the antenna \( h_A(t) \), the channel \( h_C(t) \), or the whole link \( h_L(t) \), and the use of time-domain metrics to characterize their respective performances. Three steps are required to characterize the antennas, namely:

1. The conductivity \( \sigma(\omega) \) of a graphene layer with chemical potential \( E_F \), relaxation time \( \tau \), and carrier mobility \( \mu \) is modeled as explained in Section 4.3.3.3.
Figure 4.14: Vertical methodology for the time-domain characterization of graphene-enabled wireless links as functions of nanoscale phenomena.

2. The model of a graphene layer is integrated with the rest of antenna elements within an electromagnetic field solver, which allows to obtain the impulse response $h_{A}(t)$ by using (4.3.12)-(4.3.15) as indicated in Section 4.3.3.3.

3. Finally, the communication performance of the whole graphene is evaluated through a set of pre-defined metrics that require the impulse response $h_{A}(t)$ and a voltage waveform $u_{TX}(t)$ as inputs. These are detailed in Section 4.3.3.5.

The evaluation of the channel is performed by means of the following steps:

4. The propagation media are modeled by evaluating the extinction loss coefficient $k(f)$ as explained in Section 4.3.3.4, which requires calculating the molecular absorption and particle scattering coefficients using Eqs. (4.3.7) and (4.3.8), respectively.

5. The reflection coefficient $\Gamma$ of the different material interfaces found within the chip package are calculated using Eq. (4.3.11).

6. The channel impulse response $h_{C}(t)$ is obtained by applying the results obtained in previous steps to the chip landscape. This defines which paths will reach the receiver, information used to solve Eq. (4.3.21) as explained in Section 4.3.3.4.

7. Finally, the channel can be characterized using the metrics enumerated in Section 4.3.3.5.

Finally, five steps are required to characterize the whole link:

8. The transient response of the transmitting and receiving antennas $h_{TX}^{(\theta, \phi)}(t)$ and $h_{RX}^{(\theta', \phi')}(t)$ is obtained through steps 1 and 2.
9. The impulse response of the channel \( h_C(t) \) (including the angles of radiation and arrival for the evaluated setting) is calculated using steps 4 and 5.

10. The response of the antennas obtained in step 8 is particularized for the angles of radiation and arrival obtained in step 9.

11. The impulse response of the antennas and the channel are used to evaluate \( h_L(t) \) via Eqs. (4.3.18) or (4.3.19).

12. The communication performance of the link is characterized through a set of time-domain metrics summarized in Sec. 4.3.3.5.

It is important to emphasize that, following these steps, we are able to express the different performance metrics as a function of the target parameters representing nanoscale characteristics of the antennas, the channel, or the whole link. This is the main aim and contribution of the proposed methodology. Also, there are two aspects that are worth noting in order to justify the use of time-domain metrics and to better understand their meaning. On the one hand, pulse-based modulations have been proposed as the fundamental mechanism for communication among nanosystems [176]. On the other hand, area and complexity requirements suggest the use of non-coherent IR techniques as explained in Section 4.1.2. These systems are pulse-based and better described in the time domain [175].

Next, we extend the explanations regarding the steps required to obtain the different impulse responses using the background of Sections 4.3.1 and 4.3.2.

4.3.3.3 Antenna Impulse Response

Modeling the Graphene Structure: as detailed above, the first step towards the evaluation of the impulse response of the antenna consists in calculating the conductivity of the graphene sheets that act as radiating elements. The complexity of the models used to this end will depend on the frequency band of interest and the characteristics of the graphene sheet, since they determine whether phenomena such as damping or the Hall effect should be taken into consideration [206]. The operating temperature, the chemical potential, the carrier mobility and the relaxation time of the graphene sample also need to be provided. Note that, as mentioned in Section 4.3.1.2, the substrate on which the graphene layer will be placed may affect the value of the carrier mobility.

In this work, we model and evaluate graphennas of micrometric dimensions that are expected to radiate within the frequency range where the intraband conductivity dominates, validating the use of Equation (4.3.1) to obtain the conductivity \( \sigma(\omega) \).

Obtaining the Impulse Response Through Simulation: once the frequency-dependent conductivity of graphene is calculated, the radiating element of the antenna can be rigorously modeled as an infinitesimally thin surface with an equivalent impedance of \( Z(\omega) = \frac{1}{\sigma(\omega)} \). The graphene layer needs to be shaped according to antenna geometry and then integrated with the substrate, the feed, the ground plane, or any other component that may be present in the target antenna configuration. Among other parameters, the dimensions and permittivity of the substrate, as well as the type of source and its impedance need to be defined since they determine the performance of the resulting graphenna and, by extension, its impulse response. The complexity and accuracy of the model used to describe the antenna is a design decision and will depend on the focus of the study.

Two different methods can be followed to obtain the response of the antenna by means of an electromagnetic simulator. Provided that a feeding mechanism is defined, the simu-
lator will calculate the fields radiated by the antenna as a function of the input voltage in transmission. Reciprocally, simulators generally allow to consider a wave incident to the antenna to then calculate the voltage at the antenna terminals in reception. In both cases, the response of the antenna can be derived in the time domain by relating the voltage and electromagnetic field using Equations (4.3.12) or (4.3.14), or in the frequency domain using Equations (4.3.13) or (4.3.15). The domain depends on the numerical method used to simulate the performance of the antenna; simulators commonly offer methods in both domains [217].

In case the response is calculated in the frequency domain, it is necessary to apply the inverse Fourier transform to obtain the impulse response:

\[
h(t) = \mathcal{F}^{-1}(H(\omega)) = \int_{-\infty}^{\infty} H(\varepsilon)e^{2\pi i t \varepsilon}d\varepsilon.
\] (4.3.20)

Note that the frequency response needs to be defined over all frequencies, so that limiting the band will introduce errors in the inverse transform if the response is non-zero outside the band of interest. These errors will have an impact upon the performance metrics that only depend on the impulse response of the antenna. However, this fact does not truly affect the study of the communication performance of any antenna provided that the transmitted signals will be band-pass and within the band of interest.

### 4.3.3.4 Channel Impulse Response

The impulse response of the channel \( h_C(t) \) accounts for the different phenomena that attenuate and disperse the signal during propagation. These can be inherent to the propagation medium, or result from the interaction of signals with the elements located between transmitter and receiver. In general, they can be mathematically represented as:

\[
h_C(t) = \sum_{i=1}^{L} \Gamma_i \alpha_i^{-1}(t, d)e^{j\varphi_i(t, d)}\delta(t - \tau_i),
\] (4.3.21)

where \( d \) denotes separation between transmitter and receiver and \( L \) is the number of components that reach the receiving antenna. This equation basically expresses that signals will suffer, for each path to the receiver, a given attenuation \( \alpha \), a phase shift \( \varphi \) and a delay \( \tau \). The term \( \Gamma \) adds the effects of the different reflections.

As summarized in Fig. 4.14 and according to Eq. (4.3.21), calculating the impulse response of the channel implies modeling the propagation medium to assess the attenuation and phase shift per unit of distance, and then simulating the physical landscape in order to obtain the number, distribution, and characteristics of multipath components.

**Modeling the propagation medium:** When considering free space propagation through air, we normally have that \( \alpha(t, d) = (2\pi dc_0)^{-1}, \varphi(t, d) = 0 \) and \( \tau(t, d) = d/c_0 \) with \( c_0 \) representing the speed of light [214]. However, terahertz waves are susceptible to molecular effects negligible in lower frequencies [210, 211]. Basically, electromagnetic waves \( A \) excite gas molecules whose resonant frequency is in the terahertz band, losing energy in the process (molecular absorption), and \( B \) are scattered by particles whose size is comparable to the wavelength of the signal. These effects are frequency-selective and, therefore, have an impact upon the response of the channel in both domains. Specifically, we have:
\[ \alpha(f, d) = \frac{k(f)d}{2\pi dc_0}, \quad \alpha(t, d) = \mathcal{F}^{-1}(\alpha(f, d)), \]  

(4.3.22)

where \( k(f) = \sum_j k_A^j + k_S^j \) is the extinction loss coefficient, which accounts for the molecular absorption and scattering contributions of all the elements present in the medium through the coefficients \( k_A \) and \( k_S \). These coefficients model the quantity of molecular absorption and scattering per type of molecule and can be evaluated using Eqs. (4.3.7) and (4.3.8). Therefore, the particular mixture of molecules that waves will find along its path, as well as the transmission distance, will be the two main determinants of the propagation loss. We refer the reader to [211] for more details and refined models.

**Modeling the surfaces:** The channel characterization for wireless communications in the terahertz band has a particularity besides the presence of molecular effects inherent to the propagation. In case surfaces present a roughness comparable to the wavelength of the signal, diffuse scattering appears upon reflection. Given the small wavelength of terahertz waves, such diffuse scattering effects cannot be neglected anymore and need to be considered [212]. In either case, the presence of surfaces will determine the direction and intensity of reflections, aspects that need to be taken into account when simulating the channel.

**Simulating the physical landscape:** finally, the scenario must be modeled and simulated to obtain the multipath behavior of the channel. Full-EM simulation becomes too costly due to the density of elements to consider and, instead, one can consider the use of techniques such as ray tracing. The outcome of these simulations will depend on the application scenario: most applications generally require of a statistical model comprehending the most representative settings in terms of obstacle shape, composition, or motion [218]. In our case, the scenario is static and can be not only known a priori, but even modified at design time to optimize certain metrics. For instance, the characteristics of the dielectric used throughout the chip can be tuned as they have an impact upon performance [172].

### 4.3.3.5 Time-domain Performance Metrics

The final step in each branch of the methodology is to employ the impulse response \( h_A(t) \), \( h_C(t) \), or \( h_L(t) \) to fully characterize the antenna, the channel, or the whole link, respectively. This process is independent of the antenna type or the channel specificities, and requires a set of performance metrics different from the ones used in narrowband systems. In works that characterize Ultra-wideband (UWB) antennas [214, 219], metrics are evaluated using the analytic response of the antenna, which is given by:

\[ h^+(t) = h(t) + j\mathcal{H}, \]

(4.3.23)

where \( \mathcal{H} \) is the Hilbert transform of the impulse response. The reason behind the choice of the analytic response is that its envelope \( |h^+(t)| \) is a faithful representation of the dispersion of the antenna since it gives insight into how the energy input to the antenna is distributed over time. Alternatively, channel modeling in general and terahertz band research in particular employs the Power Delay Profile (PDP) \( p(t) \) of the channel or the entire link, which is obtained as:

\[ p(t) = |h(t)|^2. \]

(4.3.24)
Besides this formulation difference, both research lines refer to the same phenomena and effects: attenuation and dispersion are analyzed by evaluating, respectively, the characteristics in terms of amplitude and temporal length of the response. In light of this, we propose a unified set of metrics that operate upon $h^+(t)$ if we only inspect the antenna or $p(t)$ if we inspect the channel or the whole link, and that characterize the amplitude and length of the response. The novelty resides in that the methodology is capable of expressing these metrics as functions of nanoscale phenomena.

**Response Peak:** the peak $\rho$ of a response is defined as the maximum value of its envelope:

$$
\rho_A = \max_t |h^+(t)| [m/ns],
$$

$$
\rho_C = \max_t p_C(t) [dB],
$$

$$
\rho_L = \max_t p_L(t) [dB].
$$

A high peak value could mean that the energy is highly concentrated around a given time instant. Receiving a strong peak allows for a precise detection of the pulse position, which is desirable in location and ranging applications, as well as in coherent communication systems. In the case of non-coherent communication, a high peak value is not necessarily a decisive factor since the receiver accounts for the energy in a time interval that may span the whole received pulse.

**Response Energy:** the response energy $E$ of the impulse response is defined as the integral of its instantaneous power over its duration:

$$
E_A = \|h_A(t)\|^2,
$$

$$
E_C = \|h_C(t)\|^2 = \int p_C(t),
$$

$$
E_L = \|h_L(t)\|^2 = \int p_L(t),
$$

where the norm is $\|f(x)\|^k = \int_{-\infty}^{\infty} |f(x)|^k dx$. The value of $E$ indicates how the antenna and channel effects impact on the radiated and propagated energy.

**Transient Gain:** the transient gain $g_T$ is the time domain version of the antenna gain or the channel path loss, and is an indicator of how efficiently an antenna or a link is able to transmit a given input signal $u_{TX}$. This is a specially relevant metric since a design objective is to maximize the power that reaches the receiver towards reducing the error rate. We derive expressions for the antenna and the channel using the original definition, which expresses the transient gain as the ratio of the radiation intensity of the antenna,

$$
U_{rad} = r^2 \frac{\|e_{TX}(t)\|^2}{Z_0},
$$

(4.3.27)

to the radiation intensity of an isotropic radiator,

$$
U_{iso rad} = \frac{P_m}{4\pi} = \frac{\|u_{TX}(t)\|^2}{4\pi Z_{TX}},
$$

(4.3.28)

with $u_{TX}$ as the input voltage. A similar definition can be extended to the channel or the whole link, obtaining:
\[
g_{A}(u_{TX}) = \frac{\|h_{A}(t) \ast \frac{\partial u_{TX}(t)}{\partial t}\|^2}{\|\sqrt{\pi c_0 u_{TX}(t)}\|^2},
\]
\[
g_{C}(e_{TX}) = \frac{\|h_{C} \ast e_{TX}(t)\|^2}{\|e_{TX}\|^2},
\]
\[
g_{L}(u_{TX}) = \frac{Z_{TX} \|h_{L}(t) \ast u_{TX}(t)\|^2}{Z_{RX} \|u_{TX}\|^2}.
\]

Note that the channel transient gain considers an electrical field as an input, but that can be expressed in terms of an input waveform as long as the impulse response of the antenna is available. This dependence will allow us to evaluate the frequency-dependent effects of the antenna and the channel in the time domain.

**Response Width:** one way to evaluate the width \(\tau_{W}\) of the response is by calculating the Full Width at Half Maximum (FWHM) of the response; this is, the difference between the time instants wherein such magnitude is half of the maximum:

\[
\tau_{FWHM}^{A} = t_{h2}^{A} - t_{h1}^{A}, \quad \tau_{FWHM}^{C} = t_{h2}^{C} - t_{h1}^{C}, \quad \tau_{FWHM}^{L} = t_{h2}^{L} - t_{h1}^{L},
\]

where \(t_{h1}^{A} = t'\) so that \(|h_{A}^{+}(t')| = \rho_{A}^{A}/2\) and \(t_{h2}^{A} = t''\) so that \(t'' > t_{h1}^{A} \land |h_{A}^{+}(t'')| = \rho_{A}^{A}/2\). Similar expressions are used for \(t_{h2}^{C}, t_{h1}^{C}, t_{h2}^{L}, t_{h1}^{L}\) using the PDP. The envelope width is a clear indicator of the dispersion introduced around the peak by the antenna, the channel, or the link. The lower is this value, the lower is the broadening that pulses will suffer. In this case, the inter-pulse interval could be reduced leading to higher data rates.

Another way to calculate the width of the response is by means of the RMS delay spread, which is the square root of the second central moment of the response:

\[
\tau_{RMS}^{A} = \sqrt{\int (t - \tau_{m}^{A})^2 \cdot |h^{+}(t)|^2},
\]
\[
\tau_{RMS}^{C} = \sqrt{\int (t - \tau_{m}^{C})^2 \cdot p_{C}(t)}, \quad \tau_{RMS}^{L} = \sqrt{\int (t - \tau_{m}^{L})^2 \cdot p_{L}(t)},
\]

where \(\tau_{m}^{A} = \int t \cdot |h_{A}^{+}(t)|^2\), \(\tau_{m}^{C} = \int t \cdot p_{C}(t)\) and \(\tau_{m}^{L} = \int t \cdot p_{L}(t)\) are the mean excess delay of the antenna, the channel, and the link. The RMS delay spread is a measure of the time dispersion introduced by the frequency selectivity of the antenna or the channel. Generally, the coherence bandwidth \(B_{C} = \tau_{RMS}^{-1}\) of a given channel is used to express the frequency interval over which the response does not change significantly, giving a hint of the available bandwidth. Low values of the delay spread are desired, as this implies that the link admits the transmission of short pulses towards obtaining high data rates.

**Response Duration:** the duration of a response \(\tau_{R}\) is generally defined with respect to a parameter \(\alpha\) that represents a portion of energy that can be considered negligible. We express the duration as the time interval between the response peak and the response reaching the lower bound determined by \(\alpha\):
where $t^A_{\rho A} = t'$ so that $|h_A^T(t')| = \rho_A$ and $t^A_{\alpha} = t''$ so that $t'' > t^A_{\rho A} \land |h_A^T(t'')| = \alpha \cdot \rho_A$.

Parameters $t^{C}_{\alpha}$, $t^{C}_{\rho C}$, $t^{L}_{\alpha}$, and $t^{C}_{\rho L}$ are defined analogously. In an antenna, the response duration is often referred to as ringing duration due to the ringing tail of the response, which is caused by the resonant behavior of energy storage or multiple reflections within the radiating structure [214]. In a channel, the response is referred to as maximum excess delay can be lengthened by isolated multipath components. For high data rates, these ringing effects or multipath reflections may overlap with the following symbol, causing a raise of the inter-symbol interference and therefore limiting the maximum achievable data rate of the transmission. Hence, a low response duration is desirable.

**Pulse Width Stretch Ratio:** similarly to the transient gain, the stretch ratio $SR$ can be defined with respect an input waveform. Let the normalized cumulative energy function of a given signal $s(t)$ be defined as:

$$E_s(t) = \frac{\int_{-\infty}^{t} |s(t)|^2}{||s(t)||^2}. \quad (4.3.33)$$

Assuming that a certain fraction $\alpha$ of ringing energy can be neglected, the width of the signal $W(s)$ can be then obtained with the following equation:

$$W(s) = E_s^{-1}(1 - \alpha/2) - E_s^{-1}(\alpha/2). \quad (4.3.34)$$

The stretch ratio is obtained by dividing the width of the output signal by the width of the input signal [219]. Depending on whether we consider the antenna, the channel or the whole link, the stretch ratio becomes:

$$SR_A(u_{TX}) = \frac{W(h_A \ast \partial u_{TX} / \partial t)}{W(u_{TX})},$$

$$SR_C(u_{TX}) = \frac{W(h_C \ast e_{TX})}{W(e_{TX})},$$

$$SR_L(u_{TX}) = \frac{W(h_L \ast u_{TX})}{W(u_{TX})}. \quad (4.3.35)$$

Therefore, the pulse width stretch ratio quantifies the broadening of a pulse caused by the antenna. Note that values lower than 1 are possible, which do not imply that the output pulse is shorter than the input signal, but that antenna concentrates a significant fraction of the output pulse energy around the peak. A value close to 1 or below is desired, which means that the antenna has a nearly flat response in the frequency band of the input signal. Otherwise, the pulse width would increase leading to reduced transmission data rates.

### 4.3.4 Design Space Exploration

This section is devoted to analyzing the results of the design space exploration. Here, we evaluate the graphennas and the channel separately, to then extract the impulse response of the whole link and provide a joint assessment. We choose a rather simple scenario to focus
Table 4.5: Parameters for graphene-enabled wireless links design space exploration.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions ($W \times L$)</td>
<td>$5 \times 1 \mu m^2$</td>
</tr>
<tr>
<td>Chemical Potential ($E_F$)</td>
<td>$0.1 - 2$ eV</td>
</tr>
<tr>
<td>Carrier Mobility ($\mu$)</td>
<td>$0.5 - 6$ m$^2$V$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>Feed</td>
<td>10-kΩ Microstrip</td>
</tr>
<tr>
<td>Substrate ($\epsilon_r$)</td>
<td>Air (freestanding, $\epsilon_r = 1$)</td>
</tr>
<tr>
<td>Frequency Range</td>
<td>$0.1 - 10$ THz</td>
</tr>
<tr>
<td>Impulse Pulse Types</td>
<td>Sinc, Gaussian</td>
</tr>
<tr>
<td>Impulse Bandwidth</td>
<td>1 THz</td>
</tr>
<tr>
<td>Propagation</td>
<td>Line-of-sight</td>
</tr>
<tr>
<td>Vapor Concentration ($V_C$)</td>
<td>$0.5% - 50%$</td>
</tr>
<tr>
<td>Distance ($d$)</td>
<td>$1$ mm — $10$ m</td>
</tr>
</tbody>
</table>

on the methodological details rather than on the specific antenna design or channel. Unless noted, the link to be explored has the following characteristics and parameters, summarized in Table 4.5:

- **Antennas**: we assume a family of freestanding 5-µm by 1-µm graphennas with different carrier mobility and chemical potential values. In transmission, the antenna is fed with a 1-THz wide sinc pulse centered at the resonant frequency of the antenna. The feed is a microstrip line with an impedance of 10 kΩ. This is due to the high impedance of graphennas, which is typically of up to a few kΩ and suggests the use of high-impedance sources such as photomixers to reduce the impedance mismatch [201, 203].

- **Medium**: the medium is air, modeled as a standard medium with a variable percentage of water vapor molecules. Small-particle scattering is negligible.

- **Landscape**: we assume that antennas are face to face and, therefore, line-of-sight propagation will take place through the boresight direction of the antennas. Transmission distance is variable.

We use FEKO [217] to evaluate the family of graphennas, and MATLAB scripts to implement the channel and link models and extract the different performance metrics. In our case, we evaluate the frequency response of the antenna and/or the channel in the band of interest (0.1 - 10 THz) and we then apply the inverse Fourier transform to it. When inspecting the graphennas, we will focus on the impact of the carrier mobility and chemical potential on their performance. As for the channel, we will analyze the key impact of the highly frequency-dependent molecular absorption on the communication performance of chip-scale links.

4.3.4.1 Antenna

Fig. 4.15 compares the envelope of the analytic response of the graphenna under investigation considering two different pairs of carrier mobility and chemical potential. The first graphenna has a carrier mobility of $\mu = 6$ m$^2$V$^{-1}$s$^{-1}$ and a chemical potential of $E_F = 0.1$ eV for a relaxation time of $\tau = 0.6$ ps, whereas the parameters of the second graphenna are $\mu = 1$ m$^2$V$^{-1}$s$^{-1}$ and $E_F = 2$ eV for a relaxation time of $\tau = 2$ ps. Both plots are delayed 1 ps for the sake of clarity. The envelope of the analytic response increases at that point, rapidly
reaching the response peak, and then an apparently exponential decay follows. Ringing effects cause oscillations to appear in the analytic response after the main peak and broaden the impulse response.

Table 4.6 summarizes the performance of the two graphennas mentioned above. In order to complete the analysis, the table includes two metallic antennas: a micrometric patch, which has a resonant frequency of several tens of terahertz; as well as a metallic patch resonating in a similar frequency band than the graphennas. The metrics $g_{T,G}$, $SR_G$ and $g_{T,S}$, $SR_S$ correspond to the transient gain and stretch ratio for a Gaussian pulse and a sinc-shaped pulse centered at the resonant frequency of each considered antenna. Note that since the impedance of gold antennas is in the order of 100 Ω, we will use a 75-Ω source impedance to drive the antenna in these cases for the sake of fairness.

In order to reach the same resonant frequency than a graphenna, a gold patch is approximately two orders of magnitude larger in terms of area. Moreover, the patch is 0.5 μm thick (gold cannot be infinitesimally thin). This size difference allows this antenna to radiate more energy, resulting in a higher envelope peak. However, it is observed that this fact does not ensure the best performance in terms of relative radiation efficiency (transient gain). The response of the 75μm × 15μm gold patch is the narrowest among the compared antennas, which allows it to perform remarkably well in terms of stretch ratio. The second gold antenna, the dimensions of which are comparable to that of the graphennas (but 0.033-μm thick), resonates at a much higher frequency than the other antennas. In this case, the gold antenna shows an outstanding performance in terms of response width and ringing, leading to the lowest stretch ratio figures. Although remarkable performance is observed in terms of envelope peak, the reduced transient gain implies that graphennas of the same size will be able to radiate with higher efficiency.

In light of these results, it is reasonable to conclude that even though gold antennas show an slightly improved potential performance, the difference will be compensated by the unique size and resonant frequency characteristics of graphennas.

To further investigate the impact of the carrier mobility and chemical potential on the time-domain behavior of graphennas, we obtained the impulse response of a set of different graphennas within the parametric design space. Even though carrier mobilities of a few hundred thousands of cm² V⁻¹ s⁻¹ have been measured in nearly ideal conditions [207], we will
evaluate a more conservative range between 5000 and 60000 cm²V⁻¹s⁻¹, proved achievable with current graphene manufacturing techniques [202]. In the case of the chemical potential, typical values between 0.1 and 2 eV are considered, which are below the graphene electrical breakdown [220]. The resulting relaxation time ranges from 0.05 to 12 ps in the frequency band of interest.

Fig. 4.16 shows the matrix of impulse responses, wherein each row and column corresponds to a chemical potential and carrier mobility value, respectively. The time interval is fixed and ranges from 0 to 10 picoseconds in all cases, whereas the vertical axis limits are also fixed to \([-P, P]\), where \(P\) is the maximum envelope peak among all the temporal responses.

In very low chemical potential and carrier mobility conditions, almost null impulse responses are obtained. This implies that resonance is not achieved due to the attenuation of SPP waves as they propagate on the surface of the graphenna. In order to obtain a non-negligible resonant behavior, such effects must be reduced by means of improving either the chemical potential or the carrier mobility. As mentioned in Section 4.3.1.2, this increases the relaxation time of the material and leads to a stronger radiated field.

Although both the increase of the chemical potential and of the carrier mobility contribute to a raise of the radiated energy, the impact on the impulse response is different in each case. On the one hand, the energy variation observed as we modify the chemical potential is evenly distributed along the response, impacting both the response peak and pulse width. Such behavior is coherent with the frequency-domain behavior shown in Figure 4.11 and is further analyzed in the following paragraphs using performance metrics presented in Section 4.3.3.5.

**Response Peak:** Fig. 4.17(a) shows the results regarding the response peak, as functions of both the carrier mobility and the chemical potential. The results therein confirm that the peak value is clearly proportional to the chemical potential since contour lines are parallel to the Y-axis. The weak dependence shown with respect to the carrier mobility confirms that the raise in antenna efficiency impacts on the impulse response width and ringing length rather than on the peak value.

**Response Energy:** Fig. 4.17(c) shows the energy of the response as functions of both the carrier mobility and the chemical potential. The results therein indicate that both technological parameters have a similar impact upon the transient gain for this test signal.

<table>
<thead>
<tr>
<th></th>
<th>Graphenna 1 (E_F=0.1, \mu=6)</th>
<th>Graphenna 2 (E_F=2, \mu=1)</th>
<th>Gold Antenna 1</th>
<th>Gold Antenna 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area</strong></td>
<td>5 (\mu m^2)</td>
<td>5 (\mu m^2)</td>
<td>1125 (\mu m^2)</td>
<td>5 (\mu m^2)</td>
</tr>
<tr>
<td><strong>(f_{res})</strong></td>
<td>1.74 THz</td>
<td>7.48 THz</td>
<td>1.52 THz</td>
<td>22.5 THz</td>
</tr>
<tr>
<td><strong>(p)</strong></td>
<td>0.003 m/(ns)</td>
<td>0.01 m/(ns)</td>
<td>0.12 m/(ns)</td>
<td>0.04 m/(ns)</td>
</tr>
<tr>
<td><strong>(E) (arb. units)</strong></td>
<td>1.76</td>
<td>50.23</td>
<td>264.94</td>
<td>15.04</td>
</tr>
<tr>
<td><strong>(\tau_W)</strong></td>
<td>1 ps</td>
<td>1.2 ps</td>
<td>0.45 ps</td>
<td>0.06 ps</td>
</tr>
<tr>
<td><strong>(\tau_{R(10%)})</strong></td>
<td>1.95 ps</td>
<td>3.6 ps</td>
<td>1 ps</td>
<td>0.1 ps</td>
</tr>
<tr>
<td><strong>(g_{T,G})</strong></td>
<td>-31.56 dBi</td>
<td>-4.55 dBi</td>
<td>-8.17 dBi</td>
<td>-9.45 dBi</td>
</tr>
<tr>
<td><strong>(SR_G)</strong></td>
<td>1.013</td>
<td>1.026</td>
<td>0.9957</td>
<td>0.9843</td>
</tr>
<tr>
<td><strong>(g_{T,S})</strong></td>
<td>-31.6 dBi</td>
<td>-4.623 dBi</td>
<td>-8.19 dBi</td>
<td>-9.45 dBi</td>
</tr>
<tr>
<td><strong>(SR_S)</strong></td>
<td>0.9912</td>
<td>1</td>
<td>0.9912</td>
<td>0.9888</td>
</tr>
</tbody>
</table>
Figure 4.16: Impulse Response matrix of 5µm × 1µm graphennas for a design space exploration with different carrier mobility and chemical potential values. The time interval ranges from 0 to 10 picoseconds.

Such behavior matches the results observed in Fig. 4.16, which show an increase in terms of impulse response in the presence of high chemical potential and carrier mobilities.

**Transient Gain:** Fig. 4.17(e) shows the transient gain as functions of both the carrier mobility and the chemical potential when a gaussian pulse is radiated. The behavior is similar than for the response peak and response energy metrics. Apparently, whether this such energy surge revolves around the response peak or not does not make a difference when evaluating the transient gain for this test signal. However, this tendency may vary when changing the bandwidth of the input signal. The same analysis has been also performed using a sinc function with the same bandwidth and energy, showing identical tendencies with very similar absolute values.

**Peak Width:** Fig. 4.17(b) plots the peak width as a function of both the carrier mobility and the chemical potential. Narrow responses are obtained for low chemical potentials and carrier mobilities. The peak width then sharply increases with the chemical potential for values up to approximately 1 eV and with the carrier mobility. When the chemical potential surpasses 1 eV, the peak width plateaus or slightly decreases depending on the carrier mobility value. This behavior can be explained as follows: the response becomes wider with the carrier mobility due to the increase of ringing effects clearly observed in Fig. 4.16. However, the specific impact upon the response width depends on the value of the half-maximum: at low chemical potentials, the peak value is low and therefore ringing effects dominate; whereas at high chemical potentials, the peak value is high and the impact of incremental ringing diminishes.

**Ringing Duration:** Fig. 4.17(d) shows the ringing duration as a function of both the carrier mobility and the chemical potential, assuming $\alpha = 10\%$. Two main tendencies are clearly observed regarding the ringing duration: first, that it increases with the carrier mobility and, second, that its dependence on the chemical potential is rather parabolic as it increases until approximately $E_F = 1$ eV and then moderately decreases. The highest ringing values are therefore obtained with the combination of high carrier mobilities and $E_F = 1$ eV. Since the ringing duration also depends on the peak value, a similar reasoning to that of the peak width can be made to explain this behavior.
### Pulse Width Stretch Ratio

Fig. 4.17(f) shows the pulse width stretch ratio as a function of both the carrier mobility and the chemical potential, assuming a gaussian pulse as input. The trend shown therein is similar to that of the ringing. A clear and undesired rise of the stretch ratio is observed when the chemical potential is increased below 0.9 eV, with a particularly strong transition around 0.5 eV and high carrier mobilities. After reaching its highest value, the stretch ratio moderately decreases for both high carrier mobilities and chemical potentials.
Figure 4.18: (a) Molecular absorption in dB for transmission distances of 1 cm (blue solid line) and 10 cm (red dashed line). The top blue (bottom red) background shows the frequency region which determines the available bandwidth for a transmission distance of 1 cm (10 cm). (b) Available bandwidth in the frequency band up to 50 THz.

ingles. The same relative behavior is observed when a sinc-shaped pulse is used as input, but with a general improvement in absolute terms.

4.3.4.2 Channel

Fig. 4.18 shows the molecular absorption of the terahertz channel as a function of frequency, for transmission distances of 1 cm and 10 cm, well within the range of current multiprocessor die sizes. We observe that molecular absorption is highly dependent on the transmission distance, derived from its exponential dependence with the distance, as shown in Eq. (4.3.7). In this particular case, both the number of absorption peaks and their amplitude notably increase when the transmission distance changes from 1 to 10 cm.

Fig. 4.18(a) shows that molecular absorption creates several peaks of very high attenuation, which will create a limitation in the available bandwidth. In order to quantify the available bandwidth as a function of the transmission distance, we consider the frequency band at which the value of molecular absorption is below a given threshold. Since this threshold will depend on the final implementation and the tolerable distortion, we choose 10 dB as an example. A different threshold would result in different quantitative values for the effective bandwidth, but with the same dependence on the transmission distance. In line with the pulse-based modulations which have been proposed in short-range terahertz communications [176], the considered frequency band ranges from baseband to 50 THz.

According with Fig. 4.18(a), the available bandwidth for a transmission distance of 1 cm would be of approximately 27 THz as shown in blue, whereas it would be around 9 THz for a transmission distance of 10 cm, as shown in red. Fig. 4.18(b) shows a semi-log plot of the scalability of the available bandwidth with respect to the transmission distance. We observe a rapid decrease of the bandwidth as the distance increases, with several steps of different sizes corresponding to the molecular absorption peaks. For instance, molecular absorption has a negligible effect at short transmission distances and the whole 50 THz band is usable for distances up to 2.5 mm. This basically means that molecular absorption does not become an impairment at chip-scale distances, confirming the suitability of the
In the terahertz channel for on-chip communication. On the other hand, for distances greater than 5 m, less than 6 THz are available for a molecular absorption-free transmission.

The increase of the importance of molecular absorption with the distance can be also evaluated in the time domain. The attenuation peaks at high-frequency components of the signal causes the channel impulse response to lower the peak amplitude, and to show a smaller width and a less smooth shape for the higher transmission distance. Assuming that the transmitted signals consist of subpicosecond pulses [176], the main implication of the dispersive behavior of the channel impulse response is that molecular absorption distorts the transmitted pulses, decreasing their amplitude and increasing their width. We will study these effects in more detail next.

Fig. 4.19 shows a semi-log plot of the width of the molecular absorption impulse response $w$ as a function of the transmission distance $d$. A clear dependence of the width of the impulse response on the distance between transmitter and receiver is observed, with a scaling trend of $O(\sqrt[5]{d})$. In particular, in order to achieve a communication throughput in the order of 1 Tbps, the received pulses will need to have a width of less than 1 ps. This result shows that, for instance, for a transmission distance of 3 m, the distortion introduced by molecular absorption is limited to 0.05 ps, thereby reducing the maximum achievable throughput by around 5%. At chip-scale distances, however, the effect of molecular absorption in the response width is almost negligible.
The amplitude of the channel impulse response \( A \) is related to the attenuation caused by molecular absorption to a signal propagating in the terahertz channel. In Fig. 4.19 we can observe that, as expected, the amplitude of the impulse response decreases as the transmission distance increases, with a scaling trend of \( O(1/\sqrt{d}) \). For instance, the amplitude decreases by a factor of 10 when the transmission distance changes from 1 cm to 1 m. At chip-scale distances of a few centimeters, though, the attenuation caused by molecular absorption is mild. This demonstrates that molecular absorption will not be an impairment in the BoWNoC scenario.

Another important metric to consider is how molecular absorption affects the energy of the transmitted signals. Since we have found that molecular absorption attenuates the transmitted signal, but it also increases their width, it is not clear how the signal energy measured by the receiver will scale with the transmission distance. Fig. 4.19 shows that the energy of the channel impulse response due to molecular absorption decreases with respect to the distance, with a scaling trend of \( O(1/\sqrt{d}) \). This result shows that the reduction of the signal energy occurs at a slower pace than that of its amplitude; by comparison, the energy decreases only by a factor of 4 when increasing the transmission distance by two orders of magnitude, from 1 cm to 1 m. As a consequence, the use of non-coherent detection schemes like the introduced in Section 4.1.2 may be better suited than a coherent detector in environments affected by molecular absorption.

For the sake of comparison, in a scenario of an ideal free-space wireless communication channel with no molecular absorption, the channel impulse response would be a delta function independently of the transmission distance (without considering other factors affecting the loss). Thus, the width, amplitude, and energy of the temporal response of the channel would scale as \( O(1) \) instead of as \( O(1/\sqrt{d}) \), \( O(1/\sqrt{d}) \), and \( O(1/\sqrt{d}) \), respectively.

### 4.3.4.3 Joint Exploration

One of the virtues of the methodology presented in Section 4.3.3 is that it allows the end-to-end evaluation of graphene-enabled wireless communication links. Thus, interactions between nanoscale effects at the graphenna and nanoscale effects at the channel can be investigated towards a complete design space exploration.

We have seen that the chemical potential affects the electrical size of the antenna as the resonance frequency increases without changing the physical size. Thus, a higher chemical potential implies a higher efficiency. On the other hand, we have seen that the effects of molecular absorption appear at around 1 THz and that they increase with the frequency of the EM waves. Thus, there is a need to inspect whether the path loss should be minimized either by increasing the chemical potential or by reducing the detrimental effects of molecular absorption.

Figure 4.20 shows the peak value and the RMS delay spread as functions of both the chemical potential of the antenna and the amount of water vapor in the channel. Plots 4.20(a) and 4.20(b) represent these metrics for a transmitter-receiver separation of 3 cm, commensurate with the size of standard chips. At such short distance, molecular absorption is far from being an impairment as suggested above. However, a dependence between both the chemical potential and the molecular absorption can be noticed. Specifically, the absorption can become significant in terms of attenuation at high chemical potential values, whereas the RMS shows a more stable value when the molecular absorption is low.

To extend this joint evaluation to the off-chip scenario, we plotted the peak value and RMS delay spread for a distance of 1 m in Figures 4.20(c) and 4.20(d). Here, the difference
Figure 4.20: Response peak and RMS delay spread as functions of the chemical potential of the antenna and the amount of water vapor in the channel for a distance of 3 cm (top) and 1 m (bottom). \( \mu = 4 \text{m}^2 \text{V}^{-1} \text{s}^{-1} \).

In terms of molecular absorption is clear: increasing the water vapor concentration does not yield significant changes in terms of peak value for \( E_F = 0.5 \text{ eV} \), whereas for \( E_F = 2 \text{ eV} \) there is a gap of almost 10 dB when considering low and high water vapor concentrations. The RMS delay spread shows a rather irregular pattern due to the highly frequency-dependent distribution of the molecular absorption.

Finally, note that the use of this methodology could be applied to other investigations. For instance, since multipath is a frequency-dependent phenomenon, one could explore the multipath effects with multiple chemical potentials and, thus, multiple frequencies of resonance. In simple terms, reflections that might be harmless for an antenna resonating at a certain frequency may destroy signals when the antenna is tuned at another frequency. In an scenario like that of WNoC where we seek maximum performance, we may benefit from the inherent tunability of graphene antennas, and multipath components are fixed, this vertical methodology can be extremely useful to avoid certain performance-degrading situations.
Chapter 5

MAC: Seeking Reliable and Scalable Broadcast Communication

The Medium Access Control (MAC) layer design has been a key research issue since the creation of the first computer networks. Basically, the MAC protocol defines mechanisms to ensure that all nodes can access to a shared medium in a reliable manner. This is mandatory because two or more simultaneous accesses to the same channel generally collide and cannot be received correctly, resulting into a waste of resources. Thus, the protocol needs to determine how to avoid them and/or how to recover from them in order to guarantee a successful transmission. These decisions play a decisive role in determining the performance of the network.

The ALOHA system [221] is considered one of the first wireless packet data networks with a MAC implementation. In this case, nodes simply attempt to transmit whenever data is ready and wait for acknowledgment. A collision is assumed at the receiver if the CRC fails, in which case the transmitter is not acknowledged and will have to retry after waiting a random amount of time. This primitive scheme works, but the cost of collisions is high. As a result, MAC protocol design has evolved to reduce their cost and to address multiple challenges associated with node mobility, disjoint transmission ranges, intermittent failures, so as to be applicable at a wide range of wireless network scenarios such as local area networks, mobile networks, or wireless sensor networks [162, 163, 222].

At a first glance, the on-chip scenario does not show strong resemblances with traditional wireless networks. Most of the constraints, performance objectives, and input traffic characteristics are unique to the on-chip communication paradigm and, as such, there is a need for a complete rethinking of existing MAC protocols. As analyzed in Section 3.4, first WNoC proposals have not provided a deep analysis of all these factors and, instead, resorted to basic MAC schemes mainly based on several types of multiplexing. Be it time, frequency, code multiplexing or any combination thereof, the architectures based on this technique serve as a proof-of-concept of the WNoC paradigm in specific applications [141], but often do not represent a realistic design point for BoWNoC due to their fundamental rigidity and scalability issues. Thus, coordinating the access to the shared medium remains as a grand challenge in BoWNoC.

This chapter aims provide a comprehensive context analysis that details the main particularities of the on-chip scenario. This study aims to deliver a taxonomy of the uniqueness of this field, and to inspect how these uniqueness will impact the design of MAC protocols. We will see that although some traditional MAC techniques may be worth
revisiting, co-design and cross-layer design are feasible and should be tackled to obtain near-optimal results. As a second contribution, we present the design of a MAC protocol that takes advantage of the knowledge gained in the context analysis to provide improved flexibility and performance with realistic cost.

The remainder of the chapter is as follows. In Section 5.1, we first detail the general principles that have been traditionally applied in the MAC layer of conventional networks, to then review the existing proposals for the on-chip communication scenario. In Section 5.2, we present the context analysis. Section 5.3 is devoted to the description and performance evaluation of BRS-MAC, a realistic protocol for scalable BoWNoC designs. The performance is assessed by means of numerical analysis and cycle-accurate simulation in a wide set of configurations, and benchmarked against a selection of wired and wireless architectures. Finally, in Section 5.4 we give a brief set of guidelines for future research on MAC protocol optimization for BoWNoC.

5.1 Design Principles, Objectives and Challenges

The MAC layer manages access to the medium by telling nodes when to transmit and how to deal with collisions. As outlined in Section 3.3, MAC protocols enforce these rules seeking to maximize performance and fairness, as well as to reduce cost. If the MAC protocol needs to be applied in scenarios with significant node densities, it must also be scalable. Section 3.3 also explained that MAC mechanisms can be broadly divided into three groups: channelization, coordinated access or random access.

For simplicity reasons, primitive MAC protocols mostly implemented random access strategies. Several proposals followed the seminal ALOHA protocol [221], increasing in sophistication to achieve the performance, fairness, and scalability objectives outlined above. Slotted ALOHA [223] reduced the collision probability by only allowing the user to transmit in pre-defined time instants, whereas Carrier Sense Multiple Access (CSMA, [224]) did so by checking whether the channel is free before transmitting. Ethernet [225] uses CSMA/CD, which detects collisions and prematurely aborts transmissions to minimize the performance penalty. A classic alternative implementing distributed coordination is token passing [226], where the node that possesses the token transmits and then hands it off to the next node of an ordered list, totally avoiding collisions yet at the cost of extra latency.

These simple protocols work moderately well as long as certain assumptions are met. However, real scenarios present a set of issues that complicate the protocol and reduce performance. For instance, the IEEE 802.11 standard for wireless local area networks [222] uses a CSMA with collision avoidance instead of CSMA/CD since collisions cannot be detected during transmission. It also provides a contention-free mode of operation and addresses issues related to mobility, asynchronous operation, or the hidden terminal problem, wherein nodes located in different transmission ranges cannot correctly assess if the medium is free.

As we will see in Section 5.2, the chip scenario does not present as many issues as traditional wireless networks, but is in overall more demanding in terms of performance and reliability. Moreover, our vision has significant scalability requirements as it considers a potentially large number of nodes within the same chip sharing the same set of channels. Finally, on-chip traffic is highly variable and requires certain architectural flexibility.

Existing WNoC proposals employ a relatively low number of antennas even in large-scale architectures and, as mentioned in Section 3.4, mostly rely on channelization schemes. These techniques are a valid option for rather uniformly distributed traffic and only up
Table 5.1: Wireless Manycore Scenario Requirements

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission Range</td>
<td>0.1–10 cm</td>
</tr>
<tr>
<td>Node Density</td>
<td>10–1000 nodes/cm²</td>
</tr>
<tr>
<td>Throughput</td>
<td>10–100 Gbps</td>
</tr>
<tr>
<td>Latency</td>
<td>1–100 ns</td>
</tr>
<tr>
<td>Bit Error Rate (BER)</td>
<td>$10^{-15}$</td>
</tr>
<tr>
<td>Energy</td>
<td>1–10 pJ/bit</td>
</tr>
</tbody>
</table>

...to a moderate number of nodes, as they are not scalable in terms of performance or implementation complexity. Increasing the number of time, frequency, or code-multiplexed channels implies, respectively, a non-scalable increase in latency, the use a large set of fine-tuned filters, and unrealistic synchronization requirements [141]. Also, since bandwidth is typically allocated in a static manner, performance drops dramatically if traffic bursts or hotspots appear. For greater flexibility and simplicity, other proposals employ a version of the token passing protocol [90], but the token round-trip time remains as a scalability concern. ALOHA and CSMA-based protocols have been rarely evaluated [151, 152] despite of their low latency and simplicity, arguably due to the relatively low performance in terms of throughput.

The brief analysis of related work reveals that current MAC protocols for wireless on-chip communication are not suitable for BoWNoC since the balance between the performance, cost, fairness, and scalability objectives is not accomplished. As we will see subsequently, the scenario presents certain peculiarities that will drive the design process and offers a set of enhancement opportunities mainly arising from the knowledge and certain degree of control that the architect has on the system.

5.2 Context Analysis

Table 5.1 provides a rough quantification of the main requirements of the wireless manycore scenario. The number of nodes per transmission range reaches levels commensurate to those of massive WSN or Machine-to-Machine (M2M) networks [227]. The throughput demands also lead to strong resemblances with M2M networks, including the use of mmWave technologies. Finally, the on-chip networking scenario shares with mission-critical WSNs the need for latency and reliability guarantees, although with much more restrictive deadlines and power budget [228].

Such a distinctive combination of requirements would be unsolvable in the aforementioned scenarios due to a long list of design issues: unknown topology, intermittent nodes, blockage, multipath, energy preservation constraints, or deafness problems due to the use of directive antennas, to name a few. However, we will see that the uniquenesses of the on-chip scenario virtually eliminate most of these problems, thus pointing towards simple and streamlined solutions through informed design decisions.

Figure 5.1 shows a summary of the traits that will define the MAC design process in the BoWNoC paradigm. Also, Table 5.2 lists the differences between on-chip networks and traditional wireless networks in aspects that affect the design of the protocol. The rest of the section delves into all these aspects, with the aim to provide specific guidelines of
Figure 5.1: Main facets that define the MAC design process in the WNoC scenario.

design that will be used later to propose a custom MAC protocol and specific optimization opportunities for future research.

5.2.1 The Chip Scenario

We first focus our analysis on the physical characteristics of the on-chip scenario.

**Static and controlled landscape**

The propagation of the wireless information takes place in a confined space. This physical landscape, including the network topology, the chip layout, and the characteristics of the employed materials, is fixed and known beforehand. This represents one of the main uniquenesses of the WNoC scenario, since nodes in wireless networks generally move within a propagation environment that can be dynamic. The *a priori* knowledge of the physical landscape enables, through an accurate channel characterization, an unprecedented reduction of the randomness of the propagation process. In fact, the channel becomes quasi-deterministic at the data-link layer.

These considerations have profound implications on the MAC design. Designers have a unique control over the transmission range, enabling one-hop communication and virtually eliminating problems such as hidden and exposed terminals. Therefore, techniques generally used to address these issues and mobility at the cost of complexity and performance, e.g. RTS/CTS, are not necessary. This also opens the door to adaptive methods that may require consensus to work, simplifying distributed protocols. It is finally worth noting that such control over propagation may also enable the detection of collisions, a functionality normally restricted to wired networks that could greatly enhance the performance of random access protocols.

**High density of nodes**

CMPs are expected to reach stunning levels of integration, enabling the development of thousand-core processors [9]. This results in a wireless network where tens to hundreds of wireless nodes communicate simultaneously, context that sets *scalability* as a primary design objective. Although high-density wireless networks are not new, e.g. WSNs [162], nodes in such networks typically decrease their transmission range to reduce contention and resort to
Table 5.2: Differences between traditional wireless networks and the WNoC scenario in terms of MAC protocol design.

<table>
<thead>
<tr>
<th>Physical Constraints</th>
<th>Conventional Scenarios</th>
<th>WNoC Scenario</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
<td>Up to 60 GHz</td>
<td>60 GHz and beyond</td>
<td>Potentially high impact of propagation delay</td>
</tr>
<tr>
<td><strong>Distance</strong></td>
<td>Meters to kilometers</td>
<td>A few centimeters</td>
<td>Known range, consensus is easy to achieve</td>
</tr>
<tr>
<td><strong>Landscape</strong></td>
<td>Dynamic environment</td>
<td>Confined and static</td>
<td>Emphasis on scalability, channelization is discouraged</td>
</tr>
<tr>
<td><strong>Node Density</strong></td>
<td>Moderate</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td><strong>Energy Policy</strong></td>
<td>Case-dependent</td>
<td>Limited by dissipation: energy-aware</td>
<td>Reduce overhead or penalty of collisions</td>
</tr>
<tr>
<td><strong>Auxiliary Network</strong></td>
<td>Expensive, unreliable</td>
<td>Wired, cheap and reliable</td>
<td>Can be used for control, or prevent saturation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Workload Characteristics</th>
<th>Conventional Scenarios</th>
<th>WNoC Scenario</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System Design</strong></td>
<td>Multi-vendor standardized system</td>
<td>Monolithic system</td>
<td>Knowledge on traffic, co-design with upper layers, prediction</td>
</tr>
<tr>
<td><strong>Packet Length</strong></td>
<td>Variable</td>
<td>Fixed, typically short</td>
<td>Nodes know when transmissions finish, can help fairness</td>
</tr>
<tr>
<td><strong>Broadcast</strong></td>
<td>Few sources, generally unreliable</td>
<td>Any node can broadcast, needs to be reliable</td>
<td>Unified broadcast domain is preferable, scalable ACK</td>
</tr>
<tr>
<td><strong>Variability</strong></td>
<td>Due to traffic aggregation</td>
<td>Phase behavior; difference between applications</td>
<td>Reconfigurability is desirable</td>
</tr>
<tr>
<td><strong>Spatiotemporal Characteristics</strong></td>
<td>Depends on context, correlations may exist</td>
<td>Often bursty and hotspot</td>
<td>Adaptivity to fast changes is desirable</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Architectural Requirements</th>
<th>Conventional Scenarios</th>
<th>WNoC Scenario</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Latency</strong></td>
<td>Variable, generally not a strong requirement</td>
<td>May be critical</td>
<td>QoS-aware design principles are desired</td>
</tr>
<tr>
<td><strong>Throughput</strong></td>
<td>Generally important</td>
<td>Important but not critical</td>
<td>Give priority to latency over throughput</td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td>Errors can be tolerated</td>
<td>Errors are mostly not tolerated</td>
<td>Strong emphasis on reliability</td>
</tr>
</tbody>
</table>

multiple hops to reach the intended destinations. However, this approach is not advisable here due to the stringent latency requirements of the application.

Scalability requirements also limit the practicality of channelization mechanisms. Creating tens to hundreds of orthogonal channels with the physical constraints of manycore chips is unfeasible due to the increase of complexity of key hardware, e.g., passband filters in frequency multiplexing or synchronization components in code multiplexing. Some works have tried to alleviate this issue by combining different multiplexing mechanisms, e.g. frequency and time in [153]. However, problems associated with the its intrinsically rigid nature of the approach still arise whenever traffic conditions vary. Consider, as a specific yet relevant example, the poor performance of multiplexing with a fair distribution of bandwidth in the presence of hotspot traffic.

Scalability is also an issue in scheduling or random access protocols. In the former case, scheduling nodes need to manage requests from an increasing number of nodes and can easily become a performance bottleneck. In the latter case, designers can expect an increase of the collision probability as more nodes contend for the channel. Also, acknowledging becomes challenging in WNoCs devised to transport multicast traffic due to the expected burst of responses known as the _ACK implosion_ [229].
Energy awareness

Typically nodes in wireless networks are mobile and hence have a limited battery. As a result, a large amount of research have been devoted to the development of protocols that are energy-efficient or even energy-constrained in extreme cases of WSNs. On the contrary, the energy availability is guaranteed in chip environments, yet it cannot be considered unlimited since heat dissipation is expensive. Actually, power has recently become a driver of multiprocessor design, suggesting the use of DVFS techniques or the power-gating of processor cores that are not indispensable during a certain period.

This basically implies that MAC protocols for WNoC need to be energy-aware but that, as we will see, should not substantially sacrifice performance to increase the energy efficiency. Latency constraints discourage the use of techniques with low duty cycles as proposed in numerous MAC protocols for WSN [162]. Instead, the protocol should reduce energy wastage by reducing the overhead of the protocol and/or minimizing the penalty of collisions. Additionally, energy could be opportunistically saved by tuning—not turning off—certain parts of the transceiver if a node is not expected to transmit in a while, e.g. during a backoff. Consistently with the DVFS paradigm, protocols should also adapt to changes in the frequency of cores as these may introduce variations not only in the traffic characteristics, but also on the performance of the wireless link. Last but not least, the correct operation of the protocol must not be disrupted if a given core, including its antenna and transceiver, is powered off. A simple example would be token passing, where the token could be lost when reaching the core wireless unit that has been shut down.

Underlying wired network

The WNoC paradigm does not aim to replace wired on-chip networks, but rather to complement them. As a consequence, it is reasonable to assume the existence of underlying wired networks that provide a synchronized clock and can efficiently transport unicast flows. This wired backbone is unique to this scenario and can assist the MAC protocol by either transporting control information for scheduling or handshaking purposes, or absorbing traffic originally intended for the wireless network in congestion situations. For instance, we discuss the use of a lightweight wired plane in token passing schemes to increase their scalability in Section 5.4. Synchronization at the processor clock granularity can also be appealing when implementing slotted protocols.

5.2.2 Workload Characteristics

Now, we focus our analysis on the characteristics of on-chip traffic. To support the observations here presented, we include a few results of a traffic analysis performed over a tiled architecture with private 32-kB L1-D/L1-I caches, 512-kB of shared L2 per core, and three different flavors of cache coherence: full-map directory with MESI [1], HyperTransport [15], and TokenB [16]. We use GEM5 [230] to extract the communication traces generated by the SPLASH-2 [10] and PARSEC [11] applications running over the architecture under test.

Heterogeneity and Variability

Although architectures are generally designed trying to avoid expensive communication transactions, manycore processors face the challenge of having to support heterogeneous traffic profiles. Local and unicast communications dominate, but the work by Heirman first demonstrated that the presence of global flows can become significant in cache-coherent processors as the number of cores grows [231]. We performed a similar analysis for multicast traffic: Figure 5.2 shows the number of multicast messages per instruction, as well as the
percentage of flits that are multicast, for a wide set of applications running over different architectures. It is observed that the multicast traffic intensity grows substantially when increasing the number of cores, becoming accountable for more than half of the traffic within the NoC in certain coherence protocols.

On-chip traffic also possesses a large degree of variability. The existence of a wide range of programming models or application domains causes large changes in terms of communication demands from one application to another. As shown in Figure 5.2, there is over one order of magnitude difference between applications that are communication-intensive and those that are not. Note that, within each particular application, phase behavior also leads to wild variations on the traffic characteristics over time [232]. Figure 5.3 exemplifies this by showing how the traffic generated by a particular application varies in an iterative way over its execution. Finally, it is important to note that manycore processors will likely execute different multithreaded applications at the same time, creating a virtually infinite number of workload possibilities. All of these intra- and inter-application changes constitute sources of coarse-grained variability.

The coarse-grained variability of traffic suggests that the MAC protocol should be reconfigurable to adapt to large-scale changes with a reasonable cost. This encourages the use of schemes that can be reconfigured periodically [153] or co-design techniques capable of reducing the uncertainty of traffic variations. For instance, application phase prediction...
Figure 5.3: Phase behavior exhibited by the traffic generated by the fluidanimate application during 2B cycles. Communication-intensive and computation-intensive phase are interspersed.

[232] could be employed to foresee future traffic requirements and reconfigure the MAC protocol accordingly.

**Hotspot and Bursty Traffic**

As the predominant programming model in CMPs, shared memory has been assumed in the vast majority of NoC works. Thus, coherence traffic has been characterized for a set of popular architectures and benchmarks with the aim to drive subsequent NoC optimizations and provide tools for their accurate evaluation. The pioneering work by Soteriou et al revealed that, in most applications, a large fraction of the traffic is not only generated by a rather small subset of cores, but also injected in bursts [233]. These factors constitute different agents of fine-grained variability.

We performed a similar characterization focusing on the multicast traffic targeted by the BoWNoC paradigm. To evaluate the spatial distribution, we calculated the coefficient of variation (CoV) as $c_v = \sigma/\mu$, where $\sigma$ and $\mu$ are the standard deviation and mean of the multicasts injected by each node. We chose this metric in order to measure dispersion while filtering out the dependence of the standard deviation with the overall number of injected messages. A higher CoV means a higher concentration of the multicast injection over given cores. Figure 5.4(a) plots average CoV calculated over all the applications for the different coherence protocols, confirming an increase of the spatial imbalance of traffic injection as the number of cores grows.

To evaluate the burstiness of traffic, we calculated the Hurst exponent $H$ ($0.5 < H \leq 1$) applying the RS plot method [233] on the temporal information of the application traces. In light of the results of Figure 5.4(b) and given that an $H$ value close to 1 denotes strong self-similarity, it can be concluded that multicast traffic is self-similar and that burstiness generally increases with the core count.

Hotspot and bursty traffic profiles are generally detrimental to performance. Token passing protocols struggle when traffic injection is concentrated around a set of cores, whereas many protocols suffer severe performance losses when traffic is bursty [162]. These spatiotemporal characteristics call for flexible solutions that can provide fast and fine-grained adaptivity and would, ideally, devote all resources to the service of nodes in the hotspots or to the absorption of traffic bursts. Multiplexing schemes lack such capability and thus are highly suboptimal within this context. Random access and scheduling protocols are more malleable and can manage hotspot traffic fairly well, but still suffer of high collision rates in the presence of bursty communication. In the latter case, the performance
Traffic Correlation

The iterative nature of computer applications inevitably leads to a certain degree of correlation between certain events \[1\]. This is the main reason behind the existence of the phase behavior and burstiness effects mentioned above. As we will see in Section 5.4, predictive strategies could be applied to MAC protocols to exploit such correlation characteristics and, thus, to enhance their performance and efficiency. Here, we evaluate the degree of spatiotemporal correlation and the predictability of the multicast flows, which are the main target of the BoWNoC paradigm.

To evaluate spatiotemporal correlation, we consider transmissions from different nodes separated less than a given time period \(\tau\). The choice of \(\tau\) may depend on several factors and must capture meaningful correlations. A value too low will not yield any correlation, while a value too high will dilute meaningful cases within high correlation probabilities. Besides investigating the amount of correlation between multicasts, we also study how strong is this correlation in an attempt to quantify how predictable are these transmissions. To this end, we define the predictability of node \(X\) as:

\[
pred_X = \frac{\max_i N_{X_i} i \neq X}{\sum_i N_{X_i}}
\]

where \(N_{XY}\) is the number of transmissions of \(Y\) correlated to \(X\). A low value means that crosscorrelation is spread over a set of cores, therefore complicating the prediction (0 if transmissions are not correlated); whereas a high value indicates a strong correlation with few cores (1 if correlation is deterministic). The factor of predictability between any two pairs is calculated as the weighted average of the predictability of each core as

\[
pred = \frac{\sum_{i \neq X} \frac{N_{X_i}}{\sum_i N_{X_i}} \max_{j \neq i} N_{ij}}{\sum_i \sum_{j \neq i} N_{ij}}
\]

Figure 5.5 shows the average degree of correlation and the factor of predictability for \(\tau = 50 \cdot T_{CLK}\) of the SPLASH2 and PARSEC benchmark suites. It is observed that both the correlation and predictability levels increase with the number of cores in MESI and HT, supporting the hypothesis that predictive strategies have more potential in larger multiprocessors. In TokenB, the predictability is inversely proportional to the number of cores,
which suggests that the injection of multicast traffic behaves as a uniformly distributed random variable and that predictive techniques would be of little use.

**Monolithic system**

A multicore processor is basically a monolithic system from the designers point of view and often a proprietary solution. The team responsible of designing the system therefore has –a rough– control over the entire architecture, from the physical implementation up to the compiler that outputs the code. This represents a big departure from traditional wireless systems where the nodes, the network stack, and the applications are designed and developed by different teams and often rely on open standards.

The monolithic nature of the system basically implies that protocols can be streamlined by entering into the design loop of the whole architecture, enabling an unprecedented level of optimization of MAC protocols. The techniques that could stem from this observation differ from those based on the identification of correlation patterns in that, here, we take advantage of the control that we have over the system. We subsequently give a brief description of possible examples where the monolithic nature of CMPs can be exploited.

For instance, the compiler determines –to a large extent– the distribution of the operations that generate the on-chip traffic within a given application, somehow fixing what and when the nodes will transmit. This knowledge could be leveraged to anticipate potentially harming situations or even to avoid these situations using a set of new compiling rules.

A similar approach can be thought from the privileged perspective of the programmer. Consider a message passing system, where the programmer explicitly defines communication using a library of primitives. The MAC layer can be highly optimized by finely tuning the protocol to each primitive, especially to those related to collective communication. Similarly, the programmer could be provided with a set of special instructions that can make explicit the behavior of the protocol for program sections that may exhibit hotspot or bursty behavior.

Finally, one can think on optimizations that take advantage of the knowledge of the architecture. A particular example refers to the architecture developed in Chapter 7 to better support lock and barrier synchronization in shared-memory applications. Both locks and barriers generate global communication, but barriers often do it in bursts caused by the arrival of several threads to the same barrier in a short period of time. In this scenario, the MAC protocol could take the type of synchronization operation into account when determining its assertiveness.
5.2.3 Architectural Requirements

A wireless network represents the communication backbone for a certain architecture. This architecture is created for a given purpose or application, which imposes a set of performance objectives that drive the design process. Next, we detail the main objectives of the multiprocessor architecture scenario.

Latency Sensitivity

The latency introduced by on-chip communication becomes critical as it essentially delays the progress of operations lying in the critical path of the processor. Supporting this, Sanchez et al. identified latency as a more limiting factor than throughput in NoCs for cache-coherent manycores [37]. This highlights the appeal of MAC protocols that prioritize latency over throughput while taking into account the energy considerations discussed above.

In wireless networks, latency has traditionally been reduced by increasing the data rate, coordinating the multiple hops towards the receiver, or optimizing the periods of contention. The application of the first design rule to the multiprocessor context discourages the use of techniques that avoid contention by performing a fixed division of bandwidth, and favors random access and scheduling protocols instead. The second rule does not apply here as one-hop wireless transmissions are expected. With respect to the third rule, it is worth noting that the multiprocessor scenario offers unique optimization opportunities arising from the monolithic nature of the system as discussed previously. This information can be used to minimize the collision probability by adopting optimal persistence, backoff, or reservation policies, or by prioritizing latency-critical messages as per architecture, compiler or programmer recommendations.

Stability and Fairness

A link layer providing an homogeneous and bounded latency is very appealing feature from an architect perspective, as it potentially reduces the complexity of the upper layers by rendering design decisions easier to reason and verify. This first implies that the MAC strategy must be stable, meaning that its performance should not decrease sharply beyond the saturation load to avoid latency peaks. Random access and scheduling protocols need to be carefully reviewed due to this, whereas channelization techniques are generally stable. In either case, protocols can always resort to the underlying wired NoC to maintain the load below the saturation point.

In practice, latency guarantees are generally addressed by means of protocols with QoS [228], which can apply priority policies to minimize or bound the latency of certain transactions. This will affect fairness, another important aspect that impacts on the latency statistics and that has to be maintained at least among packets belonging to a specific class.

In the on-chip scenario, knowledge on the application can guide the application of QoS techniques to reduce the latency of certain critical flows as mentioned above.

Reliability

Multicore processors generally require reliable communications, although this depends on the specific architecture. On the one hand, most processors implement error control and correction schemes to provide high-level reliability, as seemingly minor errors may corrupt an entire computation. Within this context, a reliable MAC solution is desirable to minimize the performance reduction caused by errors in upper layers. On the other hand, recent times have seen the emergence of approximate computing [166], which relaxes the need for fully precise computations to provide much higher energy efficiency.
Unlike in traditional wireless networks and as analyzed in Chapter 4, WNoC proposals generally consider a very high BER commensurate with that of RC wires, i.e. $\sim 10^{-15}$. As a result, the MAC layer can safely assume that errors in the reception of a message will be caused by collisions in virtually all cases. Assuming a contention-based protocol, the objective will be to adjust the effort spent in resolving collisions according to the specific combination of latency and reliability requirements of the architecture.

An important aspect to consider here is whether the static and controlled environment allows for the proactive detection of collisions. This would bring the contention-based MAC solution closer to that of wired networks, e.g. Ethernet, opening the door to strategies such as negative acknowledging. The implications are twofold. First, the latency of the protocol is highly reduced as there is no need for burdensome timeout approaches. Second, reliable broadcast support can be achieved with a reasonable cost. Note that, in wireless networks, broadcasts are generally best effort due to the severe congestion that would be caused by the subsequent acknowledgments. As we will see in next sections, a simple solution here would consist in the transmission of a tone signal upon detecting a collision. Tones would be detected by idle nodes, including the colliding transmitters, and interpreted as a negative acknowledgment. If this approach is not technically viable, one can also relay any acknowledgment to the wired network, for which many-to-one traffic optimizations have been developed [20]. In any case, it would be advisable to implement a method to distinguish between errors due to propagation impairments and errors due to collisions, so that protocols can act accordingly without wasting resources.

5.3 BRS: A MAC Protocol for Reliable Broadcast in WNoC

The context analysis performed in the previous section provides an excellent starting point for the development of MAC protocols for BoWNoCs. Here, we propose a first design that aims to deliver the reliability, scalability, and flexibility demanded by the application. The protocol is based on well-known carrier sensing techniques and places emphasis on the reliable reception of broadcast messages. Due to the convergence these three facets, we call the protocol BRS-MAC (Broadcast, Reliability, Sensing). Our design considers a single broadband channel, although it could be extended to support multiple channels.

The design decisions of the BRS-MAC protocol are strongly influenced by the different particularities pointed out in the context analysis. The protocol needs to be flexible to adapt to the potentially bursty and hotspot nature of the traffic, and be able to support the transmission of packets of different lengths. It also needs to address the ACK implosion issue arising from the reliable broadcast requirement [229]. While scalable, the solution needs to be lightweight given the strong area and power limitations of the scenario. Finally, it is desirable to provide a protocol that can be extended or improved with architecture co-design processes since these are expected to provide unprecedented levels of performance.

In next sections, we detail the BRS-MAC protocol and provide a thorough performance evaluation. The protocol is described in Section 5.3.1. Delay and throughput models for BRS-MAC are built considering both generic environments and the on-chip scenario in Section 5.3.2. In the latter case, the novelty resides in the fact that the location of nodes is fixed and known a priori, which enables the modeling of the performance with much higher accuracy than using conventional assumptions and methodologies. Then, in Section 5.3.3, we integrate the protocol within an on-chip network simulator to experimentally assess its performance. We explore how the latency and throughput vary with (i) the number...
of nodes; (ii) the link capacity; and (iii) the percentage of broadcast traffic. The results are finally benchmarked against those of a set of representative MAC protocols based on scheduling and different wireline NoCs. With this, we expect to identify the suitability of BRS-MAC in different scenarios by capturing performance break-even points, as well as justify the possible optimizations proposed in Section 5.4.

5.3.1 Protocol Description

BRS-MAC is a random access protocol. This provides greater flexibility and potential for low latency, which contrasts with the rigid channelization proposals of related work [141]. We base our design on the non-persistent version of the Carrier Sensing Multiple Access (CSMA) protocol [224] aiming to provide a reasonable performance in the presence of bursty traffic [162], and to respond to the importance of latency in manycore settings [37]. We adapt the protocol to the particularities of the scenario, aiming to reduce the penalty of collisions and thereby to maximize the throughput. As we will see next, the design objectives are accomplished by implementing a collision detection scheme and acknowledging broadcasts in a fast and scalable way.

Typically, wireless systems with carrier sensing use collision avoidance techniques as they cannot detect collisions, and resort to positive acknowledgment schemes to solve the exposed or hidden node problems. This means that the whole message is transmitted even if a collision occurs, and that the transmitter needs to wait during a timeout period before retransmitting, thereby reducing performance. In wired systems, where collisions can be detected by the transmitter, carrier sensing schemes reduce waste of resources by canceling the transmission as soon as the collision is detected and notified.

The on-chip scenario suggests a solution closer to the collision detection approach. Since nodes are static and the environment is known beforehand, collisions may be detected with high probability. Also, since hidden or exposed terminal problems are eliminated, consensus on the necessity of retransmitting can be reached. Cores may not be able to use the jamming strategies used in collision detection schemes [225], but could resort to negative acknowledgments with the same result instead. Relying on this fundamental aspect, we next detail the principles of operation of the BRS-MAC protocol.

Transmission policy

When a node is ready to send data, it will only transmit if the channel is sensed idle, thereby preventing the interruption of on-going transmissions; otherwise, the node backs off. In the former case, the transmission starts and the protocol performs the steps summarized in Figure 5.6:

- **Step 1 – Preamble Transmission:** the sender will transmit a preamble and then wait. If there is only one transmitter, the rest of nodes will correctly receive these initial bits and remain silent; otherwise, there is a collision and nodes will start transmitting a Negative ACKnowledgment (NACK) signal by the end of this step.

- **Step 2 – Collision Handling:** During the second step, the sender listens again to the medium. If the medium remains idle, it means that the first phase of the transmission was successful and the sender will resume it. Otherwise, the presence of a NACK indicates that there was a collision, in which case the original senders will cancel the transmission and back off. Receivers know that there was a collision because they
either detected it, or hear the NACK signal as well. Thus, a node cannot initiate a new transmission during this phase. By detecting and notifying collisions here, BRS-MAC reduces their penalty as it avoids the unnecessary transmission of the whole message.

• **Step 3 – Data Transmission:** the source transmits the rest of the packet only in the absence of a collision. Otherwise, the channel becomes free for new transmissions. The length of this step will depend on the packet size and transmission speed. Both are known by all since the transmission speed is fixed and the packet size can be indicated in the preamble.

**Unslotted and Slotted Configurations**

Note that the algorithm here described can be implemented in both slotted and unslotted configurations. In the former case, the channel is slotted at the processor clock granularity and the duration of the different steps needs to be of an integer number of cycles. This facilitates the integration of the wireless network into the multiprocessor environment and relaxes the synchronization requirements and, due to this, we will consider this design in the simulations of Section 5.3.3. In the unslotted protocol, transmissions can begin at any point in time and not only at the beginning of the pre-defined slots. This increases performance by reducing the length of the vulnerable interval from half of the clock period to only the propagation time. For the sake of mathematical tractability, we will consider this option in the models of Section 5.3.2. In future work we will model the slotted protocol as well.

**Transmission Preamble – Support for Variable Transmission Lengths**

The preamble carries packet headers that allow to detect collisions in the second step. The size of the preamble is fixed and should be large enough to ensure the reliability of the
collision detection, but still short to reduce the penalty of collisions. Section 5.3.2 analyzes the impact of the preamble size on the performance of BRS-MAC.

The preamble also allows nodes to determine the length of the third step, which depends on the size of the packet being transmitted. Encoding the transfer length will probably require only a few bits as packet lengths are fixed, known, and take few different values.

**Channel Sensing and Collision Detection**

In this part of the work, we do not make any assumptions on the modulation used by the nodes, which can be CW or IR as explained in Section 3.3. In either case, we consider that nodes can sense the presence of signals in the medium and detect collisions.

In wired networks, collision detection is essentially performed by the transmitter, which can sense the medium through a separate channel and compare the input voltage and the transmitted signal. A collision occurred if both signals differ by a large margin. In wireless systems, this scheme cannot be reproduced since nodes generally cannot transmit and sense the medium at the same time. Also, transmitted signals are typically tens of dBs stronger than any received signal, causing the received signals to be invisible to the colliding sources and thus invalidating the comparative approach.

For all this, BRS-MAC leaves the collision detection responsibility to the receivers. This is possible thanks to the uniquenesses of the scenario with respect to the static and known propagation medium, which allow to model the channel in a quasi-deterministic way. At the time of this writing, there is not a closed methodology to detect collisions, and we rather propose different approaches to be explored in future research, namely:

- **Redundancy check:** error detection has typically been the only way to know whether a transmission collided or not. However, this is performed at the end of the transmission, wasting precious resources. Here, we propose to perform a special redundancy check over the preamble at the second step of the transmission. In this case, it would be desirable to encode the preamble in order to maximize the error detection probability.

- **Non-coherent detection:** this approach takes advantage of the static and known environment, leading to a quasi-deterministic power budget. By attaching the source address in the preamble, receiving nodes should be able to know what energy level to expect with a high accuracy. A collision is assumed in case there is a significant mismatch between the theoretical and actual received energy, which will be likely caused by the overlapping of two colliding transmissions.

- **Coherent detection:** a strategy similar than the proposed above can be used in coherent systems. This would consist in identifying the phase at which signals should be received depending on the source of the message, and comparing it with that of the actual received signals. Note, however, that this is a more challenging approach from a technical perspective since it requires fine synchronization at the bit level.

- **Correlation:** a recent work [234] proposes the placement of unique signatures at the preamble to discern between correct and incorrect transmissions. A similar approach could be used here: all nodes could use the same (delayed) preamble, which would be received correctly in all cores only in the absence of collisions. With two or more cores transmitting at the same time, the preamble would be corrupted and correlation spike would not appear in at least one of the receivers.

As we will see, the protocol will work as long as one or more receivers detect and notify the collision during the second step of the transmission policy. In the unlikely case of a false
negative, i.e., a collision gone unnoticed by each and every core of the chip, we have to rely on existing error control strategies at the packet level or at higher layers of the architecture. The latter option is costly and should be avoided since it may involve the use of rollback mechanisms. In case of a false positive, i.e., a core detects an nonexistent collision, there will be a certain performance reduction due to the subsequent backoff and retransmission; correctness will not be affected.

**Acknowledgment policy**

Due to the different distances among cores and depending on the detection scheme, collisions may go unnoticed at certain nodes. This cannot be tolerated as all receivers need to be aware of all collisions. This suggests the use of a global NACK strategy that warns all nodes that a collision took place. Sending explicit NACK packets would be impractical as it would require the serialization of many messages. To avoid this *ACK implosion* [229], we resort to the unconventional many-to-one communication scheme explained in Section 3.2: we model the burst of NACKs as an aggregated binary signal, the presence of which indicates that one or more cores detected the collision. From the original transmitter perspective, the presence of this signal acts as an advanced NACK that prompts the transmitter to back off and retry later; whereas *silence means consent*, acting as a Clear to Send (CTS) that prompts the source to go on and transmit the rest of the packet. From the receiver perspective, the presence of this signal acts as a *jamming signal* that prompts them to cancel the reception and start over. As we will see, performing this step at an early stage of the transmission reduces the penalty of collisions.

**Retransmission policy**

Unless noted, we use the Binary Exponential Backoff (BEB) strategy [225], which calculates the backoff interval $BO$ as a function of the number of collisions,

$$BO \in [0, BO_0(2^c - 1)],$$

(5.3.1)

where $BO_0$ is the nominal backoff length and $c \in [0, c_{\text{max}})$ is an integer that is incremented on every collision and decremented on every successful transmission. Therefore, this approach reduces the assertiveness of the protocol as the collision rate increases. The nominal backoff length is chosen *a priori* as a function of the number of nodes and channel capacity. In future iterations, though, we envisage the use of prediction techniques to adapt the persistence and backoff intervals to the input load. Such strategy is not commonly used in wireless networks due to the lack of consensus, but could work in this scenario as there are no hidden or exposed terminals.

In the unlikely case that a packet in any MAC queue exceeds a given number of retries, it will not be retransmitted through the wireless network again and, instead, will be forwarded to an alternative network plane. To this end, the head of the MAC queue is popped and sent back to the network interface, which will forward it to the alternative network. At that point, the retry counter is reset and the transmitter backs off if the queue is not empty. We refer the reader to Section 6.2.1 for more details on this.
Table 5.3: Notation for BRS-MAC performance analysis.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Link throughput</td>
</tr>
<tr>
<td>G</td>
<td>Offered Load</td>
</tr>
<tr>
<td>D</td>
<td>Average transmission delay</td>
</tr>
<tr>
<td>U</td>
<td>Duration of successful transmissions</td>
</tr>
<tr>
<td>B</td>
<td>Duration of busy periods</td>
</tr>
<tr>
<td>I</td>
<td>Duration of idle periods</td>
</tr>
<tr>
<td>d_{ij}</td>
<td>Distance between nodes i and j</td>
</tr>
<tr>
<td>a_{ij}</td>
<td>Normalized propagation time between nodes i and j</td>
</tr>
<tr>
<td>a</td>
<td>Normalized propagation time (worst case)</td>
</tr>
<tr>
<td>\alpha</td>
<td>Normalization factor for exact propagation time evaluation</td>
</tr>
<tr>
<td>T</td>
<td>Average transmission time of a complete packet</td>
</tr>
<tr>
<td>T_{OK}</td>
<td>Time spent in a successful transmission</td>
</tr>
<tr>
<td>T_{KO}</td>
<td>Time spent in a collision</td>
</tr>
<tr>
<td>b</td>
<td>Normalized preamble transmission time</td>
</tr>
<tr>
<td>P_b</td>
<td>Blocking probability</td>
</tr>
<tr>
<td>N_{re}</td>
<td>Average number of retransmissions</td>
</tr>
<tr>
<td>N_c</td>
<td>Average number of collisions</td>
</tr>
<tr>
<td>BO</td>
<td>Duration of the backoff period</td>
</tr>
<tr>
<td>N</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>E{·}</td>
<td>Expected value</td>
</tr>
</tbody>
</table>

5.3.2 Performance Analysis

This section presents the analytical models for the performance of the unslotted version of BRS-MAC. Since BRS-MAC is based on the non-persistent CSMA protocol, we use the notation and models by Kleinrock and Tobagi [224] as starting point. We maintain the definitions of throughput $S$, offered traffic $G$, and delay $D$. We keep the propagation time $a$ and add the preamble time $b$ as main parameters. All variables are normalized by the average transmission time $T$, which takes into consideration the packet size distribution and transmission probabilities. The reader will find a summary of the notation in Table 5.3.

The models also maintain most of the system assumptions by Kleinrock [224], which let us use renewal theory and obtain closed-form expressions. We basically consider that the time required to switch between TX and RX modes and to detect the channel busy are negligible. All arrivals (including retries) follow a Poisson process and are uniformly distributed among an infinite population, which is reasonable considering the high number of nodes in a manycore processor. We also consider a deterministic backoff instead of BEB to keep the model tractable. Finally, unlike in [224], our work does not make assumptions about the NACK channel as BRS-MAC uses the same channel for data and NACKs.

Next, we present the analytical model for the unslotted version of BRS-MAC and study its throughput and latency for different propagation time and preamble length conditions. In the interest of comparison, we take a non-persistent CSMA protocol as the baseline.

5.3.2.1 Walkthrough Example

In order to better understand the timing of the protocol and the models presented below, Figure 5.7 shows how BRS-MAC operates in the presence of a collision and for a successful transmission. The diagram includes the duration of the different steps and defines busy and idle periods, which are used later in the model. The specific example shows three cores out of a CMP of more cores. The propagation time between these three cores takes different
values, e.g., $a_{12}$ and $a_{13}$, whereas we denote the longest propagation time between any pair of cores of the CMP as $a$.

At an initial time, cores 1 and 3 attempt to transmit a message by sending the preamble during $b$ normalized units. On the one hand, the preamble is not heard by cores 1 and 3 since they cannot receive while transmitting; on the other hand, core 2 receives a combination of both preambles, which is seen as a collision. Then, core 2 answers with a very short NACK signal, which is received by cores 1 and 3 that are now listening to the shared medium. The preamble and NACK steps take $b + 2a$ units in total.

After sensing the collision, cores 1 and 3 back off. Suppose that core 1 chooses a shorter backoff time and retries sooner. In this case, the preamble is correctly received, the channel is sensed idle during the NACK period, and finally core 1 can transmit the rest of the message. The correct transmission takes $1 + 2a$ normalized units in total.

### 5.3.2.2 Propagation Time in Manycore Processors

As in [224], we will initially consider an equal propagation time for all nodes, which is an assumption generally taken due to the unknown and dynamic position of nodes. However, knowing the propagation environment \textit{a priori} allows to determine the exact propagation time among nodes (e.g., $a_{12}$ and $a_{13}$ in Fig. 5.7). This is important since unslotted CSMA protocols (including BRS-MAC) define a \textit{vulnerability interval} that depends on the propagation time and during which transmissions can collide. Therefore, we can evaluate these protocols with higher accuracy as we can consider the exact propagation times.

To relate classical models with our models with exact propagation times, we relate the average distance between cores with the $a$ parameter, which represents the normalized propagation time in the worst case scenario and is given by

$$a \simeq \frac{WC\sqrt{2}}{v_pL},$$

(5.3.2)
where $W \sim 1$ cm is the side of a square chip, $C$ is the channel capacity, $v_p$ is the propagation speed, and $L \sim 100$ bits is the average packet length.

Let us define $\alpha$ as the average distance among any pair of nodes in a square of diagonal one. If nodes densely distributed within a grid, which would be the case of a manycore processor, $\alpha$ can be evaluated using *Square Line Picking*. Such method calculates the average distance $\Delta(2)$ among two arbitrary points in a unitary square as $\Delta(2) = 0.512$. Normalizing, we obtain the distance between cores as

$$\alpha = \frac{1}{N(N-1)} \sum_{i \neq j} d(i, j) \simeq \frac{\Delta(2)}{\sqrt{2}} \simeq 0.3687,$$

where $d(i, j)$ represents the distance between nodes $i$ and $j$.

### 5.3.2.3 Throughput Model

The throughput of the network is calculated as:

$$S = \frac{E\{U\}}{E\{B\} + E\{I\}},$$

where $E\{U\}$ is the expected useful occupancy of the channel of successfully transmitted messages. The term $E\{B\}+E\{I\}$ represents a cycle, i.e. the time between two transmissions taking into consideration the average duration of the busy and idle periods, respectively. The throughput takes a value between 0 and 1, and can be seen as a metric of the effective use of the wireless medium [224].

The expected duration of successfully used slots $E\{U\}$ can be obtained by multiplying the useful transmission time (not including the collision handling overhead) and the probability of success, which corresponds to the probability that no terminal starts a transmission during the propagation time $a$. By assuming Poisson traffic and an identical propagation time among all nodes, we have

$$E\{U\} = e^{-aG}.$$  

(5.3.5)

The expected duration of the idle period $E\{I\}$ is given by the source inter-arrival time, which is given by:

$$E\{I\} = \frac{1}{G}.$$  

(5.3.6)

The expected duration of the busy period $E\{B\}$ takes into account the propagation times on the duration of successful and colliding transmissions. Since the duration of the NACK message and the switching delay from transmitting and receiving and *vice versa* are neglected, the length of the collision handling step is equivalent to a propagation round trip time $2a$. Thus, as shown in Figure 5.7, successful transmissions occupy the channel during $1+2a$; whereas in colliding transmissions the *jamming* nature of the NACK burst ensures that the cancellation takes effect after $b+2a$. Thus, we have:

$$E\{B\} = e^{-aG}(1+2a) + (1-e^{-aG})(b+2a).$$  

(5.3.7)

Finally, we obtain the throughput with Equation (5.3.4) as

$$S = \frac{e^{-aG}}{e^{-aG}(1-b) + b + 2a + 1/G}.$$  

(5.3.8)
Exact propagation time: When considering the exact propagation time, the expected duration of successfully used slots and of busy periods—now noted as $E\{U^e\}$ and $E\{B^e\}$—change since both depend on the propagation time of the packet. In the former case, $E\{U^e\}$ is proportional to the probability of not interrupting a current transmission, which now takes a different value for each pair of nodes. Assuming independent and equally distributed traffic, $E\{U^e\}$ becomes the average probability for each pair of links and it can be calculated as:

$$E\{U^e\} = \frac{1}{N} \frac{1}{N-1} \sum_{\forall i} \sum_{\forall j \neq i} e^{a_{i,j}G}. \quad (5.3.9)$$

It is worth noting that this expression cannot be simplified. However, when the probability of collision is low, it is possible to use the Taylor approximation for the exponential term ($e^x \simeq 1 - x$) and apply Eq. (5.3.3) to obtain

$$E\{U^e\} \simeq 1 - G\alpha a. \quad (5.3.10)$$

In the case of $E\{B^e\}$, we need to evaluate the average duration of the busy period for each pair of nodes $i, j$. This requires re-evaluating Equation (5.3.7) which, using the Taylor expansion approximations outlined above, becomes

$$E\{B^e\} \simeq 1 + (2 + \alpha)a - (1 - b)G\alpha a. \quad (5.3.11)$$

Thus, the throughput $S^e$ can be re-calculated using Equation (5.3.4), which yields

$$S^e \simeq \frac{(1 - G\alpha a)}{1 + (2 + \alpha)a - (1 - b)G\alpha a + 1/G}. \quad (5.3.12)$$

Using the same methods and approximations, it is easy to prove that the baseline CSMA becomes

$$S_{CSMA}^e \simeq \frac{(1 - G\alpha a)}{1 + a + 1/G}. \quad (5.3.13)$$

5.3.2.4 Delay Model

Here, we calculate the time required in average to successfully transmit a packet. We define the transmission delay $D$ as the time between the instant the packet is generated until the packet is successfully delivered to all receivers. The delay can be expressed as

$$D = N_{re}E\{BO\} + N_cT_{KO} + T_{OK}. \quad (5.3.14)$$

where $N_{re}$ stands for the average number of retransmissions, $E\{BO\}$ stands for the average duration of the backoff period, $N_c$ stands for the average number of collisions per transmission; whereas $T_{OK}$ and $T_{KO}$ are the delays incurred by successful and colliding transmissions, respectively.

To calculate the average number of retransmissions $N_{re}$, we simply need to resort to the definition of offered rate and throughput. The offered rate $G$ includes the retransmissions, whereas the throughput $S$ only includes transmission attempts that succeed. Thus,

$$N_{re} = \frac{G}{S} - 1. \quad (5.3.15)$$

To calculate the number of collisions per packet $N_c$, let us denote $P_b$ as the probability of finding the channel busy within a cycle. We have that $1 - P_b = \frac{e^{a+1/G}}{E\{B^e\}+E\{U^e\}}$ as arrivals see
the medium free in idle periods plus the propagation time [224]. From this, we can obtain the average number of attempts that find the channel free as $\left(1 - P_b\right) \frac{G}{S}$ [224]. Since the number of collisions is the number of attempts minus one, we have

$$N_c = \frac{a + 1/G}{E\{B\} + E\{T\} / S} - 1. \quad (5.3.16)$$

**Exact propagation time:** when considering exact propagation times, the delay model is slightly different. We basically need to consider $S^e$ instead of $S$ in Eq. (5.3.16), and reevaluate the average number of collisions as

$$N_c^e = \frac{a a + 1/G}{E\{B^e\} + E\{I\} / S^e} - 1 \quad (5.3.17)$$

regardless of the protocol choice.

### 5.3.2.5 Validation and Results

In this section, we use the models developed in Sections 5.3.2.3 and 5.3.2.4 to obtain the throughput and delay of the BRS-MAC protocol under different configurations. We will compare the results with those of the ideal non-persistent CSMA model developed in [224]. Also, in order to validate the applicability of the proposed models, we have implemented an ad-hoc event-driven simulator and compared its output with the analytical results. The simulator considers exponentially distributed arrivals, a random uniform injection distribution, and the exact propagation time among nodes. We have simulated a homogeneous manycore processor with 1024 cores and obtained $G$ by averaging the number of attempts of all nodes, and $S$ by averaging the number of successful transmissions. Unless noted, we assume $a = 0.1$, $b = 0.1$, $BO = 40$ ns, as well as a transmission time of $T = 1$ ns, achievable with speeds around 100 Gbps considering the length of packets in the CMP scenario as discussed in previous sections.

To validate the models, we compare the throughput obtained with the simulator and the models for both BRS-MAC and CSMA, considering both worst-case and exact propagation time. The plots, shown in Figure 5.8, reveal a good agreement between the model and the simulation results for $G \leq 10$, which is the input range of interest. A significant performance improvement is also observed when considering the exact propagation time. In light of its validity, we will henceforth use the exact propagation time model.

![Figure 5.8: Simulated and analytical throughput for worst-case and exact propagation times.](image)
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Figure 5.9: Throughput and delay characteristics as functions of the propagation time.

Figure 5.9 plots the throughput and delay characteristics of the evaluated protocols considering different propagation times. Increasing the propagation time negatively impacts on performance due to an increase of the collision rate. Thanks to its early reaction to collisions, BRS-MAC outperforms CSMA for all propagation times, with the peak being 10%–26% higher. This throughput improvement also relates to the delay: at a fixed delay of 200 ns, BRS-MAC admits 2%–11% more throughput.

Let us now evaluate the impact of the preamble time on the performance of BRS-MAC. Figure 5.9 shows the throughput and delay characteristics of BRS-MAC for different preamble lengths. The plot reveals that handling collisions using the same channel than the transmission itself incurs into an overhead with respect to CSMA. This is compensated...
when collisions are handled at the beginning of the transmission \((b = 0.1)\), which actually improves throughput up to a 27%. A similar behavior is observed with respect to the delay: at 200 ns, the throughput increases 9%–12% with respect to CSMA. Note that \(b = 0.1\) corresponds to a preamble of 10–30 bits in light of the size of messages in CMPs [37].

To showcase the importance of the backoff mechanism, Figure 5.11 plots the latency of BRS-MAC and CSMA for different backoff values. Both show a lower delay when the average backoff time is low, but performance can quickly degrade in high-contention phases. Alternatively, larger backoff periods imply longer delays but allow the network to better absorb large bursts of traffic. Comparatively, BRS-MAC delivers a much better performance at high throughput due to the lower impact of collisions. Finally, note that these results consider a fixed average backoff time; real scenarios will account for the exponential backoff algorithm depicted in previous sections which should, theoretically, provide a lower delay at low throughput values and a similar saturation throughput.

5.3.3 Comparative Scalability Exploration

The main objective of this section is to contextualize the performance of a BoWNoC with BRS-MAC by comparing it against other WNoC designs and state-of-the-art wireline NoCs. To this end, we evaluate how the latency and throughput of different architectures scale as a function of the number of nodes \(N\), the capacity of the wireless channel \(C\) and the percentage of broadcast traffic \(\beta\). We also provide hints on the behavior of the different alternatives in the presence of bursty and hotspot traffic. Unlike in the previous section, this evaluation considers the slotted version of BRS-MAC and tests its implementation within a fully functional and cycle-accurate simulator. Here, we first describe the evaluation framework, to then detail the comparative evaluation results that shed light on the broadcast scalability of the BRS-MAC protocol and the rest of wired and wireless alternatives.

5.3.3.1 Evaluation Framework

We use PhoenixSim [235], a cycle-accurate NoC simulator, to perform the evaluation. As detailed in Appendix A, PhoenixSim includes a complete set of methods for the evaluation of switched NoCs, on top of which we implemented the modules required for the simulation of WNoCs. Table 5.4 shows a summary of the simulation parameters, whereas the input traffic profiles and investigated network architectures are subsequently detailed.
### Table 5.4: Simulation Parameters

<table>
<thead>
<tr>
<th>System</th>
<th>400 mm² die, 1 V, 1 GHz, 16 to 1024 cores.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireline NoC</td>
<td>128 bits, XY routing, 4 virtual channels, credit-based flow control, fixed tree multicast, single- and multiport allocation. MESH: 2 cycles per hop. FBFLY: 3-7 cycles per hop.</td>
</tr>
<tr>
<td>Wireless NoC</td>
<td>Single channel, 8 to 160 Gbps, 1-cycle token passing delay, 1-cycle from and to central buffer. CSMA: Non-persistent, NACK burst, ( a \leq 0.1 ), 128-bit preamble, truncated exponential backoff, 8 maximum retries.</td>
</tr>
</tbody>
</table>

### Traffic Profiles

Initially, cores are modeled as generators of memoryless traffic with a constant arrival rate \( \lambda \) over time. Broadcasts represent a fraction \( \beta \) of all the packets, while the rest \((1-\beta)\) are unicasts. Since the main objective is to inspect the broadcast performance, we consider a simple random uniform pattern for unicast traffic. Even though we do not want to bind to specific architectures, we consider two packet sizes as commonly found in cache-coherent systems [1]: short for requests and long for responses (the size of one address and one address plus one data block, respectively). Here, we assume these to be equivalent to 1 flit and 4 flits. This simple synthetic traffic is used to investigate the scalability of different networks under a broad range of conditions. To provide hints of performance in more realistic scenarios, we later perform a sensitivity analysis considering bursty and hotspot traffic. We refer the reader to Appendix A for more details on the traffic generator used in this part of the dissertation, as well as its validation.

### Investigated Architectures

We aim to cover a large fraction of the solution space by considering the following schemes. Unless noted, acknowledging is implicit since negligible bit error rates can be assumed with proper coding and power allocation. Wireless capabilities are given at the core level.

**Carrier Sensing (\( w\)-CSMA)** with which we aim to represent contention-based protocols. We model the slotted version of the BRS-MAC protocol explained in Section 5.3, using non-persistence and adopting the NACK burst mechanism to reduce the control overhead. The preamble size is of 128 bits, which yields a normalized preamble size of \( b \simeq 0.4 \) for the traffic considered here. For the wireless transmission speeds depicted in Table 5.4, the propagation time is \( a \leq 0.1 \). A packet will be forwarded to an alternative network plane in the unlikely case that it exceeds the maximum number of retries (8). Note that the network will most likely be saturated when this happens.

**Token Passing (\( w\)-TOKEN)** this category aims to represent a design family that relies in rigid strategies to avoid contention. In token passing, only the core that possesses the token is able to transmit [226]. One full packet can be transmitted in each round. We do not split long messages into flits here as the packet latency would be unacceptable, whereas bulk transmissions are not allowed for fairness reasons. Upon completion, or in case there is nothing to transmit, the token is handed off to the next core. We assume that the token passing is performed through a lightweight wired ring and is pipelined with the wireless transmission. Since the token somehow divides time in slots, we can...
consider this as feasible way to implement a multiple access scheme based on dividing the spectrum in orthogonal channels.

**Centralized Buffer Arbitration (w-CBUF)** for the sake of comparison, we also study the performance of a centralized MAC scheme. With unlimited resources, it would be possible to have an arbiter connected to every core with one-cycle bidirectional links and that works as follows. When a node is ready to transmit, it sends a request to the arbiter with its identity and the packet size. The arbiter stores this in a FIFO buffer and grants access to the node whose request is in the buffer head, waiting exactly the wireless transmission time between consecutive grants. Contention only appears when multiple nodes request access at the same clock cycle. This is resolved by the arbiter. This scheme therefore provides fair, ordered and contention-free access in a flexible way, with resources that are not available in other wireless networks. The main reason for evaluating this scheme is to motivate unconventional MAC designs and to quantify the improvement margin of the protocols mentioned above.

For benchmarking purposes we compare the performance with two wired topologies, considering two router microarchitectures in each of them:

**Routed Mesh (MESH)** as baseline, we consider a wireline 2D mesh with two cycles per hop in the absence of contention. This is achievable with bypass strategies [21]. The choice of a mesh topology is backed up by extensive use as baseline design in the literature. Flow control is credit-based and uses the data links to exchange buffer utilization information between neighboring nodes. Tree-based multicast is studied due to its better latency scalability, which becomes a critical performance factor in many-core scenarios [37]. Note, though, that path-based and tree-based methods become very similar for broadcast (e.g. column-path routing [18] is equivalent to fixed tree with XY routing). We consider two router microarchitecture flavors: single-port allocation in MESH-BASE routers, and multiport allocation with multicast crossbar in MESH-FT. The delay is proportional to and independent of the number of flit replications in the former and latter case, respectively. These configurations are equivalent to the EMesh profile evaluated in Chapter 4.

**Flattened Butterfly (FBFLY)** given its much lower diameter, this topology represents a more aggressive competitor. As described in [36], FBFLY generally employs 4-way concentration and then connects each router with every router in its row or in its column. Thus, less than 4 hops suffice to reach any core from any other core. This comes at the cost of increasing the radix of the routers and complicating the design of its arbiter and crossbar as the network is scaled [37]. These designs do not scale well in terms of area and power (see Section 4.2.3), but are evaluated as to include low-diameter NoCs in the design space exploration. Due to the increase in design complexity, we assume that the pipeline depth logarithmically increases with the router radix, for a total of 3 to 7 cycles per hop. As in MESH, we consider fixed tree routing and two types of router: single-flit allocation in FBFLY-BASE and multiport allocation in FBFLY-FT.

### 5.3.3.2 Scalability Results

Next, we present a comparative evaluation of the network architectures outlined above. First, we measure latency as the time passed between the generation of one message and its complete reception at all the intended destinations. Then, we measure throughput from
the transmitter perspective, which implies that a multicast message will only be counted once despite being received by more than one core. Throughput results are expressed in flits per cycle to facilitate the comparison between networks with different topology or bandwidth, and always account for the aggregate of both the unicast and broadcast flows.

To obtain the latency-throughput characteristic of each network architecture, we gradually increase the offered load. For simplicity, though, we will generally show two critical metrics: the low-load latency and the saturation throughput. The former corresponds to the average communication latency in the presence of mild contention, and models the performance of the network for at least 50% of the maximum admitted load with reasonable accuracy. The latter evaluates the throughput of the network for very high loads. For the sake of fairness, we measure the throughput obtained when the latency reaches a given common limit instead that of simply measuring the load at which the network saturates (both metrics may differ). The limit is set to 150 cycles, a value commensurate with the latency of accessing data in the main memory. Relating the throughput to a bounded latency is important given the characteristics of the scenario as explained in Section 5.2.3.

**Scaling the Number of Nodes**

Figure 5.12 shows the latency-throughput characteristics of the considered network architectures for a set of representative system sizes \( N = \{16, 64, 256, 1024\} \), assuming a wireless capacity of one flit per cycle and only broadcast traffic. As intuition suggests, the increase in system size has a significant impact upon performance. In conventional NoCs, the latency increases due to the growth of the number of hops required to reach all destinations, while the throughput suffers a contained drop. In wireless NoCs, the performance both in terms of latency and throughput depends on whether the protocol is fixed or works on
A notable case is that of $W$-CSMA, which saturates significantly earlier than the rest of alternatives. This is basically due to collisions: retries compete with newly generated packets, causing the throughput to gradually become lower than the offered load. Next, we analyze the results in more detail.

The behavior of the low-load latency as a function of the system size is shown in Figure 5.13. Three different scaling trends can be clearly identified. First, the latency of $W$-TOKEN scales linearly with the number of cores due to delay introduced by the arbitration phase. Since the token is passed through a ring, the latency scales as the average hop distance of such topology, $O(N/2)$. Due to their on-demand nature, the latency of the rest of wireless schemes remains flat given that, at low loads, a node will most likely be able to transmit immediately. In the wired NoCs, the latency scales proportionally to the average hop distance of the topology: $O(\sqrt{N})$ in MESH and almost constant in FBFLY. In both topologies, the latency observed in their base configurations is considerably higher due to the additional delay incurred by the flit forking process. (FBFLY actually loses its scalability advantage since every flit spends $\propto N$ cycles in each router).

For the sake of comparison, it is important to remark the results from related work. The NoC implemented in [21] is expected to show a similar scaling trend than MESH-FT, but with a lower absolute value since it attains one cycle per hop. The scheme in [44] is a mesh with unconventional multi-hop bypass links, and achieves a latency (not counting router-to-processor communication) as low as 5.6 clock cycles for 64 cores. Although its scalability is theoretically close to FBFLY-FT as it is potentially able to reach all cores in two network hops, several technological assumptions need to be made to confirm this potential [32].

Figure 5.14 illustrates how the throughput of the different schemes scales with the system size. In MESH-BASE and FBFLY-BASE, the throughput decreases with the number of cores mainly because latency scaling induces the network to reach the latency limit at lower loads. With unbounded latency, the increase in terms of bisection bandwidth would mostly compensate the increase in number of destinations per message and the throughput would remain constant. This is the case for RMESH-BASE and FBFLY-BASE, which are below the latency limit and almost achieve maximum throughput. Given by the inherent broadcast nature of wireless NoCs and in spite of having a much lower bisection bandwidth, $W$-CBUF and $W$-CSMA also achieve a rather flat scaling with a lower absolute value in the latter case. Finally, we have that $W$-TOKEN is clearly dominated by the token passing delay and that it is not able to provide any throughput with acceptable delay beyond a few hundreds of cores.
Again, we compare our results with those of related work. The 16-core NoC implemented in [21] reports a throughput similar to that of our MESH-FT. Since it is able to perform single-cycle hops, it will probably provide better throughput scalability than the meshes evaluated here. The work in [44] reports a throughput of \( \sim 0.9 \) flits per cycle for 64 cores. This value directly competes with MESH-FT, FBFLY-FT, or W-CBUF. The rest of wireless alternatives will need to improve to be comparable to it in large systems.

### Scaling the Channel Capacity

For the conditions evaluated above, wireless strategies are capable of consistently achieving very low latencies with moderate-to-high throughput. However, we have assumed a bandwidth of one flit per cycle thus far, which is around 160 Gbps in a system running at 1 GHz and with 128-bit links and including the propagation latency. As discussed in Chapter 4, these figures may not be available in the near future. Therefore, it is important to understand the dependence between performance and channel capacity in order to guide the design of future WNoCs.

Scaling the channel capacity \( C \) impacts upon the latency of any wireless communication through the transmission time as \( t_t = l/C \), where \( l \) is the packet length. The propagation time, which also contributes on the communication latency, is dependent on the chip size and therefore assumed constant. The arbitration overhead is dependent on the arbitration scheme and, in the absence of load, remains constant (zero, two and \( N/2 \) cycles for W-CSMA, W-CBUF and W-TOKEN, respectively). For all this, the low-load latency approaches a fixed lower bound as we increase the channel capacity. To cite an example, the latency increases from \( \sim 6.5 \) to \( \sim 44 \) cycles in W-CSMA when scaling down the capacity from 160 to 8 Gbps. In large systems, these figures can still compete with most wired options.

Varying the channel capacity \( C \) also has a direct impact upon the throughput. Basically, the throughput increases linearly with the channel capacity if the propagation time is neglected. However, the propagation time becomes significant and high speeds and imposes an increasing bandwidth overhead. To transmit a 128-bit flit in 8 cycles at 1 GHz, the propagation time requires the capacity to be increase only by 2.5%; whereas to transmit it in 1 cycle, the increase is of 25%.
Figure 5.15: Low-load latency as a function of the percentage of broadcast traffic $\beta$ for $N = 256$ and $C = 1$.

**Scaling the Broadcast Intensity**

The performance of wired topologies is generally inversely proportional to the number of destinations per message. On the contrary, wireless schemes treat all messages as broadcasts and, thus, their performance is independent of the percentage of broadcast traffic. Therefore, $\beta = 100\%$ is a clearly unsuitable case for any NoC based upon point-to-point links and evaluating performance only in such scenario would be unfair. Here, we inspect the performance of MESH and FBFLY as a function of the percentage of broadcast traffic.

In the absence of contention, the latency of a broadcast transmission is equivalent to the latency of reaching the furthest destination. As shown in Figure 5.15, this causes the latency to drop as the broadcast probability decreases. The impact is more patent in the base configurations, since it takes several cycles to complete the flit forking process in each router. Remarkably, there is no break-even point of latency even with the best wired alternative: given enough channel capacity and due to its unique one-hop communication capabilities, the latency of any wireless transmission will be always the lowest.

From a throughput perspective, the percentage of broadcast traffic has a very strong impact on performance. As illustrated in Figure 5.16, the throughput is of a several tens of flits per cycle in the wired topologies and decreases as each message has to reach more destinations. Approaching $\beta = 100\%$, the performance of wireline and wireless schemes become comparable despite the huge difference in terms of bisection bandwidth, to the point that break-even points with MESH-BASE are achievable given enough wireless capacity and MAC efficiency. This, together with the latency results above, suggests that the wireless plane could be used not only for broadcast transmissions, but also for selected latency-sensitive unicasts to further enhance performance.

On the one hand, we estimate that the work in [21] will provide curves very similar to that of MESH-FT. On the other hand, it remains unknown how the multihop capabilities of [44] will affect throughput in mixed traffic, given that broadcasts that occupy several router ports within the same clock cycle may greatly affect unicast transmissions.

**5.3.3.3 Sensitivity Analysis**

Section 5.2.2 has revealed that on-chip traffic is often injected by a small subset of nodes and in a bursty manner. This fact has a notable impact upon the performance of the chosen NoC and, thus, should also influence its design. Here, we evaluate the sensitivity of the different network architectures to the traffic characteristics using, to this end, synthetic...
traffic generated with the method described in A. Due to the random nature of the method, we performed 15 runs for each design point and calculated the geometric mean. Results are normalized to the exponential uniform random traffic case.

**Hotspot traffic:** spatial concentration typically reduces the network throughput due to the uneven use of resources. Figure 5.17 illustrates this effect by plotting the throughput for different levels of hotspot traffic. As we reduce $\sigma$, the injection process becomes more concentrated, significantly impacting the performance of most networks. $W$-TOKEN suffers an important reduction since the token needs to travel around the ring even if the processors willing to transmit are highly clustered, whereas $W$-CBUF and $W$-CSMA perform well independently of the injection profile. Concentration is even helpful in the latter case, as it reduces the average number of contending stations. In wired schemes, concentration creates congestion around the source, particularly in those configurations with high per-hop time, e.g. FBFLY-BASE.

**Bursty traffic:** Figure 5.18 shows the performance of the different schemes for increasing levels of burstiness. All networks see their performance reduced due to the backlogging of flits in routers and interfaces during packet bursts. This increases the mean latency and reduces the achievable throughput due to momentary congestion. $W$-CSMA is a particularly concerning case, as the probability of collision increases with the burstiness of traffic. Congestion is also aggravated in wired schemes, which see the admissible throughput to drop substantially. On the other hand, $W$-TOKEN and $W$-CBUF perform reasonably well due to their collision-free and short pipelined nature.

### 5.3.3.4 Implementation Cost

To complete the analysis, it is important to remark the cost of implementing the different MAC schemes and compare those overheads with the absolute cost of each topology. At the time of this writing, we cannot provide a circuit implementation of the BRS-MAC protocol here presented. However, note that SD-MAC [150], which represents one of the few MAC protocols for WNoC implemented to date, consumes very low area and bit energy ($\sim0.01 \text{ mm}^2$ and $\sim70 \text{ pJ/packet}$ in 0.18 $\mu$m CMOS), suggesting that the impact of including BRS-MAC within the analysis is negligible in light of the area and power consumed by the cores as shown in Table 4.4 of Section 4.2.3.
In the \textsf{W-TOKEN} and \textsf{W-CBUF} options, the MAC overheads are basically the area and power consumed by the wires and switches required to implement the token ring and the connections to the centralized buffer, respectively. In the former case, the token ring is composed by narrow links (potentially of one bit) between the MAC modules of each tile. From an implementation standpoint, the recent SCORPIO prototype [25] has shown that similar lightweight networks may consume less 1% of the tile area and power and, therefore, we will assume that the implementation cost of \textsf{W-TOKEN} is reasonable. We refer the reader to the next section for a discussion on the feasibility of \textsf{W-CBUF}.

### 5.4 Optimization of Existing Protocols

Previous sections have analyzed the on-chip communication context and proposed and evaluated a MAC protocol based on a better understanding of the requirements and objectives of BoWNoC. Although the performance of the analyzed alternatives may be enough to initially validate the BoWNoC, the context analysis suggests that there is still a large margin for improvement. Here, we take advantage of the knowledge gained during the processes of analysis and design to propose a set of enhancements that could be developed in future research.
Towards Optimal and Adaptive MAC

The on-chip scenario is driven by latency and reliability, yet with a significant emphasis on energy efficiency. This combination of requirements may have been, together with simplicity, the main cause of the arguably widespread proposal of multiplexing. However, the good scalability and flexibility at both coarse and fine temporal granularities of random access techniques such as W-CSMA turns them into an interesting approach for broadcast-based wireless NoCs. However, their efficiency still needs to be improved in order to consider them as a serious contender. There are different design facets that affect performance and that must be carefully considered when optimizing a random access protocol.

The first design decision concerns the slotting of the channel. The models developed in Section 5.3.2 consider an unslotted asynchronous design, whereas the simulations in Section 5.3.3 assume a slotted protocol. Whereas the slotted option is considered easier to integrate in a multiprocessor where cores are synchronized and work using the same clock, it also suffers a performance loss due to the reduction of transmission opportunities (note that the slot length is proportional to the period of the clock, much larger than the propagation time). A preliminary comparison between both protocols reveals that the unslotted protocol achieves a 14% higher throughput at a latency of 150 cycles, suggesting that an asynchronous approach could deliver higher performance. This needs to be confirmed in further investigations.

Persistence and the backoff time are perhaps the most important aspects to consider [224]. When seeing the channel busy, the $p$-persistent protocol grants access with probability $p$ immediately after the on-going transmission ends, or backs off with probability $1 - p$. In this work, we assumed a non-persistent protocol ($p = 0$) and a backoff algorithm that incurs into recurrent collisions in high contention scenarios. However, there exist optimal persistence and backoff interval values depending on the traffic characteristics [236]. These values are hard to find and to change in a consistent way at runtime in typical CSMA environments, resulting in suboptimal performance. In a chip environment, though, $p$ and the backoff interval could be evaluated more precisely given the relatively high knowledge on the traffic and of the application demands. High $p$ values with shorter backoff times can be employed to reduce the latency in program phases with lower load, whereas lower values of $p$ and longer backoff times can be used in high-contention phases requiring less assertiveness.

The chip scenario does not only allow to find near-optimal values of $p$ and the backoff interval, but also to change them at runtime with ease. Dynamic reconfiguration could be performed using network performance metrics as inputs, or could be assisted by the programmer or the compiler, which could insert instructions that would tell the protocol how to operate. In any case, and as explained in Section 5.2.1, adaptive algorithms are not generally used in conventional non-broadcast wireless networks because it is hard to get consensus on the decisions. However, in our case, they would be easy to support because all nodes have all the information at all times. A single special message would be enough to ensure consistency.

Another possibility would be to have a hybrid MAC scheme that adapts to the load to optimize performance. We believe that the sweet spot in terms of performance and flexibility is somewhere in between the channelization and random access extremes; in schemes that combine time multiplexing, perhaps in the form of token passing, and random access. For instance, one could devise a protocol for WNoC that takes advantage of the better performance of random access at low loads and of the higher throughput of scheduling.
techniques at high loads [152]. Outside the WNoC world, the literature contains different proposals that naturally implement such mixture by means of unconventional persistence mechanisms [237], random access with reservation [238], or probabilistic time division [239]; the challenge will be to find the solution that leads to the sweet spot in on-chip networks.

Finally, multiprogramming also needs to be carefully considered since it opens an unconventional design space. In these workloads, different sets of cores execute different applications, each with its own phased communication requirements. In this case, the assertiveness of the protocol could still be managed on a per-application basis, but should be coordinated among the different applications, similarly to the way prefetchers are adjusted in multicore settings [240], to maintain fairness and performance.

**Multicast Source Prediction**

In computer architecture, prediction has been pervasively used as a tool to improve performance. The outcome of a conditional branch or the sharer set of certain cache lines are aspects that show correlation in different situations due to, among other factors, the iterative nature of computer programs. Predictive systems exploit such information to optimize the performance of a given multiprocessor architecture [1, 8] or, as recently proposed, its on-chip network [35, 76].

Taking into account the numerous precedents of the use of prediction to enhance the performance and efficiency of multiprocessors, it is reasonable to think that the same principle may be applied to the design of MAC protocols for BoWNoC. Specifically, we propose the concept of *multicast source prediction*, wherein we exploit the high spatiotemporal correlations exhibited by multicast traffic in a wide selection of architectures –see Section 5.2.2– to predict the source of next transmissions. Such predictability is even higher if we consider the well-studied phenomenon of application phase behavior [232].

Figure 5.19 shows an abstract representation of the basic architecture of a NoC-juxtaposed predictive system. In our case, the predictor is attached to the local MAC module and reads the packets that go through the wireless plane to extract the source of each multicast packet. From this, the predictor guesses the next multicast source and vali-

![Figure 5.19: Multicast source prediction scheme, with the detail of a static predictor (left box) and a last value predictor (right box).](image-url)
dates previous predictions. Since all nodes have access to all transmissions, global and local
decisions are identical. The specific implementation of the predictor will depend on the na-
ture of the multicast correlation and on the required level of accuracy to obtain acceptable
performance improvements.

In order to avoid predictions over distant and potentially non-correlated events, both
the header of the packet and the prediction are kept by the predictor during a pre-defined
amount of time (i.e. observation window) and then discarded. If the next multicast trans-
mission occurs before the information is discarded, the predictor may update its table with
the new source. The choice of the length of the observation window will depend on how the
impact of consecutive multicasts behaves over time.

In random access MAC protocols, certain collisions can be avoided if nodes know in ad-
vance who will transmit next. Thus, prediction-assisted MAC protocol could be modified by
allowing only predicted sources to transmit under given circumstances. This could suppose
a great performance improvement over non-optimized protocols since bursts of contention
can be alleviated or, in extreme cases, even eliminated. Prediction can be also used to save
energy by reasoning whether a given wireless interface will be idle for a significant amount
of time and, thus, can be switched off without causing performance losses.

To further motivate the usefulness of the multicast source prediction approach, we
evaluate the accuracy of two simple and widely-known predictors by running the different
sets of traces over a simulated environment. The predictors are sketched in Figure 5.19.
First, we consider a static predictor (SP), which assigns a prediction to every possible input
at design time or compile time based on off-line profiling. We also consider a last value
predictor (LVP), which consists of a buffer containing the last $M$ multicast sources and
which indexes a table of $N$ entries. Here, the table is built and updated at runtime. In
order to further increase the accuracy, 2-bit saturating counters are associated to each entry.
These counters are incremented when predictions are correct and decremented otherwise,
and are only made effective if the value of the counter is '10' or '11', thus reducing the
frequency of incorrect predictions. Both predictors are implemented in MATLAB.

Figure 5.20 shows the coverage (i.e. number of predictions made effective over the
number of events of interest) and accuracy (i.e. number of correct predictions over the
number of predictions cast and executed) of SP and LVP averaged over all the SPLASH2
and PARSEC applications for different CMP sizes and coherence protocols. We assume that
the observation window is $\tau = 50 \cdot T_{CLK}$. Consistently with the correlation results shown
in Section 5.2.2, both SP and LVP show substantially better accuracy in MESI. In HT
and TokenB, the use of the static predictor is highly discouraged due to its low reliability.

![Figure 5.20: Geometric mean of the prediction accuracy in SPLASH2 and PARSEC for the
SP and LVP assuming a 50-cycle observation window. Labels indicate the coverage in LVP
we assume 100% coverage in the static case). Higher is better.](image)
Multi-hop Token Passing

The rigidity of the token passing scheme is the main barrier that prevents \textit{W-Token} from being a valid alternative in the manycore scenario. We assumed that passing the token takes one clock cycle per node, but this is clearly not enough in light of the results shown above, especially for hotspot traffic. By making the token ring asynchronous and allowing the token to traverse multiple nodes within the same clock cycle (assuming that these nodes do not have anything to transmit), the performance of \textit{W-Token} would greatly improve. This could be implemented by employing multi-hop asynchronous schemes such as the recently proposed in [32].

Figure 5.21 shows a possible way to implement such an asynchronous token ring. Each MAC module is connected to the ring through a register controlled by a \textit{seize} bit, which is enabled when the node wants to transmit or it is “multiple of \textit{M}” hops away from the previous transmitter (whose ID is known by all). This way, the token will traverse \textit{M} MAC modules within the same clock cycle unless someone along the path needs to transmit. \textit{M} is limited by technology and energy consumption as indicated in [32]. As in the original scheme, the passing of the token overlaps with part of the transmission.

To demonstrate the usefulness of the approach, we reevaluated \textit{W-Token} by considering a multi-hop token passing with \( M = 4 \) as a conservative value. Figure 5.22 shows a latency and throughput comparison between both alternatives. It is observed that the latency is cut by a factor of 4, extending the range of system sizes for which the latency is below the maximum admissible latency up to 1024 cores. As a result, the throughput obtained for such latency improves significantly, reaching 0.3 flits per cycle for a thousand cores.

Implementing a Centralized Arbiter

Results shown in Section 5.3.3 have revealed that, as expected, the \textit{W-CBUF} strategy delivers the best performance in both latency and performance. However, this is clearly an unrealistic option due to the implementation complexity and unaffordable scalability as achieving
Centralized arbitration requires control signals to traverse global links and an $N$-to-1 multiplexer within the same clock cycle. This is a daunting task as both the system size and frequency increase.

One alternative way to perform centralized arbitration would be to use the low bandwidth channel in the wireless medium to exchange access requests and grants. However, these can still collide. This can be avoided by performing arbitration by means of a hierarchy of simple multiplexers and on-chip wires that progressively lead to the central buffer. From an implementation standpoint, recent works [25] have shown that similar lightweight networks may consume a negligible fraction of the tile area and power. Our network performance results, not shown for brevity, demonstrate that this approach would cause an increase in latency but would have a negligible impact on throughput. This way, the problem boils down to striking a balance between latency requirements and implementation complexity.
Chapter 6

NET: Exploring the Hybrid Wired-Wireless Design Space

Results in the previous chapter have shown that designs based on the BoWNoC paradigm greatly outperform several wired networks in terms of broadcast performance. This is an expected result in light of both the natural broadcast capabilities of wireless on-chip communication and of the strong emphasis placed over taking advantage of such potential. However, it is well known that a multiprocessor will generate a heterogeneous and highly-variable traffic profile with mixed broadcast and unicast flows. Such heterogeneity will be exacerbated in manycore environments and, within this context, a BoWNoC will need to be fit within a larger hybrid network architecture.

Here, we present OrthoNoC, a simple yet powerful hybrid design that takes advantage of the uniquenesses of the BoWNoC paradigm, while being backed up by a more conventional wired NoC. This is a first specification of the vision set by the thesis, outlined in Sec. 1.3): the BoWNoC is conceived as a latency-driven and broadcast-oriented wireless plane that will serve global traffic, whereas the wired plane NoC remains throughput-oriented, ideal for the transport the rest of the communication flows. After defining the architecture and explaining the main design decisions, the objective of this chapter is to perform an exploration of the hybrid wired-wireless design space.

OrthoNoC takes its name from Orthos, a two-headed dog belonging to the Greek mythology, due to its structural resemblance. OrthoNoC is composed by two independent network planes or heads, both driven by a unique traffic steering policy that would represent the core of the architecture. This is in contrast to most hybrid proposals described in the literature [90,94,141], where packets may go through both network planes in the pathway to their destination. Ortho is also a Greek prefix sometimes used to express uncorrelation or independence between two objects, thus reinforcing the idea behind our network architecture. This strategy also allows OrthoNoC to implement load balancing easily, thereby helping to mitigate the adverse effects of traffic heterogeneity and variability.

This chapter is organized as follows. In Section 6.1, we first motivate our design by inspecting the potential performance gains and drawbacks of a simple hybrid wired-wireless architecture. Then, in Section 6.2, we briefly describe how OrthoNoC attempts to achieve these potential gains while covering the main drawbacks. Section 6.2.1 details the main decision designs taken at the network and system levels, which complement the PHY and MAC decisions justified in previous chapters. Finally, we explore the hybrid design space by evaluating the performance of OrthoNoC in a wide range of configurations in Section
6.2.2. We demonstrate that OrthoNoC is capable of improving severalfold latency speedups and a throughput increase of up to 56% in the presence of broadcast traffic and of up to 26% in the presence of global traffic.

6.1 Motivation

Results obtained in Chapter 5 suggest that a hybrid network architecture combining a wired mesh with a BoWNoC would not only greatly reduce the latency of broadcast messages, but also achieve a significant throughput boost by relieving the wired plane of having to serve such type of traffic. To quantify such potential gains, we compare the performance of the MESH-FT wired network with and without an overlaid W-CARB wireless plane (see Section 5.3.3.1 for more details on the networks). In this scheme, unicast and broadcast messages are forwarded to the wired and wireless planes, respectively.

The evaluation is performed using the simulation framework defined in Section 5.3.3.1, considering different system sizes $N$, wireless channel capacities $C$, and broadcast traffic percentages $\beta$. We put emphasis on the results for $\beta \leq 25\%$, as these correspond to the range of broadcast percentages found in cache-coherent processors as detailed in Section 5.2.2. Results for $\beta > 25\%$ could be also of interest given that new multicast-intensive architectures may arise if the cost of multicast is reduced, as we will see in Chapter 7.

Potential Gains

Figure 6.1 illustrates the improvement in terms of low-load latency as a function of all the variables considered. Here, a value of 4 implies that the hybrid architecture goes four times faster. The improvement is quite consistent and, as the intuition suggests, increases with the broadcast percentage, the channel capacity and the system size. Assuming $N = 256$, the latency is reduced by a 20% for $\beta \approx 10\%$, cut in half by $\beta \approx 50\%$ and to one third for $\beta \approx 70\%$. A similar tendency, yet with lower absolute gains, would be obtained when comparing the hybrid architecture to a network topology with higher radix.

Figure 6.2 shows the throughput improvement (or deterioration) as a function of all the design variables. Up to a given broadcast percentage $\beta_1$, the addition of the wireless plane increases performance (over 2X speedup in some cases) as it significantly offloads the wired plane. This percentage range is reduced as the network scales and the bisection bandwidth of the wired plane increases. Beyond that point $\beta_1$, the percentage of broadcast traffic
Figure 6.2: Throughput speedup of a hybrid NoC with respect to MESH-FT as a function of the broadcast percentage for different system sizes and channel capacities.

saturates the wireless plane, whereas the unicast traffic does not take the wired plane to the throughput limit. Therefore, the inclusion of the wireless plane at that point only helps to reduce the overall latency, whereas the throughput is progressively diminished. At very large broadcast percentages, the throughput speedup is the difference in terms of saturation throughput between W-CBUF and a RMESH-FT. Although the throughput improvement is sensitive to the capacity of the wireless channel, improvements can be achieved over a significant range of broadcast percentages even with a modest capacity. These results are similar when compared to a network topology with higher radix, but not shown for brevity.

**Potential Drawbacks**

Results shown above demonstrate that a simple approach can be useful by providing impressive performance gains in a wide variety of scenarios. However, we must take into consideration that the evaluation has been made assuming a rather ideal MAC strategy that provides low latency and ideal throughput. This may not be achievable at least in the short term, forcing architects to resort to schemes with higher latency, e.g. token passing, or lower throughput, e.g. CSMA. We also need to carefully consider systems with lower channel capacities than half a flit per cycle, fixed by the realistic estimations given in Chapter 4 regarding current and short-term transceiver implementations.

The channel capacity issue connects with the problem of load balancing. For instance, consider the performance shown in Figures 6.1 and 6.2 for $\beta \geq 10\%$ and $C = 0.5$. Although the wireless plane offers much lower latency in these cases, the wired plane could be helpful when the load is high and the wireless network saturates. Therefore, it is necessary to have an intelligent hybrid controller that steers traffic as a function of the load and performance objectives. Reconfigurability is indeed a desirable option given, besides the aforementioned considerations, the high variability of traffic depending on the application being run in the underlying processor.
The lack of versatility of the solution is another issue to consider. While BoWNoC is clearly better than other NoCs in the presence of broadcast traffic, it may be also advisable to use BoWNoC in other scenarios. A relevant example is that of long-range traffic, which has been the target of most of the hybrid wired-wireless proposals [90, 94, 96] due to the latency advantage of the wireless plane. Although this network architecture has shown substantial performance and energy efficiency gains, its scaling becomes difficult due to the fixed position of antennas, the rigidity of the MAC mechanism, or unrealistic bandwidth requirements. For a reasonable cost, the knowledge gained in such related work could be very well applied to a hybrid proposal that would also serve broadcast traffic.

6.2 OrthoNoC: A Dual-Plane Wired-Wireless Network Architecture

Recent years have seen the emergence of several wired-wireless NoC architectures [90, 94, 96, 153]. Most of these hybrid architectures use the wireless technology to implement long-range links between selected nodes, and are laid over a conventional NoC that takes care of local transmissions. To implement this strategy, a subset of routers is equipped with a wireless interface. This way, transmissions from far-apart cores will go from the home node to the local router with wireless capabilities, then perform one or a few hops in the wireless network, and then go through the wired network towards the final destination. To ensure the correct operation of the whole architecture, the routing protocol needs to be revised and deadlock conditions need to be proved again.

Our architecture, OrthoNoC, attempts to break away from these proposals by implementing two independent network planes. This mainly implies that a packet will most likely not switch planes during its transmission. The choice of network plane is performed at the source by the hybrid controller, which interconnects the network interfaces of both planes with the processor. Since the traffic steering policy enforced the controller is not fixed, can adapt to network-side or processor-side inputs, and can balance the load between network planes, we claim that OrthoNoC is a powerful solution to solve the throughput, reconfigurability and versatility issues of existing hybrid proposals.

Figure 6.3 pictorially represents the main idea of OrthoNoC. The processor is organized in computing tiles. Each tile contains a number of processing cores with their respective instruction and data L1 caches, a slice of the shared L2 cache, and the network interface. The network interface directly connects the tile with a wireless plane by means of a transceiver and an antenna, and with a wired plane by means of a local router.

The OrthoNoC architecture embodies the hybrid vision described in Chapter 1. Within this vision, the wireless plane leverages the unique properties of the technology to transmit latency-sensitive, global and broadcast traffic. In the interest of simplicity, flexibility, and to provide full broadcast support, this plane accounts for a very small set of broadband channels shared by potentially every computing core. On the other hand, the wired plane is takes care of unicast and local traffic, for which it can achieve high throughput and contained latency. Remind that we initially consider conventional wires in a mesh topology given its scalability, regularity and simplicity, but that we also anticipate the use of nanophotonic technologies in this plane seeking unbeatable bandwidth and energy efficiency.

Most of the design decisions of OrthoNoC, including the steering policy, seek to emphasize and take advantage of the strengths of wireless communication: simplicity, flexibility, and broadcast. By separating both network planes, OrthoNoC keeps the architecture sim-
ple as there is no need for a redefinition of the routing protocol or a reevaluation of the deadlock freedom. This also allows to increase the bandwidth at the ejection points of the network, thereby improving the network throughput for moderate to high levels of broadcast. By integrating one transceiver per tile, OrthoNoC provides flexibility as the antenna and transceiver can be power gated with its associated tile without affecting the rest of the network. Finally, by allowing all tiles to share the same channels, OrthoNoC delivers low-latency and ordered broadcast capabilities to the network as wireless transmissions reach all cores regardless of their location.

Flexibility is arguably the most powerful feature of OrthoNoC. Indeed, adaptivity and reconfigurability capabilities are of critical importance in the manycore era, where dark silicon constraints force certain parts of the chip to be powered off and where multiprogramming workloads introduce high spatiotemporal traffic variability. As pointed out above, OrthoNoC allows to power gate transceivers that are not being used to reduce energy without affecting the rest of the network [188]. This could be also used to, for instance, implement an adaptable hybrid small-world network based on the hybrid proposal in [90]. Instead of deploying wireless hubs in fixed locations for general purpose, OrthoNoC could periodically re-evaluate the target cost function considering the characteristics of the input traffic. The introduction of the hybrid network interface also allows to reconfigure the fraction of traffic that is injected into each network, as well as the minimum distance to consider in cases where the wireless plane is used for long-range transmissions. Finally, one can also adapt the topology depending on possible hotspots introduced by the application. All these aspects provide the application mapping algorithms with higher degree of freedom [241], as well as the network with a much larger reconfigurability.

6.2.1 Design Decisions

The design process of OrthoNoC requires addressing several implementation issues present at different abstraction layers. Here, we detail a selection of them mainly from the system-level perspective.
Clusterization

The tiled scheme summarized in Figure 6.3 can be easily modified to perform core concentration at the processor side, helping to keep the network balanced and tractable and reducing the number of on-chip antennas as per area and power reasons. Specifically, concentration will be accomplished by integrating several processing cores within the same tile. Since the L2 is shared among the cores of a tile, there is no need to modify the controller or the network interface.

Concentration at the network side is also possible by sharing a single controller, network interface, and wireless communication unit among a set of tiles. To implement this scheme, it is necessary to employ a local switch that interconnects the tiles and the controller. Moreover, concentration at the network side can be performed asymmetrically by using different concentration factors at both network planes. For instance, the wired plane may still connect one tile to each router, whereas the wireless plane may interconnect four tiles to each antenna and transceiver. In this latter case, a multiplexer and an amplifier would be required between the NIF of each tile and the MAC module of the wireless plane. For small values of concentration, the latency overhead of these components would be of around one clock cycle per direction at most.

Note that, in both approaches, concentration affects system-level decisions such as load balancing or the power gating of transceivers.

Heterogeneous Systems

Due to the flexibility of OrthoNoC and of the tiled organization, this scheme can be applied in heterogeneous systems. In CPU+GPU architectures, or in processors with small and large cores like ARM’s big.LITTLE, heterogeneity can be hidden behind the concept of tile. This basically means that the tile composition can change from tile to tile. In the end, OrthoNoC will interconnect tiles, not cores, regardless of its type. As we will see, heterogeneous systems may benefit from the use of different broadcast domains enabled by the implementation of different frequency channels.

Hybrid Controller Design

A traffic steering policy, enforced by the hybrid controller within the network interface, determines the plane through which a message will be transmitted. As we will see, this policy can be simple or complex, fixed or determined at runtime, and agnostic or aware of the underlying multiprocessor architecture. In any case, the policy needs to be aware of the strengths and limitations of the wireless plane, caring to not overload it as it can easily become a bottleneck due to its moderate aggregate bandwidth. At the receiving end, the controller performs admission control as part of the functionality of the network interface.

The traffic steering policy is a key determinant of the performance of OrthoNoC and, as such, it represents the main object of study of this section. Ideally, the hybrid controller would always choose the optimal path while balancing the load. To this end, the controller considered here implements the traffic steering methods shown in Fig. 6.4. First and foremost, the controller performs plane selection following a static or dynamic policy. This policy can balance the load in a preventive manner if the traffic characteristics are known and stable. Otherwise, the controller may need to resort to additional methods. Plane switching can be used when packets suffer unacceptable delays in the wireless plane, in which case the MAC protocol re-sends packets through the wired plane. Plane blocking
can be used when one of the planes suffers severe congestion, in which case the controller temporarily deflects all packets towards the uncongested plane.

The plane selection policy can take two main approaches. On the one hand, network-oriented or architecture-agnostic controllers base their decisions solely on the characteristics of the message, the network plane, or the load. Simple instances of this type of controller only need to inspect the packet header, whereas more complex policies may take decisions based on load-dependent latency estimations [62]. This is the type of controller we will evaluate in this chapter.

On the other hand, architecture-aware controllers take advantage of architectural information to optimize traffic steering. Knowledge on the criticality of a given message, given either by the programmer, the compiler, or the architecture, is of great value when determining the plane to use. Invalidation in conventional coherence protocols or collective communication primitives in message passing could be targeted using this approach. In Chapter 7, we explore this path by using the hybrid controller, in conjunction with a small piece of special memory, to implement fast synchronization. Synchronization messages (generated by locks and barriers, which tend to be latency-critical) are sent through the wireless plane and the rest of messages through the wired plane.

### Channelization and RF Planning

OrthoNoC will initially consider one broadband channel shared by all cores. The use of a single channel forces OrthoNoC to manage access to the shared medium through arbitration, but also guarantees one-hop delivery with all nodes having a consistent view of the order of delivery. Thus, a single broadcast domain is created. Notwithstanding this, we envisage that future iterations of the architecture will account for a small set of channels and that, ideally, each tile will able to access to those channels and dynamically switch between them. This could be used to, for instance, increase the throughput of the wireless plane as implied in related work [96,153]. Having multiple channels could also be interesting from an architectural perspective, as multiple broadcast domains may be required to accommodate either multiple applications mapped within the same processor, or different components within an heterogeneous system as described above.

Determining the number and position of the broadcast domains concerns the design of the antenna and the power allocation. Basically, antennas need to transmit with enough power to reliably transmit to the furthest nodes of its domain, which can be in any direction. This suggests the use of omnidirectional antenna and affects the overall energy consumption. In all cases, OrthoNoC considers variable-gain amplifier techniques [167] to perform a fine tuning of the allocated power and save precious energy.
Table 6.1: Simulation Parameters

<table>
<thead>
<tr>
<th>System</th>
<th>20×20 mm² die, 1 V, 1 GHz, 64/256 tiles (def: 64)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid Controller</td>
<td>Broadcast/Global, 1-cycle delay</td>
</tr>
<tr>
<td>Wired Plane</td>
<td>MESH-FT (128b links, 2 cycles/hop, wormhole XY routing, 4 VC, fixed tree multicast, multiport allocation)</td>
</tr>
<tr>
<td>Wireless Plane</td>
<td>Single channel, 1–10 cycles/flit (def: 2), BRS-MAC protocol (non-persistent, NACK burst, exponential backoff), 3 retries max, 4 backlogged packets max</td>
</tr>
</tbody>
</table>

(Explored variables are shown in bold)

**PHY and MAC**

The PHY and MAC layers follow the design principles shown in Chapters 4 and 5, respectively. In the former, we consider a simple modulation seeking high transmission speeds with moderate area and power overheads, with a coding scheme capable of ensure a BER commensurate to that of a RC wire ($\sim 10^{-15}$). In the latter, we use the BRS-MAC protocol developed in Section 5.3, putting emphasis on its flexibility, potential for low-latency, and reduction of the penalty of recurrent collisions.

**6.2.2 Evaluation Framework**

We use the same simulation framework than in Chapter 5 to evaluate how the inclusion of a wireless plane in OrthoNoC improves performance as compared to a baseline NoC consisting of only the wired plane. The baseline corresponds to the MESH-FT configuration used in Chapter 5. Note that this wired NoC is a very aggressive baseline, which implies that any improvement obtained over this baseline setting is highly valuable.

Table 6.1 details the general parameters of the simulated architecture, showing in bold the design variables with which we explore the hybrid design space of OrthoNoC. We basically change the system size and channel capacity to inspect the scalability of OrthoNoC but, most importantly, we modify the hybrid controller policy to evaluate the applicability of the architecture in different scenarios. Our goal is to validate the versatility and reconfigurability potential of the architecture. Note that the wireless plane will attempt to transmit the same message three times before redirecting it through the wired plane. Blocking of the wireless plane is performed on a per-core basis and occurs when the MAC queue reaches a backlog of four packets. The blocking is lifted as soon as the backlog is reduced to two packets.

**Traffic Profiles**

The objective of chapter is to evaluate the performance and flexibility of the OrthoNoC architecture. To this end, we need to consider a wide range of scenarios involving variable amounts of broadcast traffic and different hop distance distributions. We use synthetic traffic as it can effectively model both characteristics.

Table 6.2 lists the characteristics of the traffic profiles considered in this section. We use the traffic generator detailed in appendix A to model different broadcast intensities, as well as different hop distance distributions. Regarding the latter aspect, besides using the typical neighbour, uniform random, transpose and bit complement profiles [242], we...
Table 6.2: Synthetic traffic profiles

<table>
<thead>
<tr>
<th>Injection Distribution</th>
<th>Temporal: Poisson arrivals, Spatial: Uniform Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message Size</td>
<td>1 and 4 flits (same probability)</td>
</tr>
<tr>
<td>Hop Distance</td>
<td>Neighbour (NE), Uniform Random (UR), Transpose (TR), Bit Complement (BC), Rent (RE-(\rho)) (def: UR)</td>
</tr>
<tr>
<td>Broadcast Percentage</td>
<td>0–100% (def: 0%)</td>
</tr>
</tbody>
</table>

(a) Average distance as a function of \(\rho\)  
(b) Probability density function for two \(\rho\) values

Figure 6.5: Manhattan distance statistics for Rent traffic in a 8\(\times\)8 mesh.

consider variable locality though the use of the Rent traffic model [231]. In this power-law model, the Rent exponent \(\rho\) determines the probability density function of the distance between source and destination. Figure 6.5 shows the Manhattan distance statistics of traffic generated with the Rent methodology [243] as a function of the \(\rho\) exponent.

**Investigated Architectures**

To explore the effectiveness of the hybrid controller with architecture-agnostic configurations, we evaluate the performance of two simple policies:

**Global** source and destination are compared. If the Manhattan distance is above a certain threshold \(H\), the message is considered global and is sent through the wireless plane; otherwise, it is sent through the wired plane. The threshold can be decided \textit{a priori} or at runtime. For load balancing purposes, we will consider different fixed thresholds calculated as a fraction of the network diameter of the wired plane topology.

**Broadcast** the number of destinations is inspected. If the message is broadcast or a multicast with a large destination set, the message is sent through the wireless plane with probability \(P\), whereas the rest of messages are sent through the wired plane. In this work, we will test different probabilities in the interest of load balancing.

As summarized in Table 6.3, the evaluation basically considers synthetic traffic with variable hop distribution to test the global policy, and with variable broadcast percentage to test the broadcast policy. The minimum distance and the probability of using the wireless plane remain as main design parameters of each policy. Remind that, for congestion reasons, packets intended for the wireless plane may be redirected through the wired plane.

**6.2.3 Performance Evaluation**

We evaluate the performance of OrthoNoC by obtain the speedup in terms of latency and throughput that it introduces with respect to the baseline. We measure the low-load latency.
Table 6.3: Explored Controller Policies

<table>
<thead>
<tr>
<th>Application</th>
<th>Controller</th>
<th>Policy</th>
<th>Variable</th>
<th>Range</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic #1</td>
<td>Rent Exponent</td>
<td>0.75–4</td>
<td>Global</td>
<td>Threshold H</td>
<td>.5D–.75D</td>
</tr>
<tr>
<td>Synthetic #2</td>
<td>Broadcast %</td>
<td>0–100</td>
<td>Broadcast</td>
<td>Admission Prob. P</td>
<td>0.25–1</td>
</tr>
</tbody>
</table>

(D is the network diameter of the wired plane)

and establish a common limit of 200 cycles to measure the throughput of the network. This value is commensurate to the access latency to main memory in modern multiprocessors. Refer to Tables 6.1 and 6.2 for default system and traffic parameter values.

Figure 6.6: Network performance speedups of the broadcast policy of OrthoNoC for different admission probabilities and percentages of broadcast traffic.
Broadcast Policy

Remind that, here, the hybrid controller forwards broadcast packets to the wireless plane with probability $P$. Figure 6.6(a) shows the network latency speedup as a function of the broadcast intensity for different values of $P$. Clearly, the latency is improved as much as the wireless plane is used to transport the broadcast flows (higher $P$). The improvement is maximized as the broadcast traffic becomes dominant.

Figures 6.6(b) and 6.6(c) show the network throughput speedup for different values of $P$ in two cases. Figure 6.6(b) considers that the network interface does not support plane blocking. In this case, OrthoNoC performs remarkably better than the baseline starting at very low broadcast percentages, yet as long as the pressure to the wireless plane is moderate; this is, for low admission probabilities or broadcast percentages. Here,
the admission probability acts as a preemptive load balancing mechanism. Now consider Figure 6.6(c), which assumes that plane blocking is supported and packets can be deflected through the wired plane. We observe that the throughput is enhanced up to a 40% in a wide range of scenarios with respect to the baseline, and that the optimal $P$ value depends on the broadcast percentage. Also, note that plane blocking does not solve congestion in all cases, suggesting that admission control may still be useful.

At this point, there is one aspect worth highlighting. The dual-plane structure of OrthoNoC increases the bandwidth at the ejection points of the network by providing direct connections to both network planes. This allows the network throughput to improve consistently for $\beta > 10\%$, approximate point where the baseline network becomes limited by the ejection links. In hybrid architectures that integrate a few wireless links within the wired topology, this improvement would be lost since the throughput is still limited by the bandwidth offered by the wired edges.

Global Policy

In this case, the hybrid controller forwards to the wireless plane messages the destination of which is more than $H$ hops away. Figure 6.7(a) represents the network latency speedup as a function of the traffic profile for different thresholds. Traffic profiles are ordered from mostly local to mostly global. We observe that the best latency improvements are achieved for global traffic patterns using a threshold that favors the use of the wireless plane.

Figures 6.7(b) and 6.7(c) show the network throughput speedup for different values of distance threshold values and, again, with and without plane blocking. In this scenario, the outstanding difference in terms of aggregated bandwidth between the wired and wireless planes makes the use of plane blocking absolutely necessary to avoid premature congestion. When used, the throughput improves depending on the locality of the traffic profile. The case of transpose traffic is worth noting, as it causes a large load imbalance within NoCs with dimension order routing. OrthoNoC alleviates this effect and, as a result, performs remarkably better than the baseline.

Scalability Analysis

Results have not only shown significant latency and throughput speedups, but also revealed that interesting trade-offs between both metrics in different case scenarios. Now, let us analyze them together with the scalability of OrthoNoC with plane blocking.

Figure 6.8(a) is a representation of the speedups accomplished by the broadcast policy of OrthoNoC throughout the hybrid design space with increasing levels of broadcast traffic. Note that all lines tend to shift to the rightmost part as the broadcast percentage increases. We observe that both latency and throughput are affected by the wireless data rate, whereas increasing the network size not only largely maintains the throughput advantage but also increases the latency speedup. Reducing the wireless data rate too much can become a performance bottleneck unless advanced traffic steering techniques are applied.

Figure 6.8(b) represents the hybrid design space considering the global policy and different traffic profiles. Overall, improvements are more modest than in the broadcast policy. Results are mainly positive for $N = 64$, whereas the throughput is significantly reduced for higher system sizes. Increasing the threshold can help alleviate this issue but, in any case, the latency results are promising for the data rates considered.
Figure 6.8: Scatter plot of the performance improvements of the two policies of OrthoNoC for different system sizes, wireless plane capacities, and input traffic characteristics.
Chapter 7

ARCH: Broadcast-Enabled Massive Multicore Architectures

Broadcast has been traditionally regarded as a prohibitive communication transaction in multiprocessor environments. Nowadays, such constraint largely drives the design of architectures and algorithms all-pervasive in diverse computing domains, directly and indirectly leading to diminishing performance returns as processors are scaled. We speculate that this trend can be reverted with the aid of the BoWNoC paradigm developed in this dissertation, given its potential for low-latency (a few cycles) and energy-efficient (a few pJ/bit) global communication as analyzed in previous chapters. In this one, we explore the different innovations that BoWNoC could open in terms of hardware architectures and algorithmic approaches, in the pathway of significantly improving the performance, energy efficiency, scalability and programmability of manycore chips.

This chapter divided in two main parts. Section 7.1 provides a holistic and qualitative view of the architectural design space that BoWNoC opens within the shared memory and message passing paradigms. Substantial coherence improvements can be introduced in shared memory systems if architects are freed from the imperative need of using methods that involve local communication, whereas programmability could be greatly enhanced in message passing environments if the cost of global coordination is indeed reduced. Between both extremes, as represented in Figure 7.1, a myriad of programming models could benefit of a lift of the global communication constraints that rule current manycore processors.

Section 7.2 has a less exploratory edge and, instead, delivers a specific architecture that makes use of a BoWNoC. With this, we aim to 1) complement the traditional architecture-driven NoC design process (which has guided most of the works in the area) with a NoC-aware architecture development, and 2) provide a first realization of the potential that broadcast-oriented architectures could achieve. The proposed architecture, called WiSync, implements fast synchronization through the use of a small memory module attached to a BoWNoC. The section explains the specific NoC and memory aspects of the architecture, describes the main implementation issues, and evaluates the speedups obtained with WiSync given different design profiles.

7.1 Potential Impact of BoWNoC on Future Manycores

Having an effective broadcast plane with low latency and total ordering relaxes a large number of constraints cast upon architects and parallel programmers. In shared memory,
the introduction of such network plane is expected to provide scalable support for fine-grain data sharing, thereby bringing the manycore coherence solution space much closer to the area characterized by low architectural costs, low complexity, and high performance. The cost of synchronization will also be strongly reduced due to atomic nature of broadcasts: locks will be more effective and easier to implement, whereas barriers may take advantage of the peculiarities of RF signaling over a shared medium to virtually eliminate serialization in counting arrivals as explained in Section 3.2 [57]. This could lead to performance and programmability improvements stemming from both the exploitation of parallelism on a finer granularity and the reduction of the penalty of maintaining sequential consistency.

In message passing, all-to-all routines could be redefined seeking greater performance and lower cost. These improvements may enable the development of alternative approaches for widely used kernels and applications. The achievable speedup could be dramatic in applications where global sharing and coordination are the main bottlenecks. As an example, Fig. 7.2 shows the trace of communication actions within the so-called Deflated Conjugate Gradient (DCG) iterative solver for a specific example described in [244]. This solver performs much better than the classical Conjugate Gradient solver in terms of iterations, but exhibits a bottleneck due to an allreduce communication. For this particular example, the allreduce in question is of 4000b and its duration is that of a matrix-vector product. Although the iterative solver approach can achieve a speedup of ten in terms of CPU time in this case, the duration of the allreduce operation reduces the speedup to four. This demonstrates the great importance of such global communications in iterative solvers.

While the potential advantages are manyfold, thus far there is little manycore architecture research revolving around advancements on efficient on-chip broadcast. A new breed of race-free coherence protocols based on the use of broadcast is proposed in [88]. Broadcasts are used to acquire fine-grained mutexes that serialize requests to conflicting addresses and, thus, eliminate race conditions. Other works have analyzed the impact of improved broadcast over the performance of traditional architectures rather than proposing new schemes. For instance, snooping and limited directory protocols have been evaluated using the SCORPIO prototype [25], revealing a speedup of 20% when using snooping coherence.

We believe that this scarce related work is just the tip of an iceberg of novel methods for manycore computing, which will be revealed once the feasibility of a globally shared medium is demonstrated. Next, we describe the advancements that the BoWNoC paradigm may bring towards greater performance and programmability in manycore chips.

Figure 7.1: Representation of the many-core design space opened by broadcast between the shared memory and the message passing paradigms.
7.1.1 Software Architecture and Algorithms

Message passing systems explicitly define inter-thread communication, thereby shifting to the programmer the responsibility of carefully placing communication routines within the code. Collective communication primitives are an essential part of the message passing libraries, as they allow the transfer of data in an one-to-all and all-to-all fashion, functionalities that map well with the way several parallel programming approaches work. For instance, a typical implementation of Fast Fourier Transform (FFT) alternates block computation with the scattering and gathering of data [142]. Also, making data availability transparent from its location through the use broadcast primitives may reduce the complexity of certain algorithms. However, the traditionally high cost and poor scalability of these collective communication routines marginalizes their use, prompting programmers to come up with streamlined algorithms that use point-to-point routines instead. This is the case of computational mechanics solvers in general and iterative solvers in particular, where selected parts of the code generally show degraded scaling behavior at high core counts.

The advent of the BoWNoC paradigm will most likely require the revisit of the message passing routines that implement all-to-all communication beyond existing optimizations [245]. Native broadcast support will clearly benefit routines that are direct extensions of broadcast primitives, i.e. `MPI_Allgather` and `MPI_Allreduce`, whereas improving other all-to-all routines will demand a the careful orchestration of communication through the wired and wireless planes of the hybrid network. In this latter case, emphasis would be placed on the design of custom MAC protocols and traffic steering policies that would optimize latency and throughput in these collective communication patterns.

Once collective communication routines are improved, the next step would be to re-evaluate a set of representative algorithms. However, one can expect better speedups if algorithms are re-defined taking into consideration the presence of a natural broadcast mech-
anism. The programmer will need to account for optimizations that may involve the intense sharing of data among a large set of threads, or the use of oftentimes avoided synchronization primitives and all-to-all communication patterns. For example, after many OpenMP loops there is an implicit barrier that may be enhanced using broadcast-based synchronization mechanisms like the analyzed in Section 7.1.3. Even though substantial performance improvements could be obtained through optimization, it is worth noting that maximum gains will be only achieved by going back to the original problem and re-implementing a given algorithm without the constraints imposed by conventional on-chip communication. This is indeed a daunting task, yet cannot be totally discarded as the potential scalability, performance, or efficiency improvements may be huge.

7.1.2 Coherence Mechanisms

Chapter 1 explains how the capabilities and limitations of the on-chip interconnect have traditionally guided the design of shared memory architectures. Buses with ordered broadcast capabilities are feasible in processors with a handful of cores, situation that strongly suggests the use of snooping coherence due to its low complexity and high performance. As processors scale and the interconnect design shifts to switched NoCs, though, broadcast becomes a costly feature and the use of directory-based protocols becomes necessary. However, directory overheads and increased indirection limit the scalability of such schemes and encouraging the search for alternatives balancing interconnect cost and architectural cost (see Fig. 1.1). Some works even propose to adapt classical snooping protocols to modern switched NoCs [24, 25], attempting to regain their simplicity and performance.

Although the availability of inexpensive broadcast provided by BoWNoC may not represent the return of snoopy coherence, it may be beneficial to revisit existing techniques and assess their scalability. For instance, the protocol implemented by the Sun’s Fireplane system would map especially well to the hybrid network proposed here, as it originally snooped addresses over a bus and transferred data through a switched network. The advent of BoWNoC could also greatly help to increase performance and reduce the complexity of existing protocols. By taking base on schemes like the proposed in Section 5.3, acknowledging at the coherence level can be omitted, greatly reducing the traffic in architectures such as HyperTransport [15] or in applications with a high rate of invalidations. Other examples that would benefit from BoWNoC include some variants of token coherence [16], which decouple performance and correctness (thereby reducing complexity), but that have not been used in manycore chips as they generate considerable broadcast. Also, new innovations such as race-free protocols [88] could be embraced. Finally, one can also envisage the use of explicit communication primitives within certain coherence protocols: for instance, some critical variables could be directly managed through the wireless medium to eliminate long delays in the critical path of L2 misses. These include several common idioms that require frequent global communication between processors, such as mutual exclusion to popular locations, producer-consumer communication, or reduction operations.

7.1.3 Synchronization and Control

Synchronization among a large set of cores is one of the functionalities that may benefit most from the BoWNoC paradigm. Locks and barriers are generally latency-critical and require significant amounts of global communication when involving several threads. Barriers are a particularly relevant case, as they normally have a chip-wide scope and can be easily imple-
mented with broadcast. Moreover, as explained in Section 3.2, the unique properties of the transmission of RF signals through a shared medium allow the design of alternative schemes for barriers. These aspects are actually investigated in Section 7.2, where we propose an architecture that exploits the BoWNoC uniquenesses to implement fast synchronization. Our study is limited to a speedup evaluation of unchanged versions of multithreaded applications, but the reality is that programmability will be also positively impacted by the cost reduction of global synchronization. The main reason is that maintaining sequential consistency, which is the most intuitive consistency model, becomes easier and less expensive. Finally, reducing the cost of synchronization may also have a transformative impact upon the design and programming of general-purpose GPUs, as barriers have been proposed as the basic blocks for inter-block communication within these systems [246].

Global communication and broadcast are also attractive features for control systems that operate at the network level or at upmost layers of the architecture. In the former case, congestion control generally makes use of distributed algorithms to notify congestion situations to distant cores [247, 248], which could be replaced by a single broadcast message from the center of the congestion area. System-level control mechanisms can also take advantage of BoWNoC as demonstrated by Pande et al, which show that low-latency communication through wireless links increases the benefits of DVFS to reduce power consumption and thermal hotspot effects [154, 161]. Such principles can be extended to other control systems that use distributed algorithms to reduce their cost, but that would be much more effective with fast and global communication.

7.1.4 Programming Models

The differentiated management of critical variables has been already proposed in order to eliminate the bottlenecks caused by producer-consumer access patterns. In this approach, referred to as Consumer Tagging, the programmer tags the potentially conflicting addresses and the consumers associated to them. This represents a particular case of the “always update through broadcast” approach explained above, where the programmer does not need to know the consumer set. In related work, Psota et al discuss this case along with other new programming models that aim to combine the flexibility of shared medium and the hand-tuned performance of message passing, and that would benefit from an improved broadcast mechanism [249]. They analyze Adaptive Constraint-Based Programming and Application Heartbeats, both of which periodically broadcast information. The former uses broadcast to communicate or update a set of known constraints to worker cores; whereas, in the latter, worker cores broadcast their performance to scheduler cores, which later send instructions and performance goals to worker cores also through broadcast. Finally, we speculate that an efficient broadcast plane could be also used to improve the performance and redundancy properties of the well-known MapReduce model [160].

7.1.5 Novel Computing Systems

Finally, it is worth remarking that the introduction of an effective broadcast plane may have a profound impact on the design of novel computing systems. A clear example is that of neuromorphic computing systems. Recent years have seen the rise of such brain-emulating systems, which model a potentially huge set of neurons within each core and communicate cores with multicast messages that simulate the behavior of neural spikes [250]. Given the multicast-driven nature of such communication and the strong scalability requirements of
this massive architecture, important improvements can be expected from the application of the BoWNoC paradigm. Current NoC approaches to serve neuromorphic traffic resort to hierarchical networks combining star and mesh topologies [251]. Within this context, BoWNoC could help to further scale the topology by reducing the cost of intra-cluster multicast communications.

Approximate computing [166] is another novel computing paradigm that matches with the characteristics of wireless on-chip communication. Approximate processors rely on the ability of some systems to tolerate certain loss of quality, relaxing the need for fully precise computations and substantially increasing the overall energy efficiency. Media processing and recognition, for instance, are applications that fall within this category. The WNoC paradigm in general and BoWNoC in particular are well-suited to this context due to the relatively high cost of ensuring a very high BER in chip-scale communications. By relaxing these requirements, wireless on-chip communication could achieve substantial performance improvements with much improved energy efficiency, strengthening the advantages of the approximate computing approach.

7.2 WiSync: An Architecture for Fast On-Chip Synchronization

In shared-memory programming, there are several common idioms that require fine-grain synchronization that generates frequent global communication between processors. One is mutual exclusion to popular locations, which involves repeatedly writing and reading locks and/or other variables. Another is frequently-accessed global barriers, which involve reading and writing counts and flags. Another pattern is producer-consumer communication which, in addition to the data communicated, often needs flags to coordinate writes and reads. Yet another idiom is broadcast and reduction operations.

Computer architectures have traditionally struggled to support these patterns efficiently. Some machines have provided advanced hardware support, such as the barrier network in Cray T3D [252], the collectives network in Blue Gene/L [253], and the fetch-and-Φ operations in the SGI Origin [254]. Also, there are multiple research proposals for advanced hardware support for synchronization (e.g., [22, 60, 62, 255–257]). Yet as technology scaling delivers larger and larger manycore chips, these patterns are expected to remain costly to support within the chip.

The use of the BoWNoC paradigm developed in this dissertation provides two key supports for the idioms outlined above. The first one is the inherent broadcast support of BoWNoC, which satisfies the requirement for global communication. The second one is that the latency of such communication is around one order of magnitude lower than in current on-chip networks, as shown in Chapter 5, and hardly dependent on the distance between source and destination. Moreover, adding a BoWNoC does not complicate the chip layout because no additional wires are needed between cores and incurs into scalable area and power overheads.

Here, we present WiSync, an architecture that leverages BoWNoC in large manycores to perform fast synchronization. The following sections detail the main design aspects of WiSync, putting emphasis on the interface between memory and the employed BoWNoC, as well as on the explicit support for synchronization operations. It also presents an example instruction set architecture extension, and discusses multiprogramming, virtual memory, and context switching aspects. We then evaluate WiSync for different system sizes and
under different conditions, demonstrating that it can speed up synchronization operations by over an order of magnitude, and full applications by a factor of 1.12 in average.

7.2.1 Overview of WiSync

Figure 7.3 shows the WiSync architecture, the structure of which can be seen as a more detailed version of the architecture depicted in Fig. 6.3 of the previous chapter. Each tile in the manycore processor contains a core with its local instruction and data L1 caches, as well as a piece of the shared L2 cache. Besides this conventional setting, the tile contains a wireless RF transceiver, two antennas, a special memory called Broadcast Memory (BM), and two single-bit registers called Write Completion Bit (WCB) and Atomicity Failure Bit (AFB). The transceiver has a module in charge of PHY actions, a module for MAC purposes, and a Tone Controller. The functionality and design decisions for each of the modules is detailed throughout the section.

Communication among cores occurs, on the one hand, via a regular NoC when variables stored in the cache hierarchy are accessed. On the other hand, wireless communication among cores takes place via a BoWNoC with two orthogonal channels when BM variables are accessed. First, we have a broadband channel that is used for plain data transfers and that is controlled by the MAC module, which implements the BRS-MAC protocol proposed in Chapter 5. We assume that the RF transceiver allows the transmission of $\tilde{80}$ bits of data in a few nanoseconds, which is commensurate with the data rates achieved in state-of-the-art designs as discussed in Chapter 4. The second channel is much narrower than the Data Channel and is used to transfer tones. The main idea is that the channel inherently performs a collective OR of the tone signal as explained in Section 3.2, which enables a very efficient execution of barrier synchronization. This justifies the need for a second antenna and a Tone Controller. These aspects are further explained in Section 7.2.2.1.

From an architectural perspective, the key component of the WiSync is the per-core BM. Indeed, WiSync abstracts the wireless capability in the form of a per-core slice of memory that is used by variables declared of type broadcast in a given program. All BMs are directly connected to the wireless network, and they all contain the exact same, replicated 64-bit variables. When a core writes to a location in its BM, all the other BMs get automatically updated. Since there is only a single data transfer channel, all cores receive the update at the same time and with the same order of delivery, fact that ensures a total order of writes to the BM. Figure 7.4 shows this idea: three concurrent writes by different processors to variables $x$ and $y$ can result in different interleavings, but no update is lost.

Figure 7.3: WiSync architecture. The different colors represent different programs running.
and all processors observe the same write interleaving. The core accesses its BM with plain loads and stores, using virtual addresses that are translated in the Translation Lookaside Buffer (TLB), but that bypass the L1-L2 hierarchy that contains regular variables. Conventional access-bit permissions in the TLB ensure that programs access only their own data, thus supporting multiprogramming. These and other aspects relative to the memory operation (e.g. context switching, process migration, and memory access protection) are further detailed in Section 7.2.2.2.

As mentioned above, core accesses its BM with plain loads and stores to a given address range. A load instruction (ld R, BM_addr) reads from an address in the local BM into a register, which we assume it takes a few cycles. A store instruction (st R, BM_addr) takes a register and stores its value to an address in the local BM and (using the wireless network) in all the BMs. To maintain coherence, no BM (including the local one) is updated until the wireless network is able to successfully convey the write to the remote processors. Besides plain loads and writes, WiSync supports bulk loads and writes involving a number of consecutive BM locations, as well as atomic read-modify-write (RMW) instructions such as Compare-and-Swap (CAS). A RMW instruction implies reading a local BM location, bringing the data to the pipeline, updating the data in the pipeline, and then writing and updating the result in all the BMs. To succeed, the instruction must guarantee atomicity from the time it reads from the BM until all the BMs are updated, possibly after several collisions. This is enforced through the WCB and AFB bits. More details on these facets are provided in Section 7.2.2.3.

7.2.2 Design Decisions and Implementation Issues

7.2.2.1 BoWNoC: Uses of the Wireless Channel

WiSync uses two different frequency channels to communicate. As shown in Fig. 7.5, a broadband channel is used for synchronization data transfers, whereas a narrower channel located at higher frequencies offloads the transfer channel by efficiently implementing the common barrier synchronization pattern. Even though the channels are at 60 and 90 GHz in our particular case scenario, we speculate that successive generations of WiSync will employ higher frequencies by virtue of the area and bitrate scalability requirements of the architecture (see Chapter 4 for more details).

Data Channel: although WiSync admits the use of several data channels to enhance performance in multiprogramming and heterogeneous computers, power and area reasons
advise against it. Instead, we use a single broadband channel for data transmission to keep implementation overheads reasonable. We time-slot the channel at the processor clock granularity — 1 GHz in our case. Typically, the Data Channel will be used for single writes, such as a write to a reduction variable or to a lock. This involves one BM location, which includes a 64-bit datum, its address, a Bulk Bit and a Tone Bit. The size of the BM determines the length of the address, which will be of 11 bits in this work for a total of 77 bits per transfer. As we will see, the Bulk and Tone Bits are used to indicate a long transmission or the beginning of a tone transaction.

In consonance with current transceiver implementations and future perspectives analyzed in Chapter 4, we will consider the data rate to be \( R = 19.25 \text{ Gb/s} \) so that the 77 bits can be transmitted in 4 cycles. Assuming a simple modulation with a spectral efficiency \( S_E = 1 \text{ bps/Hz} \), this implies a bandwidth requirement of \( \sim 19 \text{ GHz} \), achievable in the 60 GHz band. Given the trends obtained in Section 4.2 and the figures shown in Section 4.2.3, these frequency bands would be enough to accommodate one transceiver and antenna per core in 64-core systems with reasonable power and area overheads.

Access to the Data Channel is controlled by the MAC module, which implements the BRS-MAC protocol detailed in 5.3. Basically, cores listen to the medium and transmit a first piece of the packet in the next free slot. During the second cycle, the core waits for other nodes to complain in case there was a collision in the first cycle of transmission. If there was a collision, the transfer is aborted and rescheduled using an exponential backoff, and the channel is free in the third cycle. Otherwise, the rest of the 77-bit message will be sent during the next three cycles with the guarantee of no collisions. For all this, a successful transmission will take 5 cycles, whereas a collision will add a minimum delay of 2 cycles. To ensure a consistent order of delivery, BM writes are never redirected to the wired plane as suggested in Section 5.3.

WiSync supports bulk writes, which involve multiple BM locations within the same operation. This is possible by virtue of the variable-length transmission support delivered by the BRS-MAC protocol (see Section 5.3.1). Every message carries a Bulk Bit in the header that is set to one in the first chunk of a bulk transaction. When the MAC module reads this bit in a transmission that did not collide, it knows its length: if the Bulk Bit is zero, the message takes 5 cycles in total; otherwise, it will take 15 cycles. The reason why this transmission only takes a total of 15 cycles rather than \( 4 \times 5 = 20 \) cycles is that the second, third, and fourth words of the bulk message do not need to either check for collisions or carry the address, Bulk Bit, and Tone Bit. This is because 1) knowing the length of the transmission prevents collisions as nodes wait for the appropriate number of cycles, and 2) addresses are known, whereas the Bulk Bit and Tone Bit are not required in trailing words.
**Tone Channel:** WiSync also supports *tone barriers* based on the proposal of Oh et al. [57] for transmission lines. The implementation of a tone barrier requires the use of a **Tone Channel** orthogonal to the Data Channel and justifies the inclusion of a Tone Bit in every wireless message. As described in Section 3.2, nodes send a tone rather than actual data and interpret the presence or absence of signal as a collective OR: a '0' implies that no core is sending a tone, whereas a '1' implies that at least one core is sending a tone. In WiSync, this property is used to efficiently implement a barrier as follows. The first core that reaches the barrier sends a message through the Data Transfer channel with the Tone Bit set. On receiving the message, all the other nodes respond with a continuous tone in the Tone Channel. Then, as soon as a core reaches the barrier, its transceiver stops sending the tone. Hence, when the tone finally disappears, the absence of signal is interpreted as that all cores have arrived at the barrier.

To determine the required bandwidth, we assume that the Tone Channel is also slotted at the system clock granularity (1 GHz). A tone behaves like a 1-bit message, for a resulting transmission rate of 1 Gbps given the aforementioned slot length. This implies that the frequency band of the Tone Channel will be 1 GHz at most. With such a short band, the power needed to support it will be very small as compared to the power required at the Data Transfer channel. The reduced bandwidth and expected simplicity of the associated transceiver also advises the use of a frequency band above that of the Data Transfer channels.

Time-slotting the channel allows the Tone Channel not only to react to changes in the arrival of cores to a barrier, but also to support multiple barriers. Consider that there may be multiple tone barriers (each corresponding to a different BM address) that want to use the Tone Channel at any given time. In this case, slots are assigned round-robin to the tone barriers that are currently active, which is the period of time from the moment the first core arrives to the barrier until the last participating core arrives. Figure 7.6(a) shows an example of the Tone Channel distribution given 1, 2, or 3 active tone barriers.

Access to the Tone Channel is controlled by the **Tone Controller** module. To support sharing, the controller in each node keeps two tables (Figure 7.6(b)): one with the *allocated* tone barriers (*AllocB*) and one with the *active* tone barriers (*ActiveB*). These tables contain the same addresses and in the same order in all the nodes of the chip. Such chip-wide consistency is required for correct assignment of slots to barriers, and it is easy to support thanks to the broadcast capabilities of the BoWNoC.

In AllocB, each entry has the BM address of a tone barrier variable plus an *Armed* bit. When a tone barrier variable is allocated by a program, an entry is created in the AllocB of...
all the nodes in the chip. It is also at this point that the OS in each node sets the Armed bit to either 1 or 0. Finally, when the tone barrier variable is deallocated (possibly at program termination), its entry is removed from the AllocB of all nodes. At the same time, all the entries lower in the table are shifted up. Next section gives more details on the allocation and deallocation of BM variables and the interaction with the Tone Controller.

7.2.2.2 Memory Operation and Interface

The BM in a node contains space for all the allocated variables that are declared as broadcast type in the programs currently running on the chip. When a program allocates a broadcast variable, the variable is allocated in the local BM and in all the BMs, and is tagged with the process ID (PID) of the program for protection purposes. Such variables are replicated in all the BMs and their values are kept consistent at all times with the aid of the wireless network. When a variable is deallocated, it is removed from all the BMs.

The optimal size of the BM in each node is likely to be small, e.g., four 4-KB pages, for two main reasons. First, large memories require many address bits to be included in each wireless message. With 16KB, we already need 11 bits. Secondly, programs do not usually declare many broadcast variables. If the BM runs out of space for a variable, one can envision seamlessly allocating the variable in a page of regular memory, and access it through the wired network. Memory operation and interface aspects are explained more deeply in what follows.

**BM Entry Allocation and Protection:** To access the BM, WiSync uses address translation based on a Translation Lookaside Buffer (TLB), so that programs do not have to manage memory and can benefit from access protection. However, traditional page-level assignment is not optimal, since the BM is small, and cannot afford the memory wastage due to page-level fragmentation when multiple programs want to share the BM. Indeed, if each program allocated a single broadcast variable but was assigned a full page, the BM would run out of space very soon.

To address this problem, WiSync uses page-level TLB translation but lets different programs use different chunks of the same physical BM page — tagging each chunk with the PID of the program that owns it. Different programs have virtual pages mapped to the same physical BM page, but each program only uses its own, non-overlapping chunks of the physical page. The smaller the chunk size is, the better the page can be shared, and there is less fragmentation. However, there is more bookkeeping and tag overhead. We do not examine these trade-offs in this work, but advocate for an effective use of the BM and, thus, propose the use of 64-bit chunks.

To allocate an entry in the BM, the core uses a special allocation instruction. The instruction broadcasts a message in the wireless network that contains the address (11 bits), PID (e.g., 8 bits), and a few miscellaneous bits. On reception, every node in the chip allocates a local entry and tags it with the PID. When this operation succeeds, the local BM allocates and tags an entry at the exact same address. While it appears inefficient that a variable takes space in all the BMs (even in the BMs of cores that do not run the relevant program), we do it for simplicity. Once allocated, when a core accesses a variable in the local BM, the address is first translated. Then, at the target BM location, the program’s ID is compared to the PID tag (Figure 7.7). A mismatch is a protection violation.

The allocation of a variable that uses the Tone Channel proceeds in the same way. However, in addition, the OS in the receiving nodes records whether or not this variable
is *armed*. Armed means that there is (or will be) a thread running on the local core that belongs to that program and, therefore, will participate in the tone barrier protocol for the variable. For example, if the variable is armed, when the node receives a message initiating a tone barrier for that variable, the Tone Controller will participate by locally starting a tone. For a correct operation of the tone barrier, the program or the compiler needs to specify which threads will participate. In case that participation be determined at runtime, the tone barrier cannot be used.

**Interface to Basic BM Instructions:** Loads to the local BM always succeed. Stores and RMW instructions, however, need special handling. For such treatment, WiSync uses the WCB and AFB bits (see Figure 7.3), which are set/reset in hardware and accessible to the software through a register. The WCB is set when the update operation of a write or a RMW operation completes, which means that both the global broadcast and the local BM update are finished. In the case of a RMW, if its atomicity fails, the instruction completes without the write and, at that time, WCB is set anyway. The atomicity failure of a RMW instruction is indicated through the AFB.

When a core executes a store instruction, the local transceiver first attempts to broadcast the update to all the remote BMs. If there is a collision, the transceiver keeps retrying until it succeeds. After it succeeds, the local BM is updated, the WCB gets set, and the pipeline receives the acknowledgment that the store is performed. No subsequent store from the local core can proceed to the global broadcast until the current one has finished. Subsequent loads from the local core may or may not be allowed to read any BM address while the current write is in progress, depending on the memory model desired. If loads are allowed to, we have a TSO memory model; if they are not allowed to read any BM address beyond the one being written, we have a sequential consistency model.

When a core executes a RMW instruction, the hardware reads the datum from the local BM into the pipeline, updates it in the pipeline, and then tries to write the result to the BM. As usual, the write involves performing the global broadcast first and, when it succeeds, updating the local BM. It is possible that, in between the read from the local BM and a successful global broadcast, a remote node manages to update the variable in the local BM.
This is detected in hardware by comparing the outgoing address to the incoming addresses. In this case, the atomicity of the instruction has failed. As soon as this occurs, the AFB bit gets set, and the update is aborted — i.e., the RMW instruction neither broadcasts its value nor it updates the local BM. The WCB also gets set because the RMW operation is now terminated. Consequently, a RMW instruction needs to be followed by a software check of the WCB and AFB bits. The instruction has executed atomically and, therefore, performed the write only when WCB=1 and AFB=0. If, instead, WCB=1 and AFB=1, the write never occurred, and the RMW instruction has to be re-executed. Fig. 7.8 in Section 7.2.2.3 gives some examples of such course of operation.

**Interface to Tone Channel Instructions:** Cores have special BM load and store instructions that enable the use of the Tone Channel for a particular BM address. They are `tone ld R, BM addr` and `tone st R, BM addr`. With these instructions, the Tone Channel can be used to implement a barrier very efficiently. Specifically, when a core reaches the barrier, it performs a `tone st` operation on the BM location (note that this is not an ordinary update of the location). Then, the core keeps reading the BM location using `tone ld`. The load will return a special code when all the participating cores have performed the `tone st`. In the meantime, the core may choose to do other work, while periodically executing `tone ld`. The implementation of these instructions relies on the Tone Controller as follows:

- On a `tone st`, the Tone Controller does not update the BM location, but instead checks whether this address is currently issuing a tone in the Tone Channel. If so, the local core is not the first core to arrive at the barrier, and the controller stops issuing the tone; otherwise, the local core is the first one to arrive, and the controller sends a message in the Data Transfer channel with the address of the BM location and the Tone Bit set. The content of the 64-bit data field is immaterial.

- When the Tone Controller observes an incoming message in the Data Transfer channel with the Tone Bit set, the core starts issuing a continuous tone in the Tone Channel only if the local core participates in the barrier. The participation of the core can be known by checking the AllocB table.

- As soon as the Tone Controller detects that the Tone Channel has fallen silent, it automatically toggles the value of the local BM location as this means that all cores have arrived at the barrier. Such location can only take the values Zero or Non-zero.

With these steps, WiSync implements an efficient sense-reversing barrier [1]. When a core spinning with `tone ld` on the address of the barrier observes that the value has changed due to the action of the Tone Controller, it knows that the barrier has completed.

**Context Switching and Thread Migration:** the Data Transfer channel in WiSync is designed to operate correctly under context switching, thread migration, and multiple threads sharing the same core. Consider first a core that preempts a running thread. Even while the thread is preempted, updates from other cores to broadcast variables will reach the local node and update the local BM. When the thread is rescheduled again, it will observe the correct BM state.

A thread can also migrate to another core and resume execution there seamlessly. This is because the state of the BMs is identical in all the nodes. The non-BM state is not relevant to our discussion, and we assume that the cache coherence keeps it coherent. Finally, multiple threads can share the same core, and update the same or different BM variables.
The situation is different for programs that use the Tone Channel. The reason is that this channel is managed in hardware. In this case, threads can still be preempted, but cannot migrate or share the core with another thread that also uses the same tone barrier. Indeed, when a tone barrier is allocated, the OS either arms or disarms the local AllocB entry, depending on whether the local thread will participate or not. Migrating a thread would require somehow migrating this state, which is costly. Also, two threads on the same core trying to use the same tone barrier would result in incorrect operation.

7.2.2.3 Supporting Synchronization Operations

We now outline how WiSync supports some of the popular synchronization operations.

**Basic Read-Modify-Write Primitives:** Figure 7.8(a) shows the pseudo-code of the algorithm used to execute a basic RMW operation, which is fetch&increment in this particular example. After the core executes the RMW instruction, it checks the WCB register bit until it gets set and, then, it reads the AFB register bit. If it is set, the instruction has been aborted and it has to be retried; otherwise, the operation performed successfully. Similar pseudo-code is used for test&set and fetch&add.

```c
while (!WCB) {}
if (AFB) {
  jmp retry
} else {
  /* success */
}
```

```c
retry: fetch&inc R, BM_addr
while (!WCB) {}
if (AFB) {
  jmp retry
} else {
  /* success */
}
```

```c
retry: ld R_old, BM_addr
. . . .
jmp retry /* comparison already failed */
else {
  while (!WCB) {}
  if (AFB) {
    jmp retry /* atomicity failure */
  } else {
    /* success */
  }
}
```

Figure 7.8: Examples of code used for synchronization.

Figure 7.8(b) shows pseudo-code for CAS. In this case, we can determine that the comparison in the CAS failed before we check for atomicity failure. This speeds-up the execution and, by avoiding an unnecessary write and wireless update, reduces the load on the BoWNoC. The pseudo-code assumes that the CAS returns 0 if the content of the BM location was different than the CAS’ second argument.

**Barriers:** There are two types of barriers: AND-barriers and OR-barriers. AND-barriers are the conventional ones and, in our implementation, we use the popular sense-reversing barrier algorithm [1] with fetch&increment. A single 64-bit BM entry contains the Count variable in one 32-bit word and the Release flag in the other. These variables are accessed with 32-bit loads, stores, and RMW operations. Alternatively, OR-barriers (also called Eurekas) are triggered as soon as one of the participating processors detects a certain condition, e.g., overflow of a variable, the solution of a parallel search, or an exception. We implement them as a boolean variable in a BM location. All processors periodically read it; when one detects the condition, it changes the variable. We also use a sense-reversing implementation here to allow barrier reuse.
Note that AND-barriers are supported more efficiently with the Tone Channel. In accordance with the operation rules set in Section 7.2.2.2, each core executes the pseudo-code algorithm of Figure 7.8(c). A barrier with sense-reversing is implemented this way with minimal communication. While the first core to arrive sends a message through the Data Transfer channel, the other cores simply issue a colliding tone in the Tone Channel. Then, all cores spin in their local BM, offloading the Data Transfer channel and, thus, offering a scalable barrier implementation.

**Producer-Consumer Operation:** To support the single producer, single consumer pattern, we use a BM entry for the data and a BM entry for a flag. The producer writes the data to the BM address, sets the flag, and then spins on the flag until it is cleared. The consumer spins on the flag until it is set, reads the data, and then clears the flag. The process repeats. Often, the producer will use a bulk instruction, which triggers 4 transfers in the Data Transfer channel and updates 4 consecutive BM locations.

**Reduction and Multicast/Broadcast:** The BM is perfectly designed to support reductions. For instance, when all the cores need to add to a single location, they can use fetch&add R, BM_addr. To support different types of reductions, one can include other fetch&Φ instructions and, for scientific computations, floating-point versions of them. Very tight reduction loops are supported efficiently.

Multicast/broadcast is the single producer, multiple consumers pattern. It is also supported very efficiently through a write of the producer to a BM entry and reads of all consumers from it. To provide ordering between the writer and the readers, we can use an extension of the full-empty flag discussed above. Specifically, we use two additional variables in the BM: one variable is a count, and the other a toggling flag, effectively implementing a sense-reversing barrier. The pseudo-code is shown in Figure 7.8(d). The producer writes the data, sets the count to the number of readers N, toggles the flag, and then spins on the count until it is zero. Each reader spins on the flag until it toggles, reads the data, and then decrements the flag with fetch&add. The process repeats.

Alternately, a lower overhead solution is to use a tone barrier. After the producer writes the datum, it writes to another BM location using tone_st, and spins on it using tone.ld. Each reader, as it receives the message with the Tone Bit set, starts to issue a tone. Then, as each reader reads the datum, it stops its tone. When the Tone Channel becomes silent, tone.ld in the producer returns a toggled value, and the next cycle can start.

**7.2.3 Performance Evaluation**

We use cycle-level execution-driven simulations to model a 64-core manycore with and without WiSync support. We use the Multi2sim [258] simulator, wherein we implemented the BM and the necessary modules for the cycle-accurate simulation of the wireless network, including the detection of collisions. We also embedded a hybrid controller (see Chapter 6) that forwards BM variables through the wireless plane and the regular variables through a conventional NoC. Table 7.1 shows the general parameters of the architecture and, in the lower part, those related to WiSync. We rely on realistic transceiver implementation trends to obtain the bandwidth of the wireless network (see Chapter 4 for more details).

We compare four manycore configurations, as shown in Table 7.2. **Baseline** is a plain manycore with no wireless hardware. For synchronization, it uses CAS (only writing when the location is found free) and a sense-reversing centralized barrier. **Baseline+** enhances **Baseline** hardware with: (1) virtual tree-based broadcast in the on-chip network with flit
Table 7.1: Architecture modeled. RT means round trip.

<table>
<thead>
<tr>
<th>General Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
</tr>
<tr>
<td>Core</td>
</tr>
<tr>
<td>ROB; ld/st queue</td>
</tr>
<tr>
<td>L1 cache</td>
</tr>
<tr>
<td>L2 cache</td>
</tr>
<tr>
<td>L2 bank</td>
</tr>
<tr>
<td>Cache coherence</td>
</tr>
<tr>
<td>On-chip network</td>
</tr>
<tr>
<td>Off-chip memory</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WiSync Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-core BM</td>
</tr>
<tr>
<td>Tone Channel</td>
</tr>
<tr>
<td>Data Tran. Channel</td>
</tr>
<tr>
<td>Collision handling</td>
</tr>
</tbody>
</table>

Table 7.2: Architecture configurations compared.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>BM?</th>
<th>Broadcast HW</th>
<th>Locks</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>No</td>
<td>No</td>
<td>CAS</td>
<td>Centralized</td>
</tr>
<tr>
<td>Baseline+</td>
<td>No</td>
<td>Virtual Tree</td>
<td>MCS</td>
<td>Tournament</td>
</tr>
<tr>
<td>WiSyncNoT</td>
<td>Yes</td>
<td>Wireless</td>
<td>Wireless</td>
<td>Wireless (Data)</td>
</tr>
<tr>
<td>WiSync</td>
<td>Yes</td>
<td>Wireless</td>
<td>Wireless</td>
<td>Wireless (Data+Tone)</td>
</tr>
</tbody>
</table>

replication at the router crossbars [20], (2) MCS locks [259], and (3) Tournament barriers [259]. WiSyncNoT is WiSync without the Tone barrier support.

We evaluate the performance of WiSync for two sets of kernels and a set of applications as summarized in Table 7.3. First, we run a set of CAS-intensive kernels in order to obtain the number of CAS operations that can executed per second in processors of up to 128 cores. Second, we analyze the performance of WiSync in a set of kernels that execute barriers in configurations with up to 128 cores. Finally, we obtain the execution time of the entire SPLASH-2 [10] and PARSEC [11] benchmark suites for 64 threads.

7.2.3.1 Compare-and-Swap Synchronization

The first set of kernels consists of three kernels that execute CAS operations on lock-free data structures. In the ADD kernel, there is a shared queue to which, through a CAS, threads attempt to insert nodes taken from their private memory pools. In the FIFO and LIFO kernels, threads both enqueue and dequeue nodes from the shared queue. Since the kernels analyzed here involve lock-free structures and do not use barriers, the results are independent of the lock and barrier implementation. Consequently, we simply compare WiSync (where CASes use the BM) to Baseline (where CASes use the cache hierarchy). In all cases, a CAS only writes when its comparison succeeds.

In all the kernels, a given number of instructions are executed between successive node insertions or queue accesses. This number is a parameter and is used to adjust the amount
of CAS contention. Figure 7.9 shows the throughput of the FIFO, LIFO, and ADD CAS kernels on the two architectural configurations as we change the number of instructions (small numbers are to the right). Top and bottom charts show the number of successful CASes per 1,000 cycles corresponding to 64-core and 128-core executions, respectively.

The figures show that WiSync is able to attain a much higher CAS throughput than a conventional architecture. For 64 cores, there is little or no difference between the architectures when the number of instructions between CASes is 8-16K or larger. However, the difference increases as the critical section becomes smaller and contention rises. By the time we have about 2K instructions, WiSync delivers a CAS throughput that is about one order of magnitude higher than Baseline. With 128 cores, at about 4K instructions in the critical section, WiSync delivers a one order of magnitude higher CAS throughput than Baseline.

Figure 7.9: CAS throughput of three kernels on different architectural configurations for several critical section sizes and 64 or 128 cores. Higher is better.
Applications that use CASes to implement lock-free synchronization could benefit from the improved performance of WiSync. For instance, mandelbrot computes a Mandelbrot fractal set using a set of worker threads that pass their results to a collector thread via a lock-free stack. The finer the work granularity, the higher the CAS contention in the stack. We obtained speedups of up to 19% and 38% with 64 cores and 128 cores. Another example is canneal, from PARSEC, which handles a set of pointers through CAS. By using WiSync to perform those operations, we achieved a 38% speedup for 64 threads.

As we will see, this increase in terms of CAS throughput also benefits applications with high lock contention in settings where locks are implemented using CAS operations.

7.2.3.2 Barrier Synchronization

The second set of kernels consists of four loops that execute barriers. The first loop is TightLoop, which represents a very demanding environment, and in which each thread adds-up the contents of a 50-element array into a local variable and then synchronizes in a barrier. Figure 7.10 shows the number of cycles that each iteration of the loop takes on the different architectural configurations as we change the number of cores from 16 to 256. Note that the Y-axis in this plot and most of the others is logarithmic.

The figure shows a large difference between the configurations. As we increase the core count, the execution time of WiSync remains low, thanks to the Tone Channel. WiSync’s execution time is about one order of magnitude lower thanBaseline+ (which uses a Tournament barrier), and two to three orders of magnitude lower than Baseline. On the other hand, WiSyncNoT takes 2–6x longer than WiSync to execute because of collisions in the Data Channel. Hence, the Tone Channel is useful for barrier-intensive codes. Notwithstanding this, WiSyncNoT’s execution time is 2x–4x lower than Baseline+.

The rest of kernels belong to the Livermore loops [260]. We focus on the evaluation of loops 2, 3, and 6 because, as Sampson et al. [256] argue, they are the representative ones with regard to fine-grained synchronization. Some other loops are embarrassingly parallel (loop 1), whereas others are serial (loops 5 and 20) or are very similar in structure to another loop. We parallelize the loops using the methodology detailed in [256], putting special attention on data alignment and other aspects to minimize coherence traffic [57].
Figure 7.11: Execution time of the Livermore loops on different architectural configurations for several vector sizes and 64 or 128 cores.

Figure 7.11 shows the execution time of Livermore loops 2, 3, and 6 on the different architecture configurations as we change the vector length. The top and bottom plots correspond to 64-core and 128-core executions, respectively.

Starting with the three upper charts, we see that WiSyncNoT and WiSync are several times faster than Baseline+, and two orders of magnitude faster than Baseline. The gains are highest with small vector lengths, where the overhead of the barrier relative to the computation is most significant. As the vector lengths increase, the computation time becomes higher, and the barrier time (including any collisions) becomes relatively less important. As a result, Baseline+ tends to get closer to WiSyncNoT and WiSync. This is especially the case for Loop6, which has a large loop body. We see that WiSync is significantly faster than WiSyncNoT in Loops 2 and 6 for modest problem sizes. The reason is similar to that in TightLoop: a burst of arrivals causes collisions in the Data Channel in WiSyncNoT which, due to the modest duration of the loop, have a significant impact on latency. WiSync eliminates the collision by using the Tone Channel.

If we examine the lower plots, we see a wider gap between Baseline and the rest of configurations for 128 cores. The difference between WiSync, WiSyncNoT, and Baseline+ follows similar trends as for 64 cores.

Overall, we conclude that, while WiSync’s Data Transfer channel does well across the board, the Tone Channel is even better for some workloads.
7.2.3.3 Full Application Evaluation

We used the entire SPLASH-2 [10] and PARSEC [11] suites to evaluate the impact of WiSync on the execution speed of full applications. We consider 64 threads and use the standard input set sizes in SPLASH-2 and simsmall in PARSEC, to then obtain the performance of the parallel region of each application. Some applications have special considerations: for instance, dedup and fluidanimate declare arrays of locks larger than the 16KB BM used here. In those cases, we allocate the first four pages in BM and the rest in plain memory. Also, we had to modify the OpenMP libraries in order to evaluate freqmine.

To put the importance of synchronization in context, Table 7.4 contains the number of calls to locks and barriers for each and every SPLASH-2 and PARSEC application. Note the high number of barriers calls in ocean or streamcluster, and of lock calls in radiosity, raytrace, or fluidanimate.

Figure 7.12 shows the speedup of Baseline+, WiSyncNoT, and WiSync over the Baseline architecture for all the applications. The two rightmost set of bars show the arithmetic and the geometric mean, respectively.

Based on the geometric mean, WiSync delivers an average speedup of 1.23 over Baseline. Moreover, compared to the more advanced Baseline+ design that uses MCS locks and tournament barriers, WiSync delivers an average speedup of 1.12. These are significant improvements. We also see that WiSyncNoT performs about the same as WiSync. This is because the wireless Data Channel is not very utilized in these applications.

WiSync speeds-up nine applications. The others have too little synchronization for WiSync to make a difference. WiSync shows its best gains in applications that frequently use barriers, such as streamcluster (∼6X) and ocean (∼2X). In addition, significant speedups are also attained in a few lock-intensive applications such as raytrace (speedup close to 3) and radiosity. Many applications do not use fine-grain synchronization and, therefore, the improvements of WiSync make little difference. Baseline+ shows low speedups in some applications, due to the overhead of its more sophisticated synchronization implementations.

In dedup and fluidanimate, the locks did not fit in the BM, and we allocated a fraction of the locks in plain memory. However, simulations with an infinitely large BM did not yield any further speedup.
To understand these results better, Table 7.5 shows the percentage of the cycles in which WiSync and WiSyncNoT use the Data Channel. We show data for the most demanding applications and the geometric mean of all the applications. From these numbers, we see that WiSync and WiSyncNoT use the Data Channel for less than 0.1% and 0.2% of the time on average. In addition, there is little contention. It can shown that, on average, the latency of a transfer in the Data Channel is 5.6 cycles. Such number goes up to 9.8 without the Tone Channel, mostly due to the latency of applications that use barriers frequently.

Table 7.5: Utilization of the Data Channel in WiSyncNoT and WiSync in % of the total cycles for the most demanding applications.

<table>
<thead>
<tr>
<th>Arch</th>
<th>Str</th>
<th>Rsty</th>
<th>W/ns</th>
<th>Flu</th>
<th>Ray</th>
<th>O/c</th>
<th>O/nc</th>
<th>GeoM</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiSyncNoT</td>
<td>2.99</td>
<td>2.07</td>
<td>1.99</td>
<td>1.83</td>
<td>1.58</td>
<td>0.79</td>
<td>0.72</td>
<td>0.18</td>
</tr>
<tr>
<td>WiSync</td>
<td>0.01</td>
<td>2.06</td>
<td>1.97</td>
<td>1.83</td>
<td>1.55</td>
<td>0.26</td>
<td>0.23</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Sensitivity Study

To study the impact of the memory and network latencies on the SPLASH-2 and PARSEC speedups, we perform a sensitivity study with the configuration variants shown in Table 7.6. Default is the configuration we have used so far. SlowNet and FastNet increase and decrease, respectively, the network hop latency by two cycles. SlowNet+L2 additionally makes the L2 cache slower. Finally, SlowBMEM makes the BM two cycles slower.

Figure 7.13 shows the geometric mean speedups of Baseline+, WiSyncNoT, and WiSync over Baseline for the different configurations. The results correspond to 64-core executions. We see that the speedups of WiSync and WiSyncNoT are higher when the on-chip network is slower, and lower when the network is faster. This is because Baseline (and Baseline+) locks and barriers are sensitive to network latency. The impact of the L2 latency is marginal, since all architectures are affected noticeably. Finally, the BM latency barely affects the performance of WiSync and WiSyncNoT, at least for the range considered.

Now consider the FastNet configuration as the baseline. To study the impact of the speed of the wireless channel upon the speedups, we evaluate WiSyncNoT with wireless transfer latencies between 1 cycle (> 77Gbps) and 100 cycles (< 1Gbps). Figure 7.14 shows the results for relevant applications, as well as the average and geometric mean of...
Table 7.6: Memory and network configuration variants.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>L2 RT (cycles)</th>
<th>BM RT (cycles)</th>
<th>Net. Hop Lat. (cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>6</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>SlowNet</td>
<td>6</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>SlowNet+L2</td>
<td>12</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>FastNet</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>SlowBMEM</td>
<td>6</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 7.13: Geometric mean of the execution speedup for the different evaluation profiles.

Figure 7.14: Speedup of WiSync for different wireless channel capacities.

all the benchmarks. We observe that speedups are quite consistent up until approximately $C \approx 2\, \text{Gbps}$. At this design point, the latency of the wireless plane would double (at best) the latency of the wired plane. Yet still, the speedups are maintained mainly because of the delays introduced by the architecture. In the baseline architecture, misses to those variables imply going through the cache hierarchy in a process that often takes several communication transactions to complete.
Chapter 8

Conclusion

The cost of broadcast has been constraining the design of manycore processors and of the algorithms that run upon them. However, advancements in CMOS RF, graphene RF and surface wave technologies could lead a paradigm shift, as native hardware support for low-latency and low-power broadcast could be implemented via wireless communication even in manycore chips. In shared memory, this approach would allow overcoming the so-called coherence wall by reducing complexity and increasing performance. It would also improve support for new programming models and computing systems. In message passing environments, the unprecedented availability of inexpensive broadcast could open the door to a wealth of optimization and reformulation opportunities.

This dissertation has presented the vision of Broadcast-Oriented Wireless Network-on-Chip (BoWNoC), which embodies and catalyzes the broadcast potential of the wireless on-chip communication technologies. This is achieved by integrating one antenna and transceiver per processing core and sharing a small set of broadband channels. Throughout the dissertation, we have explained the fundamental design principles and decisions of this novel paradigm and validated its feasibility from the implementation and networking perspectives. On top of this, we have qualitatively and quantitatively demonstrated that the impact of BoWNoC goes beyond simply improving the network performance of a multiprocessor. Instead, BoWNoC becomes a key enabler of unconventional hardware architectures and algorithmic approaches, in the pathway of significantly improving the performance, energy efficiency, scalability and programmability of manycore chips.

8.1 Lessons Learned

Taking base in the custom protocol stack proposed in Figure 3.3, each chapter of this thesis has delved into one of the design levels. In all cases, analytical and simulation works have provided deeper insight on the feasibility of the BoWNoC paradigm as summarized next.

Chapter 4 has provided an insightful view of the physical layer. The analysis of the unique characteristics of the scenario suggests the use of very simple modulations and a high carrier frequency to limit the area and power of BoWNoC. Through analytical models and a study of the state of the art of transceiver design, we confirmed this fact by observing that the area and power of wireless on-chip communication scale as $O(N/C)$. We also learned that while mmWave implementations may be enough in processors with tens of cores, frequencies up in the THz range might be required in the thousand-core scenario. For this prospective case, we have proposed the use of graphennas and evaluated their
potential with a new time-domain methodology that bridges nanoscale phenomena with communication performance. We proved that graphennas with high chemical potential and moderate carrier mobility can provide similar performance than metallic antennas. Finally, we demonstrated that molecular absorption effects present in the terahertz band do not represent an impairment at the chip scale, confirming that capacities of up to several Terabits per second could be reached in the long term.

Chapter 5 has revolved around the medium access control layer. The development of scalable, fair, and cost-effective MAC mechanisms is essential to maintain the competitive advantage provided by the inherent broadcast capabilities of the wireless technology. Existing WNoC works mostly employ channelization schemes that do not scale either because they ignore the unrealistic requirements of this approach at the manycore scale, or because scalability is not among their objectives. To address this, we first provided a much-needed context analysis that highlights the static landscape, the monolithic nature of the system, and the latency sensitivity as key features that will drive the design of MAC protocols for BoWNoC. Based on this analysis, we proposed a protocol based on carrier sensing with transmission jamming and implicit acknowledgment. Simulation results reveal severalfold latency improvements with respect to aggressive wireline designs as well as competitive throughput levels. We discovered that the performance of this scheme in the presence of temporal burstiness is a particular weakness to be addressed in future work. We have qualitatively studied some ways to make this possible.

Chapter 6 integrates a BoWNoC within OrthoNoC, a dual-plane hybrid architecture. This scheme differs from other wired-wireless architectures in that both network planes are decoupled and controlled by the NIF, which can implement adaptive traffic steering policies. With a broadcast policy and a realistic wireless capacity of half flit per cycle, OrthoNoC cuts latency up to 4X and increases throughput up to 41% with respect to an aggressive baseline. Using the long-range policy, OrthoNoC can provide up to 3X latency reduction and up to 25% throughput increase in favorable conditions.

Finally, Chapter 7 analyzed the impact that BoWNoC may have on the manycore architecture field. Algorithms, coherence mechanisms, synchronization systems, and programming models may see its performance increased and its complexity reduced by virtue of the scalable broadcast capabilities of BoWNoC. To quantify the potential improvements of the approach, we presented and evaluated WiSync an architecture that employs wireless on-chip communication to implement fast synchronization primitives. After detailing the main design decisions and implementation issues, we showed that WiSync outperforms a baseline architecture by one order of magnitude in terms of CAS throughput and barrier latency in 64-core and 128-core systems. Due to this superior performance, 64-threaded SPLASH-2 and PARSEC applications are sped up a 12% in average despite the reduced amount of fine-grained synchronization present in such benchmarks.

8.2 Future Avenues of Research

This dissertation only covers the initial steps of development of the BoWNoC paradigm, representing a point from which the vision can be materialized through different lines of research. As we aimed to capture in Figure 1.7, there are aspects at all levels of design that will need to be explored in future investigations, possibly leading towards a significant breakthrough in the field of computer architecture. Here, we detail some potential research avenues that could address the outstanding challenges of BoWNoC.
Challenges start at the frontier between the technology and the physical layer of design. The actual development of transceivers and antennas capable of meeting the stringent area, power, and data rate requirements of the scenario remains as a key research objective. This requires great efforts mainly at the analog side, notably in the design of compact and wideband antennas. Antennas could also be tunable with the help of graphene technology, opening a new degree of freedom in the upper layers of the stack that needs to be explored. Another key point is the design of fast and efficient variable gain amplifiers capable of achieving the readiness, flexibility, and energy efficiency required by the application. This concept would lead to transceivers that do not need to be fully active while the associated core does not have anything to transmit, or that save energy by transmitting only with the necessary power to meet a time-varying BER demand. To deliver the data rates required by manycore architectures, future work will also need to follow the relentless path of technology scaling or further inspect alternative technologies beyond what has been delivered in this dissertation. Last but not least, finding the optimal methodology to integrate all these elements within the manycore environment while minimizing interferences and undesired effects is also of crucial importance.

At the physical layer, there is a need for channel models that unify and improve existing results regarding propagation mechanisms, interferences from surrounding elements, and multipath. This is an essential tool to optimize the antenna and transceiver design processes in such a static environment, as well as to evaluate modulations with increased accuracy. IR techniques need to be carefully inspected as they may reduce the complexity of the transceiver at high frequencies. Coding-wise, the exploration correcting schemes with variable coding gain as an alternative to variable-gain amplifiers could be an interesting approach to meet the power and error resiliency demands of the architecture.

At the link layer of design, this dissertation attempts to open the door to new investigations through the context analysis presented in Section 5.2. The main objective is to develop more efficient and streamlined MAC protocols by taking advantage of the unique optimization opportunities offered by the scenario. Adaptivity and co-design with the architecture will arguably be of crucial importance to achieve unprecedented performance even at massive scales of integration.

At the network and system levels, research will continue towards the optimal integration of the wireless network over or within the wired network. Intelligent traffic steering with fine-grain reconfigurability is key to balance the load and improve performance even in the presence of bursty or hotspot traffic patterns. Other avenues of research include the exploration of network coding techniques to push the system throughput, the integration of the hybrid network within MPI collectives to enhance their performance, or the investigation of novel optical-wireless hybrid architectures.

Finally, the BoWNoC paradigm represents a game changer in terms of multiprocessor architecture design and programming. In fact, this dissertation has provided a specific design that leverages the inherent broadcast capabilities of BoWNoC to implement fast synchronization. However, this is the tip of the proverbial iceberg defined by the architectural design space that a cheap and fast broadcast could open. Broadcast-assisted coherence and enhanced message passing libraries would be first steps towards this set of new possibilities. From a programming perspective, new ways to identify the optimization opportunities stemming from the improved broadcast support are needed. In this respect, the review and refinement of profiling techniques could allow researchers to define new situations of interest and capture them in parallel applications on a phased basis.
Appendix A

Synthetic Traffic Generation

Network performance evaluations shown in Chapters 5 and 6 are done with PhoenixSim [235], a cycle-accurate NoC simulator based on Omnet++. Although its primary goal is to provide a simulation framework for nanophotonic NoCs, it also includes a complete set of modules to evaluate conventional NoCs as per 1) comparison purposes 2) the implementation of a support plane for the nanophotonic NoC. On top of this, we have implemented:

- Improved router models to support virtual cut-through routing, as well as the multicast support options explored in Chapter 5.
- The necessary modules for the simulation of wireless on-chip communication, including the MAC protocols studied in Chapter 5.
- The hybrid network controller policies studied in Chapter 6.
- The traffic generator used in all simulations. We are capable of controlling the temporal burstiness, the spatial concentration, the multicast intensity, or the hop distribution attributes of traffic.

Next, we provide some details on the implementation of the traffic generator within the simulation framework.

From Characterization to Generation

Traffic characterization efforts have been shown in different parts of this dissertation, either to motivate it or to analyze the application context for MAC design purposes. Such work can be used to create models that faithfully capture the characteristics of unicast and multicast traffic in shared-memory multiprocessors [261]. With them, NoCs can be evaluated in realistic conditions without having to resort to lengthy traces or full-system simulations, as we did in most parts of this thesis.

Pseudocode in Box 1 below outlines the traffic generator used throughout this dissertation. The generator is inspired by works that use the Hurst exponent and a hotspot factor to model the spatiotemporal distribution of on-chip traffic [233]. Those works make no distinction between unicast and multicast flows, which is only acceptable in primitive NoCs with unicast-based multicast (see Chapter 1 for more details). Instead, our generator maintains these parameters and then leverages the knowledge on the destination set of multicasts to determine the number of destinations and their location. Still, our algorithm boils down to a unicast traffic generator if the number of destinations is set to 1. Mixed profiles,
input : \( \lambda \) (load; flits/cycle), \( H \) (Hurst exponent), \( \sigma \) (hotspot factor), \( D \) (destinations), \( Hop \) (hop distribution), \( L \) (length distribution), \( N \) (number of cores), totalMsg

Calculate spatial distribution with \( \sigma \);
Calculate distribution of destinations with \( D \);
Calculate packet length with \( L \);

while \( numMsg < totalMsg \) do

Identify source \( src \) using the \( \sigma \) distribution;
Identify number of destinations \( Ndests < N \) using the \( D \) distribution;
if \( Ndests == 1 \) then
Calculate destination using \( src \) and the \( Hop \) distribution;
else
for \( Ndests \) do
Randomly select one destination;
end
end
if \( burst > 0 \) then
\( burst \leftarrow burst - 1 \);
\( \tau \leftarrow T_{CLK}/N \);
else
\( a_{ON} \leftarrow 3 - 2H \); \( b_{ON} \leftarrow 1 \);
\( burst \leftarrow \text{pareto\_dist}(a_{ON}, b_{ON}) \);
\( a_{OFF} \leftarrow a_{ON} \); \( b_{OFF} \leftarrow T_{CLK}b_{ON}(\lambda^{-1} - 1) \);
\( \tau \leftarrow \text{pareto\_dist}(a_{OFF}, b_{OFF}) \);
end
Wait \( \tau \);
Send message through \( src \);
end

Algorithm 1: Proposed multicast traffic generator.

required for the simulations performed in Chapters 5 and 6, can be created by having two independent generators with their own parameters.

We conceive the multicast traffic generator as a central module virtually connected to the NIF of each tile. This module calculates which tile should be sending each multicast message, to which destinations, and with which delay. The message is passed to the source NIF, which treats it according to the unicast or multicast communication policies and injects it into the NoC.

In the following, we provide further details on the specificities of the multicast traffic generator along with proof of its validity.

Source

The work in [233] revealed that a gaussian standard deviation \( \sigma \in [0, \infty) \) may be enough to model the spatial distribution of the injection process in NoCs. A large value of \( \sigma \) represents an rather flat, uniform distribution among all cores; whereas a small value indicates that injection of traffic follows a hotspot distribution. To obtain the \( \sigma \) parameter, fitting methods are applied to the vector of injected multicasts per tile.
Given that multicast is a subset of all the on-chip traffic, its injection will likely follow a similar pattern. However, our simulations have revealed that using a normal distribution with a single $\sigma$ may yield inaccurate results in some applications. As illustrated in Figure A.1(b) and A.1(c), some cases would benefit from a double-$\sigma$ fitting. To evaluate the confidence of both methods, we show their coefficient of determination $R^2 \leq 1$ averaged over all the benchmarks and for the different coherence methods in Figure A.1(a). These results suggest that double-$\sigma$ distributions may be more appropriate to model the spatial injection distribution of multicast traffic, at the cost of slightly higher complexity.

**Destinations**

The choice of the destination depends on the type of packet we are dealing with. Synthetic traffic models generally account for unicast traffic only and, in those cases, a variety of hop distributions can be used. The well-known neighbour, uniform random, transpose, or bit complement patterns select the destination as a function of the source with very simple rules. We refer the reader to [242] for more information in this regard. A more flexible and arguably realistic model is that of Rent’s law, which generates traffic with a degree of locality determined by the Rent exponent. We implemented the methodology described in [243] for the generation of traffic following the Rent’s law. Figure 6.5, in Chapter 6, plots the average Manhattan distance of the considered patterns.

For multicast traffic, the destination set needs to be chosen and existing models cannot be used to this end. This includes both the number of destinations per message and the destinations themselves. One possibility is to model the number of destinations and then to use existing approaches to independently choose the destinations of each message. More complicated schemes could try to correlate both aspects in order to faithfully characterize...
certain multicast flows that go from a small set of sources to a deterministic set of destinations. Due to its simplicity, we choose the first option to model multicast traffic and use MESI traces to confirm its effectiveness.

To model the number of destinations per message, a trivial approach would be to compute the average number of destinations for a given application. More accurate models can be obtained using fitting methods to the histogram of destinations. As shown in Figure A.2(a), the distribution of the number of destinations of most applications would be accurately modeled with a power function or a rational function. The coefficient of determination $R^2$ is of 0.9774 and 0.9668 in average, respectively. Note that it may be worth to consider broadcast messages separately.

To model the destinations of each message, we consider the destination set to be independent of the source for simplicity. We collected the number of received multicast messages per NIF and performed initial modeling tests. Unlike the injection process, the spatial distribution of the received multicasts does not fit well with a gaussian distribution and exhibits a more uniform behavior instead. Figure A.2(b) plots the cumulative distribution function of the received multicasts, confirming that the destinations may be modeled using a uniform random variable. A linear fitting further validates this fact by achieving a coefficient of determination of 0.9964 in average.

**Delay**

The modeling of self-similar traffic has been the subject of different studies in all areas of networking [262], including on-chip communication [233]. In light of the results shown in Chapter 5 regarding the temporal distribution of the injection of multicasts, knowledge obtained thus far can be used to model the burstiness of multicast traffic.

The most widespread method to generate self-similar traffic is through the alternate generation of ON and OFF periods using the Hurst exponent $H \in [0.5, 1)$. Burstiness varies from nonexistent ($H = 0.5$, exponential) to extremely bursty ($H \to 1$). During the ON periods, the generator outputs at most $N$ messages per clock cycle; whereas it remains silent the rest of the time. The length of both periods follow a Pareto distribution [262], which is a heavy tailed distribution with a probability density function.
Figure A.3: Measured Hurst exponent (top) and load (bottom) as functions of the input load for $H = \{0.53, 0.7, 0.9\}$. Dashed and solid lines represent the theoretical value and geometric mean of the measured values, respectively.

\[ f(x) = a \cdot b^x \quad x \geq b. \quad (A.0.1) \]

The shape parameter $a$ of the Pareto distribution is related with the Hurst exponent as

\[ a_{ON} = a_{OFF} = 3 - 2H, \quad (A.0.2) \]

whereas the location parameter $b$ needs to be set at the minimum value of the distribution. In NoC environments, one can take $b_{ON}$ as the equivalent to a burst of a single multicast, whereas $b_{OFF}$ is scaled in order to fix the load to the desired $\lambda$ value, as:

\[ b_{OFF} = b_{ON}(\frac{1}{\lambda} - 1). \quad (A.0.3) \]

Using this method, we successfully created synthetic traffic with the desired $H$ and $\lambda$ characteristics. To prove the validity of the approach, we generated streams of bursty traffic of 100K messages, with $H = \{0.53, 0.7, 0.9\}$ and different loads between 0 and 0.5 flits per cycle. The traces containing the timestamps of each generated message are then analyzed to obtain the real load and Hurst exponent, and then averaged over a variable number of repetitions. Figure A.3 shows the measured Hurst exponents and loads as functions of
the three analyzed burstiness levels. In both figures, it is observed that results become more random as the input Hurst exponent increases. Still, both the measured load and the measured Hurst exponent increase, in average terms, proportionally to the input load and Hurst exponent, respectively. Finally, it is important to note that the average error of the measured Hurst exponent increases with the input exponent. Therefore, corrective factors need to be applied as $H$ values approach 1 and, therefore, ON and OFF periods become large. Increasing the length of the simulations also helps to reduce this error.
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