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1. INTRODUCTION 

 

1.1. Cancer 

Multifactorial diseases are the final result of the interaction between genetic 

susceptibility and environmental factors in which a clear hereditary pattern is not 

found. This complexity causes difficulties in the risk evaluation, diagnosis and 

treatment of these diseases. Cancer, one of the most prevalent multifactorial diseases, 

is characterised by the lost of physiological control and the malignant transformation 

of cells that acquire functional and genetic abnormalities, leading to tumour 

development and progression. In some cases, cancer cells have the ability to invade 

other tissues resulting in metastasis, the major cause of death from cancer. According 

to the most recent data released by the World Health Organisation (WHO) in 2012, 

more than 14 million of new cancer cases were diagnosed, and 8.2 million cancer 

deaths and 32.4 million people living with cancer (within 5 years of diagnosis) were 

registered worldwide. The most common cancers by primary site location were lung, 

prostate and colorectal in men, and breast, colorectal and cervix uteri in women [1]. 

 

1.1.1. Colorectal cancer 

Colorectal cancer (CRC) is a global leading cause of cancer-related mortality being the 

third most common cancer in men and the second in women worldwide [1]. 

Fortunately, systematic risk population screening programmes facilitate early 

detection and treatment reducing its incidence and mortality rate. The American Joint 

Committee on Cancer (AJCC) TNM staging system establishes four different stages of 

tumour progression (I to IV) depending on the primary tumour extent (T), the regional 

lymph node involvement (N) and the absence or presence of distant metastasis (M) 

[2]. Cancer staging systems help oncologists to evaluate disease prognosis, treatment 

suitability and the possibilities of patients to be enrolled in specific clinical trials, 
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1. Introduction 

contributing to fight CRC. However, further studies are required to identify new 

biomarkers to predict CRC outcome, help to understand its evolution and find the most 

suitable treatment. 

 

1.1.1.1. Definition of TNM staging system 

Intestinal colon walls are divided into four layers; serosa, muscularis propria, 

submucosa and mucosa, which is the innermost layer and where colonic epithelium 

renews by itself. Mutations affecting this self-renewal process can distress intestinal 

development triggering DNA repair or apoptotic mechanisms. Accumulation of 

mutations can induce adenoma formation and ultimately lead to malignancy. The 

definition of TNM according to the cancer staging manual of the AJCC [2] is as follows: 

Primary tumour (T):  

• TX: Primary tumour cannot be assessed 

• T0: No evidence of primary tumour 

• Tis: Carcinoma in situ: intraepithelial or invasion of lamina propria 

• T1: Tumour invades submucosa 

• T2: Tumour invades muscularis propria 

• T3: Tumour invades through the muscularis propria into the subserosa, or into 

non-peritonealised pericolic or perirectal tissues 

• T4: Tumour directly invades other organs or structures, and/or perforates 

visceral peritoneum 

Regional lymph nodes (N): 

• NX: Regional lymph nodes cannot be assessed 

• N0: No regional lymph nodes metastasis 

• N1: Metastasis in 1 to 3 regional lymph nodes 

• N2: Metastasis in 4 or more regional lymph nodes 

4 
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Distant metastasis (M): 

• MX: Distant metastasis cannot be assessed 

• M0: No distant metastasis 

• M1: Distant metastasis 

 

Table 1.1. TNM stage grouping for colorectal cancer. 

Stage T N M 

0 Tis N0 M0 

I T1-2 N0 M0 

IIA T3 N0 M0 

IIB T4 N0 M0 

IIIA T1-2 N1 M0 

IIIB T3-4 N1 M0 

IIIC T1-4 N2 M0 

IV T1-4 N0-2 M1 

 

1.1.2. Lung cancer 

Lung cancer remains the most common cancer in the world, both in term of new cases 

(1.8 million cases, 12.9% of total) and deaths (1.6 million deaths, 19.4%), with one of 

the lowest cure rate worldwide [1]. In early stages of the disease, surgery is the 

common choice while chemotherapy is the main treatment for advanced lung cancer. 

However, the currently available chemotherapeutic treatments exhibit modest efficacy 

due to their side effects and drug resistance [3]. Alone or in combination with 

radiotherapy, platinum derivatives such as cisplatin and carboplatin are the most 

commonly used agents in conventional chemotherapy [4, 5]. Therefore, the search for 

new synthetic or natural drugs with low systemic toxicity and high efficiency holds 

great promise to decrease the morbidity and mortality of lung cancer.  
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1. Introduction 

1.2. Cancer characteristics 

Tumour cells present common biological capabilities sequentially acquired during the 

development of cancer that are considered essential to drive malignancy and known as 

the hallmarks of cancer [6]. These hallmark capabilities include sustaining proliferative 

signalling, evading growth suppressors, avoiding immune destruction, enabling 

replicative immortality, activating invasion and metastasis, inducing angiogenesis, 

resisting cell death and reprogramming cellular metabolism. In addition, there are two 

consequential characteristics of tumourigenesis that enable the acquisition of the 

hallmarks of cancer. The most prominent is the development of genomic instability 

and mutability, which endow tumour cells with genetic alterations that can orchestrate 

tumour progression. The second one involves the tumour-promoting inflammation by 

innate immune cells, which serve to support multiple hallmark capabilities [6]. 

Non-transformed cells tightly regulate the mitogenic signalling that command cell 

growth and division in order to maintain a balance between cell proliferation and 

death. Therefore, the dysregulation of the signalling pathways that regulate the 

progression through cell cycle, cell survival and metabolism may lead to malignant 

transformation. It is worth noting that neoplastic transformation requires not only the 

alteration of proliferative stimuli but also the disruption of mechanisms that prevent 

unrestrained proliferation such as programmed cell death (apoptosis) or negative-

feedback signalling [7]. Likewise, the cooperating activation of oncogenes (genes that 

promote cell growth, proliferation and survival) and/or inactivation of tumour 

suppressor genes (genes that restrain cell growth and proliferation, promote DNA 

repair or trigger apoptosis) are involved in tumour development [7, 8]. Oncogenes can 

be activated through several mechanisms including upregulated transcriptional 

expression, increased stability of mutant proteins, altered functionality of proteins and 

abnormal recruitment or subcellular localisation of gene products through interaction 

with aberrantly expressed or mutant binding partners [7, 9]. The products of 

oncogenes comprise transcription factors (e.g. c-MYC), growth factor receptors (e.g. 

EGFR), signal transduction proteins (e.g. RAS and PI3K), serine-threonine protein 

kinases (e.g. Akt, mTOR, CDK4 and CDK6) and inhibitors of apoptosis (e.g. BCL2) [9]. On 
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the other hand, tumour suppressor genes encode proteins that inhibit cell division and 

cell proliferation (e.g. RB, p53, p16INK4a, PTEN), stimulate cell death (e.g. caspase 8 and 

p53) and repair damaged DNA (e.g. MSH2, MSH6, ATM and ATR) [10]. 

 

1.3. Cell cycle 

Cell cycle is a set of organised and monitored events responsible of proper cell division 

into two daughter cells. It is a high energy demanding process that requires an 

encompassed and ordered series of events to guarantee the correct duplication and 

segregation of the genome. This process involves four sequential phases; G1, S, G2, 

and M [11] (Figure 1.1). Cells can enter the first gap phase (G1) from the quiescent 

state G0 or, if they are proliferating, after completing cytokinesis. The progression  

 

 

Figure 1.1. Cell cycle overview. Cell cycle is divided in four sequential phases; G1, S, G2, and M. Cells can enter the 

first gap phase (G1) from the quiescent state G0 or after completing cytokinesis. The Restriction point (R) is a G1 

phase checkpoint at which mammalian cells commit to enter the synthesis (S) phase and become independent of 

mitogenic stimuli. Once S phase is successfully completed, cells are able to enter the second gap phase (G2) in 

preparation for mitosis (M), where each cell generates two genomically stable daughter cells. The CDK/cyclin 

complexes are the principal regulators of cell cycle and are regulated by activation through the binding to specific 

cyclins, by inhibition through the union to inhibitors (INK4 and Cip/Kip families) and by positive or negative 

phosphorylation/dephosphorylation events.  
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through G1 is mitogen-dependent up to the Restriction point (R) [12], after which cells 

can proliferate independently of mitogenic stimuli and are committed to enter the 

synthesis (S) phase, when DNA replication occurs. R prevents cells from entering the 

cell cycle, allowing them to return to G0, until a certain level of mitogen signalling 

events is achieved. Before undergoing division, cells have to assess whether there is an 

adequate metabolic status to initiate and complete cell cycle properly [13]. Cell cycle 

checkpoints are sensor mechanisms within the cell that supervise the adequate 

progression through cell cycle, preventing the transition to the next phase until the 

previous one is successfully concluded. The activation of one checkpoint induces cell 

cycle arrest until the problem is solved, if it is possible, or may enter senescence or 

undergo apoptosis if the repair is not successful [14]. Once the chromosomes are 

correctly duplicated, cells can enter G2, another gap phase to prepare for the mitosis 

(M), where the cell generates two genomically stable daughter cells. Abrogation of cell 

cycle checkpoints is associated with many diseases including cancer [15]. 

 

1.3.1. Canonical cell cycle regulation  

Cyclin-dependent kinases (CDK) are the catalytic subunits of a family of mammalian 

heterodimeric serine/threonine protein kinases [16, 17] that play an important role 

both in eukaryotic cell cycle progression and in transcriptional regulation [18, 19]. CDK 

activity requires binding to specific cyclins, the regulatory subunits of the 

heterodimeric complexes, and is regulated by the union to inhibitors and by positive or 

negative phosphorylation events [20-22]. However, since CDKs are constitutively 

expressed and only bind to specific cyclins, the activation of the CDK-cyclin complexes 

governing the transitions between cell cycle phases depends on the availability of the 

regulatory subunits. Thereby, cell machinery regulates cyclin oscillatory changes by 

controlling their synthesis and degradation at specific times, leading to the 

orchestrated progression of the cell cycle [22, 23]. In quiescent cells, cyclins are 

subjected to ubiquitination and proteasome degradation [24]. However, mitogenic 

stimuli inactivate the E3 ubiquitin ligases that target cyclins for degradation, leading to 

their accumulation and activating cell division (Figure 1.1). There are two E3 ubiquitin 
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ligase complexes, APC/C (anaphase-promoting complex or cyclosome) and SCF 

(SKP1/CUL-1/F-box protein), that distinctively recognise degradation motifs, such as D 

(destruction) or KEN (lysine, glutamate, asparagine) boxes [25], in cyclins and other 

cell-cycle proteins, regulating their sequential ubiquitin-dependent degradation and 

allowing them to drive the cell cycle by peaking at different phases [26-28]. 

There are twenty different CDK (CDK1-20) that have been identified in mammals. All of 

them have been reported to interact with specific cyclins (CDK1-14) or include cycling-

binding domains in their structure (CDK15-20) [29]. However, only four of them drive 

cell cycle events; CDK1, 2, 4 and 6 (and perhaps CDK3 and CDK5) [30-33]. CDK7-11 are 

involved in transcriptional regulation with some implications in cell cycle control while 

CDK12 and 13 play a role in alternative splicing [34, 35]. The cyclin partners associated 

with and the functions of the other seven members of the CDK structural family have 

yet to be identified [29, 36]. 

The interphase cyclin dependent kinases CDK4 and CDK6 control cell cycle re-entry and 

progression through G1 phase. They are activated by D-type cyclins (D1, D2 and D3) 

forming CDK4/6-cyclin D complexes. In response to mitogenic signalling through 

pathways like the RAS/RAF/MAPK, cells synthesise D-type cyclins that bind CDK4 and 

CDK6, becoming active complexes with capacity to phosphorylate the members of the 

retinoblastoma (RB) protein family including pRB, p107 and p130 (Figures 1.1 and 1.2). 

RB members are transcriptional regulators that repress transcription of several genes 

involved in DNA replication by the binding and inactivation of transcription factors 

such as those of the E2F family, and the recruitment of repressor complexes such as 

histone deacetylases and chromosomal remodelling SWI/SNF complexes [37, 38]. The 

protein complexes E2F are heterodimers composed by a protein E2F (E2F-1 to 6) and a 

protein from the DP family (DP-1 and DP-2) [39, 40]. Therefore, the phosphorylation of 

RB proteins by CDK4/6-cyclin D complexes leads to their partial inactivation and relieve 

the transcriptional repression mediated by the RB-E2F complex, allowing both the 

transcription of E-type cyclins (E1 and E2), which bind and activate CDK2, and 

surpassing the Restriction point [41]. Immediately, CDK2-cyclin E complexes 

completely inactivate RB proteins by hyperphosphorylation, allowing E2F activation, 

that directs the transient transcription of genes required for entering the S phase 
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(Figure 1.2). Active CDK2-cyclin E also phosphorylates proteins involved in histone 

modification, DNA replication and repair, centrosome duplication and maturation, and 

its own inhibitor p27Kip1 [17, 36, 42]. CDK3 might also participate in inactivation of pRB, 

this kinase is highly related to CDK2 and CDK1 and interacts with A-type and E-type 

cyclins, being involved in G1 progression, transition to S phase and DNA repair [43]. 

CDK5 is activated by p35 and p39 although can also bind D-type and E-type cyclins, 

forming complexes whose activity is still unclear [43]. 

 

Figure 1.2. Transcription regulation by CDKs. Active CDK4/6-cyclin D and CDK2-cyclin E complexes sequentially 

phosphorylate the members of the retinoblastoma (RB) protein family, relieving the transcriptional repression 

mediated by the RB-E2F complex and allowing the transcription of genes required for surpassing the Restriction 

point. In turn, CDK2-cyclin A and CDK1-cyclin A complexes phosphorylate the E2F and DP dimer, triggering its 

release from the DNA to allow S phase transition to G2 and promoting the formation of RB-E2F complexes. 

 

Once in S phase, in order to avoid the re-replication of DNA, the CDK2-cyclin E 

complexes are inactivated through degradation of cyclin E by the ubiquitin ligase SCF-

related complexes via the proteasome-mediated pathway [26, 44]. At the same time, 

the full inactivation of pRB permits the transcription of A-type (A1 and A2) and B-type 

(B1, B2 and B3) cyclins. Free CDK2 binds to cyclin A resulting in active CDK2-cyclin A 

complexes which phosphorylate E2F and DP, releasing the dimer from the DNA [45] 

and consequently, downregulating E2F activity to allow S phase transition to G2. At the 

end of the S phase, the mitotic CDK1 is associated with cyclin A and phosphorylates a 

wide range of proteins [36] including E2F, thus promoting the formation of RB-E2F 

complexes (Figure 1.2). During G2, A-type cyclins are degraded by ubiquitin-mediated 

proteolysis while B-type cyclins are actively synthesised and able to bind free CDK1. 
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CDK1-cyclin B complexes are essential for initiating mitosis and can phosphorylate a 

broad spectrum of proteins involved in regulatory and structural processes required 

for mitosis such as nuclear envelope breakdown, chromosomal condensation, 

fragmentation of the Golgi apparatus, formation of the spindle and attachment of 

chromosomes to it [36, 43]. Exiting mitosis requires the inactivation of CDK1-cyclin B, 

which is carried out by the ubiquitin-dependent proteolysis of B-type cyclins by the 

APC/C-CDC20 complex [46, 47].  

The kinase activity of CDKs is not only regulated by the interaction with activating 

subunits (cyclins) as mentioned above, but also by the binding to negative regulators 

(CDK inhibitors, CKI) and the phosphorylation/dephosphorylation events. There are 

two families of CKI: INK4 proteins (p16INK4a, p15INK4b, p18INK4c and p19INK4d) that bind 

specifically to CDK4 and CDK6 but not to other CDKs preventing their union to D-type 

cyclins, and the Cip/Kip family (p21Cip1, p27Kip1 and p57Kip2) which form heterotrimeric 

complexes with the cyclin D-, cyclin E- and cyclin A-dependent kinases complexes [42] 

(Figure 1.1). CDK4/6-cyclin D complexes facilitate G1 progression not only by partial 

phosphorylation of pRB but also by the sequestration of p21Cip1 and p27Kip1, releasing 

CDK2-cyclin E from these inhibitors and promoting CDK2 kinase activity [42, 48]. 

Moreover, the active CDK2-cyclin E complexes can phosphorylate their own inhibitor 

p27Kip1 triggering its degradation by the SCF ubiquitin ligase [49, 50] and their 

consequential self-activation. It has been reported that p27Kip1 binding to CDK4/6-

cyclin D complexes is essential for their formation, and that this association do not 

affect their kinase activity [42] except in quiescent cells (G0), where p27Kip1 union to 

CDK4/6-cyclin D is in an inhibitory mode [48]. Cell cycle arrest is commanded by anti-

mitogenic signals, such as TGF-β, resulting in D-type cyclins synthesis stop, INK4 

binding to CDK4/6 and, as a result, forcing the redistribution of p27Kip1 to CDK2-cyclin 

E, preventing pRB phosphorylation and thus repressing transcription [48]. DNA damage 

and metabolic stress activate p53, which induces p21Cip1 transcription causing the 

inhibition of both CDK2 and CDK4 activities, resulting in G1 arrest in mammalian cells 

[51-54]. Phosphorylation and dephosphorylation events also control the CDK activity as 

binding to cyclins is not enough to activate CDK-cyclin complexes. The formation of the 

complex exposes the threonine residue in the T-loop of the CDK subunit to the CDK7-
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cyclin H-Mat1 complex (CDK Activating Kinase, CAK) allowing its phosphorylation [14, 

20]. The role of CAK is to activate CDKs complexes and it does not require 

phosphorylation to be active. CAK is inhibited by phosphorylation of cyclin H by CDK8-

cyclin C [36]. In addition, CAK is involved in promoter clearance and progression of 

transcription as it is part of the general transcription factor TFIIH [43]. Once a CDK-

cyclin complex is formed, it can be activated by CAK or inactivated by the WEE1 and 

MYT1 kinases that phosphorylate adjacent threonine and tyrosine residues 

(Thr14/Tyr15 in CDK1) in the CDK subunit. These inhibitory phosphorylations can be 

reversed by CDC25 phosphatases (CDC25A, CDC25B and CDC25C) [36]. 

There are other kinases families with important roles in cell cycle apart from CDKs: 

Aurora kinases, Polo-like kinases, SAC kinases, NIMA-related kinases and Checkpoint 

kinases CHK1 and CHK2. Aurora kinases (Aurora A, B and C) contribute to mitosis entry 

by assisting the establishment of the proper chromosome structures, building of the 

bipolar mitotic spindle, centrosome separation and microtubule dynamics, ensuring an 

accurate cell division. Polo-like kinases (PLK1-5) are less studied; PLK1 play a significant 

role in entering mitosis, with major functions in centrosome maturation and 

cytokinesis while PLK4 is essential in centriole duplication. PLK1 is the most studied 

member of the family and it is only found (along with PLK4) in proliferating cells 

whereas PLK2, 3 and 5 are also expressed in non-dividing cells. It is worth mentioning 

that Aurora A and PLK1 expression is also regulated by the APC/C-CDH1 complex [47, 

55]. The Spindle Assembly Checkpoint (SAC) is a signalling pathway that inhibits 

anaphase start until chromosomes are correctly attached to the mitotic spindle, 

ensuring accurate segregation of sister chromatids. The SAC kinases BUB1 and BUBR1 

participate in this proper chromosome-spindle attachment, while the SAC kinase MPS1 

is involved in the regulation of APC/C, the centrosome duplication and cytokinesis [56]. 

NIMA (Never-in-mitosis Aspergillus)-related kinases (NEK) is a family of eleven 

serine/threonine kinases (NEK1-11) generally implicated in microtubule organisation 

[16, 43]. Finally, Checkpoint kinases CHK1 and CHK2 are key signal transducers of the 

genome integrity checkpoints that are activated by genotoxic insults. Once active, 

CHK1 and CHK2 phosphorylate downstream effectors which further propagate the 

checkpoint signalling leading to one response mechanism such as switching to 
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damage-induced transcription, DNA repair, cell cycle arrest, apoptosis or chromatin 

remodelling [57, 58].  

As mentioned above, proper transition between cell cycle phases requires the strictly 

regulated degradation of cell cycle progression proteins. The activity of SCF and APC/C, 

the two ubiquitin ligase complexes that control the sequential degradation of these 

proteins, is precisely regulated to ensure or to prevent the timely degradation of the 

key cell cycle regulators based on signalling stimuli [47]. SCF is activated in G1, S and 

early M phases by SKP2, β-TrCP and Fbw7, while APC/C is functional from M to G1 by 

the action of CDC20 (this association requires the phosphorylation of APC/C by CDKs) 

and CDH1 (its phosphorylation prevents its union with APC/C) [26, 59, 60]. Therefore, 

in order to effectively activate cell cycle progression, mitogenic stimuli not only have to 

induce the synthesis of cyclins but also have to lead to the inactivation of the APC/C-

CDH1 complex by CDH1 phosphorylation [46, 61]. The status of SCF substrates and its 

modular assembly manage the activity of this ubiquitin ligase complex in a non cell-

cycle-regulated manner. Interestingly, the blocking activities of cell cycle progression 

are overcome by SCF degradation of its substrates such as p21Cip1, p27Kip1, p57Kip2, 

cyclin E, Wee1 and Emi1 [26, 47, 59]. However, exiting mitosis requires the APC/C 

complexes-mediated destruction of mitotic cyclins for the beginning of telophase and 

for preparing the next cycle. In addition, APC/C complexes also degrade most cell cycle 

progression activators (PLK1, E2-C, SKP2, CDC25A, CDK1, Tome-1, Hsl1, Aurora kinases 

A and B, TPX2, FOXM1, CDC6 and germinin), proteins related to chromosome 

segregation (NEK2, cyclin A, securin, cyclin B), and eventually its own activators CDC20 

and CDH1 to prepare for the next cycle [26, 28, 47, 56, 62].  

The classic consideration that each cell cycle phase is driven by specific CDKs is been 

challenged by some genetic studies in mice that reveal that interphase CDKs (CDK2, 

CDK4 and CDK6) are not essential for the mammalian cell cycle of most cell types [36, 

62, 63]. Mice lacking Cdk4, Cdk6 or Cdk2 are viable, suggesting a possible 

compensatory role between cyclin dependent kinases [64]. In fact, the knockout of 

CDK loci in the mouse germline showed that interphase CDKs are only required for the 

proliferation of specific cell types. For instance, Cdk2 is necessary for completion of 

prophase I during meiotic cell division in both male and female germ cells but is not 
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required for proliferation in mitotic cells [65, 66] and cell cycle regulation mediated by 

p21Cip1 and p27Kip1 [67]. Cdk4 is essential for postnatal proliferation of specialised 

endocrine cells types such as pancreatic β-cells and pituitary lactotrophs [64]. In 

addition, defects in the erythroid lineage are reported in Cdk6-deficient and double 

mutant lacking Cdk4 and Cdk6 mice [68]. By contrast, Cdk1 mutant mice embryos are 

not able to develop beyond the two-cell stage, indicating that the mitotic kinase Cdk1 

is essential for cell division in the embryo and that interphase Cdks cannot compensate 

for its absence [62]. Moreover, Cdk1 is sufficient to drive the mammalian cell cycle in 

all cell types, undergoing organogenesis and developing to midgestation [69]. All these 

data show the complexity of the CDK-dependent regulation of the cell cycle and the 

variability that exists between different cell lines depending on its origin. Thus, when 

cell proliferation is not an option but an obligation, like in embryonic development, 

interphase CDKs are less important, whereas in situations where proliferation has to 

be only a response to specific mitogenic stimuli these CDKs play their canonical role 

governing the entry in the cycle and the progression through G1 phase. 

 

1.3.2. Cell cycle defects and cancer 

The portrait of the cell cycle molecular machinery is necessary to outline the 

importance of its regulation and relationship with neoplasic transformation. Indeed, 

genes that have a role in the cell cycle control (checkpoints, regulation of transcription 

or cell cycle progression) are frequently altered in cancer, underlying the unscheduled 

proliferation in tumour pathogenesis (Figure 1.3). 

As it has been described, cell cycle progression in mammalian cells is regulated by 

different mechanisms: the CDK-dependent pathways, which include the vast number 

of proteins that modulate the activity of CDK complexes and directly act over the cycle 

machinery, the metabolic adaptations and the redox-dependent signalling. All of them 

enable cell cycle initiation, progression and completion by establishing a complex 

network of interactions. Accordingly, the study of cell cycle regulation has led to the 

development of new mathematical models for the characterisation of CDK-dependent 
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control of the cell cycle [70-72]. In addition, most of the key players of cell cycle 

progression are proposed and tested as anti-cancer targets with different success (see 

Section 1.7.1). Interestingly, inhibition not only of oncogenes but also of well-known 

tumour suppressor genes such as checkpoint kinases has shown good results in 

impairing cancer cell proliferation [43]. 

 

Figure 1.3. Cell cycle defects and cancer. Genes that have a role in the cell cycle control such as checkpoints, 

regulation of transcription or cell cycle progression are frequently altered in cancer. Misregulated CDKs can induce 

constitutive mitogenic signalling and defective response to anti-mitogenic signals, while defects in checkpoints and 

DNA repair processes can lead to unscheduled proliferation and genomic and chromosomal instability. ATM, ataxia-

telangiectasia-mutated; ATR, ATM and Rad 3-related. 
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Overexpression of CDKs and cyclins and loss of CKI and pRB expression are often 

reported in human neoplasias [17, 38]. These tumour-associated modifications 

commonly result from chromosome alterations (amplifications and translocations of 

oncogenes and deletions of tumour suppressors) or epigenetic inactivation 

(methylation of tumour suppressor promoters). Misregulated CDKs can induce 

constitutive mitogenic signalling and defective responses to anti-mitogenic signals, 

leading to unscheduled proliferation and genomic and chromosomal instability [50, 62] 

(Figure 1.3). Indeed, most of human tumours show defects in G1 to S transition 

control. Accordingly, the CDKs involved in this transition, CDK4, 6 and 2, are altered in 

more than 80-90% of tumours, being the misregulation of their activity a selective step 

during tumour development [38, 43, 73]. 

The high percentage of tumours including altered CDK activity led researchers to 

postulate therapeutic strategies against cancer directly targeting these proteins [74-

76]. Indeed, there is a broad range of drugs frequently used in chemotherapy targeting 

CDK activities [17, 75, 76]. These molecules target both cell cycle machinery and 

transcriptional CDKs inducing cell cycle arrest and cell death (see Section 1.7.1). In 

particular, CDK4 and CDK6 are promising targets for inhibiting cell cycle progression 

since their dysregulation is implicated in a wide range of human cancers, and 

preclinical and clinical data indicate that the inhibition of cyclin D-dependent kinase 

activity have therapeutic benefits [17, 41, 77-85]. In addition, metabolic studies 

reported that inhibition of CDK4 and CDK6 disturbs the balance between the oxidative 

and the non-oxidative branches of the pentose phosphate pathway, which has been 

previously described as one of the most robust tumour metabolic adaptations [86]. 

Moreover, it has been reported that some human tumour cell lines display a selective 

dependence on interphase CDKs [62]. Consequently, therapeutic strategies must take 

into account these specific requirements when designing the CDK inhibition treatment. 

Following that statement, it has been demonstrated that mice expressing a mutant 

form of cyclin D1 that bound to its kinase targets Cdk4 and Cdk6 without activating 

their catalytic activity were resistant to mammary tumour development induced by the 

c-neu/erbB-2 (ErbB-2) oncogene [81, 82]. Accordingly, downregulation of Cdk4 

expression in ErbB-2-induced mammary tumour cells abrogates tumour formation 
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when re-inoculated into mammary fat pads [82]. Moreover, Cdk2-null mice and those 

with hemizygous disruption of Cdc25A are also protected from ErbB-2-induced 

mammary tumourigenesis [87, 88], indicating that Cdk2 and active Cdk4-cyclin D1 

complexes are required for ErbB-2-driven mammary oncogenesis. However, cyclin D1 

ablation has no effect on breast tumour development induced by c-Myc or Wnt1 

oncogenes [89]. This fact along with the results that demonstrate that Cdk1 is 

sufficient to drive the mammalian cell cycle [69] and those that suggest that cells 

lacking interphase CDKs are able to normally complete the proliferation cycle, point 

out the compensatory role that other kinases may play to enable cell cycle progression 

[64, 65, 67]. Therefore, it is essential to accurately depict tumour cell characteristics to 

choose the most suitable therapy for each kind of tumour. In ERBB2-positive breast 

tumours, pharmacological specific inhibition of interphase CDKs could be a good 

strategy as it might preferentially target breast cancer cells [78]. Likewise, in RAS-

induced tumours CDK4 seems to be the best target while the inactivation of CDK2 

activity may possibly be a good therapeutic approach in c-MYC-induced tumours [43, 

90-92].  

Mutations in DNA damage checkpoint, mainly in the ATM (ataxia-telangiectasia-

mutated)-CHK2-p53 pathway, can result in CDK hyperactivity, cell cycle progression in 

presence of damaged DNA, genomic instability and ultimately, cancer [58, 62] (Figure 

1.3). In fact, genome instability has been reported as an enabling characteristic that 

facilitates the acquisition of the hallmarks of cancer highlighting its significance in 

cancer development [6]. The mitotic checkpoint prevents chromosome mis-

segregation, aneuploidy and genome instability, which are common characteristics of 

many human cancers [93]. Either defects in this checkpoint, the mitotic kinases (CDK1, 

Aurora and PLK kinases) or the spindle assembly checkpoint (SAC) pathway can end in 

apoptosis or abnormal chromosome content. Therefore, novel anticancer strategies 

propose taking advantage of the characteristic genome instability of tumour cells to 

activate their apoptosis under conditions that do not affect normal cells [93, 94]. 

It is worth noting that uncontrolled tumour cell proliferation involves a metabolic 

reprogramming in order to fulfil the augmented demand of energy and 

macromolecules [95]. The dependencies on specific metabolic substrates such as 
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glucose or glutamine exhibited by tumour cells are determined by their alterations in 

oncogenes and tumour suppressor genes. For instance, c-MYC-transformed cells 

display addiction to glutamine as a bioenergetic substrate and are sensitive to 

inhibitors of glutaminolysis [96].  

 

1.4. Metabolic reprogramming of tumour cells 

Metabolism is the term that is used to describe the integrated network of chemical 

reactions involved in sustaining growth, proliferation and survival of cells and 

organisms. These reactions are catalysed by tightly regulated enzymes, sensing 

environmental cues and providing energy, reducing power and macromolecules to 

supply the cellular needs. Metabolic reactions can be classified into catabolic pathways 

that produce energy (adenosine triphosphate, ATP) through the breakdown of 

molecules, and anabolic pathways that synthesise molecules through energy-

consuming processes. The metabolic network is regulated by signalling pathways that 

respond to the specific cellular needs which, in turn, vary depending on the cell type 

and proliferative state. 

In particular, tumour cells switch their core metabolism to meet the increased 

requirements of cell growth and division. Indeed, tumour metabolic reprogramming 

involves the enhancement of key metabolic pathways such as glycolysis, pentose 

phosphate pathway (PPP), glutaminolysis and lipid, nucleic acid and amino acid 

metabolism [95] (Figure 1.4). Thus, key oncogenic pathways converge to adapt the 

metabolism of carbohydrates, proteins, lipids and nucleic acids to the dynamic tumour 

microenvironment, where nutrient and oxygen concentrations are spatially and 

temporally heterogeneous [97, 98]. Then, the study of the tumour metabolic 

reprogramming and its connection with oncogenic signalling will lead to the 

identification of new targets for cancer therapy.  
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Figure 1.4. Major metabolic pathways involved in tumour metabolic reprogramming. An overview of the main 

catabolic and anabolic metabolic pathways supporting tumour cell growth and survival. Enzymes are shown in bold. 

6PGD, 6-phosphogluconate dehydrogenase; ACLY, ATP citrate lyase; CoA, coenzyme A; GLS, glutaminase; GDH, 

glutamate dehydrogenase; G6PD, glucose-6-phosphate dehydrogenase; GAPDH, glyceraldehyde-3-phosphate 

dehydrogenase; LDH, lactate dehydrogenase; ME1, malic enzyme 1 cytoplasmic form; ME2, malic enzyme 2 

mitochondrial form; NAD+, nicotinamide adenine dinucleotide oxidised form; NADH, nicotinamide adenine 

dinucleotide reduced form; NADPH, nicotinamide adenine dinucleotide phosphate reduced form; PC, pyruvate 

carboxylase; PDH, pyruvate dehydrogenase; PGM, phosphoglucomutase.  

 

1.4.1. Glycolysis and the Warburg effect 

Glycolysis pathway metabolises glucose and other sugars into pyruvate in an oxygen-

independent manner to generate energy in the form of ATP and intermediates, which 

are used as precursors for the biosynthesis of macromolecules [99]. Under physiologic 

oxygen concentrations, pyruvate enters the mitochondria to be oxidised through an 

oxygen-dependent process known as oxidative phosphorylation (OXPHOS), which 
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couples the oxidation of metabolites and the electron transport chain (ETC) with ATP 

production, being also a source of reactive oxygen species (ROS) [97]. 

The first metabolic phenotype observed in tumour cells was described by Otto 

Warburg as a shift from oxidative phosphorylation to aerobic glycolysis to generate 

ATP even in presence of oxygen, which is known as the Warburg effect [100, 101]. 

Therefore, cancer cells convert most incoming glucose to lactate rather than entering 

in the mitochondria to be oxidised through oxidative phosphorylation [102]. Initially, it 

was believed that the Warburg effect resulted from defects in the mitochondrial 

function of cancer cells. However, this effect is also exhibited by tumour cells with 

intact and functional mitochondria, suggesting that their preference for glycolysis 

might confer benefits on them such as reduced levels of ROS, high production of 

metabolic intermediates for macromolecular biosynthesis and acidification of 

extracellular microenvironment due to lactate excretion [103, 104]. It is worth noting 

that the ATP produced per molecule of glucose catabolised through glycolysis is 

considerably less efficient than through oxidative phosphorylation (2 versus 31-38 

molecules of ATP [105], respectively), causing tumour cells to greatly increase both the 

rate of glucose uptake and glycolysis to sustain their increased energetic, biosynthetic 

and redox needs [106]. Conveniently, the high glycolytic rates displayed by cancer cells 

allow their visualisation by 18F-deoxyglucose positron emission tomography (FDG-PET) 

and assist tumour detection, prevention and treatment [107]. 

Over the past decade, numerous studies and reviews have supported the hypothesis 

that the Warburg effect can be explained by the alterations in multiple signalling 

pathways resulting from mutations in oncogenes and tumour suppressor genes. In 

effect, the enhanced glycolytic rate can be justified through the overexpression of 

glucose transporters and several key glycolytic enzymes mediated by specific activated 

oncogenes (e.g. PI3K and c-MYC) and transcription factors (e.g. HIF1), contributing to 

the acquisition of the Warburg effect and maintaining tumour cell growth and survival 

[98, 104, 108]. Likewise, loss-of-function mutations in tumour suppressor TP53 

(encoding p53) also contribute to the Warburg effect, since they prevent p53-

mediated transcriptional repression of glucose transporters GLUT1 and GLUT4, 

activation of cytochrome c oxidase assembly protein (SCO2) expression which 
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promotes OXPHOS, and upregulation of TP53-induced glycolysis and apoptosis 

regulator (TIGAR) expression which reduces the intracellular concentration of the 

glycolytic activator fructose-2,6-bisphosphate [97, 109]. 

Interestingly, the metabolic switch in tumour cells has a key role in the establishment 

of many other cancer hallmarks [95]. In fact, some metabolic enzymes have been 

described as multifaceted proteins which can directly regulate transcription, glucose 

homeostasis and resistance to cell death [110, 111]. Therefore, the targeting of 

multifunctional metabolic enzymes may restore the tumour cells susceptibility to cell 

death, offering new options for cancer therapy. For example, GAPDH is one of the key 

glycolytic enzymes that exhibits a variety of functions unrelated to its classical role in 

energy production [112].  

 

1.4.1.1. Key roles of glyceraldehyde-3-phosphate dehydrogenase as a multifunctional 

enzyme 

Glyceraldehyde-3-phosphate dehydrogenase (GAPDH, EC 1.2.1.12) is an essential 

regulator of glycolysis ubiquitously overexpressed in 21 cancer classes, being one of 

the three glycolytic genes overexpressed in colorectal cancer, along with enolase and 

pyruvate kinase [113, 114]. This fact advises against its widely extended use as a 

housekeeping gene. GAPDH catalyses the phosphorylation and oxidation of 

glyceraldehyde-3-phosphate to 1,3-bisphosphoglycerate coupled with the reduction of 

NAD+ to NADH. GAPDH is constituted by four identical subunits of 37 kDa and has 

binding sequences for coenzymes NAD+ and NADH and for nucleic acids. In fact, 

GAPDH is one of the multifaceted glycolytic enzymes that contributes to cell survival 

and resistance to cell death [111], becoming a promising biomarker in cancer research. 

Moreover, GAPDH expression is regulated by transcription factors which are frequently 

altered in cancer such as HIF-1α, p53 or AP-1. In addition, GAPDH gene has insulin (IRE) 

and hypoxia response elements (HRE) in its promoter [115]. As a multifunctional 

enzyme, GAPDH is involved in endocytosis, membrane fusion, vesicle secretion, 

transcription coactivation, cell cycle regulation, tRNA transport, mRNA stabilisation 

and DNA repair and replication [112, 115, 116]. Paradoxically, GAPDH also plays 
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important roles activating apoptosis by nuclear translocation upon cellular stress, and 

protecting from caspase-independent cell death (CICD) by autophagic removal of 

damaged mitochondria [116]. 

Interestingly, due to its glycolytic role, GAPDH may also play a part in metabolic 

reprogramming, one of the hallmarks of cancer [6] and a suitable target for cancer 

therapy as tumour cells require an increased use of the metabolic pathways to sustain 

their energetic and biosynthetic needs. As described before, aerobic glycolysis with 

high lactate production is one of the main phenotypic characteristics of tumour 

metabolism [100]. This phenomenon gives advantage to cancer cells by an increased 

production of NADH and an acidification of the microenvironment due to lactate 

excretion, favouring tumour invasion [104]. In addition, the high rate of glucose uptake 

and the increased glycolytic flux in cancer cells meet the requirements for maintaining 

the energy status, the biosynthesis of macromolecules and the maintenance of cellular 

redox balance [97]. Consequently, GAPDH is likely to be a key enzyme implicated in 

tumourigenesis and cancer progression.  

 

1.4.2. Pentose phosphate pathway 

Pentose phosphate pathway (PPP) is one of the main metabolic pathways that enables 

tumour cell proliferation by regulating the flux of carbons between nucleic acid 

synthesis and lipogenesis to support DNA replication and RNA production. Nucleic 

acids are composed by combinations of four different nucleotides which in turn are 

constituted by an organic base (purine, in the case of the nucleotides adenine and 

guanine, or pyrimidine, in the case of cytosine, thymine, and uracil), a pentose (ribose 

for RNA or deoxyribose for DNA) and one or more phosphate groups. The pentose 

phosphate is mainly obtained through the PPP, which also generates nicotinamide 

adenine dinucleotide phosphate (NADPH). NADPH is an essential cofactor for providing 

reducing equivalents for lipid and amino acid biosynthesis, and for modulating 

oxidative stress through the maintenance of the reduced glutathione (GSH) pool [117]. 

The association between upregulation of PPP and tumour cell proliferation is been 
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extensively studied, as PPP plays a pivotal role in allowing tumour cells to meet their 

anabolic demands and counteract oxidative stress [118-120]. 

The PPP is divided into the oxidative branch and the non-oxidative branch (Figure 1.5). 

The oxidative branch catalyses the irreversible transformation of glucose-6-phosphate 

into ribose-5-phosphate (R5P), yielding NADPH. The non-oxidative branch is a 

reversible pathway that interconverts R5P and glycolytic intermediaries. The enzymes 

that mainly regulate the PPP are glucose-6-phosphate dehydrogenase (G6PD) in the 

oxidative branch and transketolase (TKT) in the non-oxidative branch [121-123]. 

Several oncogenic signalling pathways promote G6PD activation by posttranslational 

mechanisms [117], while the tumour suppressor p53 directly inhibits G6PD and the 

PPP [119]. Proliferating cells increase G6PD activity during late G1 and S phases [124], 

while the activation of the SCF ubiquitin ligase by its interaction with the protein-β-

transduction repeat-containing protein (β-TrCP) allows the recognition of PFKFB3 and 

its proteasome degradation during S phase [60, 125], promoting the shuttling of the 

glycolytic substrates through the PPP, increasing the production of NADPH and R5P to 

allow S phase progression.  

 

Figure 1.5. Oxidative and non-oxidative branches of the pentose phosphate pathway. The irreversible oxidative 

branch of the pentose phosphate pathway (PPP) catalyses the conversion of glucose-6-phosphate into ribose-5-

phosphate producing NADPH, while the reversible non-oxidative branch can either recycle the excess of pentoses or 

synthesise ribose form glycolytic intermediaries. The main enzymes involved in the regulation of the PPP are 

glucose-6-phosphate dehydrogenase (G6PD) in the oxidative branch and transketolase (TKT) in the non-oxidative 

branch. NADPH, nicotinamide adenine dinucleotide phosphate reduced form; 6PGD, 6-phosphogluconate 

dehydrogenase; TALDO, transaldolase. 
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1.4.3. Lipid metabolism 

Triacylglycerides, phosphoglycerides, sterols and sphingolipids are hydrophobic or 

amphipathic molecules known as lipids. Fatty acids are long hydrocarbon chains with a 

carboxy-terminal group that constitute the main component of triacylglycerides and 

phosphoglycerides, being also present in sphingolipids and sterol esters. While 

triacylglycerides are used as energy storage units, phosphoglycerides, sterols and 

sphingolipids are major structural components of plasma membranes. Lipids are also 

involved in signal transduction and participate in the regulation of cell growth, 

proliferation, differentiation, survival, apoptosis, membrane homeostasis, motility and 

drug resistance [126, 127].  

Tumour metabolic reprogramming involves an increase in lipid biosynthesis to supply 

the building blocks for membrane formation and sustain the high proliferative rate of 

tumour cells. Distinctively, tumour cells mainly activate and thrive on de novo lipid 

biosynthesis, while most non-transformed cells rely on extracellular lipids. This 

augmented lipogenesis is reflected in an upregulation of many lipogenic enzymes such 

as ATP citrate lyase (ACLY), fatty acid synthase (FASN) and acetyl-CoA carboxylase 

(ACC) [128]. The acetyl groups for fatty acids biosynthesis are provided by 

mitochondrial citrate, which is exported to the cytosol where ACLY catalyses its 

conversion into acetyl-CoA and oxaloacetate [129]. Then, malate dehydrogenase 

(MDH) and malic enzyme (ME) can produce pyruvate from oxaloacetate, yielding 

NADPH which in turn can be used for fatty acid biosynthesis. In addition, lipid 

biosynthesis is also connected to pentose phosphate pathway through the 

consumption of the NADPH generated in the oxidative branch of the PPP. Next, acetyl-

CoA is converted to malonyl-CoA by ACC, and both acetyl and malonyl groups are 

condensed through a cyclical series of reactions by FASN, resulting in long-chain 

saturated fatty acids, predominantly palmitate. Further elongation and desaturation of 

de novo synthesised saturated fatty acids can be obtained through the action of 

elongases and desaturases [126, 130]. On the other hand, the mitochondrial 

degradation of fatty acids through β-oxidation releases large amounts of ATP and 

generates ROS through the TCA cycle and the oxidative phosphorylation [126, 127]. 
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Sterol regulatory element-binding proteins (SREBPs) are the main transcription factors 

regulating the expression of most of enzymes involved in the synthesis of fatty acids 

and cholesterol. In turn, SREBPs are negatively regulated by tumour suppressors such 

as p53, pRB and AMPK, and activated by oncogenes such as PI3K and Akt. For instance, 

besides promoting glycolysis, Akt upregulates the expression of the lipogenic enzymes 

through activation and nuclear translocation of SREBP, and positively regulates ACLY 

by direct phosphorylation, linking enhanced glycolysis with increased lipogenesis [130, 

131]. Therefore, targeting lipogenic pathways is thought to be a promising strategy for 

cancer therapy, as lipogenic enzymes are found to be upregulated or activated in 

tumour cells to satisfy their increased demand for lipids [127, 128]. 

 

1.4.4. Amino acids metabolism 

Amino acids are organic compounds containing a specific side chain and both amino 

and carboxyl groups that enable them undergo polymerisation to form proteins. In 

addition, amino acids can be metabolised as a source of carbon and nitrogen for 

biosynthesis. There are 20 different amino acids, 11 of which can be endogenously 

synthesised by mammal cells while the remainder are known as essential amino acids, 

and must be obtained from external sources. In fact, amino acids have a pivotal role in 

supporting proliferative metabolism and are required for cell survival. It is not 

surprising, then, that cells have developed an amino acid sensing system through 

mechanistic target of rapamycin (mTOR) signalling to determine whether there are 

sufficient amino acids available for protein biosynthesis. Specifically, leucine, 

glutamine and arginine act as critical signalling molecules that activate mTOR pathway 

[132, 133]. In response to amino acid deficiency, inhibition of mTOR act to rapidly 

suppress protein synthesis and induce autophagy, in order to maintain a free amino 

acid pool which may be required during prolonged amino acid limitation [134]. 

Non-essential aminoacids can be synthesised from glycolytic intermediates such as 3-

phosphoglycerate which is the precursor for serine, or pyruvate that can be converted 

to alanine. In addition, TCA intermediates like oxaloacetate and α-ketoglutarate can 
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synthesise aspartate, asparagine and glutamate. Moreover, glutamate can be 

converted to L-glutamate-5-semialdehyde (GSA) and 1-pyrroline-5-carboxylate (P5C), 

which are further converted to ornithine and proline, respectively [135]. Next, 

ornithine can enter the urea cycle and produce arginine. Also, serine can generate 

cysteine and glycine [136].  

Highly proliferating cells, like tumour cells, consume essential and non-essential amino 

acids from external sources since the capacity of endogenous synthesis is not sufficient 

to fulfil their amino acidic increased needs [137]. However, amino acids are hydrophilic 

molecules that require selective transport proteins to cross the cell membrane. 

Reasonably, four amino acid transporters (SLC1A5, SLC7A5, SLC7A11 and SLC6A14) 

have been found to be overexpressed in cancer cells to increase the uptake of amino 

acids and meet their growing demands [137]. 

In tumour cells, the consumption of some amino acids (specially non-essential amino 

acids) greatly exceeds the requirements for protein biosynthesis, indicating their use as 

intermediates in metabolism by providing one carbon units, replenishing the TCA cycle 

or synthesising fatty acids, nucleotides and other amino acids [136]. For example, 

glutamine, glycine and aspartate are required for nucleotide biosynthesis, while serine 

and glycine play an essential role in a one-carbon metabolism, generating precursors 

for the biosynthesis of lipids, nucleotides and proteins, regulating the redox status and 

participating in protein and nucleic acid methylation [138, 139]. The net conversion of 

serine to glycine can be catalysed either by the cytosolic or mitochondrial serine 

hydroxymethyltransferase (SHMT1 and SHMT2, respectively). The metabolic activity of 

SHMT2 has been shown to strongly correlate with the rates of proliferation across the 

NCI60 cancer cell collection [140]. Interestingly, SHMT2 has been suggested as 

fundamental to sustain cancer metabolism by fuelling heme biosynthesis and 

therefore oxidative phosphorylation [141]. 

It is worth noting that the reactions catalysing the degradation of proline produce 

significant amounts of ROS. The first step of proline degradation is catalysed by the 

mitochondrial proline dehydrogenase (PRODH), which is a tumour suppressor that 

inhibits proliferation and induces apoptosis [135, 142]. This mitochondrial enzyme is 
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linked to the electron transport chain through complex III, being shown as a source for 

ATP and ROS generation. In addition, P5C and proline can act as a redox couple, 

carrying reducing potential into and oxidising potential out of the mitochondria by the 

combined activities of the mitochondrial PRODH and the cytosolic form of P5C 

reductase (PYCR) that preferably uses NADPH [135, 142, 143].  

It is worth noting that glutamine is the amino acid presenting the most prominent role 

in tumour metabolism, and some tumour cells have been reported to exhibit 

dependence on this amino acid [96, 144].  

 

1.4.5. Mitochondrial metabolism 

Mitochondrial function is essential for cancer cells as it is involved in numerous crucial 

cellular processes such as ATP generation, regulation of programmed cell death, and 

regulation of signal transduction pathways through ROS production, cytosolic calcium 

levels modulation and small metabolites trafficking. Indeed, impairment of 

mitochondrial function and reduction of mitochondrial biogenesis greatly suppresses 

tumour formation, growth and proliferation [130, 145, 146]. Conversely, enhancement 

of mitochondrial biogenesis is advantageous for tumour cells [130, 147]. On the other 

hand, alterations in mitochondrial function can lead to several diseases including 

cardiovascular dysfunctions, muscular degeneration and cancer [145, 148].  

In the presence of oxygen, oxidative phosphorylation (OXPHOS) is the most efficient 

mechanism for synthesising ATP. OXPHOS is coupled to the oxidation of reduced 

nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide (FADH2) 

through the electron transport chain. The mitochondrial respiratory chain, located in 

the mitochondrial inner membrane, comprises four complexes (I to IV) that are 

responsible for the oxidation of the reducing equivalents in the form of NADH or 

FADH2 and the reduction of molecular oxygen (final electron acceptor) to water. This 

process is coupled to the pumping of protons into the mitochondrial intermembrane 

space, resulting in a proton gradient that is used by the ATPase (complex V) to produce 

ATP [149] (Figure 1.6). 
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Figure 1.6. Mitochondrial metabolism. Schematic representation of the biosynthetic and bioenergetic reactions of 

the TCA cycle and the oxidative phosphorylation (OXPHOS). OXPHOS is coupled to the oxidation of NADH and 

FADH2, which are produced in the TCA cycle, via the electron transport chain (ETC, also known as the mitochondrial 

respiratory chain). The ETC comprises four complexes (I to IV) that transfer electrons generating a gradient of 

protons in the mitochondrial intermembrane space (H+), which is used by the ATPase (complex V) to produce ATP. 

Reductive carboxylation of α-ketoglutarate by IDH1 and IDH2 produces citrate (dashed arrows). ACLY, ATP citrate 

lyase; ATP, adenosine triphosphate; CoA, coenzyme A; FADH2, flavin adenine dinucleotide reduced form; GAC, 

glutaminase C; GDH, glutamate dehydrogenase; GLS1, glutaminase 1; GOT1, glutamic-oxaloacetic transaminase 1 

cytoplasmic form; GOT2, glutamic-oxaloacetic transaminase 2 mitochondrial form; IDH1, isocitrate dehydrogenase 

cytoplasmic form; IDH2, isocitrate dehydrogenase mitochondrial form; KGA, kidney (K-type) glutaminase; LDH, 

lactate dehydrogenase; ME1, malic enzyme 1 cytoplasmic form ; ME2, malic enzyme 2 mitochondrial form; NAD+, 

nicotinamide adenine dinucleotide oxidised form; NADH, nicotinamide adenine dinucleotide reduced form; NADP+, 

nicotinamide adenine dinucleotide phosphate oxidised form; NADPH, nicotinamide adenine dinucleotide phosphate 

reduced form; PC, pyruvate carboxylase; PDH, pyruvate dehydrogenase. 

 

Among the metabolic pathways that take place in the mitochondria, the TCA cycle is a 

route of pivotal importance for the entire cellular metabolism and, in particular, for 

oxidative metabolism. Remarkably, TCA cycle provides precursors for the biosynthesis 
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of lipids, nucleic acids and proteins, as well as reducing equivalents (NADH and FADH2) 

for ATP production (Figure 1.6). Genetic studies have found mutations in several genes 

that encode enzymes of the TCA cycle including citrate synthase, aconitase, isocitrate 

dehydrogenase, succinate dehydrogenase and fumarate hydratase, which lead to the 

dysfunction of the TCA cycle and are associated with some tumour types [148, 150, 

151].  

 

1.4.5.1. Glutamine metabolism 

Glutamine is the most abundant amino acid in plasma and in intracellular pools, being 

consumed at greatly higher rates than other amino acids by tumour cells [144]. 

Glutamine plays several cellular key roles as a nitrogen donor for nucleotide and 

protein synthesis, a carbon source for energy production and lipid biosynthesis, and a 

precursor for some non-essential amino acids and antioxidant GSH biosynthesis [144, 

152]. Despite being traditionally considered a non-essential amino acid, glutamine is 

crucial for the proliferation of most cells and the viability of some tumour cells that 

have developed glutamine dependence [153].  

The expression levels of oncogenes and tumour suppressors are decisive to regulate 

glutamine metabolism [151, 154], while tumour genetics can direct cellular 

dependence on glutamine for survival [152]. In fact, tumour cells overexpressing c-

MYC reprogram their mitochondrial metabolism to depend on glutamine for the 

maintenance of cell viability, mitochondrial integrity and TCA cycle anaplerosis, 

triggering cellular addiction to glutamine and displaying increased sensitivity to 

glutamine deprivation [96, 155]. 

In addition to glycolysis, many tumour cells also rely on glutamine to fulfil their 

bioenergetic and metabolic needs. Indeed, glutamine catabolism is the source of many 

precursors for major anaplerotic processes such as the TCA cycle. Cells requiring de 

novo lipid biosynthesis, like tumour cells, divert citrate from the TCA cycle to produce 

lipogenic acetyl-CoA. The depletion of citrate from the TCA cycle creates a need for 

anaplerotic replenishment of the cycle, which can be provided through oxidative 
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metabolism of glutamine. Oxidation of glutamine in the mitochondria begins with its 

conversion to glutamate catalysed by glutaminase (GLS). Glutaminase is a pivotal 

enzyme in the regulation of glutamine metabolism in tumour cells which has recently 

gathered some attention as a promising target for cancer therapy [156-158]. There are 

three mammalian glutaminase isoforms; kidney (K-type) glutaminase (KGA) and 

glutaminase C (GAC) are encoded by GLS and referred to as GLS1, while liver (L-type) 

glutaminase (LGA) is encoded by GLS2 and usually known as GLS2 [159]. Glutamate can 

be converted to α-ketoglutarate by either glutamate dehydrogenase (GDH) or 

transaminases, to feed the TCA cycle (Figure 1.6). In addition, glutamate can serve as a 

precursor of GSH and non-essential amino acids such as aspartate, alanine, proline and 

arginine. α-ketoglutarate levels are determinant for the regulation of HIF1α 

degradation through prolyl hydroxylase (PHD) sensing pathway [132, 160]. 

Furthermore, glutaminolysis and α-ketoglutarate production are also involved in the 

activation of mTOR signalling [133, 161]. Glutamine carbons can exit the TCA cycle in 

the form of malate, which can be converted to pyruvate by malic enzyme (ME) with 

NADPH generation [162]. Both glutamine-derived NADPH and GSH production allow 

tumour cells to reduce the oxidative stress associated with mitochondrial respiration 

and rapid cell proliferation. 

It is worth noting that glutamine utilisation as a respiratory substrate through the TCA 

cycle produces NADH and FADH2 that provide electrons for the mitochondrial electron 

transport chain to generate ATP (Figure 1.6). Remarkably, glycolytic contribution to 

total ATP synthesis in tumour cells differs widely depending on cell type, from over 

60% to less than 1%, with a mean contribution of 17±18% in the tested cell lines [163]. 

These results are confirmed by a flux balance analysis across the NCI-60 cell lines [140, 

164] which shows that oxidative phosphorylation contributes to 70-84% of the total 

cellular ATP production [165]. Therefore, oxidative metabolism is the major energetic 

source in many cancer cell lines. 

Together, glucose and glutamine are the two principal nutrients to coordinately fuel 

the proliferation of tumour cells by supplying not only ATP but also key precursors for 

protein, lipid and nucleic acid biosynthesis (Figures 1.4 and 1.6). In fact, some cancer 

cells can switch their carbon source in response to nutrient availability. For example, 
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glucose withdrawal increases GDH activity in c-MYC-transformed glioblastoma cells 

[166], while glutaminase silencing and consequent impairment of glutamine oxidative 

metabolism induce a compensatory anaplerotic mechanism catalysed by pyruvate 

carboxylase (PC) that enables the use of glucose-derived pyruvate for anaplerosis 

[167]. However, the metabolic compensation adopted by tumour cells renders them 

absolutely dependent on the new upregulated pathways, opening new opportunities 

for cancer combined therapies. Therefore, the metabolic flexibility and compensatory 

abilities exhibited by some tumour cells have to be carefully considered when 

designing cancer therapies based on targeting metabolism. 

 

1.4.5.2. Glutamine reductive carboxylation 

There are two different glutamine-dependent pathways for fatty acid biosynthesis. On 

the one hand, cells can oxidatively metabolise glutamine-derived α-ketoglutarate to 

citrate in the TCA cycle and subsequently transport it to the cytosol to generate 

oxaloacetate and lipogenic acetyl-CoA [129]. In addition, malate produced from 

glutamine in the TCA cycle can generate pyruvate through the action of malic enzyme, 

which can be further metabolised to lipogenic acetyl-CoA. On the other hand, α-

ketoglutarate obtained from glutamine can be directly converted to citrate by 

reductive carboxylation, especially in tumour cells under hypoxic conditions or when 

mitochondrial respiration is impaired to sustain cell growth under these circumstances 

[168-171]. This reaction takes advantage of the reversible activity catalysed by 

isocitrate dehydrogenase. The cytosolic NADP+/NADPH-dependent isocitrate 

dehydrogenase 1 (IDH1) is the main enzyme catalysing the reversible reductive 

carboxylation of α-ketoglutarate to isocitrate and NADP+ [168] (Figure 1.6). Indeed, 

reductive carboxylation of glutamine provides a glucose-independent pathway to 

generate acetyl-CoA for biosynthesis, allowing cells to conserve glucose for the 

production of biosynthetic precursors that are specifically generated from glucose 

[168]. 
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1.4.6. Redox status and cell cycle progression 

A fundamental objective of the metabolism is to maintain an appropriate redox status, 

together with the appropriate supply of energy and metabolic precursors for 

biosynthetic processes. Reactive oxygen species (ROS) are a group of molecules that 

include species that possess an increased reactivity compared to that of molecular 

oxygen, and include superoxide (O2
-), hydrogen peroxide (H2O2), hydroxyl radical (·OH) 

and singlet oxygen (1O2). Endogenous production of ROS does not only arise from the 

mitochondrial metabolism, but can also come from other organelles such as the 

peroxisome or through the NADPH oxidase (NOX) complex [172, 173]. 

Moderate levels of ROS can act as intracellular messengers regulating intensity and 

duration of cell signalling pathways [174-176]. Non-radical oxidants as H2O2, unlike 

more reactive free radicals such as O2
-, ·OH or 1O2, modulate the redox status of 

cysteine residues in kinases, phosphatases and other regulatory factors controlling 

redox-dependent signal transduction [175, 177, 178]. To prevent oxidative damage, 

ROS generation is modulated by highly efficient enzymes such glutathione peroxidase, 

peroxiredoxin, superoxide dismutase or catalase [179]. For example, superoxide 

dismutase catalyse the dismutation of O2
− into molecular oxygen (O2) and H2O2, while 

glutathione peroxidase catalyses the reduction of H2O2 to water, oxidising reduced 

glutathione (GSH) to GSSG. In turn, glutathione reductase recycles oxidised glutathione 

to its reduced form, using electrons from the NADPH. The main sources of NADPH are 

the oxidative branch of PPP, the cytosolic form of the malic enzyme and NADP-

dependent isocitrate dehydrogenase [97]. Recently, the reaction catalysed by 

methylenetetrahydrofolate dehydrogenase has been proposed as an additional and 

relevant source of NADPH [180, 181]. Also, as discussed before, a significant role 

associated to redox homeostasis has been suggested for the metabolism of proline 

[143]. 

ROS levels are used by the cell to sense the oxidative stress and mediate the adequate 

responses. However, some controversy seems to be on the effect of ROS on the 

progression of cell cycle. For instance, H2O2 can both halt and promote the cell cycle, 

while O2
- has been shown to provoke or prevent apoptosis, depending on the cell type 
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[182]. These discrepancies may arise from the dual role of ROS that regulate 

contradictory mechanisms in a dose-dependent manner. High ROS levels imply high 

risk of DNA and cellular damage, triggering the suppression of DNA replication, cell 

cycle arrest and, finally, apoptosis [183-185]. On the other hand, it has also been 

reported that moderate increases in ROS are required for cell cycle re-entry after 

quiescence and for G1 phase progression [176, 186, 187]. Therefore, when redox-

dependent signalling effects are addressed, fine evaluation of ROS concentration is 

required in order to identify its role unequivocally. 

Intracellular ROS levels show a cyclic distribution through the cell cycle [188] (Figure 

1.7). The cell cycle transition from quiescence to division (G0 to G1) is the only one 

that is not dependent on CDK-cyclin complexes, but rather regulated by redox-

dependent signalling [176]. Indeed, growth factor induction of proliferation requires 

H2O2 formation to activate SOS/RAS/RAF/ERK and PI3K/Akt kinase cascades. 

Moreover, it has been described that redox-dependent signalling pathways mediating 

G0 to G1 transition converge on interphase CDKs regulators such as p16INK4a, p27Kip1 

and cyclin D1 [48, 189-191]. High oxidative stress induces p21Cip1 activation and 

p16INK4a and p27Kip1 accumulation through p38 MAPK activation and forkhead box O 

(FOXO) transcription factors, respectively. These proteins lead to CDK-cyclin D 

sequestration, cell cycle arrest and, subsequently, senescence. However, antioxidant 

treatment of proliferating cells reduces ROS levels to a minimum and leads to a 

decrease in cyclin D1 levels, an accumulation of p27Kip1 and the hypophosphorylation 

of pRB that also ends in cell cycle arrest in G1 phase [187, 192]. Therefore, moderate 

ROS formation is essential for G1 progression and cell proliferation, but higher or lower 

levels lead to the opposite effect. In fact, ROS act over p16INK4a, p21Cip1, p27Kip1 and p53 

regulating transcription and activity of D-type cyclins, which are essential for G1 

progression [176, 186]. Moreover, moderate ROS levels have been described to favour 

cyclin accumulation by inducing APC/C-CDH1 dissociation which also enables cell cycle 

progression [187]. 

The key event regulating G1 to S transition is pRB hyperphosphorylation, mediated by 

CDK-cyclin complexes in response to growth stimuli and ROS. When intracellular redox 

potential is higher than –207 mV (the redox potential of the reaction of 
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phosphorylation of the pRB), pRB is dephosphorylated and cell cycle is arrested [193]. 

It has been reported that at the G1/S boundary, mitochondria are able to undergo a 

transition to a fused hyperpolarised state maximising ATP production, which is 

necessary to S transition. Failure to achieve this increased bioenergetic state leads to a 

G1/S checkpoint that involves the sequential activation of AMPK, p53 and ultimately 

the downregulation of E cyclins [194].  

 

Figure 1.7. ROS cycle within the cell cycle. ROS levels increased gradually towards a more oxidising environment as 

cells in G1 phase progressed through the cell cycle. A tight regulation of ROS levels is essential to drive cell cycle 

progression, linking oxidative metabolic processes with cell cycle functions and regulators. 

 

In synchronised cells, the ROS levels increase throughout the cell cycle, peaking in 

G2/M phase [176, 187] (Figure 1.7). This shift in the cellular redox potential may 

enhance cyclin B, PLK1, Aurora A and CDC25B expression through the transcription 

factor FOXM1 [195]. However, given that the proteins of the CDC25 phosphatase 

family remove inhibitory phosphates from CDK1-cyclin B complex, the increase in the 
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oxidative levels in G2 phase may also be moderated in order to prevent the oxidation 

and inhibition of their active sites [196]. Thus, redox-dependent signalling allows cells 

to complete its cycle of division. 

 

1.4.7. Metabolic control of cell cycle  

There is a growing awareness that cell cycle progression is coordinated with 

intracellular metabolism. In fact, cell cycle entry is an energetically demanding process 

that requires high metabolic activity to fuel the rapid increase of the cell mass [13]. As 

early as in 1974, it was established that the availability of nutrients is a key factor for 

cell proliferation, being glucose availability a metabolic checkpoint in cell cycle linked 

to the progression from G1 to S phase, when most biosynthetic reactions occur [12]. 

However, even though the knowledge on the core cell cycle players and regulatory 

mechanisms has considerably increased in the last 40 years, the links between cell 

cycle machinery, nutrient availability, biosynthetic intermediates and energetic 

balance remain incompletely understood [197-199]. It has been only recently, with the 

finding that the activities of 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase, 

isoform 3 (PFKFB3) and glutaminase 1 (GLS1) are regulated by an ubiquitin ligase 

(anaphase-promoting complex or cyclosome, APC/C), that has become clear that the 

process of ubiquitination not only orchestrates the periodic transcriptional regulation 

of cyclins and other cell cycle regulators, but also is crucial in the metabolic regulation 

of cell cycle [197, 200-202]. 

In consequence, it is of great interest to elucidate how the core cell cycle machinery is 

integrated with the metabolic signalling and the role it plays in driving the cell cycle to 

ensure the efficient use of energy and substrates. 

1.5. Oncogenic regulation of the metabolic reprogramming 

Tumour metabolic reprogramming is a direct result of the re-engineering of 

intracellular signalling pathways that are altered by mutations in oncogenes and 

tumour suppressor genes. In fact, most cancers harbour activating mutations of 
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oncogenes and/or inactivating mutations of tumour suppressor genes which 

determine the tumour metabolic phenotype and support tumourigenesis by giving to 

transformed cells a proliferative advantage over non-malignant cells. Several 

oncogenes including c-MYC, hypoxia inducible factor 1 (HIF1), phosphoinositide-3-

kinase (PI3K), protein kinase B (PBK or Akt) and the mechanistic target of rapamycin 

(mTOR), have been known to be involved in the regulation of tumour metabolic 

reprogramming [9, 97, 151]. 

 

1.5.1. MYC as a master regulator of tumourigenesis 

The c-MYC oncogene (hereafter referred to as MYC) belongs to the MYC family of 

genes together with MYCN and MYCL. However, MYC is the only isoform ubiquitously 

expressed in a broad range of tissues, while MYCN and MYCL are normally only 

expressed during development [203]. MYC is a multi-functional transcription factor 

that exerts control over cell proliferation, cell cycle progression, cell growth, 

metabolism, apoptosis, differentiation and stress response through transcriptional 

regulation of its target genes [203, 204]. In fact, MYC binds to the promoter of 10-15% 

of all known genes, regulating both genes encoding proteins and those encoding non-

coding RNA products of several functional classes [203, 205]. MYC expression is 

dysregulated in many human cancers by either chromosomal translocation or gene 

amplification. In addition, the expression and stability of MYC protein and MYC mRNA 

can also be dysregulated, promoting tumourigenesis through unrestricted cell 

proliferation, inhibition of cell differentiation, metabolic adaptation, angiogenesis, 

reduction of cell adhesion and genomic instability [203, 204, 206, 207].  

To function as a transcription factor, MYC protein heterodimerises with its binding 

partner MAX, forming an activated complex that recognises E box sequences (CACGTG) 

and induces the transcription of targets genes. MYC can also act as transcriptional 

repressor by binding to MIZ1 or Sp1 transcription factors and interfering with their 

transcriptional activity [208]. It is worth noting that multiple genes that are repressed 

by MYC encode negative regulators of cell proliferation such as CDKN2B (encoding 
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p15INK4b), CDKN2C (p18INK4c), CDKN1A (p21Cip1), CDKN1B (p27Kip1), and CDKN1C (p57Kip2) 

[208]. MAX can also bind to MAD1, MXI1, MAD3, MAD4 and MNT or form 

homodimers, repressing the transcriptional activation of MYC target genes [209].  

 

1.5.1.1. MYC and metabolism 

MYC is known to enhance glycolysis through the activation of glycolytic genes (such as 

HK2, GAPDH, ENO1 and PK, among others) and glucose transporters (SLC2A1, SLC2A2 

and SLC2A4) [210, 211]. In addition, MYC promoted lactate production and export, 

increasing target gene expression of LDHA and the lactate transporter MCT1 [207, 212, 

213]. Figure 1.8 illustrates the main metabolic pathways regulated by MYC. 

On the other hand, transformed cells exhibit increased MYC-dependent glutaminolysis 

and glutamine dependency [96, 214]. Indeed, MYC has been described as the main 

oncoprotein responsible for inducing a transcriptional program that promotes 

glutaminolysis and triggers cellular addiction to glutamine as a bioenergetic substrate 

[96]. This glutamine addiction leads tumour cells to reprogram intermediate 

metabolism for the maintenance of mitochondrial tricarboxylic acid (TCA) cycle 

integrity [96]. Moreover, high levels of MYC promote mitochondrial biogenesis and 

function, both increasing the rate of oxygen consumption and the energy production 

required for rapid cell proliferation [206, 215-217]. High glutaminolysis rate results in 

the robust production of NADPH, which is needed to fulfil the requirements for cell 

proliferation [96, 162]. In conditions of low glucose and oxygen availability, MYC-

induced glutamine catabolism is important for cell survival [157]. Furthermore, cells 

with supraphysiological levels of MYC are more sensitive to inhibition of mitochondrial 

oxidative metabolism [218]. Moreover, MYC is also found to contribute to increase 

glutamine uptake by upregulation of the expression of glutamine transporters (ASCT2 

[SLC1A5] and SLC7A5) [147, 214]. Importantly, MYC enhances glutaminolysis by 

transcriptionally repressing miR-23a and miR-23b (microRNA-23a/b), resulting in 

greater expression of their target protein, glutaminase (GLS1) [214]. In fact, GLS1 is the 

first enzyme in the glutaminolysis and catalyses the conversion of glutamine to  

 

37 



1. Introduction 

 

Figure 1.8. Metabolic regulation by MYC. MYC has a pivotal role in the metabolic reprogramming of tumour cells by 

enhancing glucose uptake and glycolysis, lactate production and export, glutamine uptake and glutaminolysis, 

mitochondrial biogenesis and oxidative phosphorylation, and nucleotide, folate, polyamine, proline and serine 

synthesis. AMD1, adenosylmethionine decarboxylase; ATP, adenosine triphosphate; CAD, carbamoyl-phosphate 

synthase/aspartate carbamoyltransferase/dihydroorotase; CoA, coenzyme A; CTPS1, cytidine triphospate synthase 

1; DHFR, dihydrofolate reductase; FADH2, flavin adenine dinucleotide reduced form; GAC, glutaminase C; GART, 

phosphoribosylglycinamide formyltransferase, phosphoribosylglycinamide synthetase, phosphoribosylaminoimida-

zole synthetase; GDH, glutamate dehydrogenase; GLS1, glutaminase 1; KGA, kidney (K-type) glutaminase; LDHA, 

lactate dehydrogenase A; MCT1, monocarboxylate transporter/SLC16A1 solute carrier family 16 member 1; NAD+, 

nicotinamide adenine dinucleotide oxidised form; NADH, nicotinamide adenine dinucleotide reduced form; NADP+, 

nicotinamide adenine dinucleotide phosphate oxidised form; NADPH, nicotinamide adenine dinucleotide phosphate 

reduced form; ODC, ornithine decarboxylase; P5CS, Δ1-pyrroline-5-carboxylate synthetase; PHGDH, 

phosphoglycerate dehydrogenase; PC, pyruvate carboxylase; PDH, pyruvate dehydrogenase; PSPH, phosphoserine 

phosphatase; PYCR1, Δ1-pyrroline-5-carboxylate reductase 1; SHMT1, serine hydroxymethyltransferase 1; SLC1A5, 

solute carrier family 1 (neutral amino acid transporter) member 5; SLC2A1, solute carrier family 2 (facilitated 

glucose transporter) member 1; SLC2A2, solute carrier family 2 (facilitated glucose transporter) member 2; SLC2A4, 

solute carrier family 2 (facilitated glucose transporter) member 4; SLC7A5, solute carrier family 7 (amino acid 

transporter light chain, L system) member 5; SLC19A1, solute carrier family 19 (folate transporter) member 1; SRM, 

spermidine synthase. 
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glutamate for its oxidation in the TCA cycle and also for protein or glutathione 

synthesis. It is worth mentioning that MYC can stimulate the use of the TCA cycle to 

generate intermediates for macromolecular synthesis using both glucose and 

glutamine as carbon source [152, 157]. However, it has been reported that cells 

presenting high MYC levels greatly rely on mitochondrial oxidative phosphorylation 

and increase glutaminolysis by 2- to 4-fold, while only moderately increasing glycolysis 

by 1.2-fold [219]. 

Additionally, MYC has been shown to activate nucleotide biosynthesis by inducing 

several gens involved in nucleotide metabolism including carbamoyl-phosphate 

synthase / aspartate carbamoyltransferase / dihydroorotase (CAD), CTP synthase 1 

(CTPS) and ornithine decarboxylase (ODC) [210, 213, 220, 221]. Polyamine biosynthesis 

is also regulated by MYC since ornithine decarboxylase (ODC) (the rate-limiting enzyme 

in polyamine production) [220], adenosylmethionine decarboxylase (AMD1) and 

spermidine synthase (SRM) have E boxes in their regulatory region and are enhanced 

in MYC-expressing cells [213]. Furthermore, polyamines stimulate MYC transcription in 

a positive feedback loop [222, 223].  

Moreover, MYC can redirect glycolytic flux from 3-phosphoglycerate for the synthesis 

of serine and glycine involving folate metabolism, which are essential for purine and 

thymidylate biosynthesis [147, 213, 224, 225]. MYC is also implicated in proline 

metabolism regulation by transcriptionally repressing proline oxidase/proline 

dehydrogenase (POX/PRODH) expression through upregulation of miR-23b*, and 

increasing the expression of the enzymes of proline biosynthesis pathway (P5C 

synthase, P5CS and P5C reductase 1, PYCR1) [135]. 

 

1.5.1.2. MYC and cell cycle 

The network of MYC target genes suggests its implication in the fulfilment of the 

metabolic requirements for cell cycle entry [198, 218]. In fact, one of the earliest 

observations after MYC discovery was its ability to promote cell proliferation and 

inhibit cell differentiation [210]. Remarkably, MYC overexpression in quiescent cells is 
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sufficient to trigger cell cycle entry, reduce the requirement for growth factors, block 

cell cycle exit, and increase cell size [226, 227]. MYC promotes cell cycle progression by 

regulation of pivotal cell cycle control genes through transcriptional induction of CDKs 

and cyclins, and repression of CIP/KIP proteins. MYC mediates the increase of active 

cyclin-CDK complexes levels not only by upregulation of CDK1, CDK2, CDK4 (one of the 

principal MYC target genes [228]), CDK6, CCND1 (encoding cyclin D1), CCND2 (cyclin 

D2), CCND3 (cyclin D3), CCNE1 (cyclin E1), CCNE2 (cyclin E2), CCNA2 (cyclin A2) and 

CCNB1 (cyclin B1), but also by induction of CDC25A (CDKs phosphatase) and CDK 

activating kinase complex (CAK, through enhanced mRNA translation of its subunits, 

CDK7, cyclin H and MAT1), and repression of the CDK inhibitory kinase WEE1 through 

miR-221 activation [203, 207, 210, 226, 229]. Moreover, MYC abrogates the 

transcription of cell cycle checkpoint genes GADD45 and GADD153 [203, 229], and 

impairs the activity of the CDK inhibitors p27Kip1, p21Cip1 and p15INK4b through several 

mechanisms [203, 207, 210, 226]. One of the most studied mechanisms for p21Cip1 and 

p15INK4b MYC-mediated repression is the binding to MIZ1 and the blocking of its 

transcriptional activity [210, 226]. In contrast, MYC antagonises p27Kip1 function by 

several parallel mechanisms such as induction of miR-221 and miR-222, activation of 

E2F transcription factors, increase of CDK4/6-cyclin D and CDK2-cyclin E complexes 

levels, and enhancement of the expression of several components of the SCF ubiquitin 

ligase complex [203, 226]. Last but not least, MYC further stimulates cell cycle 

progression by inducing genes directly involved in DNA replication including MCM 

(minichromosome maintenance), ORC (origin recognition complex), CDC6 (cell division 

cycle 6), TERT (telomerase reverse transcriptase) and the genes encoding three 

subunits of the APC/C (ANAPC5, CDC16 and CDC23) [226]. 

 

1.5.1.3. MYC regulation 

Given its pivotal role on cell fate, MYC expression is tightly regulated at transcriptional, 

post-transcriptional and post-translational levels in non-transformed cells. Accordingly, 

dysregulation of MYC expression is one of the most common abnormalities in human 

diseases, being MYC overexpression frequently found in most human cancers. 
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Remarkably, MYC oncogenic activation results from insertional mutagenesis, 

chromosomal translocation and gene amplification mechanisms, while most 

oncogenes are activated by mutations in their coding sequence [203].  

MYC protein presents extremely short half-life (in the order of 20-30 minutes [230]) in 

the absence of mitogenic signals, but is transiently stabilised upon cell cycle entry and 

RAS activation, allowing its accumulation [231, 232]. RAS promotes MYC stability 

through RAF/MEK/ERK kinase cascade and via glycogen synthase kinase-3β (GSK-3β) 

inhibition by the PI3K/Akt pathway [231, 233]. MYC turnover is regulated by the 

ubiquitin proteasome pathway [230, 234] and is dependent on the phosphorylation of 

two highly conserved residues located near the N-terminal region of MYC, Thr58 and 

Ser62. These phosphorylation sites exert opposing control effects on MYC degradation 

[231]. ERK (extracellular receptor kinase) phosphorylates MYC on Ser62, promoting its 

protein accumulation, while phosphorylation of Thr58, which is mediated by GSK-3β 

but dependent on prior Ser62 phosphorylation, triggers MYC proteasomal degradation 

[231-233, 235]. Therefore, MYC phosphorylation at Ser62 has two opposite roles; MYC 

stabilisation and accumulation, and activation of the subsequent phosphorylation at 

Thr 58, triggering MYC degradation. Interestingly, proteasome inhibition studies reveal 

that the accumulated poly-ubiquitinated MYC only exhibits phosphorylation on Thr58 

[233, 235]. Since phosphorylation on Ser62 is required prior to Thr58 phosphorylation, 

the Ser62 phosphate is removed before MYC ubiquitination by protein phosphatase 2A 

(PP2A) action, contributing to MYC degradation [231, 233, 235].  

In non-transformed cells, growth stimuli lead to RAS activation and MYC protein 

synthesis. However, when mitogenic signalling ends, RAS and PI3K activities decline 

and release GSK-3β from its negative regulation, activating its kinase activity and thus 

promoting MYC degradation by phosphorylation on Thr58 [235]. The ordered 

phosphorylation of Ser62 and Thr58 followed by Ser62 dephosphorylation allows a 

tight control of MYC protein levels. Hence, the disruption of the physiological 

regulation of MYC expression can lead to malignancy.  
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1.5.2. HIF1 

The hypoxia inducible factors HIF1, HIF2 and HIF3 are the principal regulators of the 

transcriptional homeostatic responses to situations of limited availability of oxygen. 

HIF1 is ubiquitously expressed while HIF2 and HIF3 are only expressed in certain 

tissues [236]. Only HIF1 and HIF2 are further discussed in this section since HIF3 

function is less well understood. The HIF factors are formed by an oxygen-dependent 

HIFα subunit and a constitutively expressed HIFβ subunit. HIF activity is tightly 

regulated by cycles of synthesis and oxygen-dependent proteasomal degradation. 

Indeed, HIFα subunits are continuously synthesised and their stability is regulated by 

oxygen availability [236]. Under normoxic conditions, HIFα subunits are hydroxylated 

on proline residues in the oxygen-dependent degradation (ODD) domain by prolyl 

hydroxylase enzymes (PHDs) and subsequently ubiquitinated by the tumour 

suppressor protein von Hippel-Lindau (VHL) prior to their degradation in the 

proteasome [236, 237] (Figure 1.9). Under hypoxic conditions, the reduced molecular 

oxygen levels decrease the activity of PHDs, which are further inactivated through the 

oxidation of the ferrous ion within their active sites by ROS released from inefficient 

mitochondrial respiration [238], thus preventing their interaction with VHL [237]. 

Consequently, stable HIFα subunits form heterodimers with HIFβ subunits and 

translocate to the nucleus, where they bind to specific consensus sequences (hypoxia 

response element, HRE) in the promoter of hypoxia-responsive genes for the 

transcriptional activation of the cellular adaptation to hypoxia [239]. 

 

1.5.2.1. Hypoxia and cancer 

Solid tumours frequently develop hypoxia when highly proliferating tumour cells 

outgrow their vascular network, resulting in tumours with limited oxygen diffusion. In 

order to adapt to the hypoxic microenvironment and support cell survival, cells 

principally initiate response mechanisms through HIF stabilisation and accumulation, 

favouring angiogenesis, invasion and metabolic reprogramming [240, 241]. 

Accordingly, HIF levels are increased in many human cancers and correlate with poor 
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clinical prognosis [241]. It is worth mentioning that tumour cells can exhibit 

augmented levels of HIF1α under normoxic conditions, a phenomenon known as 

pseudohypoxia [240]. For example, induction of RAS or SRC oncogenic signalling 

promotes normoxic HIF1α accumulation through prolyl hydroxylation inhibition [242]. 

 

1.5.2.2. Regulation of HIF by prolyl hydroxylases  

In humans, there are three different members of the prolyl hydroxylase family; PHD1, 

PHD2 and PHD3. However, only PHD2 has been confirmed to be involved in the oxygen 

regulation of HIF1α, while PHD1 and PHD3 display only partial additive effects on 

HIF1α stability [243]. These enzymes are good oxygen sensors since their affinity for 

oxygen is low with Km values from 230 to 250 µM, slightly above the concentration of 

oxygen in the air (200 µM) [244]. PHDs require α-ketoglutarate, oxygen and a prolyl 

residue as substrates, iron and ascorbate as cofactors, to produce a hydroxyl-prolyl 

residue, succinate and CO2 [160]. Prolyl hydroxylation is required for the recognition 

and binding of VHL to the ODD domain, which recruits an ubiquitin ligase complex 

[239] (Figure 1.9). Chemical inhibitors of the activity of PHD, such as iron chelators (e.g. 

desferrioxamine, DFO) or competitors of α-ketoglutarate for binding at the 

hydroxylase (e.g. dimethyloxalylglycine, DMOG), prevent the hydroxylation of HIFα 

subunits, causing their accumulation and promoting the expression of HIF target genes 

[245]. Remarkably, the use of α-ketoglutarate as an electron donor in the reaction of 

hydroxylation results in its oxidation into succinate, which is an end product whose 

accumulation can inhibit PHD activity even in the presence of oxygen [246]. In fact, 

deficiency of succinate dehydrogenase has been demonstrated to increase succinate 

levels and competitively inhibit PHDs under normoxia, leading to HIF1α stabilisation in 

a pseudo-hypoxic phenotype [246]. Interestingly, PHD activity can be rescued by 

artificially increasing cellular α-ketoglutarate levels both in normoxia, reversing the 

succinate-mediated HIF1α stabilisation [247], and hypoxia, resulting in the 

destabilisation of HIF1α and reversing the hypoxic phenotype [248]. Therefore, PHD 

activity is regulated not only by oxygen availability, but also by the availability of α-

ketoglutarate, a metabolite which plays a central role in numerous metabolic 
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processes and is closely connected to amino acid metabolism [160]. In fact, both 

intracellular α-ketoglutarate levels and PHD activity are highly dependent on amino 

acid availability, while amino acids ability to induce mTORC1 signalling requires PHD 

enzymatic activity [249].  

 

Figure 1.9. HIF1α regulation under normoxia. In the presence of oxygen and α-ketoglutarate, HIF1α subunits are 

hydroxylated on proline residues in the oxygen-dependent degradation (ODD) domain by prolyl hydroxylases 

(principally prolyl hydroxylase 2, PHD2). Prolyl hydroxylation is required for the binding of the von Hippel-Lindau 

protein (VHL), which recruits an ubiquitin ligase complex (E3) that ubiquitinates HIF1α. Ubiquitination marks HIF1α 

for proteasomal-mediated degradation. Ub, ubiquitin; OH, hydroxylation. 

 

It is worth noting that, in addition to the principal mechanism regulating HIF1α stability 

in response to oxygen availability involving PHD and VHL, there are also oxygen-

independent pathways regulating the synthesis and degradation of HIF1α, which 

involve RACK1 (receptor for activated C kinase 1) protein binding to HIF1α, recruitment 

of an ubiquitin ligase complex and consequent HIF1α proteasome-mediated 

degradation [239, 250]. 

 

1.5.2.3. HIF transcriptional targets 

HIF1α and HIF2α present overlap in their ability to activate target genes involved in 

angiogenesis, metastasis and invasion, while HIF1α alone regulate several glycolytic 
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and apoptotic genes and HIF2α preferentially promote the transcription of certain 

genes such as vascular endothelial growth factor (VEGF) or transforming growth factor 

α (TGFα) [236, 240, 245, 251].  

HIF1 activation increases oxygen and nutrients supply to tumours through 

angiogenesis and erythropoiesis stimulation by VEGF and erythropoietin (EPO) 

upregulation, respectively [98]. In addition, HIF1 enhances glycolysis and lactate 

production by transactivating glucose transporters and glycolytic enzymes, while 

actively inhibits oxidative phosphorylation by inducing pyruvate dehydrogenase kinase 

1 (PDHK1), which phosphorylates and inhibits pyruvate dehydrogenase (PDH), thus 

preventing pyruvate from entering the TCA cycle [252]. Furthermore, HIF1 enhances 

electron transport chain efficiency through cytochrome c oxidase subunit IV, isoform 2 

(COX4I2) induction, which replaces the less efficient isoform 1 (COX4I1), resulting in 

increased ATP production and reduced ROS generation [253]. In addition to the 

catabolic process of anaerobic glycolysis, HIF1 also endorses anabolic processes such 

as glycogen synthesis by upregulating the enzymes involved in its biosynthetic pathway 

[254-256]. 

 

1.5.2.4. HIF1 effects on MYC 

There is a complex interplay between HIF1 and MYC proteins concerning glucose 

metabolism and mitochondrial function [212, 237, 257]. Both HIF1 and MYC share 

common metabolic target genes such as SLC2A1 glucose transporter, HK, 

phosphofructokinase (PFK), pyruvate kinase (PK) or LDH, among others [212]. In 

contrast, SLC2A3 glucose transporter is a specific HIF1 target gene [212]. On the other 

hand, HIF1 and MYC have opposing effects on cell proliferation, mitochondrial 

biogenesis and DNA repair [257]. HIF1 impairs mitochondrial biogenesis and oxygen 

consumption by inhibiting MYC-mediated transcription and inducing MYC degradation 

[216], while regulates cell cycle and DNA repair genes by functionally counteracting 

MYC through displacement of the inhibitory MYC binding in the CDKN1A promoter 

[258] and of the activating MYC binding from MSH2 and MSH6 promoters [259]. 

Remarkably, HIF1 directly inhibits MYC through induction of MXI1, which binds to MAX 

45 



1. Introduction 

and represses MYC transcriptional activity, and by promotion of MYC proteasomal 

degradation [216, 260]. Indeed, HIF increases MYC phosphorylation at Thr58, 

triggering MYC ubiquitination, and decreases the de-ubiquitinating enzyme USP28, 

promoting MYC proteasome-dependent degradation [261]. On the other hand, MYC 

induces MCM3 and MCM5 proteins [226] which in turn inhibit HIF1 activity by 

stimulating HIF1α hydroxylation, ubiquitination and degradation [262, 263]. However, 

prolonged hypoxic conditions reduced MCM mRNA expression in a HIF1-dependent 

manner, indicating that MCM and HIF1 display antagonistic functions [262, 263]. 

Interestingly, HIF1 and MYC present sirtuin-mediated shared regulation mechanisms 

since sirtuin 1 (SIRT1) works in conjunction with both transcription factors while SIRT6 

inhibit their transcriptional activity via effects on chromatin [264]. Moreover, dual 

deficiency of oxygen and glucose suppresses HIF signalling [265] and enhances MYC 

degradation in cancer cells as an adaptive response to survive under conditions of 

deficient energy sources [266].  

 

1.5.3. The PI3K/Akt pathway 

Overactivation of phosphoinositide-3-kinase (PI3K)/Akt signalling is commonly 

observed in human cancers, as it is essential for cell proliferation, growth, survival and 

metabolic reprogramming [267]. PI3Ks are a family of lipid kinases that integrate 

prosurvival signals such as growth factors, cytokines, hormones and other 

environmental cues, translating them into intracellular signals that activate Akt-

dependent and Akt-independent downstream signalling pathways [267]. Akt is a 

serine-threonine protein kinase that is regulated mainly following PI3K activation and 

through sequential phosphorylation at Thr308 and Ser473 [268, 269]. Since 

constitutive activation of Akt is frequently found in human tumours, being a central 

node in the PI3K signalling pathway, it is potentially interesting to molecularly target 

components of the Akt pathway for cancer therapy [269].  

Forkhead box O (FOXO) transcription factors are direct targets of Akt that modulate 

cellular differentiation, cell cycle, growth, survival, apoptosis, metabolism, DNA repair, 
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resistance to oxidative stress and tumour suppressor pathways [270-274]. Four 

different FOXO proteins are encoded in mammalian cells; FOXO1, FOXO3a and FOXO4, 

which are ubiquitously expressed, and FOXO6 which is expressed predominantly in 

neural cells [275, 276]. As transcription factors, FOXO proteins activate or repress the 

transcription of their target genes through nuclear translocation regulated by post-

translational modifications such as phosphorylation, acetylation and ubiquitination 

[277]. The principal mechanism of FOXO transcriptional regulation is FOXO 

phosphorylation by Akt which impairs its DNA binding activity and promotes its 

interaction with the chaperone protein 14-3-3, resulting in nuclear exclusion, 

cytoplasmic accumulation and ubiquitin-proteasome pathway-dependent degradation, 

thus promoting cell survival [278, 279]. In contrast, FOXO proteins are activated and 

released from 14-3-3 in the presence of oxidative stress through Jun N-terminal kinase 

(JNK) signalling [270, 272, 280, 281] (Figure 1.10).  

 

Figure 1.10. FOXO regulation by growth factors and oxidative stress. Growth factors activate PI3K/Akt pathway, 

resulting in FOXO factors phosphorylation, impairment of FOXO binding activity to DNA and promotion of FOXO 

interaction with the chaperone protein 14-3-3, which in turn causes FOXO nuclear exclusion, cytoplasmic 

accumulation and ubiquitin-proteasome pathway-dependent degradation. Oxidative stress activates Jun N-terminal 

kinase (JNK) signalling, which phosphorylates both FOXO (at other regulatory sites than Akt) and 14-3-3 proteins, 

triggering the release of FOXO factors, their nuclear translocation and their transcriptional activity. Akt/PBK, protein 

kinase B; FOXO, forkhead box O; P, phosphate; PI3K, phosphoinositide-3-kinase. 

 

FOXM1 transcription factor is a crucial regulator of cell proliferation and cell cycle 

progression that is overexpressed in many types of cancer. Cell differentiation, 

angiogenesis, senescence, DNA damage repair and tissue homeostasis are regulated by 
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FOXM1, conferring oncogene-like properties to this forkhead subfamily member [282]. 

Recent studies have reported that FOXO3a represses FOXM1 expression and that they 

both compete for binding to similar DNA sequences, sharing numerous target genes 

but being antagonists [277, 283-285]. It is worth noting that FOXO3a and FOXM1 

proteins are indirect targets of several conventional and widely used cytotoxic 

chemotherapeutic drugs such as cisplatin or gefitinib, which mediate their effects 

through FOXO3a activation and FOXM1 indirect repression via PI3K/Akt signalling 

pathway inhibition [286-291]. The dysregulation of the PI3K/Akt/FOXO3a axis leads to 

drug resistance since inhibition of FOXO3a and/or overexpression of FOXM1 enhances 

DNA repair, as well as cell maintenance, proliferation and survival [277, 282]. 

A hallmark of most cancers where the PI3K pathway is hyperactivated (caused by RAS, 

PTEN or PI3K mutations) is inactivation of FOXO proteins [269, 281], postulating FOXO 

family members to be tumour suppressors [292]. In contrast, PI3K depletion results in 

a significant activation of FOXO transcription factors, induction of apoptosis, decrease 

of cell viability and G1 cell cycle arrest with inhibition of CDK4/6, cyclin D and 

accumulation of p27Kip1 [293]. Indeed, in vivo models of loss of FOXO function exhibit 

spontaneous tumour formation, while FOXO overexpression can inhibit 

tumourigenesis [272, 291, 292, 294-296]. Even though FOXO transcription factors are 

considered to be tumour suppressors, genetic inactivation of FOXO is not often found 

in human cancers, being predominantly repressed through overactivation of the 

PI3K/Akt pathway caused by mutations in RAS, PTEN or PI3K oncogenes [292]. 

Therefore, the search for compounds that promote activation and relocalisation of 

FOXO from the cytoplasm to the nucleus is a promising therapeutic approach for 

cancer treatment and overcome of drug resistance [295]. 

 

1.5.3.1. FOXO effects on MYC, HIF1α and mTOR 

Activated PI3K/Akt pathway stimulates cell growth and proliferation, and stabilise MYC 

through inhibition of GSK3β by preventing MYC phosphorylation at Thr58 [235]. Active 

PI3K and MYC specifically cooperate in dysregulation of cell growth and proliferation, 

since both regulate a common set of cellular processes [297]. Conversely, activation of 
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FOXO transcription factors following inhibition of PI3K/Akt signalling represses multiple 

MYC target genes including those involved in cell proliferation and mitochondrial 

activity, blocking MYC-mediated cell proliferation and transformation, and reducing 

ROS production [298, 299]. In addition, FOXO3a induces the expression of the 

MAD/MXD family of transcriptional repressors, although MXI1 is the only member that 

is its direct target. Indeed, MXI1 is necessary for efficient inhibition of MYC 

transcriptional activity [300]. Furthermore, FOXO3a activation considerably reduces 

MYC protein levels by enhancing phosphorylation of MYC at Thr58, which triggers its 

proteasomal degradation [299]. Interestingly, FOXO3a-mediated regulation of MYC at 

different levels enables both acute inhibition of mitochondrial gene expression by MYC 

degradation and sustained inhibition through MXI1 antagonistic effects [301]. 

Therefore, the inhibition of the transcriptional activity of FOXO proteins by Akt-

mediated phosphorylation is required for MYC-induced cell proliferation and 

transformation [298]. 

FOXO3a is induced under hypoxic conditions as a direct target gene of HIF1 to mediate 

the hypoxic repression of nuclear-encoded genes with mitochondrial function by 

directly antagonising MYC at their promoters, resulting in reduced mitochondrial mass, 

oxygen consumption and ROS production [302, 303]. Additionally, FOXO3a promote 

cell survival both in hypoxic tumour cells and hypoxic tumour tissue in vivo, in contrast 

with its role as a tumour suppressor under normoxic conditions [292, 302]. On the 

other hand, FOXO3a prevents HIF1α stabilisation by blocking the hypoxia-induced ROS 

increase [299], and inhibits HIF1α activity through stimulation of CITED2 expression, 

also reducing HIF1α-induced apoptosis during hypoxic stress, promoting cell survival 

[303]. 

In response to energy stress, FOXO proteins inhibit the mechanistic target of 

rapamycin complex 1 (mTORC1) signalling through induction of BCL2/adenovirus E1B 

19kDa interacting protein 3 (BNIP3) expression, which in turn negatively regulates the 

mTORC1 activator RHEB and the BCL2 pro-survival family members, resulting in energy 

stress-induced apoptosis [304]. In addition, mTORC1 inhibition upregulates FOXO3a 

expression and nuclear accumulation through FOXO3a demethylation [305]. 

Conversely, mTOR complex 2 (mTORC2) phosphorylates the Class IIa histone 
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deacetylases (HDACs) in an Akt-independent manner, resulting in FOXO acetylation, 

release of MYC proteins from FOXO-mediated repression and the consequent conferral 

of resistance to PI3K and Akt Inhibitors [306].  

 

1.5.4. mTOR 

The mechanistic target of rapamycin (mTOR, formerly mammalian TOR) is a conserved 

cytoplasmic serine-threonine protein kinase that acts as a central cell growth regulator 

by sensing mitogens, energy and amino acids. mTOR pathway regulates cell survival 

and growth through modulation of some pivotal cellular processes including protein 

synthesis, ribosome biogenesis, autophagy and metabolism [307]. In fact, the 

dysregulation of mTOR-dependent cellular homeostasis maintenance is associated 

with several human diseases such as cancer and considerable research efforts have 

been made to efficiently inhibit mTOR signalling [308, 309]. 

mTOR forms two functionally and structurally different multiprotein complexes named 

mTOR complex 1 (mTORC1) and 2 (mTORC2). mTORC1 activity is regulated by growth 

factors, oxygen and nutrient availability. Activation of PI3K/Akt and RAS/RAF/ERK 

pathways by growth factors results in Akt- and ERK-mediated phosphorylation and 

inactivation of the heterodimer tuberous sclerosis 1 (TSC1)/TSC2, which is a GTPase-

activating protein (GAP) that negatively regulates mTORC1 through inhibition of the 

RAS homolog enriched in brain (RHEB) GTPase [310]. Remarkably, intracellular amino 

acids are necessary for the activation of mTORC1 since they activate the mechanism by 

which mTORC1 is able to interact with and be activated by RHEB [132].  

Activated mTORC1 signalling cascade initiates with the direct phosphorylation of the 

regulators of translation eukaryotic translation initiation factor 4E (eIF4E)-binding 

protein 1 (4E-BP1) and S6 kinase 1 (S6K1), which promote protein synthesis [311]. In 

addition, mTORC1 regulates lipid homeostasis through activation of the transcription 

factors sterol regulatory element-binding protein 1/2 (SREBP1/2), which in turn control 

the expression of genes involved in fatty acid, triglyceride, phospholipid and 

cholesterol synthesis [307, 312]. Interestingly, mTORC1 also promotes mitochondrial 
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biogenesis and the expression of genes involved in oxidative metabolism [313, 314]. 

On the other hand, mTORC2 pathway regulation and function remain poorly 

understood. mTORC2 signalling is independent of nutrient availability but is sensitive 

to PI3K signalling [307]. mTORC2 directly activates Akt through phosphorylation of the 

Ser473 residue, which in turn activate mTORC1, both situating mTOR upstream and 

downstream of Akt [315]. It is worth noting that acute rapamycin treatment 

specifically inhibits mTOR when it is part of mTORC1 but not mTORC2 [307, 308]. 

 

1.5.4.1. mTOR regulation by hypoxia and MYC 

Hypoxic oxygen levels inhibit mTORC1 by activating the TSC1/TSC2 complex through 

two different pathways. On the one hand, hypoxia reduces cellular ATP levels and 

triggers 5’-AMP-activated protein kinase (AMPK) activation, which positively regulates 

TSC1/TSC2 in a HIF1-independent manner [316]. On the other hand, hypoxia activates 

TSC1/TSC2 by the transcriptional induction of regulated in development and DNA 

damage responses 1 (REDD1) gene, antagonising other pathways that promote growth 

through TSC1/TSC2 inhibition via Akt [317, 318]. Hypoxia can also negatively regulate 

mTORC1 through the hypoxia-inducible protein BNIP3 binding to RHEB, which inhibits 

the ability of RHEB to activate mTORC1 [319]. Conversely, MYC acts as a strong and 

direct repressor for TSC2 expression by binding to its promoter, resulting in mTORC1 

activation [320]. In addition, mTORC1 downstream effector S6K1 phosphorylates the 

eukaryotic initiation factor eIF4B, enhancing MYC translation efficiency and positively 

regulating glutaminase (GLS) and glutamate dehydrogenase (GDH) [321, 322]. 

Moreover, glutaminolysis and α-ketoglutarate production, in response to glutamine 

and leucine [133], also mediate mTORC1 activation [161]. 

In summary, mTOR, PI3K, HIF and MYC are key regulators of cellular metabolism that 

are frequently altered in cancer, collaborating in both synergistic and antagonistic 

ways. A better understanding of the relationship between these pathways as well as 

the identification of other key players in the regulation of the tumour metabolic 

reprogramming are fundamental challenges for the development of new strategies for 

cancer treatment. 
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1.6. Study and characterisation of tumour metabolism 

Metabolic reprogramming is one of the hallmarks of cancer that enable tumour cells to 

fulfil their needs for energy and building blocks for biosynthesis in order to sustain 

their increased proliferation rate [6]. In addition, the metabolic switch in tumour cells 

is associated to drug resistance in cancer therapy. Consequently, the study of tumour 

metabolism is of crucial importance to develop and implement selective cancer 

therapeutics that slow tumour growth and progression, improve treatment response, 

and overcome therapeutic resistance. 

 

1.6.1. Metabolomics 

The characterisation of tumour cells has been traditionally focused on genomics, 

transcriptomics and proteomics, while in the past decade metabolomics has emerged 

as a powerful tool for the study of tumour phenotype. Fan et al. defined metabolomics 

as a systematic analysis of metabolite structures, concentrations, pathways and fluxes, 

and molecular interactions within and among cells, organs, and organisms as a 

function of their environment [323]. In fact, the metabolome is the closest 

representative of the phenotype as the end-product of the cellular processes. 

Metabolism is commonly studied from an integrate perspective in combination with 

the information from gene and protein expression in order to consider the entire 

metabolic network and its regulations. To this end, computational systems biology 

integrates experimental and computational approaches to predict and describe the 

complex behaviour of biological systems [324, 325].  

To date, there are several specific metabolite extraction methods as well as different 

analytical chemical tools to obtain metabolic information. Depending on the 

metabolites of interest and the nature of the samples, the main analytical techniques 

used for the metabolome analysis are nuclear magnetic resonance (NMR) 

spectroscopy, gas or liquid chromatography coupled with mass spectrometry (GC/MS 
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and LC/MS, respectively), direct-infusion mass spectrometry (DIMS), Fourier transform 

infrared spectroscopy (FTIR) and capillary electrophoresis (CE) [324, 326]. 

However, metabolomics only provides a static view of the cell metabolic profile in a 

specific moment. In order to complete the dynamic picture of the phenotype, the 

emerging field known as fluxomics addresses both the required analyses of the 

metabolic flux distributions and the functional interactions of the metabolome with 

the environment and the genome [324, 327]. Thus, fluxomics complements 

metabolomics and contributes to gain a comprehensive understanding of the 

metabolism in different contexts such as tumour metabolic reprogramming.  

 

1.6.2. Fluxomics 

Fluxomics has become an essential approach to examine the metabolic production and 

consumption rates in a biological system. So far, to identify the flux distribution within 

the metabolic network of a cell, flux balance analysis (FBA) and 13C metabolic flux 

analysis (13C-MFA) are applied.  

 

1.6.2.1. Flux balance analysis 

FBA is one of the most used mathematical approaches for the prediction of metabolic 

flux distributions at steady state using an optimisation criterion to select a distribution 

of fluxes from the feasible space delimited by the metabolic reactions and the 

restrictions imposed over them. These constraints involve the equation of 

stoichiometric modelling used, inequality constraints obtained from irreversibility of 

metabolic reactions and information about maximum and minimum rates, and equality 

constraints used for introducing input data in the model. On the other hand, the 

resulting flux distribution depends on the specific objective function selected, such as 

the maximisation of biomass production or ATP production. To confirm that the 

objective function chosen is a good representation, the comparison and adjust with 

the experimental data are required [328, 329]. 
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1.6.2.2. 13C metabolic flux analysis 

Based on isotope labelling technology, 13C-MFA provides additional constraints to the 

stoichiometric equations used in the metabolite balancing of the model, which reduce 

the space of possible distributions of fluxes. Indeed, 13C-MFA is widely used to quantify 

changes in the fluxes of metabolic pathways that result from interventions from the 

environment and the genome [330, 331]. The information obtained from 13C-MFA is of 

great importance for the characterisation of the physiological properties of the 

biological system under study, which lead to the detection of the metabolic pathways 

that are affected by specific environmental and genetic factors and thus, the 

identification of new metabolic targets.  

 

1.6.2.2.1. 13C-assited metabolomics experiments 

The proper selection of the isotopic tracers is of pivotal importance to improve the 

quality of the 13C-MFA results. Thus, algorithms for the rational selection of tracers 

have been developed to select the optimal tracer for determining the fluxes of 

interest, also for parallel labelling experiments [332]. In fact, the tracer selection 

determines which isotopomers will be formed and the sensitivity of the isotopomer 

measurements with respect to flux changes [331]. For tracer-based metabolomics 

experiments, cells are incubated for a specified period of time with 13C-labelled 

substrates, which are metabolised to 13C-labelled metabolites. The metabolic pathway 

followed by a specific tracer can be determined through the analysis of the position 

and the number of 13C atoms of the newly synthesised metabolites. Therefore, the 

different mass isotopomers (also known as isotopologues, isomers with a specific 

number of 13C substitutions) and positional isotopomers (also known as isotopomers, 

isomers with 13C substitutions in a specific carbon position) obtained from the 

distribution of 13C of a specifically labelled precursor give information about the 

metabolic pathways through which they have been synthesised [333]. The theoretical 

number of 13C mass isotopomers from a specific metabolite with n carbons is n+1, 

while the number of possible positional isotopomers is 2n. For example, three-carbon 

metabolites such as lactate or pyruvate can potentially present n+1=3+1=4 mass 
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isotopomers (m0, m1, m2 and m3, according to the number of 13C) and 2n=23=8 

positional isotopomers (for m0, 12C1-12C2-12C3; for m1, 13C1-12C2-12C3, 12C1-13C2-12C3, 12C1-
12C2-13C3; for m2, 13C1-13C2-12C3, 12C1-13C2-13C3, 13C1-12C2-13C3; and for m3, 13C1-13C2-13C3). 

It is worth noting that GC/MS analysis give information about mass isotopomers while 

NMR spectroscopy can determine the positional isotopomer distribution of the 

metabolites. 

The most widely used 13C tracers are 13C-glucose and 13C-glutamine for their ability to 

precisely and accurately estimate fluxes in central carbon metabolism. More 

concretely, [1,2-13C2]-glucose provides the most precisely estimated fluxes for 

glycolysis, the pentose phosphate pathway, and the overall metabolic network. In the 

case of 13C-glutamine tracers, the ideal isotopic tracer for the analysis of the TCA cycle 

fluxes is [U-13C5]-glutamine [334]. In addition, 13C-based metabolic experiments can be 

performed with using a single tracer or a combination of tracers optimised to minimise 

the confidence intervals of the metabolic flux network under study. When a 

combination of tracers is used, such as [1,2-13C2]-glucose and [U-13C5]-glutamine, the 

experiments can be conducted in single labelling involving the use of a mixture of the 

different tracers in the same experiment, or in parallel labelling, using a different 

tracer for each experiment. The parallel labelling experiments are usually started at 

the same time and experimental conditions to minimise the biological variability. The 

resulting data from the parallel experiments with different tracers are integrated into a 

single flux model using 13C-MFA [332, 335]. It is worth mentioning that parallel 

labelling experiments present numerous advantages compared to single tracer 

experiments, such as high observability of the global network, more efficient use of the 

tracers improving specific fluxes precision, reduction of the length of the labelling 

experiments to achieve the isotopic steady-state by introducing multiple points of 

entry of the tracers, validation of the biochemical network models by placing more 

stringent constraints on the network model assumptions, and improvement of the 

performance of 13C-MFA in systems where the number of measurements is limited 

[335-337]. 
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1.6.2.2.2. Mass isotopomer distribution analysis 

The mass isotopomer distribution of newly synthesised 13C-labelled metabolites in 

combination with the measurements of metabolic extracellular fluxes can be used to 

estimate some intracellular fluxes or the ratio between some of them. In fact, label  

 

 

Figure 1.11. 13C-assisted metabolomics experiments using [1,2-13C2]-glucose. The use of [1,2-13C2]-glucose allows 

estimating the performance of several major metabolic pathways such as pentose phosphate pathway (PPP), 

glycolysis or tricarboxylic acid (TCA) cycle. The contribution of the oxidative and the non-oxidative PPP branches to 

ribose-5-phosphate (R5P) production, required for the synthesis of nucleotides, can be estimated by determining 

the mass isotopomer distribution of RNA ribose through quantifying the percentage of R5P molecules containing 

one 13C atom (m1 ribose, [1-13C1]-R5P) or two 13C atoms (m2 ribose, [1,2-13C2]-R5P). Also, the mass isotopomer 

distribution of lactate (Lac) gives information about the relative contribution of glycolysis and PPP to the synthesis 

of lactate, since [2,3-13C2]-Lac (m2 lactate) is produced by direct glycolysis while [3-13C1]-Lac (m1 lactate) is 

produced by a combination of glycolysis and PPP pathways, where [1-13C1]-R5P is reintroduced into glycolysis  
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propagation has been largely used to study the reactions associated with metabolic 

pathways, allowing the discrimination of the relevant metabolic pathways and the 

comparison of flux distributions among two or more experimental conditions by 

checking the label propagation from the labelled substrates to different metabolic 

products. Mass isotopomer distribution analysis (MIDA) is a comparative analysis of 

tracer-based metabolomic data that use simple analytical formulas based on previous 

knowledge of the reactions within the metabolic network to characterise the 

metabolic flux distribution without bioinformatics resources [324]. For instance, the 

analysis of the label propagation from [1,2-13C2]-glucose to ribose can determine the 

approximate contribution of the oxidative and non-oxidative branches of the PPP to 

the synthesis of ribose, since the metabolism of [1,2-13C2]-glucose-6-phosphate 

through the oxidative branch yields m1 ribose ([1-13C1]-ribose) while the metabolism of 

[1,2-13C2]-fructose-6-phosphate through the non-oxidative branch yields m2 ribose 

([1,2-13C2]-ribose) (Figure 1.11) [338]. In addition, combining lactate mass isotopomer 

distribution and concentration measurements, the relative contribution of glycolysis, 

PPP and other pathways to the synthesis of lactate can be estimated as described in 

Section 3.32.1. Likewise, the analysis of label propagation from [1,2-13C2]-glucose to 

glutamate can estimate the approximate relative contribution of pyruvate 

dehydrogenase (PDH) and pyruvate carboxylase (PC) to TCA cycle [339]. It is worth 

noting that the flux values estimated using MIDA can be introduced in the metabolic 

flux analysis as constraints.  

 

through the non-oxidative PPP giving m1 labelled glycolytic intermediates (for simplicity, glycolytic intermediates 

corresponding to this process are not shown in the figure). Pyruvate entry into the mitochondria (from labelled 

glucose) can also be estimated by analysing the mass isotopomer distribution of glutamate (Glu). According to the 

pathway used to shunt pyruvate into the TCA cycle, the positional isotopomer distribution of glutamate will differ. 

Entry of pyruvate via pyruvate dehydrogenase (PDH) yields [4,5-13C2]-Glu, while entry via pyruvate carboxylase (PC) 

yields [2,3-13C2]-Glu. Details about the procedures used to determine the mass isotopomer distribution of all these 

metabolites are described in Section 3.29. For clarity purposes, only the main isotopomers are represented. G6P, 

glucose-6-phosphate; G6PD, glucose-6-phosphate dehydrogenase; 6PG, 6-phosphogluconate; 6PGD, 6-

phosphogluconate dehydrogenase; Ri5P, ribulose-5-phosphate; X5P, xylulose-5-phosphate; TKT, transketolase; 

TALDO, transaldolase; F6P, fructose-6-phosphate; F16BP, fructose-1,6-bisphosphate; G3P, glyceraldehyde-3-

phosphate; Pyr, pyruvate; Cit, citrate; OAA, oxalacetate; α-KG, α-ketoglutarate. 
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1.7. Strategies for cancer therapy 

1.7.1. Targeting the cell cycle in cancer therapy 

The main role played by the dysregulation of the cell cycle in tumourigenesis has led to 

the development of several strategies for cancer therapy that target different 

components of the cell cycle machinery (Table 1.1). Given the importance of CDK-

cyclin complexes in conducting the cycle, their inhibition has been addressed as a 

promising strategy for cancer therapy [340-343] leading to the description of a wide 

number of drugs targeting CDK inhibition. The structural knowledge of cell cycle 

kinases has allowed the development of inhibitors of CDKs with potential therapeutic 

effects that have been used in clinical trials. Unfortunately, until now none of these 

molecules have been approved for its commercial use as anticancer drugs. CDK small-

molecule inhibitors developed to date can be divided into two groups, the broad-range 

inhibitors or pan-CDK inhibitors (flavopiridol, olomoucine, R-roscovitine, kenpaullone, 

SNS-032, AT7519, AG-024322, R547, ZK 304709 and BAY 1000394) and the highly 

selective CDK inhibitors (Fascaplysin, Ryuvidine, Purvalanol A, NU2058, BML-259, SU 

9516, PD-0332991, P276-00, Dinaciclib and AZD5438). The first generation of pan-CDK 

inhibitors such as flavopiridol, olomoucine or R-roscovitine, despite showing good 

results in pre-clinical tests [344-348], did not meet the expectations displaying low 

activity and/or toxicity in clinical trials [342, 343, 349-353]. These results reinforced the 

interest in searching for new compounds targeting CDKs more specifically, and led to a 

second generation of more potent CDK inhibitors that mainly interact with the 

catalytic active site of the kinases competing with ATP or blocking its binding [354-

357]. However, some clinical trials with promising pre-clinical results (such as AG-

024322 or AZD5438) were discontinued after phase I due to the inability to effectively 

discriminate from other treatment options or to poor clinical tolerance [358]. Also, it is 

worth noting that certain tumour types might display a different sensitivity to CDK 

inhibition depending on its pathogenic spectrum of mutations. This consideration can 

be of greater importance when evaluating a new CDK inhibitor undergoing clinical 

trials [62]. 
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Metabolites have also been used as activators of CKI in certain tumours highlighting 

the existing interconnection between different kinds of cell cycle regulators. For 

instance, CKI p21Cip1 activates apoptosis in response to cisplatin in human ovarian 

adenocarcinoma SKOV3 cells [359], induces programmed cell death in presence of 

sodium butyrate in human breast adenocarcinoma MCF7 cells [360], and induces 

apoptosis in response to C6 ceramide in hepatoma cells [361]. On the other hand, the 

treatment with antimetabolites of folate or folate synthesis blockers in human 

colorectal carcinoma HCT116 and in human lung carcinoma A549 cell lines induces 

apoptosis due to mutations in p21Cip1. These treatments cause a strong depletion of 

the purine and ATP pools resulting in metabolic stress. Under these conditions, p53 

activates p21Cip1-mediated metabolic arrest or apoptosis triggered by PUMA in the 

absence of p21Cip1. Therefore, in p21Cip1-active cell lines, metabolite deprivation 

induces p21Cip1-dependent cell cycle arrest and, in absence of DNA damage, an anti-

apoptotic response; however, when p21Cip1 is inactivated apoptosis is induced by 

PUMA [53]. Mutations in p21Cip1 have also been reported to mediate an apoptotic 

effect in response to methotrexate [362]. In addition, metabolic stress caused by 

nutrient withdrawal can lead to the activation of the autophagy gene product ATG7 

and p53-mediated p21Cip1 activation, inducing cell cycle G1 phase arrest. In absence of 

ATG7, starved cells fail to undergo cell cycle arrest and there is no accumulation of 

p21Cip1. With prolonged nutrient deprivation, the lack of ATG7 causes an increase of 

ROS and DNA damage which, in turn, activates CHK2 and p53-mediated transcription 

of pro-apoptotic genes [54]. 

Other strategies aiming cancer cell proliferation impairment are focused on the 

inhibition of the proteins that collaborate with CDK in the regulation of the progression 

through the different phases of the cycle. In this regard, the key role played by CDC7 

kinase on the regulation of S-phase progression has led in the last years most major 

pharmaceutical companies worldwide such as Pfizer, Roche, Novartis, Sanofi-Aventis, 

Nerviano Medical Sciences or Bristol Myers Squibb (BMS) to design CDC7 inhibitors 

[363]. These inhibitors showed antitumour activity in pre-clinical trials, thus Nerviano 

(NMS-1116354) and BMS (XL-413/BMS-863233) compounds entered phase I-II clinical 

trials from 2009. Both molecules are ATP-competitor inhibitors of CDC7 and are 
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showing promising effects on the treatment of solid tumours impairing DNA 

replication and inducing apoptosis without causing significant toxicity [363, 364]. 

 

Table 1.1. Cell cycle regulators as therapeutic targets. Numerous pharmacological inhibitors of key regulators of 

the cell cycle have been developed for cancer therapy. When the inhibitors affect more than one CDK, bolded ones 

are the most specific targets. 

Drug 
Specific Target 
(Impaired Mechanism) 

Studies References 

Flavopiridol 
CDK1, CDK2, CDK4, CDK6, CDK7, CDK9, GSK3β 
(Canonical Cell Cycle Regulation) 

Clinical Trials [349-351] 

Olomoucine 
CDK1, CDK2, CDK5; ERK1 
(Canonical Cell Cycle Regulation) 

Pre-clinical [343, 352] 

Seliciclib 
CDK1, CDK2, CDK4, CDK5, CDK6, CDK7, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials [352, 353] 

Kenpaullone 
CDK1, CDK2, CDK5, GSK3β 
(Canonical Cell Cycle Regulation) 

Pre-clinical [365] 

SNS-032 
CDK2, CDK7, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials [366, 367] 

AT7519 
CDK1, CDK2, CDK4, CDK5, CDK6, CDK9, GSK3β 
(Canonical Cell Cycle Regulation) 

Clinical Trials [368] 

AG-024322 
CDK1, CDK2, CDK4 
(Canonical Cell Cycle Regulation) 

Clinical Trials 
Discontinued 
(2007) 

[342, 369] 

R547 
CDK1, CDK2, CDK4 
(Canonical Cell Cycle Regulation) 

Clinical Trials [370, 371] 

ZK 304709 
CDK1, CDK2, CDK4, CDK7, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials [372, 373] 

BAY 1000394 
CDK1, CDK2, CDK4, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials [374] 

Fascaplysin 
CDK4, CDK6 
(Canonical Cell Cycle Regulation) 

Pre-clinical [354] 

Ryuvidine 
CDK4 
(Canonical Cell Cycle Regulation) 

Pre-clinical [343, 375] 

Purvalanol A 
CDK2, CDK4, CDK5 
(Canonical Cell Cycle Regulation) 

Pre-clinical [376] 

NU2058 
CDK1, CDK2 
(Canonical Cell Cycle Regulation) 

Pre-clinical [355] 

BML-259 
CDK2, CDK5 
(Canonical Cell Cycle Regulation) 

Pre-clinical [377] 

SU 9516 
CDK1, CDK2, CDK4, PKC, p38, PDGFR, EGFR 
(Canonical Cell Cycle Regulation) 

Pre-clinical [378] 

PD-0332991 
CDK4, CDK6 
(Canonical Cell Cycle Regulation) 

Clinical Trials 
Clinical 
development 

[84, 379-
381] 
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Drug 
Specific Target 
(Impaired Mechanism) 

Studies References 

P276-00 
CDK1, CDK2, CDK4 
(Canonical Cell Cycle Regulation) 

Clinical Trials [343, 357] 

Dinaciclib 
CDK1, CDK2, CDK5, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials [382, 383] 

AZD5438 
CDK1, CDK2, CDK9 
(Canonical Cell Cycle Regulation) 

Clinical Trials 
Discontinued 
(2009) 

[384] 

PHA-848125 
CDK1, CDK2, CDK4, CDK5, CDK7, TRKA 
(Canonical Cell Cycle Regulation) 

Clinical Trials [385-387] 

Terameprocol 
CDK1, survivin, VEGFRs 
(Canonical Cell Cycle Regulation) 

Clinical Trials 
[342, 388, 

389] 

Indisulam 
Cyclin E 
(Canonical Cell Cycle Regulation) 

Clinical Trials 
[342, 390, 

391] 
NMS-1116354 
XL-413/BMS-
863233 

CDC7 Kinase 
(Canonical Cell Cycle Regulation) 

Clinical Trials [363, 364] 

PF-03814735 
Danusertib 
AT9283 

Aurora Kinases 
(Canonical Cell Cycle Regulation) 

Clinical Trials [392-394] 

ENMD-2076 
Aurora Kinase A 
(Canonical Cell Cycle Regulation) 

Clinical Trials [395, 396] 

Barasertib 
Aurora Kinase B 
(Canonical Cell Cycle Regulation) 

Clinical Trials [397] 

GSK461364 
BI2536 
Rigosertibin 
TAK-960 

PLK1 
(Canonical Cell Cycle Regulation) 

Clinical Trials [398-401] 

Taxanes & Vinca 
Alkaloids 

Microtubule Dynamics  
(Cytoskeleton) 

Clinical Trials and 
Therapy 

[93, 402] 

XL-844 
AZD7762 

CHK 1/2 
(Canonical Cell Cycle Regulation) 

Pre-clinical [403, 404] 

Bortezomib 
Proteasome 
(Proteolysis) 

Clinical Trials and 
Therapy 

[405] 

TCH-013 
Proteasome 
(Proteolysis) 

Pre-clinical [406] 

Nutlins 
MDM2-p53 
(Ubiquitin Ligases-Proteolysis) 

Pre-clinical 
Clinical Trials 

[407, 408] 

TAME 
APC/C 
(Ubiquitin Ligases-Proteolysis) 

Pre-clinical [409] 

 

Regarding other kinase families with important roles in cell cycle apart from CDKs, 

aurora kinases inhibitors have been used in clinical trials for the treatment of solid 

tumours and hematologic malignancies such as leukemia due to their ability to affect 

chromosome segregation and arrest cell cycle. Several molecules have been designed 
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to inhibit aurora kinases, some of them are selective for aurora A or aurora B, but most 

of them are active not only against aurora kinases but also against many other kinases. 

Phase I and II clinical trials evaluating aurora kinases inhibitors are being conducted. 

ENMD-2076, a synthetic molecule designed for selectively inhibiting aurora A but not 

aurora B has been tested with promising results both in phase I clinical trials to treat 

hematologic malignancies and myeloma, and in phase II clinical trials in patients with 

platinum-resistant ovarian cancer [395, 396]. On the other hand, barasertib (AZD1152) 

is a selective inhibitor of aurora B that has been used in phase I and II clinical trials to 

treat patients with advanced acute myeloid leukemia with a response rate of 25% and 

manageable adverse effects [397]. Moreover, danusertib (PHA-739358), AT9283 and 

PF-03814735 are inhibitors of both aurora A and B kinases that have also entered 

clinical trials [392-394]. Also, regarding polo-like kinases, PLK1 has been also widely 

accepted as a feasible antitumour target. However, since the inhibition of the other 

PLKs (PLK2-5) may lead to tumour development, the specificity of PLK1 inhibitors is of 

paramount importance. Several PLK1 inhibitors such as GSK461364, BI2536, rigosertib 

or TAK-960 have been tested in phase I trials, obtaining acceptable results and 

warranting further investigation of PLK1 inhibitors in the future [399-401, 410]. In 

addition, microtubule-targeted drugs including taxanes and vinca alkaloids are used to 

treat patients with breast and ovarian cancers [93, 402]. 

As mentioned above, genome instability and accumulation of mutations are enabling 

characteristics for the acquisition of the malignant phenotype. They are enhanced by 

defects in the genome maintenance mechanisms such as DNA repair and cell cycle 

checkpoint pathways. Consequently, the checkpoint kinase CHK2 is a candidate 

tumour suppressor that is found altered in some types of cancer, like colon or breast 

cancer [57]. Mutations in CHK2 can lead to abnormal activation of CHK2 and increased 

levels of the pro-apoptotic E2F1 transcription factor. The suprathreshold stabilisation 

of E2F1 using β-lapachone results in selectively cancer cell death [411]. However, the 

molecular mechanisms underlying the anticancer activity of β-lapachone have not yet 

been fully elucidated. Indeed, β-lapachone and several derivatives mediate cancer cell 

toxicity through ROS formation and DNA damage [412], pointing out the difficulty of 

isolating a single target for a drug effect. Targeting not only CHK2 but also the other 
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checkpoint regulator CHK1 and E3 ubiquitin ligases involved in mediate cyclins 

proteasome degradation have been also proposed as relevant anticancer therapeutic 

approaches. Preclinical studies have shown that CHK1 and CHK2 inhibitors, such as XL-

844 or AZD7762, sensitise different tumour cells to radiation via inhibition of DNA 

repair and induction of mitotic catastrophe [403, 404]. On the other hand, blocking 

mitotic exit by affecting CDC20 has been proposed as a cancer therapeutic strategy 

that might circumvent the resistances arisen around the targeting of the checkpoint 

machinery [413, 414]. Both strategies are in pre-clinical studies and require further 

research. 

On the other hand, promising results have been obtained for the treatment of cancer 

with drugs targeting the inhibition of the proteasome-dependent proteolysis. 

Bortezomib is a proteasome inhibitor used for the treatment of relapsed multiple 

myeloma, among other cancers, that has shown favourable results [59, 405, 415]. The 

efficacy of bortezomib has been corroborated in many clinical trials supporting its 

suitability for cancer treatment. However, due to the intolerance or resistance usually 

developed to bortezomib, this drug is currently being tested in combination with 

radiotherapy and with several other drugs such as the histone deacetylase inhibitor 

vorinostat (MK-0683), or the cytochrome P450 3A4 (CYP3A4) inducers rifampicin and 

dexamethasone among others, to take advantage of its capacity to sensitise cancer 

cells to cytotoxic chemotherapy (search for bortezomib or NCT00011778, 

NCT00773747 and NCT00608907 at www.clinicaltrials.gov/ct2/search). Moreover, the 

imidazoline scaffold TCH-013 has been described as a new generation proteasome 

inhibitor that overcomes the resistance to bortezomib and should offer better results 

in the treatment of cancer patients [406]. Other drugs have been described inhibiting 

proteolysis by different ways. For instance small molecules blocking the MDM2-p53 

interaction lead to the stabilisation and reactivation of the tumour suppressor protein 

p53. Bortezomib has also been proposed to inhibit p53 degradation in human non-

small cell lung cancer cell line H460 [415]. However, more specific antagonists of 

MDM2 such as nutlins have been described as potential chemotherapeutics [59, 407] 

and subsequent studies have supported their use in cancer therapy [408]. These 

results indicated that specific inhibition of the SCF or the APC/C complexes could also 
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be effective against cancer and have led to new studies of molecules targeting the 

ubiquitin ligases. An example of these drugs is TAME (tosyl-L-arginine methyl ester), a 

small molecule that in pre-clinical studies has shown efficient activity preventing APC/C 

activation by CDC20 and CDH1, leading to arrest of tumour cells in mitosis and 

triggering tumour cell death [409]. 

 

1.7.2. Targeting the metabolic reprogramming in cancer therapy  

Development of malignancy comes along with a metabolic reprogramming closely 

related to the acquisition of most of cancer hallmarks [6, 104]. As described before, 

one of these metabolic alterations associated to cell malignant transformation is the 

aerobic glycolysis resulting from the increased metabolism of glucose to lactate even in 

presence of oxygen (Warburg effect) [416, 417]. Indeed, metabolic properties of 

tumour cells are significantly different from those of non-transformed cells. Of note, 

tumour metabolic reprogramming is linked to drug resistance in cancer treatment 

[418]. Accordingly, metabolic adaptations and redox signalling are also involved in 

different therapeutic approaches for cancer therapy. The main metabolic pathways 

that enable cell transformation are glycolysis, PPP, nucleic acid synthesis and 

lipogenesis. Glycolysis supplies the energy and carbon sources for biosynthesis and cell 

duplication leading to the formation of lactate, PPP regulates the flux of carbons 

between nucleic acid synthesis and lipogenesis and the latter two generate the 

elemental units for genetic material and cell membrane duplication. Moreover, 

pathways like glutaminolysis have been described essential for many tumours, thus 

confirming the importance of their role in controlling proliferation [96, 153]. The 

acquisition of most of cancer hallmarks has been reported to be accompanied by a 

complete metabolic reprogramming [104]. Interestingly, there is a close relationship 

between metabolism and redox balance mediated mainly by mitochondrial activity but 

also by all NAD(P)+/NAD(P)H-dependent reactions [97]. 

The importance of metabolism in cancer is illustrated by the fact that the first 

chemotherapeutical agents used in the mid-twentieth century in cancer treatment 
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were antimetabolites that blocked precisely the nucleotide synthesis: antifolates 

(aminopterin and methotrexate) and 5-fluorouracil [419, 420]. Methotrexate 

allosterically inhibits dihydrofolate reductase (DHFR), an enzyme that participates in 

the tetrahydrofolate synthesis and necessary for the synthesis of nucleotides, while 5-

fluorouracil is able to irreversibly interact with thymidylate synthase, which is essential 

for thymidyne synthesis. From then on, several metabolic pathways and enzymes have 

been proposed and successfully used as anticancer targets (Table 1.2). Given the fact 

that one of the main metabolic features of cancer cells is the aerobic glycolysis, 

numerous studies have been conducted to inhibit this pathway by blocking the 

enzymes that control it, such as pyruvate kinase [421-425]. 

Other pre-clinical studies have focused in blocking the synthesis of fatty acid by 

treatment with fatty acid synthase (FASN) inhibitors such as cerulenin and its chemical 

analogue C75, orlistat or triclosan and with ATP citrate lyase (ACLY) inhibitors such as 

SB-204990 [128, 426-428]. Lipid synthesis has also been targeted by activating the 

metabolic regulator AMPK with acadesine (AICAR, 5-Aminoimidazole-4-carboxamide-1-

beta-4-ribofuranoside) or rosiglitazone [429-432]. Since these molecules have shown 

lipid synthesis-blocking capacity and are able to impair tumour growth, they have 

entered clinical trials to test their suitability as antitumour drugs (NCT00559624, 

NCT00369174 and NCT00182052). The other metabolic pathway proposed as potential 

target against cancer is the PPP. Both the G6PD inhibitor dehydroepiandrosterone 

(DHEA) and the TKT inhibitor oxythiamine have been reported to have antitumour 

effects [13, 121, 124, 433]. Remarkably, DHEA entered several clinical trials in order to 

test its efficacy against different diseases and in the last years it is also being tested in 

breast cancer patients (NCT00972023 and NCT02000375). 

Blocking pyruvate conversion to lactate with dichloroacetate (DCA) presents promising 

results with minor side effects in early phase clinical trials with glioblastoma patients  

by suppressing angiogenesis, increasing mitochondrial ROS, inducing apoptosis, 

blocking HIF1 signalling and activating tumour suppressor p53 [434-436]. In fact, DCA 

inhibits PDHK leading to the metabolic switch from glycolysis to oxidative 

phosphorylation through PDH reactivation [434]. Moreover, combined therapies with 

DCA and conventional cancer therapeutics such as omeprazole and tamoxifen show 
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synergistic antitumour effects which can overcome drug resistance [437]. Ongoing 

clinical trials with DCA as a single agent or in combination with other therapeutics are 

being conducted for patients with recurrent or metastatic solid tumours and head and 

neck carcinoma (NCT00566410 and NCT01386632). 

 

Table 1.2. Metabolic enzymes as therapeutic targets. Several pharmacological inhibitors of key metabolic enzymes 

have been developed for cancer therapy. 

Drug Specific Target Studies References 
Cerulenin/C75 
Triclosan 
Orlistat 

FASN Pre-clinical [426] 

SB-204990 ACLY Pre-clinical [427] 

Acadesine 
Rosiglitazone 

AMPK activation Clinical Trials [429-432] 

Dehydroepiandrosterone G6PD Clinical Trials [121, 433] 

Oxythiamine TKT Pre-clinical [121, 433] 

Dichloroacetate (DCA) PDHK Clinical Trials [436] 

968 GLS1 Pre-clinical [438] 

BPTES GLS1 Pre-clinical [439] 

CB-839 GLS1 Clinical Trials [156] 

 

There is a growing interest on the development of pharmacological strategies to inhibit 

tumour glutamine metabolism. The use of amino acid analogues such as acivicin 

demonstrated severe side effects in clinical trials, aiming for more selective 

therapeutic strategies [440]. As a result, GLS1 isoform has emerged as a promising 

target for cancer therapy, and several specific small molecule inhibitors of GLS1 have 

recently been characterised. Compound 968 and BPTES (bis-2-(5-phenylacetamido-

1,2,4-thiadiazol-2-yl)ethyl sulfide) are two allosteric inhibitors of GLS1 that exhibit 

antitumour activities in numerous pre-clinical studies and in several tumour types 

[155, 157, 171, 438, 439, 441]. Remarkably, the selective inhibitor of GLS1 known as 

CB-839 presents in vitro antiproliferative activity against acute myeloid leukemia cells 

[442], a panel of triple-negative breast cancer cell lines, but not estrogen receptor (ER) 
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or human epidermal growth factor receptor 2 (HER2) positive cell lines, and in vivo 

efficacy in breast cancer xenograft models [156]. In addition, CB-839 has recently 

entered phase I clinical trials without displaying central nervous system toxicity 

(NCT02071862 and NCT02071888). In fact, GLS1 inhibition is a good strategy for 

tumour cells that overexpress MYC and thus present glutamine dependence [96, 153]. 

It is worth mentioning that, to date, no effective MYC inhibitors have been developed 

despite the fact that MYC overexpression is frequently found in human cancers [206, 

443-445]. However, targeting GLS1 significantly antagonises the growth of tumours 

presenting MYC overexpression and can be exploited as a novel antitumour therapy 

[155].  

 

1.7.3. Selenium as a chemotherapeutic agent 

The trace element selenium (Se) in various chemical forms is nutritionally essential for 

humans but has toxic activity at higher levels [446, 447]. To date, the antioxidant and 

chemopreventive role of different Se agents as a dietary supplement has not been 

completely elucidated [448]. Se compounds such as sodium selenite (Na2SeO3) [449, 

450] and methylseleninic acid (CH3SeO2H, abbreviated as MSA) have also been studied 

as potential anticancer agents. MSA is a synthetic precursor of methylselenol (CH3SeH) 

which induces several cellular, transcriptional and biochemical responses that differ 

from those induced by selenium forms that are transformed via hydrogen selenide, 

such as sodium selenite [451, 452].  

As a constituent of the selenocysteine-containing selenoproteins, selenium has a key 

role in redox regulation and defence against oxidative stress by greatly enhancing the 

activity of some antioxidant enzyme systems [453]. Several selenoenzymes, including 

thioredoxin reductase, iodothyronine deiodinase and glutathione peroxidase, may be 

associated with cancer development and progression by modulating cell proliferation, 

transformation, migration and protection against oxidative damage [446]. Selenium 

deficiency has also been linked to cancer development since it was observed that 

populations with low selenium intake had greater cancer incidence. Numerous studies 
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and clinical trials have shown that supranutritional doses of individual and mixed 

selenium compounds inhibit proliferation of cancer cells, induce tumour cell apoptosis, 

suppress tumour formation and metastasis in animal models and reduce the risk of 

prostate, lung, breast, and colorectal cancers in humans [453-455]. However, not all 

selenium compounds have efficacy in chemoprevention, as in a recent large clinical 

trial (SELECT), selenomethionine was concluded to be ineffective in reducing the risk 

for prostate cancer development [456]. 

Using a stable isotope-resolved metabolomic (SIRM) approach, Fan and collaborators 

[457] reported that several metabolites, including lactate, glutathione and glutamate 

are depleted in A549 lung cancer cells by selenite but not by selenomethionine, 

suggesting multiple perturbations of the central metabolic networks. Interestingly, the 

reduction in glycolysis, tricarboxylic acid cycle (TCA) and pentose phosphate pathway 

(PPP) fluxes observed is opposite to those observed when phosphoinositide-3-kinase 

(PI3K) pathway is activated [458], pointing to the hypothesis that Se agents target this 

signalling pathway. Among the selenium compounds with anticancer properties, it has 

been reported that MSA is a potent inhibitor of the growth and survival of human 

umbilical vein endothelial cells (HUVECs) and that this antiproliferative effect could be 

enacted through the PI3K pathway [459, 460]. Studies with prostate cancer LNCaP, PC-

3 (high basal Akt activity) and DU145 cells (low basal Akt activity) have also shown that 

Akt plays an important role in regulating apoptosis sensitivity to MSA [461]. However, 

the molecular mechanism of action of MSA is still not fully elucidated. 

 

1.7.4. Combination therapies 

Identification of cytotoxic compounds led the development of antitumour therapeutics 

until in the recent years chemotherapy has advanced into the era of molecularly 

targeted therapeutics. The bases of molecular targeted cancer therapy are to 

selectively kill tumour cells while sparing non-malignant cells, and prevent tumour 

resistance emergence and relapse [462]. However, solid tumours response to targeted 

monotherapy is limited and frequently associated with the development of drug 
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resistance. In addition, the design of targeted therapies requires the definition of the 

activated oncogenic pathways in transformed cells and the availability of selective 

small-molecule inhibitors directed to these pathways. The modest efficacy of current 

therapies is also caused by the high degree of tumour clonal and genetic 

heterogeneity, since inhibition of a single target does not necessarily eradicate the 

tumour. Therefore, the use of combination therapies of selective agents and/or 

cytotoxic agents that inhibit two or more molecular targets in a single pathway, or in 

parallel or compensatory pathways, is an attractive strategy for cancer treatment 

[463]. Additionally, the simultaneous inhibition of multiple targets or redundant 

pathways is aimed at improving treatment efficacy and overcoming and/or preventing 

the emergence of resistance. 

Then, in order to select appropriate molecular targets for inhibition or modification, is 

necessary to first perform a tumour expression profiling to identify its specific 

oncogenic signatures, and confirm that the target is tumour specific, non-redundant, 

and able to influence the outcome of tumour progression [462, 464]. However, many 

oncogenic pathways cannot be directly targeted with small-molecule inhibitors [444]. 

Remarkably, gene expression analysis can be used as a predictive tool to identify the 

oncogenic pathways which are dysregulated in a specific tumour, providing a potential 

basis for guiding the use of pathway-specific drugs and directing combination 

therapies [464]. 
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2. OBJECTIVES 

The main objective of this thesis is to explore new possibilities for cancer treatment 

and diagnosis. To this end, we have analysed the links between metabolism and 

tumour progression, the tumour metabolic reprogramming associated to the 

dysregulation of cell cycle, and the use of combination therapies for cancer treatment. 

Hence, in order to accomplish the main objective, the specific objectives of this thesis 

are: 

 

1. Identification of glyceraldehyde-3-phosphate dehydrogenase (GAPDH) as a 

potential predictive biomarker for tumour staging and prognosis of human 

colorectal cancer. 

2. Characterisation of metabolic reprogramming and potential metabolic 

vulnerabilities associated to the inhibition of cyclin-dependent kinases 4 and 6 

(CDK4/6) in tumour cells, and identification of combination therapies that 

increase the efficacy of CDK4/6 inhibition by overcoming adaptive resistance. 

3. Determination of the molecular mechanism of action of the selenium 

compound methylseleninic acid (MSA), and evaluation of its potential as an 

antitumour agent in combination with conventional chemotherapeutic drugs 

for cancer therapy. 

 

Successful completion of these objectives will shed new light on the understanding of 

tumour metabolic reprogramming as well as the mechanisms of action of compounds 

potentially useful as antitumour agents. This knowledge can be used to develop new 

strategies complementing conventional and existing chemotherapies, providing new 

approaches for cancer treatment and diagnosis. 
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3. MATERIALS AND METHODS 

All products were purchased from Sigma-Aldrich Co (St Louis, MO, USA), unless 

otherwise specified.  

 

3.1. Chemicals 

PD0332991, 10058-F4, DMOG and sodium selenite were purchased from Sigma-

Aldrich. Methylseleninic acid (MSA) was supplied by Dr Teresa Fan (University of 

Kentucky, KY, USA). The PI3K inhibitor LY294002 was purchased from Calbiochem (San 

Diego, CA, USA). The glutaminase inhibitor bis-2-(5-phenylacetamido-1,2,4-thiadiazol-

2-yl)ethyl sulfide (BPTES) was kindly provided by Dr Mariia Yuneva (The Francis Crick 

Institute, London, UK). Stock solutions of 10 mM were prepared with Dulbecco’s 

phosphate buffered saline (PBS), water for cell culture or dimethyl sulfoxide (DMSO), 

according to the manufacturer’s instructions. Antibiotic (10,000 U mL-1 penicillin, 10 

mg mL-1 streptomycin), PBS and Trypsin EDTA solution C (0.05% trypsin – 0.02% EDTA) 

were obtained from Biological Industries (Kibbutz Beit Haemet, Israel), and fetal bovine 

serum (FBS) from Invitrogen (Carlsbad, CA, USA).  

 

3.2. Cell culture 

All cell lines were purchased from the American Type Culture Collection (ATCC, 

Manassas, VA, USA), unless otherwise specified. Human colorectal carcinoma HCT116 

cells and human breast adenocarcinoma SKBR3 cells were cultured in Dulbecco’s 

modified Eagle medium (Gibco, Thermo Fisher Scientific Inc., Waltham, MA, USA) / 

Nutrient mixture HAM F12 (Biological Industries) (DMEM/F12, 1:1 mixture) with L-

glutamine and 12.5 mM D-glucose. Human lung carcinoma A549 cells were grown in 

Roswell Park Memorial Institute (RPMI)-1640 medium with L-glutamine and 10 mM D-

glucose prepared following the manufacturer’s instructions. Human osteosarcoma 

stably transfected U2foxRELOC cells (a gift from Dr Wolfgang Link), human  
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osteosarcoma U2OS cells, human large cell lung cancer NCI-H460 cells, human ovary 

adenocarcinoma OVCAR3 cells, human embryonic kidney 293 (HEK293) cells, human 

skin BJ fibroblasts and adipocyte-like differentiated 3T3-L1 cells were grown in DMEM 

with L-glutamine and 25 mM D-glucose. Human breast adenocarcinoma MCF7 cells 

were cultured in MEM medium without phenol red (Gibco) containing 10 mM D-

glucose, 2 mM L-glutamine, 1 mM pyruvate (Biological Industries), 0.01 mg mL-1 insulin 

and 1% non-essential aminoacids (Biological Industries). Media were supplemented 

with 10% heat-inactivated FBS, penicillin (50 U mL-1) and streptomycin (50 µg mL-1). 

U2foxRELOC cells, which express a resistance to Geneticin, were incubated with G418 

(Gibco) at 100 µg mL-1. 3T3-L1 pre-adipocyte cells were grown in DMEM with 0% FBS, 

10% newborn calf serum (NCS) and 0.5% streptomycin/penicillin. Cells were incubated 

at 37ºC in a humidified atmosphere with 5% CO2. For hypoxia incubations, the cells 

were kept in an atmosphere containing 1% oxygen and 5% CO2 at 37ºC in a hypoxia 

incubator for the indicated time periods. 

 

3.3. 3T3-L1 differentiation 

Pre-adipocyte 3T3-L1 cells were seeded in 96-well-flat-bottomed microtitre plates. 

Medium was changed two days after confluence with DMEM containing 0% NCS, 10% 

FBS and induction cocktail (250 μM isobutylmethylxanthine, 1 μM dexamethasone and 

0.98 μM insulin). After 72 h, medium was replaced with DMEM containing 10% FBS 

and 0.98 μM insulin and cells were incubated for 72 h. Then, medium was replaced 

with DMEM containing 10% FBS. Cells were fully differentiated into adipocytes within 

48 h and cell viability assay was performed on them. 

 

3.4. siRNA transfection 

HCT116 cell line was transfected using Lipofectamine RNAiMAX (Invitrogen) 

transfection reagent following the manufacturer’s instructions. We tested different 

concentrations of lipid transfection reagent and siRNA, transfection periods and cell 
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numbers plated for transfection. The optimised transfection conditions that delivered 

the best knockdown results were selected by quantitative reverse transcription-

polymerase chain reaction (RT-qPCR) and Western blot, while cell population was 

maintained in a state of exponential growth during all the experiment. Briefly, 5×104 

cells/well were seeded in antibiotic-free medium in 6-well flat-bottom tissue culture 

plates and transfected the next day with a mix (siRNA CDK4/6) containing 30 nM of 

ON-TARGETplus SMARTpool siRNA against CDK4 (L-003238-00, GE Healthcare 

Dharmacon Inc., Lafayette, CO, USA) and 30 nM of Silencer Select siRNA against CDK6 

(s51, Ambion, Austin, TX, USA) or with a mix (siRNA Control) containing 30 nM of ON-

TARGETplus Non-Targeting Control Pool siRNA (D-001810-10, GE Healthcare 

Dharmacon Inc.) and 30 nM of Silencer Select Negative Control siRNA (4390844, 

Ambion). After 24 h, culture medium was replaced with fresh medium with antibiotics. 

The CDK4 siRNA pool includes the sequences: CAAGGUAACCCUGGUGUUU 

GAGCUCUGCAGCACUCUUA CAGCACAGUUCGUGAGGUG GCACUUACACCCGUGGUUG. 

The CDK6 siRNA includes the sequence GUUUGUAACAGAUAUCGAU. The sequences 

contained in the control pool are not detailed by the manufacturer. Cells were 

analysed 96 h after transfection. 

 

3.5. Cell proliferation and viability assay 

Proliferation assays were performed by flow cytometry combining direct cell counting 

and propidium iodide (PI) staining. 96 h after transfection or as indicated elsewhere, 

cells were trypsinised and resuspended in 500 µL of a solution containing 450 µL of 

complete media, 45 µL of Flow-Count Fluorospheres (Beckman Coulter, Brea, CA, USA) 

and 5 µL of 1 mg mL-1 PI. Flow cytometer was adjusted to 1×104 fluorospheres cut-off 

and total cell number was recorded, allowing discrimination between dead and alive 

cells. Cell size and volume values were obtained using a ScepterTM Handheld 

Automated Cell Counter (Merck Millipore, Billerica, MA, USA) which employs the 

Coulter principle of impedance-based particle detection. 
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Cell viability was assessed using Hoechst stain (HO33342; 2'-[4-ethoxyphenyl]-5-[4-

methyl-1-piperazinyl]-2,5'-bi-1H-benzimidazole trihydrochloride trihydrate), a cell-

permeable blue fluorescent dye that stains DNA. This assay was performed when 

testing drugs that affect mitochondrial respiration. 24 h after seeding 2×103 cells/well 

in 96-well plates, media were replaced with complete fresh media containing the 

desired concentration of drug, the combination of drugs under study, or vehicle. At the 

end of the experiment, cells were washed with PBS before adding 100 µL of 0.01% SDS 

per well. Plates were then stored frozen at -20ºC. To analyse the samples, plates were 

thawed at 37ºC until fully liquid and 100 µL of 4 µg mL-1 HO33342 in stain solution 

buffer (1 M NaCl, 1 mM EDTA, 10 mM Tris-HCl pH 7.4) were added to each well, 

minimising light exposure. Tinfoil-covered plates were placed on a shaker and 

incubated at 37ºC for 1 h. Finally, fluorescence was measured in a fluorescence plate 

reader (FLUOstar OPTIMA Microplate Reader, BMG LABTECH GmbH, Ortenberg, 

Germany) at 355 nm excitation and 460 nm emission. Cell viability was assessed and 

represented as a percentage of viability relative to untreated control cells. 

Cell viability assay was also performed using a modified method described by 

Mosmann [465]. This assay was performed when testing drugs which interact with 

DNA. Increasing concentrations of the inhibitor were added in sextuplicate in 96-well-

flat-bottomed microtitre plates where 2×103 cells/well had been seeded 24 h before. 

In the case of MSA drug sensitivity assay, MSA was added to 3T3-L1 cells once the 

differentiation process was completed. MSA was depleted after >24 h of treatment, so 

medium was refreshed every day. After 24, 48 or 72 hours, 1 mg mL-1 3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) in PBS was added at a 

final concentration of 0.5 mg mL-1. After 1 hour, supernatant was removed and the 

formazan product was dissolved in 100 µL of dimethyl sulfoxide (DMSO). The 

absorbance was measured on an ELISA plate reader (Tecan Sunrise MR20-301, TECAN, 

Salzburg, Austria) at 550 nm.  

Concentrations that caused 50% of inhibition of cell proliferation (IC50) were calculated 

using Graphpad Prism 6 software (La Jolla, CA, USA).  
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3.6. Mitochondrial activity per number of cells ratio 

Total mitochondrial activity per number of cells was estimated by the conversion of 

the tetrazolium salt MTT into formazan crystals, as explained in Section 3.5., and the 

direct cell counting of parallel cultures. The MTT assay principle is that for most viable 

cells mitochondrial activity is constant and linearly proportional to the number of 

viable cells. In such case, the ratio of mitochondrial activity per number of cells 

(determined by cell counting) is constant, independently of the treatment. However, 

there are some treatments that can have an effect on mitochondrial activity, 

increasing or decreasing the ratio of mitochondrial activity per number of cells. 

 

3.7. Spheroid formation 

104 cells were seeded in 24-well ultra low attachment culture plates (Corning, Corning, 

NY, USA) in complete culture medium containing 0.6% methyl cellulose and the 

concentration of inhibitor(s) specified in each case, and allowed to grow for 10 days. 

Spheroid formation was also studied using an alternative method; cells were grown for 

10 days in presence of the specified inhibitor(s) in serum-free media supplemented 

with 20 ng mL-1 EGF, 20 ng mL-1 bFGF, 10 µg mL-1 heparine, B27 (1:50), 5 µg mL-1 insulin 

and 0.5 µg mL-1 hydrocortisone. In both cases, at the end of the experiment, spheroids 

were incubated with 0.5 mg mL-1 MTT for 2-3 h until fully stained. Finally, plates were 

scanned and spheroids were scored by image acquisition and spheroid area and 

volume quantification with ImageJ software (public domain National Institutes of 

Health, USA, http://rsbweb.nih.gov/ij/). 

 

3.8. Cell cycle synchronisation 

Cells were arrested at the cell cycle G1 phase by double thymidine block [466]. 

Asynchronously cells were grown to approximately 40% confluence and incubated for 

16 h with complete medium containing 2mM thymidine. Then, cells were washed 
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twice with fresh complete medium and incubated for 9 h with 24 µM deoxycytidine. 

After two washes with fresh complete medium, cells were incubated with 2mM 

thymidine for another 16 h. Finally, cells were released from cell cycle G1 phase arrest 

replacing thymidine with complete medium containing 24 µM deoxycytidine. Cells 

were collected every 2 h for 24 h and analysed by flow cytometry to identify each cell 

cycle phase. 

 

3.9. Cell cycle analysis 

For HCT116 cells, cell cycle analysis was performed 96 h after transfection or inhibitor 

treatment. For A549 cells, 5×104 cells/well were seeded in 6-well plates and treated 24 

h later with MSA for 24, 48 and 72 h. Both adherent and detached cells were collected 

by centrifugation after trypsinisation, resuspended in 0.5 mL PBS and added dropwise 

to 4.5 mL 70% (v/v) cold ethanol. Then, cells were centrifuged, washed with PBS and 

resuspended in PBS containing 0.2 mg mL-1 DNAse free RNAse A (Roche, Basel, 

Switzerland) and incubated for 1 h at 37ºC. Prior to analysis, 0.05 µg mL-1 propidium 

iodide (PI) was added. Fluorescence-activated cell sorter (FACS) analysis was carried 

out at 488 nm in an Epics XL flow cytometer (Coulter Corporation, Hialeah, FL, USA). 

Data of 1×104 cells were collected and analysed using Multicycle program (Phoenix 

Flow Systems, San Diego, CA, USA). All experiments were performed three times with 

three replicates per experiment.  

 

3.10. Apoptosis assay 

Cells were seeded and treated as described in the cell cycle analysis assay. After 

centrifugation, cells were washed and resuspended in binding buffer (10 mM Hepes pH 

7.4, 140 mM sodium chloride, 2.5 mM calcium chloride). Annexin V coupled with 

fluorescein isothiocyanate (FITC) was added according to the Annexin V-FITC kit 

(Bender System MedSystem, Viena, Austria). Following 30 min of incubation at room 

temperature in darkness, PI was added at 20 µg mL-1 1 min before FACS analysis. 
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Experiments were performed in triplicate and repeated three independent times. Data 

from 2×104 cells were collected and analysed in each experiment. 

Apoptosis was also assessed in A549 cells using the membrane-permeable fluorescent 

dye bisbenzimide Hoechst. After 24 h in the absence or presence of 72hIC50 MSA, cells 

were harvested by mild trypsinisation, collected by centrifugation and fixed with 3.7% 

paraformaldehyde for 10 minutes at -20ºC. Cells were washed with PBS, 0.5% Triton X-

100 was added for 5 min at 4ºC and cells were stained with 50 ng mL-1 Hoechst 33342 

dye for 15 min before placing them onto slides and mounting the coverslips with 

Mowiol 4-88. Chromatin condensation was visualised by fluorescence microscopy. 

 

3.11. Single cell gel electrophoresis (comet assay) 

3×104 A549 cells/well were seeded in 6-well plates and treated the next day with 
72hIC50 MSA, hydrogen peroxide 100 µM (positive control) and vehicle (negative 

control). After 24, the comet assay was carried out according to Tice et al. [467]. 

Briefly, 6×105cells mL-1 were mixed with 140 µL of 1% low-melting-point agarose and 

70 µL were spread onto pre-coated microscope slides (1% of normal-melting-point 

agarose). Glass cover slips (Menzel-Glaser, Braunschweig, Germany) were placed on 

the gels, which were allowed to set at 4ºC. Then, cover slips were removed and cells 

embedded in agarose were lysed for 1 hour by immersion in 2.5 M NaCl, 100 mM Na2-

EDTA, 10 mM Trizma-HCl (pH 10) and 1% Triton X-100 at 4ºC. The slides were placed 

on a horizontal gel electrophoresis tank and the DNA was allowed to unwind for 40 

min in freshly prepared alkaline electrophoresis buffer (300 mM NaOH and 1 mM Na2-

EDTA, pH > 13). Electrophoresis was carried out in the same buffer for 30 min at 25 V 

in an ice bath condition. The slides were rinsed 3×5 min with 400 mM Trizma (pH 7.5) 

to neutralise the excess alkali, washed in water (10 minutes), stained with 25 µL of 4,6-

Diamidino-2-phenylindole (DAPI) (Invitrogen) and covered with a cover. DAPI stained 

nuclei were evaluated with a Nikon Eclipse TE 300 fluorescence microscope (Nikon, 

Tokyo, Japan). A total of 100 comets on each gel were visually scored and classified as 

belonging to one of five classes according to the tail intensity. Each comet class was 
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given a value between 0 (undamaged) and 4 (maximum damage). Total score was 

calculated by the following equation: (percentage of cells in class 0×0) + (percentage of 

cells in class 1×1) + (percentage of cells in class 2×2) + (percentage of cells in class 3×3) 

+ (percentage of cells in class 4×4). Consequently, the total score was in the range from 

0 to 400. Experiments were performed in triplicate. 

 

3.12. Measurement of extracellular metabolites 

Glucose, lactate, glutamate and glutamine concentrations from cell culture media 

were determined using a COBAS Mira Plus spectrophotometer (Horiba ABX, Kyoto, 

Japan) to monitor the production of NAD(P)H in specific reactions for each metabolite 

at 340 nm wavelength. Glucose concentration was measured using hexokinase (HK) 

and glucose-6-phosphate dehydrogenase (G6PD) coupled enzymatic reactions (ABX 

Pentra Glucose HK CP, HORIBA ABX, Montpellier, France). Lactate concentration was 

determined by lactate dehydrogenase (LDH) reaction, which was carried out at 37ºC by 

mixing the media samples with 1.55 mg mL-1 NAD+ and 87.7 U mL-1 LDH (Roche) in 0.2 

M hydrazine 12 mM EDTA buffer (pH 9). Glutamate concentration was assessed by 

conversion to α-ketoglutarate through glutamate dehydrogenase (GDH) reaction in the 

presence of ADP. This reaction was performed at 37ºC by adding media samples to 

2.41 mM ADP, 3.9 mM NAD+ and 39 U mL-1 of GDH (Roche) in 0.5 M glycine/0.5 M 

hydrazine buffer (pH 9). Glutamine concentration was calculated by means of its 

conversion to glutamate by glutaminase (GLS) and subsequently quantification of 

glutamate concentration as described above. GLS reaction was carried out by 

incubating the media samples with 125 mU mL-1 GLS in 125 mM acetate buffer (pH 5) 

for 30 min at 37ºC in agitation. 

Non-essential and essential amino acids (alanine, aspartate, asparagine, proline, 

glycine, serine, arginine, cysteine, threonine, isoleucine, leucine, lysine, methionine, 

valine, tryptophan, histidine, phenylalanine, tyrosine, glutamate and glutamine) 

concentrations in cell media were measured by ion-exchange chromatography with a 

Biochrom 30 amino acid analyser (Pharmacia Biochrom Ltd, Cambridge, UK). As an 
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internal standard, 70 µL of 150 µM norleucine were added to 500 µL of medium. Then, 

samples were dried by SpeedVac (Thermo Fisher Scientific Inc.), resuspended in 500 µL 

of lithium citrate buffer (pH 2.2) and filtrated with 0.22 µm filter. 30 µL of each sample 

were injected onto the Biochrom 30 lithium system according to the manufacturer’s 

protocol. A set of lithium citrate buffers were used as mobile phase for separation 

during 115 minutes and post column derivatisation with ninhydrin allowed amino acid 

detection at 570 and 440 nm. The retention time of the peak on the chart allowed the 

amino acid identification and the area under the peak correlated with the quantity of 

amino acid. 

In order to calculate the consumption/production rate of each metabolite, media 

samples were collected at the beginning and at the end of the experiment, and frozen 

until analysed. At the same time points, cell number was determined for normalisation 

purposes. All the biochemical assays were carried out under exponential growth 

conditions. All results are expressed in micromol or nanomol of metabolite consumed 

or produced per hour and per million cells.  

 

3.13. Estimation of metabolite consumption and production rates 

Net fluxes per cell of uptake and release of different metabolites (Jmet) were estimated 

from the experimentally measured variation of metabolite concentration in medium 

and the changes in cell number for 24 h. The estimation was performed by assuming 

exponential growth and constant uptake or release per cell, which corresponds to 

solve a simple model of cell growth and metabolite consumption/production: 







×=

×=

mett
t

t
t

JNdt
dM

Ndt
dN µ

 

where N is the cell number, M is the quantity of metabolite and μ is the growth rate. 

This simple model for flux estimation was verified to be a good assumption for the  
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experimental period of time and is equivalent to the model used to measure the 

consumption and release profiles of 219 medium metabolites across the NCI-60 panel 

of tumour-derived cell lines [140], which include the HCT116 cell line. Our exchange 

rates were in tune with those measured for the NCI-60 collection. 

 

3.14. Enzyme activities 

96 h after siRNA transfection, HCT116 fresh cultures were rinsed with PBS, incubated 

for 30 min at 4ºC with lysis buffer (20 mM Tris-HCl pH 7.5, 1 mM dithiothreitol, 1 mM 

EDTA, 0.2% Triton X-100, 0.02% sodium deoxycholate) supplemented with 1% 

protease inhibitor cocktail, scraped and collected in 1.5 mL eppendorf tubes. Cell 

lysates were disrupted by sonication using a titanium probe (VibraCell, Sonics & 

Materials Inc., Newtown, CT, USA) set at Tune 50 and Output 30, and immediately 

centrifuged at 12,000 g for 20 min at 4ºC. Supernatants were recovered and the 

protein content was quantified by the bicinchoninic acid (BCA) kit (Pierce 

Biotechnology, Rockford, IL, USA). Specific enzyme activities were determined by 

spectrophotometry (COBAS Mira Plus, Horiba ABX) by monitoring NAD(P)H increment 

or decrement at 340 nm wavelength. Enzymatic activities were normalised by protein 

content in the supernatant. 

 

3.14.1. Glucose-6-phosphate dehydrogenase (G6PD, EC 1.1.1.49) 

G6PD specific activity was determined by incubation of the protein extracts with 0.5 

mM NADP+ in 50 mM Tris-HCl (pH 7.6) at 37ºC. Reaction was initiated by the addition 

of glucose-6-phosphate at a final concentration of 2 mM. 

 

3.14.2. Transketolase (TKT, EC 2.2.1.1) 

TKT specific activity was measured by incubation of the protein extracts with 5 mM  
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MgCl2, 0.2 U mL-1 triose phosphate isomerase, 0.2 mM NADH and 0.1 mM thiamine 

pyrophosphate in 50 mM Tris-HCl (pH 7.6) at 37ºC. The reaction was initiated by the 

addition of a substrate mixture containing ribose-5-phosphate and xylulose-5-

phosphate. The substrate mixture was previously prepared by dissolving 50 mM 

ribose-5-phosphate in 50 mM Tris-HCl (pH 7.6) in the presence of 0.1 U mL-1 ribulose-

5-phosphate-3-epimerase and 1.7 mU mL-1 phosphoriboisomerase in continuous 

agitation at 37ºC for 1 h. 

 

3.15. PDH activity 

PDH activity was measured with the Pyruvate dehydrogenase (PDH) Enzyme Activity 

Microplate Assay kit (Abcam, Cambridge, UK) according to the manufacturer’s 

instructions. Briefly, HCT116 cells transfected with CDK4/6 or Control siRNA for 96 h 

were collected, counted and resuspended in the corresponding volume of PBS to 

adjust the sample protein concentration to 15 mg mL-1. Then, samples were solubilised 

with Detergent (9:1), incubated on ice for 10 minutes and centrifuged at 1000 g for 10 

minutes at 4ºC. The supernatants were diluted in Assay Buffer to the appropriated 

concentration within the linear working range for the assay, loaded to each well of the 

microplate and incubated at room temperature for 3 h. For the measurement, the 

wells were emptied and 200 µL of Assay Solution were added. The absorbance was 

measured at 450 nm using a kinetic program with readings every 25 seconds for 30 

minutes. PDH activity was normalised by protein content in the supernatant, 

determined by the bicinchoninic acid (BCA) assay. 

 

3.16. Intracellular glutathione quantification 

Total glutathione content was determined by glutathione reductase enzymatic 

method. Fresh cells were lysed with 5% 5-sulfosalicylic acid solution, vortexed and 

disrupted by two freezing/thawing cycles in liquid N2 and 37ºC water bath. For each  
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sample, 50 µL of cell lysate were separated for subsequent protein quantification by 

BCA assay. Cell extracts were incubated at 4ºC for 10 min and centrifuged at 10,000 g 

for 10 min. For glutathione quantification, a working solution containing 15 U mL-1 of 

glutathione reductase and 40 µg mL-1 of 5,5’-Dithiobis(2-nitrobenzoic acid) was 

prepared in assay buffer (100 mM K2HPO4/KH2PO4, 1 mM EDTA, pH 7.0). Glutathione 

standards were prepared from a 50 mM oxidised glutathione (GSSG) stock solution. 

Reaction was initiated by mixing 150 µL of working solution with 10 µL of cell extract 

(diluted 1:5 or 1:10) or 10 µL of GSSG standard (final concentrations from 0 to 12.5 

µM). Next, 50 µL of 0.16 mg mL-1 NADPH solution were added to the samples and the 

increase in absorbance was recorded at 340 nm wavelength. Total glutathione 

concentration was normalised by protein content.  

 

3.17. Intracellular NADP and NADPH quantification 

Intracellular nucleotides NADP and NADPH were quantified using the NADP/NADPH 

Quantification Kit (MAK038, Sigma-Aldrich), following the manufacturer’s instructions. 

Briefly, fresh cells were washed twice with ice-cold PBS, trypsinised and lysed with 200 

µL of NADP/NADPH Extraction Buffer by freeze/thawing for 2 cycles of 20 minutes on 

dry ice followed by 10 minutes at room temperature. Then, samples were vortexed 

and centrifuged at 13,000 g for 10 min. For the detection of total NADP, 50 µL of 

supernatant were transferred to the 96-well plate. To detect only NADPH, NADP was 

first decomposed by incubating 200 µL of the extracted samples at 60ºC for 30 min 

before transferring 50 µL of sample to the 96-well plate. For NADPH quantification, a 

standard curve of 0 (blank), 20, 40, 60, 80, and 100 pmol of NADPH per well standards 

was generated. 100 µL of Master reaction Mix containing 98 µL of NADP cycling buffer 

and 2 µL of NADP cycling enzyme Mix were added to each well, mixed and incubated 

for 5 min at room temperature (to convert NADP to NADPH). Then, 10 µL of NADPH 

developer were added to each well and samples were incubated for 1 to 4 h at room 

temperature. The absorbance was measured at 450 nm. NADP and NADPH calculated 

pmol were normalised by cell number. 
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3.18. Determination of Intracellular Reactive Oxygen Species (ROS) levels 

A549 cells were grown on 6-well plates to 70% confluence, washed once with warm 

PBS, and incubated with 5 µM 2’-7’-dichlorodihydrofluorescein diacetate (H2DCFDA, 

Invitrogen) in PBS supplemented with 5.5 mM glucose. After 30 min at 37ºC, PBS was 

replaced with complete culture medium and incubated for another 50 min at 37ºC. 

Finally, cells were trypsinised and resuspended thoroughly with 0.4 mL of PBS, 

H2DCFDA (50 µM) and PI (20 µg mL-1). Intracellular internalised probe reacts with ROS 

and emits fluorescence when excited at 492 nm. Emitted fluorescence was recorded 

by flow cytometry at 520 nm using an Epics XL flow cytometer (Coulter Corporation, 

Hialeah, FL, USA). Data of DCF fluorescence concentrations from 1×104 PI negative cells 

were collected and analysed using Multicycle program (Phoenix Flow Systems, San 

Diego, CA, USA). 

 

3.19. A549 transient transfection with FOXO3a-GFP reporter plasmid 

A549 cells were grown on the surface of cover slips (Menzel-Glaser, Braunschweig, 

Germany) placed in 6-well plates. When confluence reached 80%, cells were 

transiently transfected with a previously incubated (30 min) mix containing 2 μg of the 

green fluorescent protein (GFP)-FOXO3a reporter plasmid and 2 μL of X-tremeGENE HP 

reagent (Roche) in 200 μL medium.  

 

3.20. FOXO translocation assay 

24 hours after seeding U2foxRELOC cells in 6-well plates containing cover slips or 21 

hours after transfection in the case of A549 cells, media were replaced with media 

containing MSA, sodium selenite, LY294002 20 µM (positive control) or vehicle 

(negative control). After 6 hours of incubation, media were replaced with fresh media 

containing 1 μM CellTracker Red (Invitrogen) and incubated for 10 minutes. Then,  
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media were removed and the cover slips containing the cells were washed 3×5 min 

with PBS, fixed with paraformaldehyde for 15 minutes and washed again 3×5 min with 

PBS containing 20 mM glycine. The cover slips were then mounted on slides using 20 

μL ProLong Gold (Invitrogen). After 16 h, the slides were visualised in a TCS SPE Leica 

confocal microscope (Leica Microsystems, Wetzlar, Germany) and the intensity of the 

GFP fluorescence in nuclei and cytoplasm was measured from a minimum of 50 

random cells per condition using ImageJ software (public domain National Institutes of 

Health, USA, http://rsbweb.nih.gov/ij/). 

 

3.21. Time course relocalisation assay and data analysis 

The U2foxRELOC-based assay was performed as described previously [468]. All liquid 

handling for compound treatment, washing, fixing and staining steps was performed 

by a robotic workstation [469]. Briefly, 1×105 cells mL-1 were seeded in black-walled 

clear-bottomed 96-well microplates (BD Biosciences, San Jose, CA, USA) in a final 

volume of 200 µL per well using a multidrop automatic dispenser. After 12 h, cells 

were treated with 5 µM MSA for 1.5, 3, 6, 11 or 24 hours and 10 µM LY294002 

(positive control) and vehicle (negative control) for 1.5 hours. Cells were washed with 

PBS, fixed in paraformaldehyde, washed again and stained with DAPI for 20 min at 

room temperature to define the nucleus. Assay plates were read on the BD Pathway 

855 Bioimager (BD Biosciences) equipped with a 488/10 nm EGFP excitation filter, a 

380/10 nm DAPI excitation filter, a 515 LP nm EGFP emission filter and a 435 LP nm 

DAPI emission filter. Images were acquired in the DAPI and GFP channels of each well 

by using 20Q dry objective. Data was exported from the BD Pathway Bioimager as text 

files and imported into the data analysis software BD Image Data Explorer (BD 

Biosciences) for processing. Cells presenting nuclear accumulation of the fluorescent 

reporter above 60% of the signal obtained from wells treated with 10 µM LY294002 

were considered as hits. 
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3.22. Stable shRNA cell line generation 

U2OS and HEK293 stable FOXO3a knockdown cell lines were generated by Effectene 

(Qiagen, Hilden, Germany) reagent-mediated transfection with three different FOXO3a 

shRNA constructs originated from the Netherlands Cancer Institute (NKI) shRNA library 

[470]. FOXO3a shRNA sequences FOXO3a KD#1 (GCAGGCCTCATCTCAGAGCTCTCTTGAA 

GCTCTGAGATGAGGCCTGC), FOXO3a KD#2 (CTGCGACGGCTGACTGAAATCTCTTGAATTTC 

AGTCAGCAGTCGCAG) and FOXO3a KD#3 (CCTGATGGGGGAAANANCTCTCTTGAANCTC 

TGANATGANGCCTGC) were cloned into pRetroSuper vector (NKI, Amsterdam, 

Netherlands). Empty pRetroSuper vector was used for control cells (Ctrl). Cells were 

selected in complete medium containing 1 µg mL-1 puromycin.  

 

3.23. Immunohistochemical staining 

Colorectal tumours were dissected immediately after surgical resection by a 

pathologist, snap-frozen and stored in liquid nitrogen. Colorectal cancer sections were 

obtained by vibrotom cuts, desiccated to prevent degradation and kept at ambient 

laboratory conditions. Tissue specimens (2-5 µm) from 62 samples were placed on 

slides and fixed with paraformaldehyde. To hydrate the samples and retrieve the 

antigens, the slides were rinsed in decreasing concentrations of ethanol (3 x 5 min) and 

heated to 65ºC in 10 mM sodium citrate buffer (pH 6.0) for 5 minutes. After rinsing 

with Milli-Q water, endogenous peroxidases were inhibited by 3% hydrogen peroxide 

incubation for 10 minutes. Then, the slides were rinsed in phosphate buffered saline 

(PBS) and incubated with 3% w/v bovine serum albumin (BSA) in PBS for 15 min to 

prevent unspecific staining. Slides were incubated at room temperature with a mouse 

monoclonal anti-GAPDH antibody (sc-47724, Santa Cruz Biotechnology, Santa Cruz, CA, 

USA) at a concentration of 4 µg mL-1 for 1 hour in a humidified chamber, followed by 

PBS washes (3 x 5 min) and by incubation with secondary antibody (Biotinylated Link, 

LSAB+-kit, DakoCytomation, Hamburg, Germany) for 25 minutes. Negative controls 

were incubated with 3% BSA instead of primary antibody. After rinsing with PBS (3 x 5 

min), samples were treated with streptavidin-peroxidase (Streptavidin-HRP, LSAB+-kit, 
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DakoCytomation, Hamburg, Germany) for 25 minutes at room temperature and 

stained with 3-39-diaminobenzidine (DAB+Chromogen, Dako- Cytomation, Hamburg, 

Germany) for 20 min. Cover slips were mounted on slides using gelatine. After 24 h, 

slides were viewed under a LEICA DM 4000 B microscope (Leica Microsystems, 

Germany) and a monochromatic IEEE-1394 CFW-1312M camera (Scion Corporation, 

Frederik, MD, USA). GAPDH expression was quantified using ImageJ software (NIH 

Imaging, USA), measuring relative intensity per area and interpolating into a 

calibration curve plotted using a grey scale. For each sample, 4 to 15 pictures from 

different areas were quantified. Samples were processed in groups of 8 with 

representation of all four stages of tumour progression each time. Values are 

presented as relative values in arbitrary units (a.u.). This procedure of staining 

quantification requires 8-bit monochromatic images and quantifies grey intensity 

within a calibration scale [471, 472] giving a more objective protein expression 

comparison between samples than classifications by arbitrary scores. 

 

3.24. Total protein extraction from formalin-fixed paraffin-embedded 

tissues 

Extraction of proteins from formalin-fixed paraffin-embedded tissues was performed 

as described previously [473]. Briefly, slides were deparaffinised by incubation at room 

temperature in xylene (4 x 2 min), rehydrated with a graded series of ethanol (3 x 5 

min), briefly air-dried in a fume hood and weighed. Then, samples were incubated with 

protein extraction buffer (300 mM Tris–HCl and 2% SDS, pH 8.0) at 90ºC for 75 

minutes, sonicated and centrifuged at 16,000 g for 20 min at 4ºC.  

 

3.25. Total protein extraction from cell cultures 

5×104 HCT116 cells per well were plated in 6-well plates and treated with PD0332991 

or vehicle, or transfected with siRNA as detailed in Section 3.4., for 96 h. For A549 

cells, 3×105 cells per well were seeded in 6-well plates and treated the next day with 
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MSA, sodium selenite, LY294002 or vehicle at the specified concentrations for 6 and 24 

hours. At the end of the treatment, cells were washed twice with ice-cold PBS and 

incubated for 30 min on ice with RIPA buffer containing 50 mM Tris (pH 8.0), 150 mM 

sodium chloride, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% sodium dodecyl 

sulphate (SDS), 1% protease inhibitor cocktail and 1% phosphatase inhibitor cocktail 

(Thermo Fisher Scientific Inc.). Cells were scraped, sonicated and centrifuged at 16,000 

g for 20 min at 4ºC. Supernatants were recovered and the protein content was 

quantified by the BCA kit (Pierce Biotechnology). 

 

3.26. Cytosolic and nuclear protein extracts from cell cultures 

3×105 A549 cells per well were seeded in 6-well plates and treated the next day with 

MSA, sodium selenite, LY294002 or vehicle at the specified concentrations for 6 h. 

Then, cells were washed twice with ice-cold PBS and incubated for 10 min on ice with 

hypotonic buffer containing 20 mM HEPES (pH 7.6), 10 mM NaCl, 1.5 mM MgCl2, 0.2 

mM EDTA, 20% (v/v) glycerol, 0.1% (v/v) Triton X-100, 1% protease inhibitor cocktail 

and 1% phosphatase inhibitor cocktail. Cells were scraped and pipetted into cooled 

eppendorf tubes and then centrifuged at 1000 rpm in a swinging-bucket centrifuge at 

4ºC. Supernatant was the cytoplasmic extract and the pellet contained the nuclei. To 

extract the nuclear proteins, the pellet was resuspended in five times its volume with 

hypertonic buffer (hypotonic buffer adding 500 mM NaCl), rocked for 1 h at 4ºC and 

spinned at maximum speed at 4ºC for 5 min. The nuclear extract was the supernatant. 

Both cytosolic and nuclear extracts were assayed for protein concentration using the 

BCA kit. 

 

3.27. Western blot analysis 

An equal volume of protein was size-separated by electrophoresis on SDS-

polyacrylamide gels and electroblotted onto polyvinylidene fluoride transfer 

membranes (PVDF) (Bio-Rad Laboratories, Hercules, CA, USA). After 1 h of blocking at 
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room temperature with 5% skim milk in PBS 0.1% Tween, blots were incubated with 

the specific primary antibodies overnight at 4ºC. Then, membranes were treated with 

the appropriate secondary antibody for 1 h at room temperature. All blots were 

treated with Immobilon ECL Western Blotting Detection Kit Reagent (EMD Millipore, 

Billerica, MA, USA) and developed after exposure to an autoradiography film (VWR 

International, Radnor, PA, USA). The primary antibodies used were Phospho-Akt 

(#9271), Akt (#9272), Phospho-mTOR (#5536), procaspase 3 (#9662), HK2 (#2867) and 

PDHK1 (#3820) from Cell Signaling (Beverly, MA, USA); PDH (ab110330), GLS1 

(ab93434), MYC (ab32072), P-MYC (ab106952), PHD2 (ab4561) and ME2 (ab139686) 

from Abcam; P-PDH (ABS204) from Millipore (EMD Millipore); GAC (19958-1-AP) and 

KGA (20170-1-AP) from Proteintech (Chicago, IL, USA); FOXO3a (#06-951) from Upstate 

(EMD Millipore); Phospho-FOXO3a (sc-101683), Phospho-JNK (sc-6254), FOXM1 (sc-

500), Bax (sc-493), CDK4 (sc-260), CDK6 (sc-177), HIF1α (sc-13515), EPAS-1 (HIF2α, sc-

28706), KRAS (sc-30), Ub (sc-8017), ERK2 (sc-154), Lamin B (sc-6217) and GAPDH (sc-

47724) from Santa Cruz Biotechnology; GDH (GTX105765) from Tebu-Bio (Le-Perray-

en-Yvelines, France); Phospho-PRAS40 (#44-1100) from BioSource International 

(Camarillo, CA, USA); PARP (#556493) and cytochrome c (#556433) from BD 

Pharmingen (BD Biosciences); p27Kip1 (#610242) from BD Transduction Laboratories 

(BD Biosciences) and β-actin (#69100) form MP Biomedicals (Santa Ana, CA, USA). The 

secondary antibodies used were anti-mouse (PO260) from Dako (Glostrup, Denmark), 

anti-rabbit (NA934V) from Amersham Biosciences (GE Healthcare, Little Chalfont, UK) 

and anti-goat (sc-2020) from Santa Cruz Biotechnology. 

 

3.28. Immunoprecipitation 

Whole cell lysates were isolated as described in Section 3.25. To reduce non-specific 

binding to the Protein A agarose beads (#9863, Cell Signaling), cell lysates were pre-

cleared adding Protein A agarose beads (20 μL of 50% bead slurry) to 200 μL cell lysate 

and incubating on a rotator at 4ºC for 1 h. Then, samples were spinned for 10 minutes 

at 4ºC. Supernatant protein concentration was measured using the BCA kit. For each 

sample, 200 μg of protein were incubated with 1 µg of anti-c-Myc antibody (ab32072, 
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Abcam) with gentle rocking overnight at 4ºC. Protein immunocomplexes were then 

incubated with 20 µL of 50% bead slurry protein A agarose beads with gentle rocking 

for 3 h at 4ºC, collected by centrifugation (30 seconds at 4ºC) and washed five times in 

500 µL of RIPA buffer containing 1% protease and 1% phosphatase inhibitors. The 

pellet was resuspended with 20 µL 3X SDS loading buffer, vortexed and centrifuged for 

30 seconds. Finally, samples were heated to 100ºC for 5 min, centrifuged for 1 min at 

14,000 g and loaded on a SDS-PAGE gel for Western blot analysis. 

 

3.29. RNA extraction, quantification, retrotranscription and Quantitative 

Reverse Transcription-Polymerase Chain Reaction (qRT-PCR) 

RNA was isolated from frozen plates using Trizol reagent (Invitrogen) following the 

manufacturer’s instructions. Briefly, Trizol cell homogenates were mixed with 

chloroform and centrifuged, obtaining an aqueous phase and an organic phase. In 

order to precipitate RNA, cold isopropanol was added in the aqueous phase and 

centrifuged at 12,000 g for 15 min at 4ºC. RNA was purified by several cold 75% 

ethanol washes and finally resuspended in RNAse free water. RNA was quantified using 

a Nanodrop (ND 1000 V3.1.0, Thermo Fisher Scientific Inc.). Reverse transcription was 

carried out with 1 μg RNA at 37ºC for 1 h with the following reagents: Buffer 5x 

(Invitrogen), dithiothreitol (DTT) 0.1 M (Invitrogen), Random Hexamers (Roche), 

RNAsin 40 U μL-1 (Promega, Fitchburg, WI, USA), dNTPs 40 mM (Bioline, London, UK), 

M-MLV-RT 200 U μL-1 (Invitrogen). Gene expression analysis was performed on an 

Applied Biosystems 7500 Real-Time PCR System according to the manufacturer’s 

protocol, using Taqman gene specific sequences for CDK4 (Hs00262861_m1), CDK6 

(Hs01026371_m1), GLS (Hs01014019_m1), SLC7A6 (Hs00938056_m1), SLC7A5 

(Hs00185826_m1), MAX (Hs04332980_m1), PDHK1 (Hs01561850_m1), PDHK3 

(Hs00178440_m1), ODC1 (Hs00159739_m1), SAT1 (Hs00161511_m1), SLC25A13 

(Hs01573628_m1), CCND1 (Hs00765553_m1), PFKFB4 (Hs00190096_m1), HK2 

(Hs00606086_m1), ENO2 (Hs00157360_m1), SLC2A3 (Hs00359840_m1), SLC3A2 

(Hs00374243_m1), PIK3R3 (Hs00177524_m1), CDKN1B (Hs01597588_m1), GSK3B 

(Hs01047719_m1), EGLN1 (Hs00254392_m1), FOXO1 (Hs01054576_m1), FOXO3a 
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(Hs00818121_m1), SLC2A6 (Hs01115485_m1) and IDH2 (Hs00158033_m1) (Applied 

Biosystems, Thermo Fisher Scientific Inc.). Reactions were performed in 20 μL volume, 

using 9 μL of the cDNA mixture and 11 μL of the specific Taqman in Master Mix 

(Applied Biosystems). Real-Time PCR was conducted according to the following 

parameters: an initial incubation at 50ºC for 2 min, a denaturalisation at 95ºC for 10 

min, followed by 40 cycles at 95ºC and 60ºC for 15 s and 1 min, respectively. 

Expression was quantified by ΔΔCt method using Cyclophilin A (PPIA: Hs99999904_m1, 

Applied Biosystems) as reference gene.  

 

3.30. Transcriptomic analysis 

3.30.1. Microarray analysis (Affymetrix U133 Plus 2.0 array) 

Total RNA was isolated from frozen plates using Trizol reagent (Invitrogen) and the 

RNeasy Mini Kit (Qiagen, Hilden, Germany) according to the manufacturer’s protocols. 

RNA integrity was tested using lab-on-a-chip technology on the BioAnalyzer 2100 

(Agilent, Palo Alto, CA, USA). RNA was used to produce biotinylated cRNA that was 

hybridised to Affymetrix GeneChip® human genome U133 Plus 2.0 arrays following the 

manufacturer’s instructions (Affymetrix Inc., Santa Clara, CA, USA). The Human 

Genome U133 Plus 2.0 Array chip contains over 55,000 probe sets representing over 

47,000 transcripts derived from approximately 39,500 human genes. Comparative 

transcriptomic analyses between CDK4/6 knockdown and control cells were performed 

on independent triplicate samples. Raw data were exported to multiple .CEL files.  

“.CEL” files were uploaded to the R-Project Bioconductor statistical tools package and 

standardised using the Robust Multi-array Average (RMA) method [474], which 

consists in three steps: background correction, normalisation to remove systematic 

errors and biases, and summarisation combining the multiple probe intensities from a 

probe set. We used the simpleaffy [475] package to compute the RMA expression 

values (signal intensities (SI) on the base 2 logarithm scale (log2SI) representing gene 

expression levels) and the differential gene expression was assessed using the limma 

[476] package from Bioconductor. Multiple testing adjustment of p-value was 
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conducted according to Benjamini et al. [477]. As for concentrations and activities of 

the metabolic profile, a fold change (FC) value is provided based on this normalisation 

criterion. Fold changes quantifying the differential expression for a probe set were 

defined as the ratio of normalised intensity values in CDK4/6-inhibited cells relative to 

normalised intensity values in control cells. FC were calculated by the following 

formula: if expression was upregulated for CDK4/6 inhibition, 2^(mean (CDK4/6 

knockdown replicates in log2SI))/(2^mean (Control replicates in log2SI); if expression 

was downregulated for CDK4/6 inhibition, -1×2^(mean (Control replicates in 

log2SI))/(2^mean (CDK4/6 knockdown replicates in log2SI). 

 

3.30.2. Gene association studies 

Association studies were performed looking for the evidence of metabolic mechanisms 

altered under the inhibition of CDK4 and CDK6 by comparing our genes differentially 

expressed with gene expression signatures (gene sets) associated with cellular and 

biological components or functions, or with perturbations linked to metabolism, 

cancer and/or cell cycle. We applied one method, Gene Set Enrichment Analysis 

(GSEA) [478], which follows a strategy that do not rely on any arbitrarily predefined 

threshold to select the set of genes differentially expressed. Instead of using arbitrary 

cut-offs, the significance of the association is based on aggregating weak evidences. 

This method was applied over data sets created by merging signatures downloaded 

from the Molecular Signatures Database (MSigDB v5.0) [478]. 

 

3.30.3. Gene Set Enrichment Analysis (GSEA) 

GSEA is a computational method that determines whether an a priori defined set of 

genes shows statistically significant, concordant differences between two phenotypes 

(CDK4/6 knockdown cells and control cells in our case) [478]. Looking for associations 

between our gene expression experiments and the gene expression signatures, a Java 

implementation of the GSEA method and a collection of gene sets provided by the 
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Broad Institute of MIT and Harvard (http://www.broadinstitute.org/gsea/index.jsp) 

were used. GSEA was applied to analyse the computed RMA expression values over 

data sets of signatures listed in Table 3.1. These data sets were downloaded from the 

Molecular Signatures Database (MSigDB v5.0), which is a database composed of 

curated gene sets, grouped in various collections and based on high-throughput 

experiments as well as expert knowledge from literature or databases. A number of 

gene sets come in pairs: i.e. there are reciprocal gene sets of up (_UP) and down (_DN) 

regulated genes for a given condition. 

 

Table 3.1. Data sets from the Molecular Signatures Database (MSigDB v5.0) of the Broad Institute of MIT and 

Harvard (http://www.broadinstitute.org/gsea/index.jsp). 

Hallmark gene sets 
Coherently expressed signatures from the aggregation of many 
MSigDB gene sets to represent well-defined biological states or 
processes. This collection is envisioned as the starting point for 
exploration of the MSigDB resource and GSEA. 

Curated gene sets 
From online pathway databases, publications in PubMed and 
knowledge of domain experts. They include gene sets from 
chemical and genetic perturbations, canonical pathways, 
BioCarta, KEGG and Reactome collections. 

GO gene sets 
Genes annotated by the same gene ontology (GO) terms. They 
include gene sets from GO biological process, GO cellular 
component and GO molecular function collections. 

Oncogenic signatures 
Defined directly from microarray gene expression data from 
cancer gene perturbations. They include gene sets from 
oncogenic signatures collection. 

 

3.30.4. Procedure and keys to interpret GSEA enrichment plots 

GSEA uses a Kolmogorov-Smirnov style statistic. The application of the GSEA can be 

followed in the GSEA enrichment plot examples illustrated in Figure 3.1, while the 

selected options for the analysis are listed in Table 3.2. First, signal to noise ratios were 

computed for each gene of our RMA expression data from the two phenotypes 
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analysed: CDK4/6 knockdown cells (indicated as CDK) and control cells (indicated as 

CONTROL). Then, the resulting list of genes was sorted from most positive to most 

negative (ranked list metric at the bottom part of GSEA enrichment plots). Genes that 

appear towards the left (top) of the list are more expressed in the CDK4/6 knockdown 

phenotype, while genes that appear towards the right (bottom) of the list are more 

expressed in the control phenotype. Next, GSEA walks down the ranked gene list and 

computes a running sum. Each time a gene in the gene set is hit (vertical bars), the sum 

is increased, while each time the gene hit is not in the gene set, the sum is decreased. 

The resulting enrichment score profile (green line) records the cumulative score. The 

score at the peak of the plot is the enrichment score (ES) for the gene set. 

 

Figure 3.1. Enrichment plot examples. A. Enrichment plot for a positive ES. B. Enrichment plot for a negative ES. 

The top portion of the plot shows the running ES for the gene set as the analysis walks down the ranked list. The 

score at the peak of the plot (the score furthest from 0.0) is the ES for the gene set. Gene sets with a distinct peak at 

the beginning (A) or end (B) of the ranked list are generally the most interesting. The middle portion of the plot 

shows where the members of the gene set appear in the ranked list of genes. The leading edge subset of a gene set 

is the subset of members that contribute most to the ES. For a positive ES (A), the leading edge subset is the set of 

members that appear in the ranked list prior to the peak score. For a negative ES, it is the set of members that 

appear subsequent to the peak score. The bottom portion of the plot shows the value of the gene ranking metric 

which measures a gene’s correlation with a phenotype. A positive value indicates correlation with the first 

phenotype (CDK4/6 inhibition) and a negative value indicates correlation with the second phenotype (control).  
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Table 3.2. Selected options for the Gene Set Enrichment Analysis. 

Collapse data set to 
symbols 

True 

All probe set identifiers that map to a particular gene were 
summarised (collapsed) into a single expression vector 
associated with the corresponding HUGO gene symbol. 
The data set had 54,675 native features, after collapsing 
features into gene symbols, there were 20,606 genes. 

Permutation type Gene_set 
As recommended when there are fewer than seven 
samples in any phenotype. 

Number of 
permutations 

1000 As recommended by the GSEA team. 

Enrichment statistic Weighted  

Metric for ranking 
genes 

Signal2Noise Signal to noise ratios (mean divided by variance). 

Gene list sorting 
mode 

Real  

Gene list ordering 
mode 

Descending  

Max size: exclude 
larger sets 

500  

Min size: exclude 
smaller sets 

15  

 

3.30.5. GSEA statistics 

In order to determine the significance of the ES, GSEA creates a number of 

permutations and recalculates the ES for each permutation, and a nominal p-value 

(NOM p-value) is given. According to the default settings, the number of phenotype 

permutations involved in the nominal p-value calculation was 1000 (Table 3.2). A 

normalised enrichment score (NES) was used to rank the enriched gene sets in each 

phenotype (control and CDK4/6 knockdown). A false discovery rate q-value (FDR q-

value) was also computed in order to estimate the probability that a gene set with a 

given NES was representing a false positive finding. Finally, a family wise-error rate p 

value was computed in order to estimate the probability that the normalised 
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enrichment score represents a false positive finding. Gene sets with a FDR q value ≤ 5% 

were considered significant. Table 3.3 describes the GSEA statistics.  

 

Table 3.3. GSEA statistics definitions. 

SIZE Number of genes in the gene set after filtering out those genes not in the 
expression data set. 

ES Enrichment score for the gene set; that is, the degree to which this gene set 
is overrepresented at the top or bottom of the ranked list of genes in the 
expression data set. 

NES Normalised enrichment score: Enrichment score for the gene set after it has 
been normalised across the analysed gene sets. NES is used to rank the 
enriched pathways in each phenotype. 

NOM p-value Nominal p value; that is, the statistical significance of the enrichment score. 
The nominal p value is not adjusted for gene set size or multiple hypothesis 
testing; therefore, it is of limited use in comparing gene sets. 

FDR q-value False discovery rate: Estimated probability that the normalised enrichment 
score represents a false positive finding. The FDR is adjusted for gene set 
size and multiple hypotheses testing. A FDR cutoff of 5% is selected, as 
suggested for analyses with small number of samples and use of gene-set 
permutation. 

FWER p-value Family wise-error rate: A more conservatively estimated probability that the 
normalised enrichment score represents a false positive finding. Because the 
goal of GSEA is to generate hypotheses, the GSEA team recommends 
focusing on the FDR statistic. 

 

3.30.6. Selection of differentially expressed genes 

Differentially expressed genes were identified from normalised RMA expression data 

obtained from the Affymetrix GeneChip arrays comparing CDK4/6 knockdown and 

control cells. They were selected among those associated to cell cycle machinery or 

those associated to metabolism. As a preliminary criteria the selection was restricted 

to those with a |FC| > 1.5 (log2 FC > 0.585), and for each selected gene, the probe-sets 

corresponded to those with a p-adjusted value lower than 0.01 and with signal 
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intensities above 100 (≥ log2 100). However, exceptions to these criteria were applied. 

Genes with a differential expression and a lower FC were included when it was 

estimated that it could help to provide a clearer picture of the effects in a family of 

genes. Also, some probe-sets corresponding to fundamental genes encoding 

regulatory proteins or metabolic enzymes presented signal intensities below 100. 

 

3.31. 13C-tracer-based metabolomics 

In order to obtain a precise pattern of mass isotopomer enrichments of the central 

carbon metabolism, CDK4/6 knockdown and control HCT116 cells were incubated in 

the presence of either 10 mM [1,2-13C2]-glucose or 2 mM [U-13C5]-glutamine under 

normoxic or hypoxic conditions for 24 h. After the 24 h incubation, media and cell 

cultured plates were collected and stored at -20ºC and -80ºC, respectively. Media 

samples were used for extracellular metabolite measurements as detailed at Section 

3.12, and for determination of mass isotopomer distributions of glucose, lactate, 

glutamate, alanine, glycine, aspartate/asparagine, methionine, proline and serine. Cell 

cultured plates were used for the analysis of mass isotopomer distributions of 

glycogen, RNA ribose, fatty acids and metabolic intermediates including pyruvate, 

lactate, alanine, aspartate, glutamate and tricarboxylic acid (TCA) cycle intermediates. 

Analyses of 13C-labelled extracellular and intracellular metabolites for mass isotopomer 

distribution were conducted by gas chromatography coupled to mass spectrometry 

(GC/MS) using an Agilent 7890A GC (Agilent Technologies, Santa Clara, CA, USA) 

equipped with a HP-5 capillary column connected to an Agilent 5975C MS (Agilent 

Technologies). Fatty acids GC/MS analysis was performed employing a GCMS-QP 2012 

Shimadzu (Shimadzu Corporation, Kyoto, Japan) equipped with a BPX70 column (SGE 

Analytical Science, Melbourne, Australia). In all cases, 1 µL of sample was injected 

using helium as a carrier gas at a flow rate of 1 mL min-1.  

Supplementary data for mass isotopomer distribution of the analysed metabolites and 

the conditions of each 13C-tracer experiment are shown in Appendix I.  
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Metabolite isolation and derivatisation methods as well as GC/MS detection conditions 

are described in detail below and summarised in Table 3.4. 

 

3.31.1. Glucose 

Glucose was isolated from cell culture media using a tandem set of Dowex-

1X8/Dowex-50WX8 ion-exchange columns, with water elution. Then, water was 

evaporated to dryness under airflow overnight. Isolated glucose was derivatised in two 

steps; incubation with 100 µL of 2% (v/v) hydroxylamine hydrochloride in pyridine for 

30 min at 100ºC and then with 75 µL of acetic anhydride for 60 min at 100ºC. Excess of 

reagent and solvent was eliminated by evaporation with N2 flow, and glucose 

derivative was dissolved in ethyl acetate for GC/MS analysis under chemical ionisation 

mode. Samples were injected at 250ºC and oven temperature was programmed as 

follows: 230ºC for 2min, then increased at 10ºC min-1 to 260ºC, followed by a 25ºC 

min-1 ramp to 270ºC and hold for 2 min. Detector was run in SIM, recording ion 

abundance of C1-C6 molecule in the range of 327-336 m/z. Retention time was 3.7 

min. 

 

3.31.2. Lactate 

For each sample, 1 mL of medium was acidified with hydrochloric acid (HCl) and lactic 

acid was extracted with 1 mL of ethyl acetate and evaporated to dryness under N2 

flow. Lactate was derivatised to its lactic acid n-propylamide-heptafluorobutyric ester 

by incubation at 75ºC for 1 h with 200 µL of 2,2-dimethoxypropane and 50 µL of 0.5 N 

methanolic HCl. 60 µL of n-propylamine were added to the reaction mixture and 

heated at 100ºC for 1 h. Samples were dried under a stream of N2. Derivative product 

was extracted with 1 mL of ethyl acetate and filtered through a glass wool packed 

Pasteur pipette. Samples were dried under N2 flow. Then, precipitates were 

resuspended with 200 µL of dichloromethane and 15 µL of heptafluorobutyric 

anhydride at room temperature for 10 min. Samples were dried under N2 flow and 
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resuspended in dichloromethane for GC/MS analysis under chemical ionisation mode. 

Samples were injected at 200ºC and oven temperature was programmed as follows: 

100ºC for 3 min, then increased at 20ºC min-1 to 160ºC and hold for 2 min. Detector 

was run in SIM recording ion abundance of C1-C3 molecule in the range of 327-332 

m/z. Retention time was 5.4 min. 

 

3.31.3. Glutamate 

Media were passed through Dowex-50WX8 columns and amino acids were eluted with 

10 mL of 2 N ammonium hydroxide. The eluates were left to dry under airflow 

overnight and then resuspended with 5 mL of Milli-Q water. To further separate 

glutamate from glutamine, the solutions were passed through Dowex-1X8 columns. 

Columns were washed with water and glutamate was collected with 10 mL of 0.5 N 

acetic acid. The acid solutions were evaporated to dryness under airflow overnight. 

Glutamate was converted to its n-trifluoroacetyl-n-butyl ester by incubation with 200 

µL of butanolic HCl at 100ºC for 1 h. Then, samples were dried under a stream of N2 

and 100 µL of dichloromethane and 25 µL of trifluoroacetic anhydride were added. 

After 20 min, samples were dried under a N2 flow and the derivative was dissolved in 

dichloromethane for GC/MS analysis under electron impact mode, yielding C2-C4 and 

C2-C5 glutamate fragments. Samples were injected at 250ºC and oven temperature 

was programmed as follows: 215ºC for 2 min, then increased at 9ºC min-1 to 224ºC and 

at 3ºC min-1 to 233ºC and hold for 2 min. Detector was run in SIM mode recording ion 

abundance in the range of 151-157 m/z for C2-C4 and 197-203 m/z for C2-C5. 

Retention time was 3.9 min. 

 

3.31.4. Alanine, glycine, aspartate/asparagine, glutamate/glutamine, methionine, 

proline and serine 

Media were passed through Dowex-50WX8 columns and amino acids were eluted with 

10 mL of 2 N ammonium hydroxide. The solutions were evaporated to dryness under 
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airflow overnight. Amino acids were converted to their n-trifluoroacetyl-n-butyl ester 

by incubation with 200 µL of butanolic HCl at 100ºC for 1 h. The excess of reagent was 

removed under a stream of N2 and the precipitate was dissolved in 100 µL of 

dichloromethane and 25 µL of trifluoroacetic anhydride at room temperature for 20 

min. Then, samples were dried under a stream of N2 and dissolved in dichloromethane 

for GC/MS analysis under chemical ionisation mode. Samples were injected at 250ºC 

and oven temperature was programmed as follows: 110ºC for 1 min, then increased at 

10ºC min-1 to 125ºC, 5ºC min-1 to 153ºC, 50ºC min-1 to 200ºC, 5ºC min-1 to 216ºC and 

hold for 1 min, and a final 25ºC min-1 ramp to 250ºC and hold for 2 min. Detector was 

run in SIM mode recording ion abundance in the range of 241-246 m/z for C1-C3 

alanine (Retention time, RT: 5.3 min), 341-348 m/z for C1-C4 aspartate and asparagine 

(RT: 11.5 min), 383-390 m/z for C1-C5 glutamate/glutamine (RT: 12.8 min); 227-231 

m/z for C1-C2 glycine (RT: 5.7 min), 329-336 m/z for C1-C4SC5 methionine (RT: 10.8 

min), 253-259 for C1-C4 methionine (RT: 10.8 min), 295-302 for C1-C5 proline (RT: 9.6 

min) and 353-358 for C1-C3 serine (RT: 6.6 min). 

 

3.31.5. Ribose 

Ribose from RNA was isolated from the aqueous phase after addition of Trizol reagent 

to cell cultured plates as described in Section 3.29. Purified RNA was hydrolysed in 2 

mL of 2 N HCl at 100ºC for 2 h and the solvent was evaporated to dryness under 

airflow overnight. RNA ribose was converted to its ribose aldonitrile acetate derivative 

after treatment at 100ºC for 30 min with 100 µL of hydroxylamine hydrochloride in 

pyridine (2% v/v) and then 75 µL of acetic anhydride at 100ºC for 1 h. Excess reagent 

and solvent were removed by evaporation with N2 flow, and the derivatised ribose was 

resuspended in ethyl acetate just before GC/MS analysis under chemical ionisation 

mode. Samples were injected at 250ºC and oven temperature was programmed as 

follows: 150ºC for 1 min, then increased at 15ºC min-1 to 275ºC and finally to 300ºC at 

40ºC min-1. Detection was run in SIM recording ion abundance of C1-C5 molecule in 

the range of 256-261 m/z. Retention time was 5.3 min. 
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3.31.6. Fatty acids: palmitate and sterate 

Fatty acids from cell cultured plates were hydrolysed from the inter- and organic phase 

obtained from Trizol extract as described in Section 3.29, by adding 500 µL of 100% 

ethanol and 300 µL of 30% potassium hydroxide. Samples were then incubated at 70ºC 

overnight, after which free fatty acids were extracted twice with petroleum ether, 

followed by evaporation to dryness under N2 flow. Fatty acids were derivatised to its 

methyl ester derivative by adding 500 µL of methanolic HCl, incubating at 70ºC for 1 h 

and evaporating under N2 flow. Fatty acids derivatives were dissolved in hexane for 

GC/MS analysis under chemical ionisation mode. Samples were injected at 250ºC and 

oven temperature was programmed as follows: 120ºC for 1 min, then increased at 5ºC 

min-1 to 220ºC and held for 1 min. Detector was run in SIM recording ion abundance in 

the range of 269-278 m/z for palmitate and of 297-306 m/z for stearate. Retention 

times were 9.2 min for palmitate and 11.85 min for stearate. 

 

3.31.7. Intracellular metabolic intermediates 

Polar intracellular metabolites were extracted from liquid nitrogen-frozen cell cultured 

plates with the addition of 100% methanol and milli-Q H2O (1:1) and scraping on ice. 

Chloroform was added to cell lysates and tubes were placed in a shaker for vigorous 

agitation at 4ºC for 30 min. Subsequently, samples were centrifuged at 4000 rpm for 

15 min and the upper aqueous phase was separated and evaporated to dryness under 

airflow at room temperature. TCA cycle intermediates and intracellular metabolites 

were derivatised by adding 50 µL of 2% (v/v) methoxyamine hydrochloride in pyridine 

to samples and shaking vigorously at 37ºC for 90 min. Next, 30 µL of N-methyl-N-(tert-

butyldimethylsilyl)trifluoroacetamide (MBTSTFA) + 1% tert-butyldimetheylchlorosilane 

(TBDMCS) were added and samples were incubated for 1 h at 55ºC before GC/MS 

analysis under electron impact mode. Samples were injected at 270ºC and oven 

temperature was programmed as follows: 100ºC for 3 min, then increased to 165ºC at 

10ºC min-1, then at 2.5ºC min-1 to 225ºC, at 25ºC min-1 to 265ºC and finally at 7.5ºC 

min-1 to 300ºC. Table 3.4 shows the metabolites and m/z ranges monitored by SIM. 
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Table 3.4. Analysed 13C-labelled extracellular and intracellular metabolites. 

ID Metabolite Fragment Source Extraction Derivatisation 

Gas 
chromatography Mass spectrometry 

Instrument Instrument Ion source Ret. 
time 

m/z 
range 

Palm-270 Palmitate C1 -C10 

Cell 
pellet 

Organic extraction 
of saponified pellet metil ester 

Column model: 
BPX-70 (30m 

lenght; 0,25 mm 
i.d.; 0,25 microm 
thickness; 70% 

CyanopropylPolysil
phenylene 

Shimadzu 
GCMS-QP 

2010 
Mass 

analyser: 
MS 

quadrupole 

Electron 
impact 

ionisation 

9.2 269 – 
278 

Stear-298 Stearate C1-C10 11.9 297 – 
307 

Rib-256 Ribose C1-C5 Trizol extraction 
and acid hydrolysis 

aldonitrile acetate 
(acetylation) 

Agilent 7890AGC 
with Agilent 5975C 

MSD 
 

Column model: 
HP 5ms (30m 

lenght; 0.25 mm 
i.d.; 0.25 microm 
thickness; (5%-
phenyl)-methyl 
polysiloxane) 

Agilent 
7890AGC 

with Agilent 
5975C MSD 

 
Mass 

analyser: 
MS 

quadrupole 

Chemical 
ionisation 

 
Scan 

polarity: 
positive 

5.3 255 – 
262 

Glyc-328 Glycogen 
(glucose) C1-C6 

Amylase digestion 
and ion-exchange 

columns-based 
extraction, 

aqueous elution 

3.7 327 – 
334 

Glc-328 Glucose C1-C6 

Medium 

Ion-exchange 
columns-based 

extraction, 
aqueous elution 

3.7 327 – 
334 

Lac-328 Lactate C1-C3 Organic extraction 
of acidified media 

n-propylamide-
heptafluoro 

butynic ester 
5.4 327 – 

332 
Glu/Gln -

152 Glutamate C2-C4 Ion-exchange 
columns-based 

extraction, acid and 
basic elutions 

n-trifluoroacetyl-
n-butyl-ester 

Electron 
impact 

ionisation 

3.9 151 – 
157 

Glu/Gln -
198 Glutamate C2-C5 3.9 197 – 

203 
Ala-242 Alanine C1-C3 

Ion-exchange 
columns-based 

extraction, basic 
elution 

Chemical 
ionisation 

 
Scan 

polarity: 
positive 

5.3 241 – 
246 

Asp/Asn-
342 

Aspartate+
Asparagine C1-C4 11.5 341 – 

348 
Glu/Gln-

384 
Glutamate
Glutamine C1-C5 12.8 383 –

390 
Gly-228 Glycine C1-C2 5.7 227 – 

231 
Met-330 Methionine C1-C4SC5 10.8 329 – 

336 
Met-254 Methionine C1-C4 10.8 253 – 

259 
Pro-296 Proline C1-C5 9.6 295 – 

302 
Ser-354 Serine C1-C3 6.6 353 – 

358 
αKG-346 α-Keto 

glutarate C1-C5 

Cell 
pellet 

Methanol:water: 
chloroform 
extraction 

2% 
methoxyamine 

hydrochloride in 
pyridine + 

MBTSTFA + 1% 
TBDMCS 
(sylation) 

Electron 
impact 

ionisation 

24.6 345 –
356 

Ala-232 Alanine C2-C3 12.6 231 – 
239 

Ala-260 Alanine C1-C3 12.6 259 – 
268 

Asp-418 Aspartate C1-C4 28.9 417 – 
428 

Cit-459 Citrate C1-C6 37.7 458 – 
469 

Cit-591 Citrate C1-C6 37.7 590 – 
599 

Glu-330 Glutamate C2-C5 32.6 329 – 
338 

Glu-432 Glutamate C1-C5 32.6 431 – 
442 

Lac-261 Lactate C1-C3 11.8 260 – 
269 

Mal-419 Malate C1-C4 27.6 418 – 
428 

Pyr-174 Pyruvate C1-C3 8.2 173 – 
181 
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3.31.8. Glycogen 

96 h after transfection, siRNA-treated cells seeded in 6-well plates were processed to 

quantify the glycogen content and analyse its mass isotopomer distribution. Cell 

cultures were washed twice with ice-cold PBS, scraped with 80 µL of 0.1 M NaOH and 

heated at 100ºC for 15 min for protein denaturation. Then, samples were sonicated for 

5 min using an ultrasonic bath (Branson 200 Ultrasonic Cleaner, Emerson Industrial 

Automation, St Louis, MO, USA). 5-10 µL of 1 µg µL-1 [U-13C-D7]-glucose were added as 

recovery standard and internal standard to quantify the glucose released from 

glycogen. Cell extracts were neutralised with 0.5 M HCl and glycogen was digested by 

incubation with 1 U mL-1 α-amyloglucosidase in 0.4 M acetate buffer with gentle 

rocking for 20 h at 37ºC. Both glucose released from glycogen and [U-13C-D7]-glucose 

were isolated from homogenates using a tandem set of Dowex-1X8/Dowex-50WX8 

ion-exchange columns, being eluted with water. The glucose eluate was evaporated to 

dryness under airflow overnight. Glucose was converted to its glucose aldonitrile 

pentaacetate derivative after treatment for 30 min at 100ºC with 100 µL of 

hydroxylamine hydrochloride in pyridine (2% v/v) and then with 75 µL of acetic 

anhydride for 1 h at 100ºC. Excess reagent and solvent were removed by evaporation 

with N2 flow, and the derivatised glucose was resuspended in ethyl acetate for GC/MS 

analysis under chemical ionisation mode. Samples were injected at 250ºC and oven 

temperature was programmed as follows: 230ºC for 2min, then increased at 10ºC min-

1 to 260ºC, followed by a 25ºC min-1 ramp to 270ºC and hold for 2 min. Detector was 

run in SIM, recording ion abundance of C1-C6 molecule in the range of 327-334 m/z for 

glucose and 339-345 m/z for the molecular ion (C1-C6) of the aldonitrile pentaacetate 

of the [U-13C-D7]-glucose used as a recovery standard. Retention time was 3.7 min. 

Glucose from glycogen was normalised by cell number. 

 

3.32. [U-13C]-glucose tracer experiments 

A549 cells were seeded in 10 cm plates and grown in the RPMI medium as described 

above for 24-36 h before the medium was changed to the RPMI medium with dialysed 
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FBS and [U-13C]-glucose, and in the absence (Control) or presence of 5 µM MSA. Cells 

in the tracer medium were grown for another 24 hours before harvest by 

trypsinisation, followed by 2 washes in excess cold PBS to remove medium 

components. The final cell pellet obtained from spin at 1700 g, 4ºC for 5 min was flash-

frozen in liquid N2 before extraction with ice-cold 10% trichloroacetic acid, as 

described previously [479] . The polar extracts were aliquoted and lyophilised for 

analysis by GC-MS and 1D 13C-edited HSQC NMR at 14.1 T, 20ºC using a 5 mm HCN 

triple resonance cold probe (Agilent Technologies, Santa Clara, CA). For GC/MS 

analysis, the extracts were derivatised in MTBSTFA before analysis, and for NMR 

analysis, the extracts were dissolved in 100% D2O, as described previously [480]. 

 

3.33. GC/MS data reduction 

Spectral data obtained from a mass spectrometer simply represent the distribution of 

ions of a compound or its fragments with different molecular weights (m/z). The ion 

clusters around the specific m/z were monitored for each analysed metabolite to 

determine the fractional distribution of 13C. The areas of peaks for all ions in the 

cluster were extracted from raw data using MSD5975C Data Analysis (Agilent 

Technologies) or GCMS Postrun Analysis (Shimadzu) software. A value of each peak 

area is proportional to the fraction of ions with the same molecular weight. The value 

for each observed m/z is given by the experimental isotope incorporation, the 

presence of isotopes in heteroatoms, the presence of natural abundance of 13C in the 

background and, when corresponds, the 12C isotope impurity in the 13C-labeled 

precursor used as a tracer (in the case of glucose or glutamine). Also, derivatisation 

reagents often contain isotopes (e.g. Si isotopes) which contribute to the mass 

isotopomer distribution of the derivatised compound as well. Correction for all such 

contributions is necessary before determining the amount of isotope incorporation 

from artificially 13C labelled substrates and the distribution of mass isotopomers in the 

compound of interest. This correction was conducted by regression analysis using an 

in-house developed algorithm. The algorithm used corrects all the previous detailed 

contributions over the observed spectral intensities of each ion cluster, and provides 
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the mass isotopomer distribution in the analysed metabolite due to incorporation of 
13C atoms from the tracer used as precursor. Results of the mass isotopomers in any of 

the ion clusters were reported as fractional enrichments of molecule isotopomers, 

defined as the fraction of molecules having a certain number of isotope substitutions. 

Thus, they are designated as m0, m1, m2, etc. where the number indicates the number 

of labelled carbons (13C) in the molecule corrected as described above. It is worth 

noting that the sum of all mass isotopomers of the ion clusters (∑ 𝑚𝑖
𝑖=𝑛
𝑖=0 , where n is 

the number of carbons in the molecule or fragment) is equal to 1 (or 100%), while the 

total 13C enrichment is calculated as ∑ 𝑚𝑖
𝑖=𝑛
𝑖=1 , or 1 (or 100%) minus m0. 

 

3.33.1. Isotopic steady state and total 13C enrichment 

Ideally, assuming steady state, the distribution of mass isotopomers would only 

depend on the distribution of fluxes and the labelled and non-labelled status of the 

substrates used in the experiment. However, 13C propagation from tracer precursors to 

products is a dynamical phenomenon. At the beginning, all product metabolites are 

unlabelled (m0). Progressively, these products are enriched in 13C, with the subsequent 

decrease in m0. Isotopic steady state [481] is quickly reached for small pools of 

metabolites but not necessarily for larger pools such as those of fatty acids, glycogen 

and culture medium metabolites. For these larger pools, unlabelled isotopomers m0 

are oversized and might not decrease to the hypothetical value that should be reached 

at steady state. Accordingly, when isotopic steady state cannot be assumed, the 

measure of total 13C enrichment (Σm=∑ 𝑚𝑖
𝑖=𝑛
𝑖=1 ) and the normalisation of the mass 

isotopomers (m1, m2, m3, etc.) by Σm (m1/Σm, m2/Σm, m3/Σm, etc.), should be used 

for comparisons. 

 

3.34. Mass isotopomer distribution analysis (MIDA) 

The contribution of specific metabolic pathways to the synthesis of certain metabolites 

can be estimated based on the mass isotopomer results. These calculations are 
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explained along with the results at Section 4.2. However, the estimation of pathway-

specific produced lactate is detailed here, due to its extension. 

 

3.34.1 Contribution of glycolysis, pentose phosphate pathway (PPP) and other 

pathways to the synthesis of lactate 

The amount of lactate produced from glucose via glycolysis, PPP or other pathways can 

be estimated by combining lactate concentrations and the mass isotopomer 

distribution of lactate in cell culture media, using [1,2-13C2]-glucose as a tracer. In order 

to calculate the pathway-specific lactate, we assumed that HCT116 cells produced 

lactate and did not consume it under the experimental conditions assayed (with 

glucose and glutamine availability). Therefore, the amount of unlabeled lactate 

present in the media at the beginning of [1,2-13C2]-glucose incubation is going to 

contribute to the m0 lactate pool at the end of the experiment. Taking this into 

account, the absolute mass isotopomer distribution of accumulated lactate in mM at 

the end of the incubation ([LacTotal(m0,m1,m2,m3)]t=f (mM)) was obtained from the 

product of the produced lactate concentration ([Lac]t=f (mM), determined as detailed 

in Section 3.12) and its mass isotopomer distribution (LacTotal(m0,m1,m2,m3)t=f (%)) 

(Equation 3.1). 

[LacTotal(m0,m1,m2,m3)] t=f (mM) = [Lac]t=f (mM) × LacTotal(m0,m1,m2,m3)t=f (%) (3.1) 

Then, initial lactate concentration ([Lac]t=i (mM)) was subtracted from the 

concentration of total m0 lactate ([LacTotal(m0)]t=f (mM)) to obtain the produced lactate 

([LacProd(m0)] (mM)) without including the initial unlabelled lactate (Equation 3.2). The 

value of produced lactate in mM that contains one, two or three 13C 

([LacProd(m1,m2,m3)] (mM)) coincides with the measured values of m1, m2 and m3 in 

mM in total lactate ([LacTotal(m1,m2,m3)]t=f (mM)). 

[LacProd(m0)] (mM) = [LacTotal(m0)]t=f (mM) – [Lac]t=i (3.2) 

Relative mass isotopomer distribution of produced lactate (LacProd(m0,m1,m2,m3)t=f 

(%)) was recalculated by dividing the absolute mass isotopomer distribution of 
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produced lactate ([LacProd(m0,m1,m2,m3) ]t=f (mM)) by total produced lactate ([LacProd] 

(mM)) (Equation 3.3), which in turn was obtained by subtracting initial lactate 

concentration ([Lac]t=i (mM)) from final lactate concentration ([Lac]t=f (mM)) (Equation 

3.4).  

LacProd(m0,m1,m2,m3)t=f (%) = [LacProd(m0,m1,m2,m3) ]t=f (mM) / [LacProd] (mM) (3.3) 

[LacProd] (mM) = [Lac]t=f (mM) - [Lac]t=i (mM) (3.4) 

The percentage of lactate that comes from glucose through direct glycolysis (glycolytic 

tax, GT) was obtained from the recalculated mass isotopomer distribution of produced 

lactate (Equation 3.5). 

GT = LactProd(m2)t=f (%) × 2 / Glc(m2)t=i (%) (3.5) 

where Glc(m2)t=i (%) is the percentage of [1,2-13C2]-glucose in culture medium at the 

beginning of the experiment. Then, maximum feasible amount of lactate coming from 

glycolysis ([LacProdGlyc] (mM)) was obtained from the product of GT and produced 

lactate ([LacProd] (mM)) (Equation 3.6). 

[LacProdGlyc] (mM) = GT × [LacProd] (mM) (3.6) 

The Pentose Cycle (PC) parameter is defined as the relative amount of glucose 

metabolised through glycolysis related to the glucose metabolised through PPP. A 

detailed description of this parameter and the deduction of the equation can be found 

in Lee et al., 1998 [482]. To estimate the amount of lactate from glucose coming 

through PPP, we first calculated the PC parameter using values of mass isotopomer 

distribution of total lactate (Equation 3.7). 

PC = (LacTotal(m1)t=f / LacTotal(m2)t=f) / (3 + LacTotal(m1)t=f / LacTotal(m2)t=f) (3.7) 

Then, lactate from glucose coming through PPP ([LacProdPPP] (mM)) was obtained from 

the product of PC and the maximum feasible amount of lactate coming from glycolysis 

([LacProdGlyc] (mM)) (Equation 3.8). 

[LacProdPPP] (mM) = PC × [LacProdGlyc](mM) (3.8) 
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Finally, in order to calculate the amount of lactate produced from other sources than 

glucose ([LacProdOS] (mM)), the maximum lactate produced from glycolysis ([LacProdGlyc] 

(mM)) and lactate coming from glucose through PPP ([LacProdPPP] (mM)) were 

subtracted from produced lactate ([LacProd] (mM)) (Equation 3.9). 

[LacProdOS] (mM) = [LacProd] (mM) - [LacProdGlyc] (mM) - [LacProdPPP] (mM) (3.9) 

 

3.35. Intracellular metabolic intermediates quantification 

Intracellular metabolic intermediates including pyruvate, alanine, malate, aspartate, α-

ketoglutarate, glutamate and citrate were extracted and analysed as in Section 3.31.7 

with addition of 5 µL of norvaline 1 mg mL-1 at each sample before scraping to 

minimise the differences associated to extraction efficiency. Chromatograms were 

integrated and areas were normalised by norvaline and cell number, and expressed as 

relative to control cells. 

 

3.36. Polyamine quantification 

Polyamines were extracted from liquid nitrogen-frozen cultured plates with addition of 

500 µL of 10 mM acetic acid in methanol/Milli-Q water (1:1) and scraping on ice. Then, 

5 µL of 200 mg mL-1 1,6-diaminohexane (a total of 1 µg per sample) were added to 

each sample as an internal standard and sonicated with titanium probe (3 cycles, 5 

seconds per cycle, Tune 50, Output 30). The volume of each sample was measured and 

20 µL were taken for protein determination. Samples were then centrifuged at 13,000 

rpm at 4ºC and the supernatant was transferred to glass tubes to start the 

derivatisation. First, pH was adjusted to 11-12 with 2 N NaOH. Then, 1 mL of diethyl 

ether and 50 µL of ethyl chloroformate were added and tubes were placed in a shaker 

for vigorous agitation at 4ºC for 20 min. After that, samples were centrifuged at 2500 g 

for 5 min and the organic phase was collected and evaporated to dryness under N2 

flow. Next, 20 µL of pentaflyoropropylic anhydride and 100 µL of ethyl acetate were 

added and samples were incubated at 50ºC for 30 min. Finally, samples were dried 
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under N2 flow and resuspended with ethyl acetate for GC/MS analysis under electron 

impact mode. Samples were injected at 260ºC and oven temperature was 

programmed as follows: 140ºC, then increased to 210ºC at 8ºC min-1 and held for 2 

min and finally at 20ºC min-1 to 320ºC and held for 3.75 min. Retention times were 

7.99 min for putrescine, 14.95 min for spermidine and 10.63 for 1,6-diaminohexane. 

 

3.37. Oxygen consumption rate (OCR) and extracellular acidification rate 

(ECAR) 

Oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) were 

determined using a XF24 Extracellular Flux Analyzer (Seahorse Bioscience, North 

Billerica, MA, USA). HCT116 cells were transfected with siRNA as explained in Section 

3.4, and 72 h after transfection, cells were collected and reseeded at a concentration 

of 6×104 cells per well in 100 µL of complete medium in a XF24-well microplate 

(Seahorse Bioscience). 150 µL of complete medium were added to the wells 4 h after 

seeding (once the cells were attached) and plates were incubated at 37ºC and 5% CO2. 

After 24 h, only 150 µL of medium were removed from each well (to prevent exposure 

of the cells to air and potentially drying out) and cells were rinsed with 1 mL of warm 

XF assay medium (non-buffered, pH 7.4, Seahorse Bioscience) supplemented 

exclusively with the carbon source indicated in each case (glucose, glutamine or 

neither glucose nor glutamine). Finally, 400 µL of XF assay medium were added to each 

well (final volume of 500 µL per well) and plates were incubated at 37ºC for 1 h 

without CO2. Previously, the sensor cartridge was incubated overnight with 1 mL of 

PBS per well at 37ºC. Prior to the start of the Seahorse assay, the four reagent delivery 

ports (A, B, C and D) of the sensor cartridge were loaded with the assay reagents at 10x 

final concentration in XF assay medium. Then, the sensor cartridge was equilibrated 

inside the Seahorse analyser and next, the XF24-well microplate was placed inside the 

Seahorse as well. Oxygen and proton measurements were carried out over 105 

minutes divided into five periods, following the programmed protocol. Within the first 

period, basal oxygen consumption rate and basal extracellular acidification rate were 
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determined. Once the measure is complete, the cells from each well were counted to 

normalise the OCR and ECAR readings. 

 

3.37.1. Mito Stress test 

Mitochondrial function and potential were analysed by sequential injection of 

oligomycin (ATP synthase inhibitor), Carbonyl cyanide 4-(trifluoromethoxy) 

phenylhydrazone (FCCP, mitochondrial uncoupler) and rotenone and antimycin A 

(mitochondrial complex I and III inhibitors, respectively). An example of the OCR and 

ECAR profiles is shown in Figure 3.2. For the different experiments using this test, four 

types of XF assay media were used: minimal media without glucose and glutamine, 

media supplemented with 10 mM glucose, media supplemented with 2 mM glutamine 

and complete media supplemented with 10 mM glucose and 2 mM glutamine.  

The sensor cartridge four reagent delivery ports (A, B, C and D) were loaded with the 

assay reagents at 10x final concentration in XF assay medium as follows: 

Position A:  

- 55 μL of XF assay medium with 100 mM glucose and 20 mM glutamine (for 

assays with complete medium).  

- 55 μL of XF assay medium with 100 mM glucose (for assays with glutamine 

deprivation).  

- 55 μL of XF assay medium with 20 mM glutamine (for assays with glucose 

deprivation).  

- 55 μL of XF assay medium without glucose and glutamine (for assays with 

glucose and glutamine deprivation). 

Position B: 60 μL of 15 μM Oligomycin.  

Position C: 65 μL of 10 μM FCCP.  

Position D: 70 μL of 10 μM Antimycin A and 10 μM Rotenone.  
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Figure 3.2. OCR and ECAR profiles example. A. Schematic OCR profile after Oligomycin, FCCP and Antimycin A and 

Rotenone sequential addition. Representative oxygen consumption rates for basal respiration, ATP production-

associated respiration, non-ATP linked oxygen consumption (proton leak), maximal respiration, spare respiratory 

capacity and non-mitochondrial respiration are illustrated. B. Schematic ECAR profile after glucose and Oligomycin 

injection. Representative extracellular acidification rates for glycolysis, glycolytic capacity and glycolytic reserve are 

illustrated.  

 

3.38. Data analysis and statistical methods 

Experiments were carried out at least in triplicate and repeated three times. To 

evaluate the effects of combined drug treatments the multiple drug-effect analysis of 

Chou–Talalay [483] was used with the CompuSyn software (ComboSyn, Inc., Paramus, 

NJ, USA). Combined drug treatments interactions were quantified by determining the 

Combination Index (CI), where CI<1, CI=1, and CI>1 indicate synergism, additivity, and 

antagonism, respectively. All data are expressed as mean ± standard deviation (SD). 

Statistical analyses were conducted using Statgraphics statistical package (Statgraphics 

Centurion XVI, StatPoint technologies Inc., Warrenton, VA, USA). Fisher’s least 

significant difference (LSD) test was used to identify which were the groups that 

specifically differed from the others. Outliers were identified by Dixon’s Q-test and 

homogeneity of variances was assessed by Levene’s test. Probability of patient survival 

and disease-free survival were analysed by the univariate product-limit method of 

Kaplan-Meier. Control and treatment measurements were compared using Kruskal-

Wallis, ANOVA and two-tailed independent sample Student’s t tests. All data are 
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expressed as mean ± standard deviation (SD). Differences were considered to be 

significant at p < 0.05 (*), p < 0.01 (**) and p < 0.001 (***) in Chapter 4.1 and 4.2, and 

at p < 0.05 (*) in Chapter 4.3. Non-significant differences (p > 0.05) are indicated in 

some cases as n.s. 
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Glyceraldehyde-3-phosphate dehydrogenase is overexpressed 

in colorectal cancer onset 

 

4.1.1. Introduction 

Increasing evidence exists on the significant metabolic reprogramming associated to 

tumourigenesis and on the glucose metabolic flux distribution alterations displayed by 

cancer cells, resulting in an enhanced Warburg effect [106]. Moreover, changes in 

glycolytic enzymes expression such as glyceraldehyde-3-phosphate dehydrogenase 

(GAPDH) have been described to accompany these metabolic flux alterations [113]. 

However, despite being an essential regulator of glycolysis, GAPDH has been and is still 

highly used as a housekeeping marker for gene/protein normalisation. In previous 

studies we have demonstrated that transketolase-like 1 but not enolase protein levels 

directly correlated with regional lymph node involvement and inversely with 

metastasis [471]. In this chapter, given the pivotal role of GAPDH in tumour 

metabolism [115, 484], our objectives were to demonstrate that GAPDH can no longer 

be considered as a housekeeping marker and also, to correlate its protein expression 

with tumour staging and prognosis of colorectal cancer.  

To this aim, we have employed an objective computational image analysis 

quantification method [471] to examine the expression pattern of GAPDH throughout 

the stages of tumour progression in colorectal cancer. Correlations between GAPDH 

expression and tumour progression are explored in order to clarify the role of this 

protein during tumour onset and development. We have identified significant 

differences in GAPDH expression depending on primary tumour extent, regional lymph 

node involvement and presence of distant metastasis. Studying the role of GAPDH in 

malignant transformation can shed new light on the understanding of tumour onset 

and lead to the design of more efficient personalised therapies. 
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4.1.2. Results 

4.1.2.1. Human tissue specimens and patients information 

This study included 62 non-chosen samples from 45 men and 17 women between 33 

and 93 years old (average 70 ± 11 years old) with colorectal cancer (CRC) which 

underwent surgery between November 2000 and October 20011. The 

Gastroenterology Department of the Hospital Clínic of Barcelona recruited all patients 

as part of the EPICOLON project, a prospective multicenter, nation-wide, population-

based study for the establishment of the incidence and characteristics of inherited and 

familial colorectal cancer forms in Spain [485]. The EPICOLON project included all 

newly diagnosed CRC patients in any participating centre during one-year period. 

Pathological staging was based on the standard of the American Joint Committee on 

Cancer (AJCC) TNM classification of colon and rectal cancer, which establishes four 

different stages of tumour progression (I to IV) considering transmural extension (T), 

lymph node involvement (N) and presence of metastasis (M) [2]. Our study included 9 

tumour samples from stage I patients, 21 from stage II, 16 from stage III and 16 from 

stage IV. Table 4.1.1 lists the demographic, clinical and tumour-related characteristics 

of the 62 patients included in our cohort. After a 49-month period follow-up, 26 

patients had died. 

After surgery, patients underwent standard therapeutic and follow-up measures 

according to recommended guidelines. Postoperative adjuvant treatment with 5-

fluorouracil and leucovorin was routinely given to patients with stage II and III 

tumours, and radiation therapy was indicated in patients with rectal cancer. 

Postoperative surveillance consisted of medical history, physical examination, and 

laboratory studies including the monitoring of serum carcinoembryonic antigen (CEA) 

levels every three months, abdominal ultrasonography or computed tomography every 

six months, and chest radiograph and total colonoscopy once a year. All tumour 

recurrences detected during the follow-up were histologically confirmed.  

1 Ethics statement: This study obtained the ethics approval from the Hospital Clínic of Barcelona ethics committee 

and the written informed consent from all patients. All clinical investigation has been conducted according to the 

principles expressed in the Declaration of Helsinki. 
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Table 4.1.1. Demographic, clinical and tumour-related characteristics of patients included in the study (n = 62).  

Age (years)a  69.5 ± 11.4 

Gender – nº. (%) Male 45 (72.6) 

 Female 17 (27.4) 

Family history of colorectal cancer – nº. (%)  10 (16.1) 

Fulfilment of revised Bethesda guidelines – nº. (%)  14 (22.6) 

Tumour location – nº. (%) Proximal to splenic flexure 19 (30.6) 

 Distal to splenic flexure 43 (69.4) 

TNM tumour stage – nº. (%)b I 9 (14.5) 

 II 21 (33.9) 

 III 16 (25.8) 

 IV 16 (25.8) 

Tumour size (mm)a  43 ± 20 

Differentiation degree – nº. (%) Well 6 (9.7) 

 Moderate 51 (82.2) 

 Poor 5 (8.1) 

Mucinous carcinoma type – nº. (%)  10 (16.1) 

Mismatch repair deficiency – nº. (%)c  4 (6.5) 

Synchronous colorectal cancer – nº. (%)  5 (8.1) 

Synchronous colorectal adenoma – nº. (%)  23 (37.1) 

Surgical treatment – nº. (%) Right colectomy 16 (25.8) 

 Left colectomy 6 (9.7) 

 Sigmoidectomy 22 (35.5) 

 Anterior resection 9 (14.5) 

 Total colectomy 6 (9.7) 

 Abdominoperineal resection 
(Miles) 

3 (4.8) 

Chemotherapy – nº. (%)d  35 (56.5) 

Length of follow-up (months)e  49 (40-53) 

aExpressed as mean ± standard deviation. bTNM staging system: T, primary tumour extent; N, regional lymph node 

involvement; M, absence or presence of distant metastasis. cAll four cases correspond to loss of MutL homolog 1 

(MLH1) protein expression. dAll chemotherapeutic regimens included 5-fluoruracil, 5 of them in combination with 

oxaliplatin and 2 in combination with irinotecan. eExpressed as median (range).  
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4.1.2.2. Immunohistochemical detection of GAPDH expression  

Tumour samples prepared from paraformaldehyde embedded tissue specimens were 

immunohistochemically stained as described at Section 3.23. Mouse monoclonal 

antibody against human GAPDH was proved to be specific by Western blot, presenting 

a single band at 37kDa (Figure 4.1.1).  

 

Figure 4.1.1. Mouse monoclonal anti-human GAPDH antibody specificity. Anti-GAPDH antibody (sc-47724, Santa 

Cruz Biotechnology, Santa Cruz, CA, USA) specificity was proven by Western blot, staining a single band at 37 kDa. 

 

Specific and significant labelling was observed in primary tumours incubated with anti-

GAPDH antibody, while control samples did not present any unspecific labelling (Figure 

4.1.2). GAPDH expression was quantified using ImageJ software (NIH Imaging, USA) as 

described in Section 3.23, measuring relative intensity per area and interpolating into a 

calibration curve plotted using a grey scale. The homoscedasticity for GAPDH 

expression for all the studied groups was positively assessed using Levene’s test (p = 

0.7046). Having confirmed the normal distribution of our data applying the Shapiro-

Wilk test, we performed parametric statistic tests to evaluate the significance of the 

differences observed. It is worth noting that GAPDH expression was confirmed not to 

be age (p = 0.9599) or gender dependent (p = 0.8091). Clinicopathological and 

immunohistochemical data are summarised in Table 4.1.2. 
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Figure 4.1.2. GAPDH expression in colorectal tumours in different stage of progression. (A) Representative colour 

photomicrographs presenting immunohistochemical staining (brown) for GAPDH in colorectal tumours (x200). 

Stained tissues at different stages of progression are displayed in the right column and homologous areas in 

negative controls in the left column. (B) Representative monochromatic photomicrographs were analysed with 

ImageJ software to quantify immunostaining and assess GAPDH expression (x150). Stained tissues at different 

stages of progression are portrayed in the right column and homologous areas in negative controls in the left 

column. For both (A) and (B), representative photomicrographs used were from sample 7058 for stage I, sample 

7020 for stage II, sample 7112 for stage III and sample 7104 for stage IV. 

 

Table 4.1.2. Clinicopathological and immunohistochemical data. Sample 7107 was identified as an outlier by 

Dixon’s Q-test at the 95% confidence level. Id, arbitrary number used to preserve the privacy of patients; a.u., 

arbitrary units; M, male; F, female; TNM staging system: T, primary tumour extent; N, regional lymph node 

involvement; M, absence or presence of distant metastasis. 

Id Stage Gender Age GAPDH (a.u.) T N M Mean SD 
7001 I M 70 289.3 2 0 0 

229.0  ±  65.0 

7002 I M 80 254.6 2 0 0 
7012 I F 79 219.1 1 0 0 
7023 I M 78 189.1 2 0 0 
7058 I M 58 238.8 1 0 0 
7116 I F 66 212.2 1 0 0 
7160 I F 45 180.5 1 0 0 
7165 I M 75 350.2 1 0 0 
7168 I M 61 127.2 2 0 0 
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Id Stage Gender Age GAPDH (a.u.) T N M Mean SD 
7004 II M 56 219.1 3 0 0 

116.1  ±  70.4 

7010 II F 78 138.7 3 0 0 
7020 II F 86 63.0 3 0 0 
7026 II M 60 208.3 4 0 0 
7030 II F 93 241.3 3 0 0 
7052 II M 84 65.4 3 0 0 
7053 II F 76 110.8 4 0 0 
7062 II M 53 176.4 3 0 0 
7084 II M 79 122.8 3 0 0 
7115 II M 67 43.0 3 0 0 
7117 II M 55 45.8 3 0 0 
7122 II M 81 17.0 3 0 0 
7123 II M 70 171.0 3 0 0 
7126 II F 81 183.3 3 0 0 
7130 II M 87 81.6 3 0 0 
7135 II F 79 81.4 3 0 0 
7139 II M 60 220.5 3 0 0 
7148 II F 73 46.1 3 0 0 
7151 II F 68 99.3 3 0 0 
7152 II M 74 60.7 3 0 0 
7169 II M 70 42.4 3 0 0 
7005 III M 67 22.5 4 2 0 

125.0  ±  58.9 

7011 III F 76 81.7 3 1 0 
7028 III M 76 125.9 2 1 0 
7042 III M 74 195.7 3 2 0 
7048 III F 61 195.3 3 2 0 
7051 III M 68 143.0 3 1 0 
7056 III F 76 75.1 3 1 0 
7092 III M 73 165.3 3 2 0 
7096 III F 83 103.5 3 1 0 
7109 III M 41 86.5 3 1 0 
7111 III M 73 252.3 3 1 0 
7112 III M 76 122.8 3 2 0 
7119 III M 65 101.1 3 1 0 
7146 III M 51 47.7 3 2 0 
7147 III M 76 145.3 3 2 0 
7167 III M 69 136.7 3 1 0 
7006 IV M 33 16.5 3 2 1 

92.0  ±  62.2 

7018 IV M 74 26.6 3 2 1 
7021 IV M 73 67.6 3 0 1 
7037 IV M 67 55.0 3 1 1 
7055 IV M 77 34.4 3 2 1 
7061 IV F 60 34.1 4 1 1 
7095 IV M 64 142.8 3 0 1 
7099 IV M 67 69.2 3 1 1 
7104 IV M 86 80.7 - - 1 
7107 IV M 69 317.9 3 2 1 
7118 IV M 64 160.1 3 2 1 
7121 IV M 73 140.6 4 2 1 
7125 IV M 77 206.1 3 1 1 
7128 IV M 74 158.2 3 0 1 
7131 IV F 67 156.7 2 0 1 
7144 IV M 57 30.9 4 2 1 
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4.1.2.3. GAPDH expression in relation to tumour stage 

Results summarised in Table 4.1.2 and Figure 4.1.3 show that GAPDH expression 

ranges from 127.2 to 350.2 a.u. (mean, 229.0 ± 65.0) in stage I tumours, from 17.0 to 

241.3 a.u. (mean, 116.1 ± 70.4) in stage II, from 22.5 to 252.3 a.u. (mean, 125.0 ± 58.9) 

in stage III and 16.5 to 206.1 a.u. (mean, 92.0 ± 62.2) in stage IV (Figure 4.1.3). These 

results showed a significant overexpression of GAPDH in stage I compared to the other 

three stages (ANOVA mean comparison, p = 0.0001). An outlier was identified (sample 

7107, stage IV) using Dixon’s Q-test, presenting an abnormal high value (317.9 a.u.) 

compared with the rest of its group at the 95% confidence level. 

 

 

Figure 4.1.3. GAPDH expression in relation to tumour stage. Box and whiskers plot illustrates GAPDH 

overexpression observed in stage I primary tumours. Mean values are represented by a cross and median values by 

horizontal lines in each group.  

 

Interestingly, GAPDH expression in stage I tumours was significantly higher than in any 

other stage of progression. In addition, patients who presented with a more advanced 

disease stage (stages II, III and IV) displayed similar GAPDH expression levels without 

any significant differences between them. 
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4.1.2.4. GAPDH expression according to primary tumour extent 

Considering primary tumour transmural progression extent, early stage tumours (T1 

and T2) presented significantly enhanced GAPDH expression values, ranging from 

125.9 to 350.2 a.u. (mean 213.1 ± 68.4; mean comparison by Student’s t-test, p = 

0.00003), compared to more advanced primary tumour (T3 and T4) which ranged from 

16.5 to 252.3 a.u. (mean 111.3 ± 66.3) (Figure 4.1.4A). This statement is also applicable 

when only considering non-metastatic primary tumours (Figure 4.1.4B). These data 

reveal a significant decrease in GAPDH expression when the depth of invasion into the 

wall of the intestine and the extension to adjacent structures are greater.  

 

Figure 4.1.4. Correlation between GAPDH expression and TNM classifications. (A) GAPDH expression in relation to 

the primary tumour extent in all 62 patients and (B) in patients who had not developed distant metastasis. In both 

cases, GAPDH expression is significantly higher in tumours that have only affected the most external layers of the 

colonic wall (submucosa and muscularis propria) than in tumours in more invasive stages (invasion into the 

subserosa, non-peritonealised pericolic or perirectal tissues, other organs and/or perforation of visceral 

peritoneum). (C) The presence of metastases in regional lymph nodes is correlated with a significant decrease in 

primary tumour GAPDH expression. (D) In the absence of distant metastasis, tumours express significantly higher 

levels of GAPDH. 
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4.1.2.5. GAPDH levels in primary tumours involving regional lymph nodes 

GAPDH expression in patients without regional lymph node involvement (N0) (mean 

147.8 ± 81.6 a.u.) is statistically superior (Student’s t-test, p = 0.0398) than in patients 

with metastasis in 1 to 3 (N1) and 4 or more (N2) regional lymph nodes (mean 106.7 ± 

65.2 a.u.) (Figure 4.1.4C). 

 

4.1.2.6. Influence of distant metastasis in GAPDH expression 

Samples from patients who had not developed distant metastasis (M0) displayed an 

average value for GAPDH expression of 141.3 ± 77.7 a.u. while the corresponding value 

for those patients who presented with distant metastasis (M1) was 92.0 ± 62.2 a.u. 

These results depicted a significant decrease in GAPDH expression (Student’s t-test, p = 

0.0294) with presence of distant metastasis (Figure 4.1.4D). 

 

4.1.2.7. GAPDH expression and survival in colorectal cancer 

To assess the relationship between tumour GAPDH expression and patient survival and 

disease-free survival in colorectal cancer, we used univariate Kaplan-Meier analysis 

and Mantel-Cox log rank test. We found that there is no significant association 

between GAPDH expression levels and survival in colorectal cancer (Mantel-Cox log 

rank test, p = 0.609 considering all stages of tumour progression and p = 0.773 for 

stages without distant metastasis) (Figures 4.1.5A and 4.1.5B). On the other hand, 

results suggest a not statistically significant correlation between overexpression of 

GAPDH and increased disease-free survival (mean values 63.11 ± 3.06 and 52.77 ± 3.97 

months for patients with high and lower GAPDH expression levels, respectively; 

Mantel-Cox log rank test, p = 0.051 considering all stages of tumour progression and p 

= 0.064 for stages without distant metastasis) (Figures 4.1.5C and 4.1.5D). 
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Figure 4.1.5. Correlation between GAPDH expression and patient survival. A. Kaplan-Meier plot correlating GAPDH 

expression and survival in patients with colorectal cancer (p = 0.609). B. In patients with non-metastatic colorectal 

cancer (p = 0.773). C. Kaplan-Meier plot correlating GAPDH expression and disease-free survival in patients with 

colorectal cancer (p = 0.051). D. In patients with non-metastatic colorectal cancer (p = 0.064). Black line represents 

the group of patients whose GAPDH expression is higher than de median levels, and grey line represents those with 

GAPDH expression lower than the median levels. 

 

4.1.3. Discussion 

In tumour cells, upregulation of aerobic glycolysis with elevated lactate production 

generates an acidic and hypoxic extracellular microenvironment which gives a selective 

growth advantage to malignant cells and facilitates invasion through destruction of 

adjacent normal populations, degradation of the extracellular matrix by 

metalloproteases and promotion of angiogenesis [486]. Hypoxia and glycolytic 

products such as lactate and pyruvate can stimulate hypoxia-inducible factor 1 (HIF1) 
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accumulation in solid tumours leading to upregulation of survival genes, angiogenic 

factors and glycolytic enzymes, including GAPDH [487-489]. Overexpression of almost 

every glycolytic enzyme has been described in prostate and brain cancers [113]. 

However, GAPDH, enolase and pyruvate kinase are the only genes of glycolysis whose 

expression has been described to be upregulated in colorectal cancer [113]. According 

to our results, GAPDH is increased in all stages of colorectal tumour progression, 

reaching its maximum in stage I and moderating its overexpression in the subsequent 

stages. These findings suggest that GAPDH may be playing a key role in glycolysis but 

also may be involved in non-glycolytic processes during tumour onset. 

In fact, GAPDH is a multifunctional protein implicated not only in glycolysis but also in 

many other highly relevant non-glycolytic processes in cell such as the cellular 

response to oxidative stress and DNA damage, transcriptional and post-transcriptional 

gene regulation, intracellular membrane trafficking, cell cycle regulation, receptor 

mediated cell signalling, autophagy and apoptosis [112]. All these multiple activities 

interconnect GAPDH expression and tumourigenesis. 

In colon carcinogenesis the selective repression of mitochondrial β-F1-ATPase 

expression which reduces oxidative phosphorylation leads to an increase in GAPDH 

expression [490] that may explain the rise of GAPDH levels observed in the initial 

stages of tumourigenesis. Moreover, reduction of β-F1-ATPase expression limits 

electron flux through electron transport chain, which is the main endogenous source 

of oxidative stress, causing the diminution of free radical generation and the risk of 

apoptosis. Therefore, this could be a mechanism by which cells simultaneously acquire 

high levels of GAPDH and protect themselves against oxidative stress. 

GAPDH is a redox-sensitive enzyme whose activity is affected by oxidation of the 

cysteine residue located in its catalytic site [491, 492]. The oxidation of GAPDH 

depends on the intracellular reactive oxygen species (ROS) concentration. 

Interestingly, a dual modulation of GAPDH activity has been described in cells exposed 

to sub-apoptogenic and apoptogenic oxidative stresses levels. Under mild oxidative 

stress conditions, such as that induced by the repression of mitochondrial β-F1-

ATPase, GAPDH is strongly hyperactivated while apoptogenic stress levels inhibit 
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GAPDH activity [110, 493]. In advanced stages of tumour progression, oxidative stress 

is higher than in early phases of carcinogenesis [494-496] which could explain the 

increased levels of GAPDH in stage I in comparison with later stages of progression. In 

addition, overexpression of GAPDH has two cooperative roles in protection towards 

caspase-independent cell death; a high glycolytic ATP production and the induction of 

autophagy-mediated clearance of damaged mitochondria [115, 116], both favouring 

tumour onset.  

On the other hand, under high oxidative stress circumstances chaperone-mediate 

autophagy (CMA) is upregulated to selectively remove altered or damaged proteins. As 

a CMA putative substrate, GAPDH contains a KFERQ-like motif that is recognised by 

chaperone heat shock cognate 70 (Hsc70) for lysosomal degradation [497]. The 

abovementioned increase of oxidative stress in advanced stages of tumour progression 

can trigger GAPDH inactivation and subsequent CMA, resulting in the observed 

reduction of protein expression compared to early tumour stages.  

The capability to sustain proliferative signalling is one of the hallmarks required in 

tumourigenesis [6]. GAPDH can enhance cell proliferation during tumour onset binding 

to the SET protein at the same site of cyclin B and reversing the inhibitory effects of 

SET on Cyclin B-CDK1 complex [498]. As we mentioned before, metabolic 

reprogramming is another hallmark of cancer that allows tumour cells to fulfil the 

increased demand of energy and macromolecules required to sustain the accelerated 

proliferation rates [6]. In fact, glycolysis is a key pathway in the tumour metabolic 

reprogramming and a potential target for cancer therapy [499]. Non-tumour cells with 

intact mitochondria are expected to be less sensitive to glycolysis inhibition than 

malignant cells which are more dependent on this pathway to generate ATP and 

proliferate [425]. Accordingly, GAPDH, which is overexpressed in 21 cancer classes 

[113] and involved not only in cell proliferation and glycolysis but also in several other 

abovementioned mechanisms which are upregulated in tumour cells, emerges as a 

promising therapeutic target against cancer [484, 500].  

Previous studies have correlated GAPDH expression with an overall poor prognosis. 

However, in these reports tumour samples were obtained from patients who 
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presented with advanced stages of tumour progression (II-IV) [114, 490, 501, 502], 

without tumour staging classification [503] or where GAPDH gene but not protein 

expression was quantified [504, 505]. In the present study, we have observed a 

significant overexpression of GAPDH protein during the tumour onset (stage I) which is 

associated with patients in the early stages of disease who have a better outcome. 

The use of GAPDH as a housekeeping gene or internal standard for gene/protein level 

normalisation is still widespread even though it is well documented that this use is 

inappropriate [506]. Our results further support this conclusion as we have observed 

significant differences in GAPDH expression between stages of tumour progression in 

colorectal cancer.  

In conclusion, we found that GAPDH expression in colorectal cancer is significantly 

upregulated during tumour onset. These results suggest that GAPDH plays an 

important role in the initial events of colorectal tumourigenesis and could be used as 

an early detection biomarker. Monitoring GAPDH in risk population may enable early 

diagnosis and better recovering rates. The study of the expression of GAPDH-related 

proteins can further contribute to the knowledge of the mechanisms underlying 

tumour onset and to the design of more efficient and personalised anti-oncogenic 

therapies. 
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Targeting metabolic reprogramming associated to CDK4 and 

CDK6 inhibition as a combined therapy in cancer treatment 

 

4.2.1. Introduction 

Metabolic reprogramming associated to tumour cells is considered a hallmark of 

cancer [6]. The existence of this metabolic switch offers new avenues for cancer 

therapy and the discovery of new putative biomarkers. The recent finding that during 

cell cycle not only cyclins and cyclin-dependent kinases (CDKs) but also some key 

metabolic enzymes are coordinately synthesised and degraded [197, 202] opens up a 

new possibility for cancer treatment, that is, targeting the crosstalk between CDKs 

signal transduction and the metabolic network. 

Genes that have a role in the cell cycle control (checkpoints, regulation of transcription 

or cell cycle progression) are frequently altered in cancer [38, 62]. Cyclin-dependent 

kinases CDK4 and CDK6 (CDK4/6) are promising targets for inhibiting cell cycle 

progression since their overexpression is implicated in a wide range of human cancers 

but little is known about the metabolic consequences associated to their dysregulation 

[17, 38, 507]. Under the general aim of exploring links between cell cycle and 

metabolism, we have analysed the metabolic reprogramming associated to the 

inhibition of CDK4/6 in HCT116 colon tumour-derived cells. In fact, cells are highly 

homeostatic systems that depend on metabolic and other regulatory networks for cell 

function and survival. Therefore, the dysregulation of the cell cycle regulatory network 

through CDK4/6 inhibition should require a large list of homeostatic adaptations 

which, in turn, emerge as dysregulation-associated cell vulnerabilities. The expected 

outcome of this study is the development of combination therapies using CDK4/6 

inhibitors together with drugs that directly inhibit the metabolic adaptation exhibited 

by tumour cells with CDK4/6 downregulation, and their validation as putative 

therapeutic strategies allowing for a selective lethality to tumour cells. 
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To this end, we used as a model the human colorectal carcinoma HCT116 cell line, 

which contain one allele of p16INK4a with a coding region frameshift mutation and one 

wild type allele. Due to promoter hypermethylation, the wild type allele is silenced and 

only the mutant allele is expressed, resulting in full loss of p16INK4a tumour suppressor 

function [508] and activation of CDK4 and CDK6. In consequence, HCT116 cell line is a 

good model for studying the effects of CDK4 and CDK6 inhibition in cancer cells. 

 

4.2.2. Results 

4.2.2.1. Effects of CDK4/6 inhibition on HCT116 cells phenotype, proliferation, 

apoptosis and cell cycle 

With the aim of finding vulnerabilities associated with the metabolic reprogramming 

derived from the inhibition of the cyclin-dependent kinases CDK4 and CDK6 (CDK4/6) 

in human colorectal carcinoma HCT116 cells, we inhibited CDK4/6 using small 

interference (si) RNAs (as detailed in Section 3.4.). In addition, to both validate the 

results and test whether the observed effects were due to the inhibition of CDK4/6 

kinase activity or the suppression of protein expression, we used a selective chemical 

inhibitor, PD0332991, which is currently under clinical trials [74] and specifically 

targets CDK4 and CDK6 (IC50 values of 0.011 and 0.015 µM, respectively) with little or 

no inhibitory activity against a panel of 350 kinases that include other CDKs and a wide 

variety of serine, threonine and tyrosine kinases [83, 509].  

Double CDK4/6 knockdown was validated by Western blot and RT-qPCR (Figure 4.2.1A) 

(see Sections 3.27 and 3.29, respectively) and proved to be more effective in reducing 

cell proliferation than inhibiting CDK4 or CDK6 alone (Figure 4.2.1B), confirming that 

these kinases can play compensatory roles in vitro [68]. The inhibition of CDK4/6 

caused an increase in cell volume but had no effect on the total cellular protein 

content (Figures 4.2.1C and 4.2.1D). In association with the reduced viability, 

knockdown of CDK4/6 promoted early apoptosis (Figure 4.2.1E). As expected, targeting 

two of the key players in the cell cycle G1 to S phase transition resulted in a G1 cell  
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Figure 4.2.1. CDK4/6 knockdown phenotype and effects on cell proliferation, apoptosis and cell cycle. A. CDK4/6 

knockdown was validated by RT-qPCR and Western blot 96 h after transfection. B. CDK4/6 simultaneous inhibition 

reduced proliferation by approximately 60%. C. Representative micrographs of HCT116 cells transfected with siRNA 

against CDK4/6 and control siRNA. Cell size and volume were measured with the ScepterTM cell counter (Section 

3.5). Bar graph represents the percentage of cell volume relative to control cells. D. Protein levels were quantified 

by the BCA assay. The reported increment in cell volume was not related to an increase in the total protein content. 

E. The percentage of cells in early apoptosis was assessed by flow cytometry analysis of Annexin V-FITC staining and 

propidium iodide (PI) accumulation (Section 3.10.). F. Cell cycle analysis of HCT116 transfected cells. The harvested 

cells were stained with PI and their DNA content was analysed by flow cytometry (Section 3.9.). Graph bars 

illustrate the variations in the percentage of cells in each cell cycle phase. All experiments were performed 96 h 

after siRNA transfection. Data are mean ± SD from at least n=3. Differences between cells transfected with CDK4/6 

siRNA and non-targeting siRNA were considered statistically significant when p < 0.05 (*), p < 0.01 (**) and p < 

0.001 (***). 
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cycle arrest (Figure 4.2.1F). The same results were obtained in HCT116 cells treated 

with PD0332991 (Figures 4.2.2A, 4.2.2B and 4.2.2C). The concentration of PD0332991 

selected for the assays was determined by a cell viability dose-response curve with the 

Hoechst stain system. At 96 h treatment, the concentration that reduced cell viability 

to a similar extent as siRNA-mediated experiments was 2 µM (Figure 4.2.2D).  

 

Figure 4.2.2. Effects of CDK4/6 inhibition by PD0332991 treatment. 24 h after seeding, HCT116 cells were 

incubated with the chemical inhibitor PD0332991 for 96 h. A. Effect of 2 µM PD0332991 treatment on cell 

proliferation determined by flow cytometry combining direct cell counting and PI staining. B. Cell cycle analysis of 

control cells or cells treated with 2 µM PD0332991 for 96 h. Cells were stained with PI and the percentage of cells in 

each cell cycle phase was assessed by flow cytometry analysis of their DNA content. C. Cell size and volume were 

measured with the ScepterTM cell counter. Bars represent the percentage of cell volume relative to control cells. D. 

Exponentially growing cells were treated with the indicated concentration of PD0332991 for 96 h and cell 

proliferation was determined by HO33342 staining. Results are represented as percentage of proliferation relative 

to untreated cells. The concentration of PD0332991 that reduced cell viability to 40% relative to control cells was 2 

µM. The assay was carried out using six replicates and repeated three times. Data are shown as mean ± SD. 

Significant differences between PD0332991 treatment and control were indicated at p < 0.01 (**) and p < 0.001 

(***). 

138 



Chapter 4.2 

4.2.2.2. CDK4/6 silencing regulates glucose and glutamine metabolism 

In order to characterise the metabolic phenotype associated with the inhibition of 

CDK4/6, we first analysed the glycolytic profile of HCT116 control cells and HCT116 

CDK4/6-inhibited cells. Considering that glucose and glutamine represent the two 

major sources of energy, carbons and nitrogen for the synthesis of macromolecules, 

we examined glucose, glutamine, lactate and glutamate consumption and production 

rates (see Sections 3.12 and 3.13). As seen in Figure 4.2.3A, knockdown of CDK4/6 cells 

enhanced glucose and glutamine consumption and lactate and glutamate production. 

The same results were obtained using the chemical inhibitor PD0332991 (Figure 

4.2.3B). Since we observed the same results either with siRNA knockdown or with the 

selective chemical inhibitor PD0332991, we performed the experiments employing 

siRNA techniques, while using PD0332991 for specific assays, as specified in each case. 

 

Figure 4.2.3. Comparative extracellular fluxes for control and CDK4/6-inhibited cells. Glucose and glutamine 

consumption and lactate and glutamate production rates were obtained after 24 h incubation with fresh media and 

normalised to cell number. Metabolite consumption/production and cell proliferation were determined for A. 

siRNA-transfected cells and B. PD0332991-treated cells. Bars represent mean ± SD of n=3. Significant differences 

between cells with CDK4/6 inhibition and control cells were indicated at p < 0.01 (**) and p < 0.001 (***). 

 

To confirm the higher glycolytic rate observed in CDK4/6-inhibited cells, we measured 

the extracellular acidification rate (ECAR) (see Section 3.37), which essentially is a sign 

of the production of acid lactic (H+, decrease of pH) obtained from glycolysis, with a 
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small contribution from the CO2 produced in the tricarboxylic acid (TCA) cycle. As 

expected, CDK4/6 knockdown generated higher ECAR values than control cells (Figure 

4.2.4A). In addition, the measure of ECAR in real time while adding glucose and 

oligomycin to cells cultured in a glucose-deprived medium allows for the identification 

of glycolysis (measurement rate of the glycolytic process), glycolytic capacity 

(maximum response to glycolytic demand from stress) and glycolytic reserve (reserve 

capacity available to utilise glycolysis beyond the basal rate). Figure 4.2.4B shows the 

ECAR profiles for control and CDK4/6-inhibited cells, illustrating the increase in 

glycolysis, glycolytic capacity and glycolytic reserve associated to CDK4/6 knockdown.  

 

Figure 4.2.4. Comparative glycolytic profile characterisation between control and CDK4/6 knockdown cells. 

Extracellular acidification rate (ECAR) was determined using the Seahorse XF24 Extracellular Flux Analyser 

instrument. A. The basal ECAR rate was normalised to cell number. B. Representation of ECAR profiles for control 

and CDK4/6-inhibited cells, illustrating the increase in glycolysis, glycolytic capacity and glycolytic reserve observed 

in CDK4/6 knockdown cells. Cells were incubated in absence of glucose and sequential injections of glucose and 

oligomycin were performed in order to estimate their glycolytic profile. Data are normalised to cell number and 

represented as mean ± SD from n=5. Differences between cells transfected with CDK4/6 siRNA and non-targeting 

siRNA were considered statistically significant when p < 0.001 (***). 
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To examine the contribution of glycolysis, pentose phosphate pathway (PPP) and 

carbon sources other than glucose (mainly glutamine) to lactate production, we 

incubated the cells with [1,2-13C2]-glucose and measured the resulting mass 

isotopomer distribution in lactate (see Appendix I and Section 3.31.2) together with 

the initial and final lactate concentrations. [1,2-13C2]-glucose metabolised through 

direct glycolysis produces m2 lactate, whereas its redirection via PPP yields m1 lactate. 

Then, pathway-specific production of lactate can be calculated based on this fact by 

using the equations described in Section 3.34.1.  

Consistent with the previous results, CDK4/6-inhibited cells presented higher 

production of lactate through glycolysis, the PPP and using other sources (Figure 

4.2.5A). In both control and knockdown cells, direct glycolysis was the principal source 

of lactate while PPP only accounted for a small proportion of the total produced 

lactate (Figure 4.2.5A).  

In order to evaluate the degree of glycolytic dependence presented by control and 

CDK4/6-inhibited cells, we explored the effects of glucose deprivation on cell viability. 

Interestingly, the reduction in cell proliferation in absence of glucose was significantly 

more pronounced in control cells (Figure 4.2.5B), indicating a higher sensitivity to 

changes in glucose availability. Despite having an enhanced glycolytic metabolism, cells 

treated with CDK4/6 siRNA may overcome glucose deprivation by increasing 

alternative metabolic pathways such as glutaminolysis or glycogenolysis, among 

others. Glycogen storage forms an energy reserve that can be mobilised through 

glycogenolysis to fulfil unexpected energetic needs and work as a metabolic survival 

pathway. Taking into consideration that glycogen accumulation in cancer cells 

improved survival under hypoxia and glucose deprivation conditions [255], we 

searched for differences in glycogen levels (methods are detailed in Section 3.31.8) 

between CDK4/6-inhibited and control cells in normoxic (21% O2) and hypoxic (1% O2) 

conditions. In agreement with their higher glucose consumption rate and better 

survival under glucose deprivation, cells with CDK4/6 inhibition presented higher 

glycogen storage than control cells (Figure 4.2.5C). In addition, hypoxia favoured 

glycogen accumulation only in CDK4/6-deficient cells. 
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Figure 4.2.5. Glycolytic dependence profiling. A. Cells were incubated in the presence of 10 mM [1,2-13C2]-glucose 

for 24 h. Pathway-specific lactate fluxes determined by combining lactate mass isotopomer distribution data and 

lactate production as described in Section 3.34.1 to estimate the lactate produced from glucose through direct 

glycolysis, diverted through PPP and the lactate obtained from other sources. B. Cultures were exposed to glucose 

deprivation (- Glc) for 72 h and the effect on cell proliferation was determined by cell count analysis. Results are 

shown as a percentage of proliferation relative to the corresponding control (CDK4/6 siRNA- or non-targeting 

siRNA- treated cells) grown in complete medium. C. Quantification of glycogen in CDK4/6 knockdown and control 

cells after incubation under normoxic and hypoxic conditions for 24 hours (methods are detailed in Section 3.31.8). 

All experiments were performed 96 h after siRNA transfection. Data are provided as mean ± SD of n=3. Statistically 

significant differences between CDK4/6 knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 

(***), while differences between treatment (glucose deprivation or hypoxia) and the corresponding control (CDK4/6 

siRNA- or non-targeting siRNA- treated cells in complete medium or normoxia) were shown at p < 0.05 (#) and p < 

0.001 (###) for CDK4/6-inhibited cells and at p < 0.01 (¶¶) for control cells. 

 

142 



Chapter 4.2 

4.2.2.3. CDK4/6 silencing induces an unbalance between the oxidative and non-

oxidative branches of the pentose phosphate pathway 

The PPP is an essential biosynthetic pathway fed by the first steps of glycolysis that 

produces ribose-5-phosphate for nucleotide synthesis, and NADPH for being used in 

other metabolic pathways and for the maintenance of the reduced glutathione pool to 

protect against oxidative stress. The PPP includes the non-reversible oxidative and the 

reversible non-oxidative branches. The oxidative branch generates NADPH and ribose-

5-phosphate while the non-oxidative branch recycles pentose phosphates into 

glycolytic intermediates and produces ribose-5-phosphate.  

Since our results indicate that CDK4/6 knockdown was associated with increased 

lactate production not only through glycolysis but also through PPP (Figure 4.2.5A), the 

mass isotopomer distribution of ribose after 24 h incubation with [1,2-13C2]-glucose 

was analysed (see Section 3.31.5). The metabolism of [1,2-13C2]-glucose through the 

oxidative branch yields m1 labelled ribose (one 13C is released as CO2), while its 

metabolism via the non-oxidative branch results in m2 labelled ribose (both 13C are 

conserved), as detailed in Section 1.6.2.2.2. Accordingly, analysis of mass isotopomer 

distribution of ribose from RNA revealed that CDK4/6-inhibited cells presented a 

decrease in m1 and an increase in m2 labelled ribose (Figure 4.2.6A), illustrating an 

unbalance of the PPP towards the non-oxidative branch, consistent with our previous 

results [86]. This unbalance can be graphically represented using the isotopomer phase 

plane analysis of normalised ribose isotopomers m1 and m2, where values for 

oxidative ribose synthesis are plotted against values for non-oxidative ribose synthesis. 

As internal controls, we employed siRNA-mediated downregulation of the two key 

enzymes of the oxidative and non-oxidative branches, glucose-6-phosphate 

dehydrogenase (G6PD) and transketolase (TKT), respectively (Figure 4.2.6B). Indeed, 

inhibition of G6PD further increased the glycolytic flux through the non-oxidative 

branch of the PPP, while TKT inhibition reversed the effect of CDK4/6 knockdown by 

causing an unbalance of the PPP towards the oxidative branch (Figure 4.2.6B). In 

addition, TKT enzyme activity was found to be augmented 1.6-fold in CDK4/6-inhibited 

cells compared to control cells while the increase in G6PD enzyme activity was less 

pronounced (Figure 4.2.6C) (see Section 3.14 for detailed methods). 
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Figure 4.2.6. Pentose phosphate utilisation in CDK4/6 knockdown and control cells. Cells were incubated in the 

presence of 10 mM [1,2-13C2]-glucose for 24 h. Cell pellets were obtained at this time and ribose was isolated from 

RNA for mass isotopomer distribution analysis. A. Ribose mass isotopomer distribution normalised to total 13C-

Ribose label enrichment (Σm). B. Isotopomer phase plane analysis for ribose production depicts the contribution of 

the oxidative and the non-oxidative PPP branches to ribose synthesis. Ribose m1 and m2 were analysed and plotted 

as percentage of total 13C-Ribose (Σm). The m2 isotopomers of ribose are indicative of the non-oxidative pentose 

phosphate pathway flux, whereas the m1 isotopomers indicate the oxidative PPP flux producing ribose. For clarity, 

internal controls with combined CDK4/6 and G6PD or TKT siRNA-mediated knockdown were included. C. Total TKT 

and G6PDH enzyme activities normalised to intracellular protein content. All experiments were performed 96 h 

after siRNA transfection. Data are represented as mean ± SD of n=3. Statistically significant differences between 

CDK4/6 knockdown and control cells were indicated at p < 0.05 (*) and p < 0.001 (***). 
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4.2.2.4. CDK4/6 silencing enhances mitochondrial metabolism 

In order to complete the characterisation of the metabolic reprogramming associated 

to CDK4/6 knockdown, we next examined the mitochondrial metabolism using 

isotope-based metabolic flux analysis with 13C enriched substrates (see Section 3.31). 

We used [1,2-13C2]-glucose and uniformly labelled [U-13C5]-glutamine tracers in 

independent parallel experiments. To determine the glucose contribution to the TCA 

cycle, we incubated the cells with [1,2-13C2]-glucose for 24 h and analysed the mass 

isotopomer distribution of the intracellular metabolites citrate, glutamate, α-

ketoglutarate, malate, aspartate and pyruvate. We compared the ratios of m2 labelled 

metabolites to m2 pyruvate, as m2 is the most abundant mass isotopomer obtained 

from [1,2-13C2]-glucose, to have an indication of the relative amount of pyruvate that 

was further oxidised in the TCA cycle [510]. In fact, pyruvate is incorporated to the TCA 

cycle by either pyruvate dehydrogenase (PDH), pyruvate carboxylase (PC) or malic 

enzyme (ME2) (Figure 4.2.7A). Interestingly, CDK4/6-inhibited cells presented higher 

ratios of m2 citrate, glutamate, α-ketoglutarate, malate and aspartate (Figure 4.2.7B), 

pointing to a greater glucose contribution to the TCA cycle than in control cells.  

In addition, glutamine can contribute to a greater extent than glucose to the labelling 

of the TCA intermediates, as a main substrate of this metabolic pathway [165], thus 

diluting the labelling from glucose. Having observed that CDK4/6 knockdown cells 

consumed more glutamine and produced more glutamate than control cells (Figure 

4.2.3), we sought to examine the fate of glutamine carbons by monitoring uniformly 

labelled [U-13C5]-glutamine incorporation into TCA cycle intermediates (Figure 4.2.8A). 

Direct glutamine contribution to citrate (m4), glutamate (m5), α-ketoglutarate (αKG) 

(m5), malate (m4) and aspartate (m4) was significantly increased in CDK4/6-inhibited 

cells (Figure 4.2.8B), indicating that CDK4/6 knockdown enhances glutamine oxidation 

and consequent carbon contribution into the oxidative TCA cycle. Several recent 

studies have demonstrated the importance of glutamine-dependent reductive 

carboxylation of α-ketoglutarate to isocitrate, especially in tumour cells under hypoxic 

conditions or mitochondrial impairment [168-171]. The analysis of glutamine 

contribution to the reductive carboxylation reactions shows that CDK4/6-inhibited cells 
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Figure 4.2.7. Glucose contribution to the TCA cycle in CDK4/6 knockdown and control cells. Cells were incubated 

in the presence of 10 mM [1,2-13C2]-glucose for 24 h and TCA intermediates were isolated from cell pellets for mass 

isotopomer distribution analysis. A. Schematic representation of the labelling distribution in TCA intermediates 

from [1,2-13C2]-glucose in the first turn of the TCA cycle. The incorporation of 13C-labeling to the TCA intermediates 

from [1,2-13C2]-glucose is considered to be via pyruvate dehydrogenase (PDH), pyruvate carboxylase (PC) and malic 

enzyme (ME2). For clarity, only the first turn of the TCA cycle is represented. B. Ratio of m2 citrate, glutamate, α-

ketoglutarate (α-KG), malate and aspartate normalised to m2 pyruvate (Pyr) labelling. Bars represent the mean ± SD 

of n=3. Statistically significant differences between CDK4/6 knockdown and control cells were indicated at p < 0.01 

(**) and p < 0.001 (***). 

 

presented higher levels of m5 citrate and m3 aspartate and malate (Figure 4.2.8C), 

which are the mass isotopomers generated from the reductive carboxylation of m5 α-

ketoglutarate [168, 169], revealing that this metabolic pathway was more active when 
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Figure 4.2.8. Glutamine contribution to the TCA cycle in CDK4/6-inhibited and control cells. Cells were incubated 

in the presence of 2 mM [U-13C5]-glutamine for 24 h and TCA intermediates were isolated from cell pellets for mass 

isotopomer distribution analysis. A. Schematic representation of the labelling distribution in TCA intermediates 

from [U-13C5]-glutamine in the first turn of the TCA cycle considering the oxidative TCA cycle (red labelling) and the 

reductive carboxylation (green labelling). The incorporation of 13C-labeling to the TCA intermediates from [U-13C5]-

glutamine is considered to be via glutaminase and glutamate dehydrogenase. For clarity purposes, only the first 

turn of the TCA cycle is depicted. B. Normalised m4 citrate, m5 glutamate, m5 α-ketoglutarate (αKG), m4 malate 

and m4 aspartate labelling are indicative of the oxidative TCA pathway. Values are normalised to total label 

enrichment (Σm). C. Normalised m5 citrate, m3 aspartate and m3 malate are obtained through the reductive 

carboxylation of [U-13C5]-glutamine. Values are normalised to total label enrichment (Σm). D. Quantification of 

intracellular metabolites per cell related to mitochondrial metabolism by GC/MS (mean ± SD of n=4). Data are 

represented as a percentage relative to control cells for each metabolite. Bars correspond to mean ± SD of n=3. 

Statistically significant differences between CDK4/6-inhibited and control cells were indicated at p < 0.05 (*), p < 

0.01 (**) and p < 0.001 (***). 

147 



4. Results and discussion 

CDK4/6 were repressed. These results are consistent with the increased glutamine 

consumption and glutamate production previously observed in cells with CDK4/6 

downregulation. Nevertheless, the relative proportion of m5 citrate, m3 aspartate and 

m3 malate versus m4 citrate, aspartate and malate labelled species, indicated that 

oxidative TCA cycle was the main pathway of glutamine metabolism in HCT116 cells 

(Figures 4.2.8B and 4.2.8C). As CDK4/6 knockdown cells exhibited elevated 

mitochondrial metabolism compared with control cells, we postulated that the 

concentration of TCA intermediates and related metabolites would be significantly 

augmented in CDK4/6-inhibited cells. Using GC/MS analysis (see Section 3.35), we 

confirmed that cells with CDK4/6 inhibition accumulated per cell from 1.5 to 3.5-fold 

more intracellular glutamate, αKG, citrate, malate, pyruvate, alanine and aspartate 

relative to control cells (Figure 4.2.8D). 

 

4.2.2.5. CDK4/6 silencing increases amino acid metabolism 

Having observed that CDK4/6 knockdown caused an enhanced metabolism of glucose 

and glutamine, we measured the consumption and production of the principal amino 

acids (see Sections 3.12 and 3.13) to reveal changes in their metabolic pathways. As 

seen in Figure 4.2.9A, cells with CDK4/6 inhibition exhibited greater production rates 

of aspartate (Asp), asparagine (Asn), proline (Pro), glycine (Gly) and alanine (Ala) and 

higher consumption rates of serine (Ser), arginine (Arg) and cysteine (Cyst). In 

agreement with the increased glutamine metabolism, CDK4/6 knockdown produced an 

enhancement of amino acid metabolism. 24 h incubation with [1,2-13C2]-glucose and 

[U-13C5]-glutamine allowed the analysis of the mass isotopomer distribution of alanine, 

aspartate, glycine, proline and serine. We observed that [1,2-13C2]-glucose but not [U-
13C5]-glutamine is implicated in glycine and serine synthesis while both substrates 

contribute to the synthesis of the rest amino acids analysed (Appendix I). On the other 

hand, we assessed the consumption of some essential amino acids that can be directly 

degraded to acetyl-CoA and, therefore, enter the TCA cycle. CDK4/6-inhibited cells 

displayed higher rates of consumption for threonine (Thr), isoleucine (Ile), leucine 

(Leu) and lysine (Lys) (Figure 4.2.9B), in concurrence with their greater utilisation of 
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the TCA cycle. The consumption rates of both glucose and glutamine greatly exceeded 

those of other amino acids (Figures 4.2.3 and 4.2.9), indicating that they are the main 

substrates for anaplerosis and energy production.  

 

Figure 4.2.9. Amino acid metabolism in CDK4/6 knockdown and control cells. A. Non-essential and B. essential 

amino acids consumption (negative values) and production (positive values) rates. Asp, aspartate; Ser, serine; Asn, 

asparagine; Pro, proline; Gly, glycine; Ala, alanine; Arg, arginine; Cyst, cysteine; Thr, threonine; Ile, isoleucine; Leu, 

leucine; Lys, lysine. Data are shown as mean ± SD of n=3. Statistically significant differences between CDK4/6 

knockdown and control cells were indicated at p < 0.05 (*), p < 0.01 (**) and p < 0.001 (***). 

 

4.2.2.6. CDK4/6 silencing enhances mitochondrial respiration activity  

Having observed an increased TCA cycle metabolism following CDK4/6 knockdown, we 

analysed whether this inhibition also caused changes in the mitochondrial respiratory 

capacity. To this aim, we performed a pharmacological profiling of the mitochondrial 

respiratory function by combining the complex V inhibitor oligomycin, the 
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protonophoric uncoupler FCCP, the complex III inhibitor antimycin A and the complex I 

inhibitor rotenone, and measuring the oxygen consumption rate (OCR) and the 

extracellular acidification rate (ECAR). The design of these experiments is detailed in 

Section 3.37. First, we analysed the effects of oligomycin addition (1 µM) on cells 

cultured in complete medium or medium with glucose or glutamine deprivation, since 

the sensitivity to mitochondrial inhibitors can change as a function of carbon source 

[511]. Oligomycin inhibits ATP synthase (complex V) preventing oxygen consumption 

for mitochondrial ATP synthesis. In complete medium, addition of oligomycin similarly 

decreases OCR in both control and CDK4/6-inhibited cells while in glucose deprivation, 

cells with CDK4/6 repressed are more sensitive to ATP synthase inhibition, as they 

have an enhanced mitochondrial metabolism (Figure 4.2.10A). After oligomycin 

treatment, cells shift their metabolism to obtain ATP through compensatory pathways, 

which can be detected by an increase in ECAR. However, while in complete medium 

CDK4/6 knockdown did not affect ECAR, control cells treated with oligomycin under 

either glucose or glutamine withdrawal conditions dramatically reduced the ECAR 

levels compared to cells with CDK4/6 inhibition (Figure 4.2.13B). In concordance with a 

greater dependence of CDK4/6 knockdown cells on ATP synthase and mitochondrial 

metabolism, sustained oligomycin treatment (72 h, 3 µM) decreased CDK4/6-inhibited 

cells viability to a greater extent than in control cells (Figure 4.2.10C). These results 

point out that CDK4/6 knockdown not only increased mitochondrial ATP synthesis, but 

also sensitised cells to mitochondrial respiration impairment.  

The comparison of OCR and ECAR basal profiles in complete medium and in glucose- or 

glutamine-deprived media is shown in Figures 4.2.10D and 4.2.10E, respectively. In all 

cases, CDK4/6 knockdown cells exhibit higher OCR and ECAR values, corresponding to 

augmented mitochondrial respiration and lactate production. Under glutamine 

deprivation, CDK4/6-inhibited cells almost maintained the levels of basal respiration 

reported in complete medium and decreased the levels of acidification, evidencing a 

shift of glucose metabolism into TCA cycle instead of producing lactate. As expected, a 

drop in ECAR was reported under glucose starvation conditions, while respiration rate 

was largely increased (2-fold for CDK4/6-inhibited cells) as a result of the enhanced  

 

150 



Chapter 4.2 

 
Figure 4.2.10. Characterisation of the mitochondrial function in CDK4/6 knockdown and control cells (I). Oxygen 

consumption rate (OCR) and extracellular acidification rate (ECAR) were determined with the Seahorse XF24 

Extracellular Flux Analyser instrument. LOG2 (Fold change) in A. OCR and B. ECAR following oligomycin injection 

(mean ± SD of n=5). C. Cells were incubated with 3 µM oligomycin for 72 h and cell proliferation was measured by 

flow cytometry. Results are shown as percentage of proliferation relative to cells cultured in the absence of 

oligomycin (Complete medium) (mean ± SD of n=3). D. OCR and E. ECAR basal levels in complete and restricted 

media conditions, normalised to cell number (mean ± SD of n=5). Glucose and glutamine deprived media are 

referred as –Glc and –Gln, respectively. Cells were cultured for 1 h in glucose- or glutamine- deprived media before 

experimental determinations were made, and these conditions were maintained throughout the experiment. 

Statistically significant differences between CDK4/6 knockdown and control cells were indicated at p < 0.05 (*), p < 

0.01 (**) and p < 0.001 (***), while differences between treatment (oligomycin, glucose or glutamine deprivation) 

and the corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated cells in complete medium) were 

shown at p < 0.05 (#), p < 0.01 (##) and p < 0.001 (###) for CDK4/6-inhibited cells and at p < 0.05 (¶), p < 0.01 (¶¶) 

and p < 0.001 (¶¶¶) for control cells. 
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mitochondrial metabolism of glutamine, one of the main sources of carbon in absence 

of glucose, to compensate for the reduced glycolytic ATP production.  

 

Figure 4.2.11. Characterisation of the mitochondrial function in CDK4/6 knockdown and control cells (II). 

Schematic representation of the OCR profiles and the subsequent estimation of the mitochondrial respiration 

defining parameters after the sequential injection of oligomycin (1.5 µM), FCCP (1 µM), antimycin A (1 µM) and 

rotenone (1 µM) in A. control and B. CDK4/6-inhibited cells cultured in complete medium. C. Quantification of 

oxygen consumption rates for basal respiration, ATP production-associated respiration, non-ATP linked oxygen 

consumption (proton leak), maximal respiration, spare respiratory capacity and non-mitochondrial respiration, in 

complete medium and normalised to cell number. Results are shown as mean ± SD of n=5. Statistically significant 

differences between CDK4/6 knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 (***). 

 

The sequential addition of oligomycin (1.5 µM), FCCP (1 µM), antimycin A (1 µM) and 

rotenone (1 µM) in cultured cells while measuring OCR in real time, allows for the 

characterisation of the mitochondrial respiration capacity by estimation of its defining 

parameters. Figures 4.2.11 and 4.2.12 illustrate the OCR profiles obtained for CDK4/6- 
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Figure 4.2.12. Effects of glucose and glutamine withdrawal on the mitochondrial function in CDK4/6 knockdown 

and control cells. Comparison of the OCR profiles under A. glucose or B. glutamine deprivation conditions following 

injections of oligomycin (1.5 µM), FCCP (1 µM), antimycin A (1 µM) and rotenone (1 µM) (mean ± SD of n=5). 

Glucose and glutamine deprivation effects on C. maximal respiration, D. ATP production-associated respiration and 

E. non-mitochondrial respiration. Results are normalised to cell number and shown as percentage of OCR relative to 

non-targeting siRNA-treated cells cultured in complete medium (mean ± SD of n=3). Cells were cultured for 1 h in 

glucose- or glutamine- deprived media (–Glc and –Gln, respectively) before experimental determinations were 

made, and these conditions were maintained throughout the experiment. Statistically significant differences 

between CDK4/6 knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences 

between treatment (glucose or glutamine deprivation) and the corresponding control (CDK4/6 siRNA- or non-

targeting siRNA- treated cells in complete medium) were shown at p < 0.05 (#), p < 0.01 (##) and p < 0.001 (###) for 

CDK4/6-inhibited cells and at p < 0.001 (¶¶¶) for control cells. 
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inhibited and control cells in complete medium (Figures 4.2.11A and 4.2.11B) and 

under glucose (Figure 4.2.12A) or glutamine deprivation (Figure 4.2.12B). Remarkably, 

cells with CDK4/6 knockdown presented higher basal respiration, ATP production-

associated respiration, non-ATP linked oxygen consumption (proton leak), maximal 

respiration, spare respiratory capacity and non-mitochondrial respiration than control 

cells, reflecting an general enhanced mitochondrial respiratory capacity (Figure 

4.2.11C). Moreover, glucose removal increased the OCR values of the mitochondrial 

respiration parameters while glutamine deprivation decreased them (Figures 4.2.12C-

E), evidencing the essential role for glutamine in supporting oxidative phosphorylation. 

Interestingly, when CDK4/6 are inhibited, the reduction of oxygen consumption after 

glutamine withdrawal was smaller and the increase of OCR in glucose starvation was 

higher than in control cells (Figures 4.2.10D, 4.2.12C and 4.2.12D). These results are in 

accordance with the increased dependency displayed by control cells on glycolysis, 

which is linked to the attenuation of mitochondrial oxidative phosphorylation capacity 

under glucose deprivation [512]. Conversely, the rise of non-mitochondrial respiration 

after glucose withdrawal was higher in control cells (Figure 4.2.12E), suggesting that 

control cells increased non-mitochondrial oxygen consuming reactions (e.g. substrate 

oxidation and cell surface oxygen consumption) in absence of glucose. Finally, addition  

 

 

Figure 4.2.13. Effects of mitochondrial uncoupling and mitochondrial complex I and III inhibition on OCR. A. LOG2 

(Fold change) in OCR after FCCP addition or B. rotenone and antimycin A addition in complete and restricted media. 

Cells were cultured for 1 h in glucose- or glutamine- deprived media (–Glc and –Gln, respectively) before 

experimental determinations were made, and these conditions were maintained throughout the experiment. Bars 

represent mean ± SD of n=3. Statistically significant differences between CDK4/6 knockdown and control cells were 

indicated at p < 0.001 (***). 
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of FCCP, rotenone and antimycin A caused significantly more pronounced effects on 

cells with CDK4/6 inhibition (Figures 4.2.13A and 4.2.13B), further supporting that 

CDK4/6 knockdown led to a more prominent mitochondrial function and respiration. 

Taken together, these data confirmed that CDK4/6 knockdown enhanced not only 

mitochondrial metabolism through elevated utilisation of glutamine, but also 

mitochondrial respiratory capacity. 

 

4.2.2.7. CDK4/6 silencing increases glutathione, NADPH and ROS levels 

Glutathione (GSH) is synthesised through two ATP-requiring enzymatic steps; 

formation of γ-glutamylcysteine from glutamate and cysteine catalysed by rate-limiting 

γ-glutamylcysteine synthetase (GCL), and formation of GSH from γ-glutamylcysteine 

and glycine catalysed by GSH synthetase (GS) [513]. Taking into account that CDK4/6-

inhibited cells presented higher levels of extracellular glutamate and glycine, and 

consumed more cysteine (Figure 4.2.9A), we quantified the content of glutathione (see 

Section 3.16) and found that CDK4/6 siRNA-treated cells displayed higher intracellular  

 

 

Figure 4.2.14. Intracellular glutathione, ROS and NADPH levels in CDK4/6 knockdown and control cells. A. Total 

intracellular glutathione content normalised to number of cells. B. Intracellular ROS levels determined by flow 

cytometry. Data are expressed as percentage of mean fluorescent intensity (MnX) relative to control cells. C. NADP 

and NADPH levels quantified in a colorimetric assay using the NADP/NADPH Quantification Kit (Ref. MAK038, Sigma-

Aldrich) as described in Section 3.17 and normalised to cell number. Bars correspond to mean ± SD of n=3. 

Statistically significant differences between CDK4/6-inhibited and control cells were indicated at p < 0.05 (*) and p < 

0.001 (***). 
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levels of GSH than control cells (Figure 4.2.14A), suggesting that a proportion of the 

cysteine consumed and the glutamate and glycine produced could be redirected to the 

synthesis of glutathione. GSH peroxidase (GPx)-catalyses the antioxidant function of 

GSH, reducing peroxides as GSH is oxidised to GSSG, which in turn is reduced back to 

GSH by GSSG reductase at the expense of NADPH, forming a redox cycle [513]. The 

increased presence of glutathione caused by CDK4/6 knockdown could be explained as 

a protection against generated oxidative stress. To test this hypothesis, NADP/NADPH 

and reactive oxygen species (ROS) levels were assessed (as described in Sections 3.17 

and 3.18, respectively). In agreement, higher amounts of ROS and NADPH were 

observed in CDK4/6-inhibited cells (Figures 4.2.14B and 4.2.14C).  

 

4.2.2.8. CDK4/6 silencing impairs fatty acid synthesis 

Since fatty acid synthesis is essential for cell proliferation, we analysed the mass 

isotopomer distribution of palmitate, the first fatty acid synthesised in lipogenesis, and 

stearate, obtained from palmitate by chain elongation, after 24 h incubation with [1,2-
13C2]-glucose or [U-13C]-glutamine (see Section 3.31.6). When cultured with [1,2-13C2]-

glucose, we observed that CDK4/6 knockdown cells presented higher levels of m2 and 

m4 labelled palmitate and stearate, while control cells displayed increased m6 and m8 

labelled fatty acid isotopomers (Figures 4.2.15A and 4.2.15B). Taking into account that 

the label propagation into fatty acids was not reaching the steady state, and therefore 

was a dynamic phenomenon, the mass isotopomers m2-m4 and m6-m8 correspond to 

recent and remote enrichments, respectively. Accordingly, our results suggest that 

control cells directed a greater amount of glucose-derived carbons into fatty acid 

synthesis compared to CDK4/6-inhibited cells. To determine the glutamine 

contribution to fatty acid synthesis, we examined the label incorporation into 

palmitate and stearate following [U-13C]-glutamine incubation, which mainly derives 

from reductive metabolism of glutamine [514]. Likewise, cells with CDK4/6 inhibition 

presented an increase in m2 palmitate and m2 stearate, and a decrease in m4 

isotopomers in comparison to control cells (Figures 4.2.15C and 4.2.15D). These results 
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suggest that fatty acid synthesis may be greater in control cells, which is consistent 

with the reduced cell proliferation observed in CDK4/6 knockdown cells. 

 

Figure 4.2.15. Fatty acid synthesis in CDK4/6 knockdown and control cells. Mass isotopomer distribution of A. 

palmitate and B. stearate after 24 h incubation with 10 mM [1,2-13C2]-glucose. C. Mass isotopomer distribution of C. 

palmitate and D. stearate after 24 h incubation with 2 mM [U-13C]-glutamine. Bars represent mean ± SD of n=3. 

Statistically significant differences between CDK4/6 knockdown and control cells were indicated at p < 0.05 (*), p < 

0.01 (**) and p < 0.001 (***). 

 

4.2.2.9. Fluxomics and transcriptomics data analysis revealed MYC, HIF1 and mTOR 

as the key players in CDK4/6 knockdown 

4.2.2.9.1. Gene expression profile 

To study CDK4/6 knockdown-mediated changes in the robust metabolism of tumour 

cells, we analysed differences in gene expression between CDK4/6 siRNA- and non-

targeting siRNA- treated cells. High-throughput gene expression analysis using 

Affymetrix GeneChip arrays (see Section 3.30) identified 1283 genes whose expression 
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differed by >1.5-fold between CDK4/6 knockdown and control cells, with 576 and 707 

genes down- and upregulated in CDK4/6-inhibited cells, respectively. 

We used gene expression to explore the two levels of metabolic reprogramming, 

namely direct changes in the expression of enzymes and changes in sets of genes 

revealing the activation or inhibition of key regulatory proteins of cancer and 

metabolism. In order to identify these proteins, genetic association studies were 

performed using Gene Set Enrichment Analysis (GSEA) [478] looking for associated 

gene signatures, which provided the evidence of partially shared mechanisms between 

CDK4/6 inhibition and other treatments affecting regulatory factors with a key role in 

cancer and metabolism. A summary with the most interesting results is provided in 

Figure 4.2.16 and in Appendix II. Likewise, manual examination of the list of 

significantly enriched genes suggested that several signal transduction networks were 

affected upon CDK4/6 inhibition. Among the large list of affected components and 

mechanisms, we focused our attention on a selection of gene sets with a high 

correlation and derived from components or functions associated with the regulation 

of metabolism, cancer and/or cell cycle. Accordingly, Figure 4.2.17 and Appendix II 

highlight GSEA enrichment plots associated with gene signatures for c-MYC (hereafter 

termed MYC) (HALLMARK_MYC_TARGETS_V1, HALLMARK_MYC_TARGETS_V2, 

SCHUHMACHER_ MYC_TARGETS_UP [515], DANG_MYC_TARGETS_UP [229] and 

BILD_MYC_ONCOGENIC_ SIGNATURE [464]), hypoxia (HALLMARK_HYPOXIA, 

MANALO_ HYPOXIA_UP, MANALO_HYPOXIA_DN [516], ELVIDGE_HYPOXIA_UP, 

ELVIDGE_ HYPOXIA_DN [245], MENSE_HYPOXIA_UP [517], FARDIN_HYPOXIA_11 [518] 

and LEONARD_HYPOXIA_UP [519]), hypoxia inducible factor 1α (HIF1α) (ELVIDGE_ 

HIF1A_TARGETS_UP, ELVIDGE_HIF1A_TARGETS_DN, ELVIDGE_HIF1A_AND_HIF2A_ 

TARGETS_UP and ELVIDGE_HIF1A_AND_HIF2A_TARGETS_DN) [245], molecular target 

of rapamycin (mTOR) (PENG_RAPAMYCIN_RESPONSE_DN) [520], FOXO3a (DELPUECH_ 

FOXO3_TARGETS_UP) [521] and KRAS (HALLMARK_KRAS_SIGNALING_UP). 

Interestingly, the direction of gene expression changes (increase or decrease) 

associated with CDK4/6 inhibition was positively correlated with gene sets associated 

with MYC activity, but negatively with gene sets associated with HIF 1α transcriptional 
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Figure 4.2.16. Associated gene sets. Genetic association studies were performed using Gene Set Enrichment 

Analysis (GSEA). The specific gene sets from the MSigDB collection [478] that were relevant in our analyses and 

presented the most significant enrichments according to GSEA’s statistics are detailed. Gene sets upregulated in 

CDK4/6 knockdown cells are represented with positive normalised enrichment score (NES) values, while negative 

NES values correspond to gene sets downregulated in CDK4/6 knockdown. HA, CU, GO and OS refer to the Hallmark 

gene sets (in black), Curated gene sets, GO gene sets and Oncogenic signatures collections, respectively. 
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activity, KRAS signalling or the inhibitor of prolyl hydroxylases (PHD) DMOG (ELVIDGE_ 

HYPOXIA_BY_DMOG_UP and ELVIDGE_HYPOXIA_BY_DMOG_DN) [245].  

 

Figure 4.2.17. Examples of GSEA enrichment plots associated with gene signatures for MYC (HALLMARK_MYC_ 

TARGETS_V2), hypoxia (HALLMARK_HYPOXIA), mTOR (PENG_RAPAMYCIN_RESPONSE_DN) and FOXO3a 

(DELPUECH_FOXO3_TARGETS_UP). Gene expression changes of cells with CDK4/6 inhibition were positively 

correlated with gene sets associated with MYC and mTOR activity, since MYC target genes and genes that are 

downregulated by the mTOR inhibitor rapamycin were found to be upregulated in CDK4/6 knockdown cells in 

comparison to control cells. Conversely, gene expression changes of CDK4/6-inhibited cells were negatively 

correlated with gene sets associated with hypoxia and FOXO3a activation, as genes that are upregulated under 

hypoxia and FOXO3a target genes were found to be downregulated in cells with CDK4/6 knockdown compared to 

control cells. A summary with the most interesting results is provided in Appendix II. 
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The differentially expressed genes encoding enzymes of the central carbon metabolism 

were identified using, among others, human genome-scale databases [522, 523], and 

are listed in Appendix III, together with other key genes differentially expressed and 

involved in cell cycle and cancer. Importantly, gene set enrichment analysis revealed 

enrichment of genes associated with MYC among the upregulated genes in CDK4/6 

knockdown cells (Appendix II and Figure 4.2.17). Indeed, genes of glutamine and 

polyamine metabolism or genes with a role in mitochondrial biogenesis and function 

were found overexpressed compared to control cells, which is in agreement with the 

experimentally observed increased respiratory activity and mitochondrial function. The 

increased metabolic activity reported after CDK4/6 knockdown agrees with the 

hypothesis of an increased activity of MYC as the major metabolic effector affected by 

inhibition of CDK4/6. Besides, GSEA reveals important correlations with gene sets 

associated with other key metabolic regulators, as summarised in Appendix II. For 

example, HIF1α responsive genes were downregulated in CDK4/6-inhibited cells, 

revealing an opposite correlation with the hypoxic gene signature (Figure 4.2.17 and 

Appendix II). Likewise, cells with CDK4/6 knockdown displayed a reverse correlation 

with the expected pattern under glutamine or leucine deprivation 

(PENG_GLUTAMINE_DEPRIVATION_DN and PENG_LEUCINE_DEPRIVATION_DN) [520] 

(Appendix II). Hence, the observed transcriptional changes suggested that CDK4/6 

knockdown sensitised cells to hypoxia and caused a dependence on MYC and its target 

genes and/or mTOR pathway.  

 

4.2.2.9.2. Fluxomics analysis revealed an increased metabolism of glucose, glutamine 

and amino acids in CDK4/6-inhibited cells 

To infer intracellular metabolic fluxes, we constructed a quantitative metabolic 

network model of the central carbon metabolism (glycolysis, TCA cycle, pentose-

phosphate pathway (PPP), glycogen metabolism, nucleotide metabolism and fatty acid 

synthesis) and applied metabolic flux analysis to identify a flux distribution fitting the 

experimental data obtained. To this end, we combined direct measurements like 

oxygen consumption or metabolite consumption/production rates with the resulting 

161 



4. Results and discussion 

mass isotopomer distributions of glucose, lactate and amino acids from incubation 

media, and glycogen, RNA ribose, fatty acids and glycolytic and TCA intermediates 

from cells. In order to test the hypotheses regarding flux ratios, the mass isotopomer 

distribution of each measured metabolite was mathematically predicted by assuming a 

metabolic network and a particular distribution of fluxes through this network. By 

comparing measured and predicted mass isotopomer distributions, the reliability of 

hypotheses regarding flux distributions was evaluated. Thus, a computer programs was 

developed with Mathematica [524] and applied to predict the 13C enrichments for 

control and CDK4/6 inhibited cells. A review on the different methods related to 

estimation of changes in reaction fluxes using 13C-labeling has been recently published 

[525]. Mass isotopomer distributions were mathematically predicted by assuming a 

metabolic network and a particular distribution of fluxes through this network. The 

estimation of the reaction fluxes involved in central carbon metabolism 

reprogramming was based on the addition of successive constraints. In order to satisfy 

all constraints, the range of possible values for each flux can be determined using 

linear programming techniques where each reaction flux is maximised or minimised 

while leaving all other reaction fluxes free [526-528]. Notes on the selected metabolic 

network for model analysis and a detailed description of the procedure and results are 

provided in Appendix IV. The predicted 13C label enrichments are shown as coloured 

dots on the measured values in Appendix IV, allowing the comparison of the estimated 
13C-labeled values with the measured 13C-labeled mass isotopomers. 

Then, by integrating the metabolic phenotype with the gene expression profile 

exhibited by CDK4/6 knockdown cells, we identified suitable candidates for 

combination therapies from central metabolism enzymes and gene regulators. The 

integrated picture obtained from all our experiments is in part represented in Figure 

4.2.18. This figure provided a metabolic scenario, a network of enzyme-catalysed 

transformations of chemical species, with each chemical reaction associated with a 

rate (flux) of transformation, which can be increased, decreased or maintained 

unchanged. Each reaction is catalysed by an enzyme or block of enzymes, which are 

regulated as a system by different layers of regulatory circuits, with the effect of the  
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Figure 4.2.18. Integrated picture of metabolic and gene expression changes. The metabolic network contains a 

graphic description of both reaction and transport processes involved in the conversion or transport of metabolic 

intermediates. Fold changes refer to CDK4/6 inhibited cells with respect to control cells, providing a measure of the 

changes in the flux through the metabolic steps (coloured arrows), the expression levels of genes and proteins 

(coloured abbreviations) and the concentrations of some of the metabolic intermediates (coloured abbreviations). 

Changes in the expression or enzyme activity of key metabolic and regulatory proteins were assessed by Western 

blot and enzymatic activity assays, respectively, and are indicated in coloured bold letters. Changes in gene 

expression measured by RT-qPCR are represented in coloured italic type between round brackets. Changes in gene 

expression identified from the normalised RMA expression data obtained from the Affymetrix GeneChip arrays are 

presented in coloured underlined italic type between round brackets. The magnitude of the fluxes refers to control 

cells. Proline and asparagine are only exported in CDK4/6-inhibited cells. 10-fTHF, 10-formyltetrahydrofolate; 2PG, 

2-phosphoglycerate; 3PG, 3-phosphoglycerate; 5,10-mTHF, 5,10-methenyltetrahydrofolate; 5-mTHF, 5-methyltetra 

hydrofolate; αKG, α-ketoglutarate; acCoA, Acetyl-CoA; AcSpd, N1-acetylspermidine; AcSpn, N1-acetylspermine;  

 

163 



4. Results and discussion 

identified main regulatory actors expected to be the most important. Together, these 

results allowed for a direct comparison of the changes affecting fluxes, accumulation 

of metabolic intermediaries and level of expression / activity of the metabolic enzymes 

catalysing the reactions. An exploration tour of this integrated picture provides a 

precise assessment of the metabolic adaptations associated with CDK4/6 inhibition.  

Therefore, the metabolic reprogramming associated with the inhibition of CDK4/6 

rendered cancer cells highly dependent on specific metabolic enzymes or pathways, 

which were identified as key components of the homeostatic machinery with the 

double objective to provide cells with the building blocks and energy required for cell 

function and biomass generation. Accordingly, the identification of central metabolism 

enzymes or gene regulators changing their activity as a consequence of tumour 

reprogramming provided the evidence of regulatory components that might be 

fundamental for the maintenance of the tumour metabolic condition, highlighting 

potential weaknesses that might be exploited for cancer therapy. Among the 

dysregulated enzymes, the most promising candidate found for a combined therapy 

with the inhibition of CDK4/6 was glutaminase 1 (GLS1). Thus, drugs involved in the 

inhibition of the metabolic reprogramming presented by tumour cells with CDK4/6 

downregulation are potential candidates for synergistic interactions in combined 

therapies with CDK4/6 inhibitors. 

AdoMetDC, S-adenosyl 3-(methylthio)propylamine; Ala, alanine; Arg, arginine; Asn, asparagine; Asp, aspartate; CoA, 

Coenzyme A; Cys, cysteine; DHAP, dihydroxyacetone phosphate; DHF, dihydrofolate; E4P, erythrose 4-phosphate; 

ENO, enolase; Fum, fumarate; G1P, glucose 1-phosphate; G3P, glyceraldehyde 3-phosphate; G6P, glucose 6-

phosphate; G6PD, glucose-6-phosphate dehydrogenase; GABA, gamma-amino butyric acid; GDH, glutamate 

dehydrogenase; Glc, glucose; Gln, glutamine; Glu, glutamate; GLS1, glutaminase 1; Gly, glycine; Glyc, glycogen; GSA, 

L-glutamate 5-semialdehyde; H6P, hexose 6-phosphate (G6P+F6P); His, histidine; HK, hexokinase; Ile, isoleucine; 

Lac, lactate; Leu, leucine; Lys, lysine; Mal, malate; ME2, malic enzyme; Met, methionine; MTA, 5'-S-methyl-5'-

thioadenosine; OAA, oxaloacetate; OCR, oxygen consumption rate for ATP production; Orn, ornithine; P5C, Δ1-

pyrroline-5-carboxylate; Palm, palmitate; PDH, pyruvate dehydrogenase; PDHK1, pyruvate dehydrogenase kinase 1; 

PenP, pentose phosphate; PHD2, prolyl hydoxylase 2; Phe, phenylalanine; Phser, o-phospho-L-serine; Pro, proline; 

PRPP, 5-phospho-α-D-ribose 1-diphosphate; PSAT, phosphoserine transaminase; Put, putrescine; Pyr1, pyruvate 

(pool 1); Pyr2, pyruvate (pool 2); ROS, reactive oxygen species; Rib, ribose; S7P, Sedoheptulose 7-phosphate; Ser, 

serine; Spd, spermidine; Spn, spermine; Stear, stearate; Suc, succinate; Thr, threonine; TA, transaldolase; THF, 

tetrahydrofolate; TKT, transketolase; Trp, tryptophan; Tyr, tyrosine; Val, valine. 
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It is noteworthy to mention that changes in the capacity of an individual enzyme can 

be translated in a change in the collective flux of the metabolic pathway when the 

enzyme affected corresponds to a key regulatory enzyme, such as pyruvate 

dehydrogenase (PDH). Also, changes in the capacity of an individual enzyme can be 

translated in a change in the collective flux when there is a simultaneous multisite 

modulation of the activities of all the enzymes with some control in the flux of the 

pathway [529]. Accordingly, CDK4/6 knockdown cells exhibited a remarkable collective 

increase of the expression of genes involved in the respiratory chain and oxidative 

phosphorylation (MITOCHONDRION, HALLMARK_OXIDATIVE_PHOSPHORYLATION, 

MITOCHONDRIAL_LUMEN, MITOCHONDRIAL_RIBOSOME, MITOCHONDRIAL_MATRIX, 

MITOCHONDRIAL_PART and MITOCHONDRION_ORGANIZATION_AND_BIOGENESIS, as 

detailed in Appendix II) in concordance with the increased mitochondrial activity. 

However, gene expression analysis also showed that cells with CDK4/6 inhibition 

presented a notable collective decrease in the expression of genes involved in 

glycolysis (HALLMARK_GLYCOLYSIS, Appendix II) that was not in correspondence with 

the enhanced glycolytic metabolism experimentally reported in CDK4/6 knockdown 

cells (Section 4.2.2.2.). Nevertheless, the downregulation of the expression of these 

genes can be explained by the opposite correlation with hypoxia and HIF1α responsive 

genes observed in CDK4/6-inhibited cells (Figure 4.2.17 and Appendix II), as glycolytic 

genes are also categorised as HIF1α targets [212]. 

 

4.2.2.10. CDK4/6 knockdown causes HIF1α degradation, MYC accumulation and 

activation of mTOR pathway 

The integration of data into the informatics system analysis revealed MYC, mTOR and 

HIF1α as the principal regulators in CDK4/6 knockdown. To validate the conclusions of 

the system analysis, we examined by Western blot the expression of these proteins 

under normoxic (21% O2) and hypoxic (1% O2) conditions, and in presence of the prolyl 

hydroxylase (PHD) inhibitor DMOG. We also analysed prolyl hydoxylase 2 (PHD2) levels 

as it is reported to be the major isoform responsible for the hydroxylation of HIF1α in 

normoxia [243] and the principal target for the α-ketoglutarate-mediated reduction in 
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HIF1α expression in hypoxia [248]. It is worth noting that direct phosphorylation of 

mTOR at Ser2448 by S6 kinase 1 (S6K1) in a feedback loop mechanism is a biomarker 

for the activation status of mTOR [530]. Glutaminase 1 (GLS1) protein levels were also 

assessed since this metabolic enzyme is known to be regulated by MYC [214]. In 

normoxia, MYC, P-mTOR (Ser2448) and GLS1 are highly overexpressed in CDK4/6-

inhibited cells while HIF1α expression is significantly decreased along with higher levels 

of PHD2 (Figure 4.2.19A). On the other hand, hypoxia incubation completely depressed 

MYC and P-mTOR levels in control cells while CDK4/6 knockdown cells presented at 

least some degree of protein expression (Figures 4.2.19A and 4.2.26D). Glutaminase 

was also reduced in hypoxia but CDK4/6-inhibited cells maintained higher expression 

levels than control cells. Interestingly, CDK4 and CDK6 protein levels were also 

decreased in hypoxia. Incubation with DMOG, which stabilises HIF1α expression by 

competitively inhibiting PHD activity, caused a similar effect as hypoxia in MYC 

expression although GLS1, P-mTOR and PHD2 were increased or unaltered in 

comparison to normoxic conditions (Figure 4.2.19A). Remarkably, DMOG produced an 

increase in HIF1α levels of CDK4/6-inhibited cells (Figure 4.2.19A), revealing that the 

reduction observed in normoxia is mediated by PHD hydroxylation of HIF1α. To further 

validate these data, we analysed by RT-qPCR the expression of genes related to MYC 

and glutamine, such as GLS1 (encoding GLS1), the glutamine transporter genes SLC7A5 

and SLC7A6, and the MYC associated factor X (MAX), which encodes the factor MAX 

that binds to MYC to activate the transcription of target genes. As expected, CDK4/6 

knockdown increased the mRNA levels of GLS1, SLC7A5, SLC7A6 and MAX (Figure 

4.2.19B).  

Considering that control cells gene expression correlated with an increased KRAS 

signalling (HALLMARK_KRAS_SIGNALING_UP, Figure 4.2.16 and Appendix II), we 

measured KRAS protein levels by Western blot and found a depletion of KRAS 

expression in CDK4/6 knockdown cells under normoxia, hypoxia and after DMOG 

treatment (Figure 4.2.19A). Under hypoxic conditions, KRAS protein levels in CDK4/6-

inhibited cells were reduced to the greatest extent while DMOG incubation induced 

KRAS overexpression in both control and CDK4/6 knockdown cells (Figure 4.2.19A). 

Consistently, recent studies have reported a synthetic lethal interaction between the 
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RAS oncogene and the absence of CDK4 expression [92, 531]. Moreover, RAS is also 

reported to inhibit both oxygen consumption and oxidative flux through the TCA cycle 

[165, 532], which is also in concordance with our results in control cells.  

 

 

Figure 4.2.19. Effects of CDK4/6 knockdown on signalling pathways. A. Western blot analysis of total protein 

fractions of CDK4/6 knockdown and control cells under normoxic or hypoxic (1% O2) conditions, or after DMOG 

treatment for 24h. β-actin was used as protein loading control. B. GLS1, SLC7A6, SLC7A5 and MAX gene expression 

was assessed by RT-qPCR. Results are normalised to cyclophilin A and expressed as fold change of mRNA as 

compared to non-targeting siRNA-treated cells. Data are represented as mean ± SD of n=3. All experiments were 

performed 96 h after siRNA transfection. Statistically significant differences between CDK4/6 knockdown and 

control cells were indicated at p < 0.01 (**) and p < 0.001 (***). 

 

4.2.2.10.1. CDK4/6 silencing increases pyruvate dehydrogenase activity 

In order to investigate whether changes in fluxes and gene expression were 

accompanied by changes at proteomic level, we examined the activity of pyruvate 

dehydrogenase (PDH), a key enzyme regulating the entry of pyruvate into the TCA 
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cycle. Consistent with our abovementioned results, PDH activity was incremented in 

CDK4/6-inhibited cells (Figure 4.2.20A). Considering that PDH is negatively regulated 

by pyruvate dehydrogenase kinases (PDHK)-mediated phosphorylation, we analysed by 

Western blot the levels of PDH, P-PDH and PDHK1, which is activated by HIF1α [252]. 

Accordingly, CDK4/6 knockdown resulted in increased PDH and reduced levels of 

PDKH1 and P-PDH (Figure 4.2.20B). To further confirm that PDHK were inhibited, we  

 

 

Figure 4.2.20. PDH status in CDK4/6 knockdown and control cells. A. PDH activity assessed with the Pyruvate 

dehydrogenase (PDH) Enzyme Activity Microplate Assay kit (Abcam) as described in Section 3.15. Results were 

normalised by protein content in the supernatant. B. PDHK1, PDH and P-PDH protein levels were determined by 

Western blot, using β-actin as a protein loading control. C. PDHK1 and PDHK3 gene expression was measured by RT-

qPCR. Results are normalised to cyclophilin A and expressed as fold change of mRNA relative to non-targeting 

siRNA-treated cells. D. Total mitochondrial activity normalised per number of cells was estimated by the conversion 

of the tetrazolium salt MTT into formazan crystals as explained in Section 2.5., and the direct cell counting of 

parallel cultures. Results are expressed as fold change relative to control cells. Bars represent mean ± SD of n=3. All 

experiments were performed 96 h after siRNA transfection. Statistically significant differences between CDK4/6 

knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 (***). 
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checked gene expression levels of PDHK1 and PDHK3, and observed that both kinases 

were downregulated in CDK4/6-inhibited cells (Figure 4.2.20C). Finally, we estimated 

the ratio of mitochondrial activity normalised per number of cells to validate our 

results (as described in Section 3.6). In agreement with our results, CDK4/6 silencing 

caused a 2-fold increase in the ratio of mitochondrial activity (Figure 4.2.20D). In 

contrast to MYC, HIF1α blocks pyruvate entry to TCA cycle by inhibiting PDH through 

PDHK1 upregulation [212]. Indeed, our results can be consistently explained by both 

the decreased levels of HIF1α and the augmented MYC protein expression observed 

after CDK4/6 knockdown (Figure 4.2.19A). 

 

4.2.2.10.2. CDK4/6 silencing reveals a new mechanism of MYC regulation 

Together, these results suggest that CDK4/6 knockdown caused MYC overexpression 

which, in turn, is responsible of the metabolic reprogramming observed in these cells. 

In fact, the mechanism by which MYC is overexpressed in cells with CDK4/6 deficiency 

could be mediated by CDK4/6 kinase activity and consequent phosphorylation of MYC 

[533]. Anders et al. performed a systematic screen for CDK4/6 substrates and 

identified, among others, MYC as a common potential phosphorylation target [533]. To 

examine if cells with intact CDK4/6 exhibited increased phosphorylation of MYC, we 

measured MYC phosphorylation levels at Ser62 [235]. In effect, control cells displayed 

a higher P-MYC/MYC ratio than CDK4/6-inhibited cells (Figure 4.2.21A). In order to test 

if CDK4/6 phosphorylation of MYC triggered its proteasome-mediated degradation, we 

incubated the cells with the proteasome inhibitor MG132 for 6 h. As seen in Figure 

4.2.21B, the loss of MYC in control cells can be rescued to higher levels than in CDK4/6-

inhibited cells by treatment with MG132 indicating that CDK4/6 promote MYC 

degradation through a ubiquitin/proteasome-dependent mechanism, such as 

phosphorylation. In addition, using immunoprecipitation analysis (as described in 

Section 3.28) we confirmed that intact CDK4/6 triggered MYC degradation in control 

cells since Ub-MYC was principally detectable in the control condition when 

proteasome was inhibited (Figure 4.2.21C). 
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Figure 4.2.21. MYC accumulation after CDK4/6 knockdown. A. MYC and P-MYC (Ser62) protein levels determined 

by Western blot, using β-actin as a protein loading control. Protein expression was quantified by densitometry 

analysis using ImageJ software and is represented as mean band intensity of P-MYC/MYC ratio normalised to β-actin 

and relative to non-targeting siRNA-treated cells. Bars represent mean ± SD of n=3. Statistically significant 

differences between CDK4/6 knockdown and control cells were indicated at p < 0.001 (***). B. Western blot 

analysis of total protein fractions of control and CDK4/6 knockdown cells after incubation with the proteasome 

inhibitor MG132 or vehicle for 6 h. C. Control and CDK4/6 knockdown cells were treated with or without the 

proteasome inhibitor MG132 for 6 h before collection for immunoprecipitation (IP). Samples were 

immunoprecipitated with MYC antibody and subjected to immunoblotting using an anti-ubiquitin antibody. All 

experiments were performed 96 h after siRNA transfection. 
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4.2.2.10.3. CDK4/6 silencing increases polyamine synthesis 

Previous studies have addressed MYC involvement in polyamine metabolism [213]. On 

the one hand, ornithine decarboxylase (ODC) (the rate-limiting enzyme in polyamine 

production) [220], S-adenosylmethionine decarboxylase (AMD1) and spermidine 

synthase (SRM) are transcriptional targets of MYC and, on the other hand, polyamines 

stimulate MYC transcription in a positive feedback loop [222, 223]. Recent studies  

 

 

Figure 4.2.22. Polyamine metabolism in CDK4/6 knockdown and control cells. A. Quantification of spermidine and 

putrescine polyamines by GC/MS as detailed in Section X. Results are shown as percentage of polyamine metabolite 

relative to control cells. B. RT-qPCR measures of ODC and SAT1 gene expression. Data are normalised to cyclophilin 

A and expressed as fold change of mRNA relative to non-targeting siRNA-treated cells. Bars represent mean ± SD of 

n=3. All experiments were performed 96 h after siRNA transfection. Statistically significant differences between 

CDK4/6 knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 (***). C. Schematic 

representation of the polyamine metabolism and the urea cycle. This illustration depicts in red the metabolites and 

enzymes which were observed to be increased and in green the enzymes that were found to be downregulated. 
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showed that polyamines spermidine and putrescine are downstream of PI3K pathway 

[534], which is suggested to be upregulated in CDK4/6-inhibited cells since FOXO3a 

transcriptional activity was repressed in these cells, according to the GSEA (Figure 

4.2.17D). To test if CDK4/6 knockdown increased polyamine synthesis, we measured 

the concentration of putrescine and spermidine (as described in Section 3.36), and 

ODC and SAT1 gene expression by RT-qPCR. As expected, the production of polyamines 

putrescine and spermidine were higher in CDK4/6-inhibited cells (Figure 4.2.22A), and 

ODC was overexpressed while SAT1, the enzyme that catalyses polyamine degradation, 

was downregulated (Figure 4.2.22B). In addition, transcriptomic analysis showed that 

SRM expression was increased 1.8-fold in CDK4/6 knockdown cells (Appendix III). The 

reported augment in arginine consumption (Figure 4.2.9A) and the accumulation of 

aspartate (Figures 4.2.8D and 4.2.9A) are in agreement with an enhanced polyamine 

metabolism resulted from CDK4/6 inhibition (Figure 4.2.22C). 

 

4.2.2.10.4. CDK4/6 silencing sensitised cells to MYC inhibition 

To ascertain whether MYC is required for the maintenance of CDK4/6-inhibited cells 

viability, the effect of suppressing MYC using the chemical inhibitor 10058-F4 was 

examined. Cells were treated with 50 µM 10058-F4 for 24 h and the increase of cell 

number was calculated. 50 µM 10058-F4 almost depleted MYC protein levels in control 

cells and caused a reduction of approximately 80% in cells with CDK4/6 knockdown 

(Figure 4.2.23A), accompanied by a 60% decrease in control cells expansion and a 

complete abrogation of CDK4/6-inhibited cell proliferation (Figure 4.2.23B).  

To determine whether the effect of MYC inhibition on cells with CDK4/6 inhibition is 

dose-dependent, we incubated the CDK4/6-inhibited cells with vehicle or 50, 75 and 

100 µM 10058-F4 for 24 h. As seen in Figures 4.2.23C and 4.2.23D, treatment with 75 

and 100 µM 10058-F4 not only suppressed cell proliferation but also caused a dose-

dependent diminution of total cell population concomitant with lower MYC protein 

levels. 

172 



Chapter 4.2 

 

Figure 4.2.23. Inhibition of MYC abrogates CDK4/6 knockdown cell proliferation. CDK4/6 knockdown and control 

cells were incubated for 24 h either in the presence or the absence of 10058-F4, as indicated. A. MYC protein 

expression was examined by Western blot, using β-actin as a protein loading control. B. Cell number was 

determined by flow cytometry before and after treatment with 50 µM 10058-F4 or vehicle for 24 h. Results are 

shown as percentage of the increase of cell number relative to untreated CDK4/6 knockdown and control cells. All 

experiments were performed 96 h after siRNA transfection. Statistically significant differences between CDK4/6 

knockdown and control cells were indicated at p < 0.001 (***). C. Cells treated with the CDK4/6 inhibitor 

PD0332991 were counted by flow cytometry before and after incubation with vehicle or 50, 75 and 100 µM 10058-

F4 for 24 h. Bars represent mean ± SD of n=3. Statistically significant differences between 10058-F4 treatment and 

untreated cells were indicated at p < 0.001 (***). D. Western blot analysis of MYC protein expression in CDK4/6-

inhibited cells after treatment with the indicated concentrations of 10058-F4 or vehicle for 24 h. β-actin was used as 

a protein loading control. 

 

4.2.2.10.5. The enhancement of mitochondrial metabolism predicted by integrated 

data analysis is confirmed through expression changes caused by CDK4/6 silencing 

Consistent with our results, MYC overexpression is known to stimulate glutamine 

metabolism through microRNA-23a/b repression, resulting in GLS1 upregulation [206, 
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214]. In fact, GLS1 encodes for two alternatively spliced isoforms, known as kidney (k-

type) glutaminase or KGA, and glutaminase C or GAC [159]. Using isoform-specific 

antibodies against KGA and GAC, we confirmed the overexpression of both GLS1 

isoforms in CDK4/6 knockdown cells (Figure 4.2.24A), consistent with the increased 

glutamine consumption rates observed in CDK4/6-inhibited cells (Figure 4.2.3). 

Furthermore, the mTOR complex 1 (mTORC1) promotes the use of glutamine carbons 

through TCA anaplerosis by activating glutamate dehydrogenase (GDH) [322]. The 

augmented levels of TCA intermediates reported in Figure 4.2.8D and the 

overexpression of GDH validated by Western blot in Figure 4.2.24A, confirmed an 

enhanced glutamine mitochondrial metabolism. Mitochondrial glutamate uptake was 

also increased in CDK4/6-inhibited cells, as illustrated by the upregulation of SLC25A13 

 

 

Figure 4.2.24. Expression changes caused by CDK4/6 knockdown lead to an enhanced mitochondrial metabolism. 

A. Western blot analysis of total protein fractions of CDK4/6 knockdown and control cells. β-actin was employed as 

a protein loading control. B. SLC25A13 gene expression was measured by RT-qPCR. Results are normalised to 

cyclophilin A and expressed as fold change of mRNA relative to expression of non-targeting siRNA-treated cells. Bars 

represent mean ± SD of n=3. All experiments were performed 96 h after siRNA transfection. Statistically significant 

differences between CDK4/6 knockdown and control cells were indicated at p < 0.001 (***).  
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(solute carrier family 25, aspartate/glutamate carrier, member 13) gene expression 

(Figure 4.2.24B). Moreover, we also observed overexpression of mitochondrial ME2 

(Figure 4.2.24A), which can have a regulatory role by recycling malate into pyruvate to 

match TCA flux to cellular energetic demands, reducing equivalents and biosynthetic 

precursors [535]. Importantly, the increased glutaminolysis rate generated higher 

levels of intracellular α-ketoglutarate which, in turn, served as substrate and activated 

PHD, triggering PHD-dependent HIF1α hydroxylation and proteasome-mediated 

degradation, even under hypoxic conditions (Figures 4.2.24A and 4.2.19A) [248]. In 

addition, we also found that HIF2α protein levels were downregulated in CDK4/6-

inhibited cells (Figure 4.2.24A). Thus, HIFα subunits degradation caused by CDK4/6 

knockdown can explain the opposite correlation with hypoxia and HIFα responsive 

genes observed in the gene expression analysis (Figure 4.2.17 and Appendix II).  

 

4.2.2.11. CDK4/6 silencing sensitised cells to hypoxia 

With the intention of finding vulnerabilities associated to CDK4/6 knockdown, we 

tested whether the observed depletion of HIF1α sensitised CDK4/6-inhibited cells to 

hypoxia. Indeed, 24 h incubation under hypoxic conditions (1% O2) specifically 

impaired CDK4/6 knockdown cell growth while control cells were not significantly 

affected (Figure 4.2.25A). The same results were obtained inhibiting CDK4/6 with 

PD0332991 (Figure 4.2.25B). In addition, incubation with 1 mM DMOG for 24 h also 

restrained CDK4/6-inhibited cells proliferation to a greater extent than control cells 

(Figure 4.2.25C). 

 

4.2.2.11.1. Metabolic reprogramming associated to CDK4/6 silencing under hypoxia 

As CDK4/6 repression sensitised cells to hypoxia, we next studied the metabolic 

reprogramming associated to CDK4/6-inhibited cells under hypoxic conditions (1% O2, 

24 h). First, we assessed the consumption rates of the two principal cellular carbon 
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Figure 4.2.25. CDK4/6 knockdown cells are sensitive to hypoxia. A. CDK4/6 knockdown and control cells were 

incubated for 24 h under normoxic or hypoxic conditions. Cell number was determined by flow cytometry before 

and after normoxic or hypoxic treatment. Data are represented as increase of cell number. All experiments were 

performed 96 h after siRNA transfection. B. The same results were obtained inhibiting CDK4/6 with PD0332991. C. 

CDK4/6 knockdown and control cell viability after 24 h treatment with 1mM DMOG. Results are shown as the 

percentage of proliferation relative to CDK4/6 knockdown and control cells cultured with vehicle (100% 

proliferation). Bars represent mean ± SD of n=3. Statistically significant differences between CDK4/6 knockdown and 

control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences between treatment (hypoxia or 

DMOG) and the corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated cells in normoxia or 

incubated with vehicle) were shown at p < 0.01 (##) and p < 0.001 (###) for CDK4/6-inhibited cells and as p < 0.01 

(¶¶) for control cells. 

 

sources, glucose and glutamine, and the production rate of lactate and glutamate. As 

expected and in accordance with the described metabolic adaptation to hypoxia [212, 

251], the rates of glucose consumption and lactate production were enhanced in both 

control and CDK4/6 knockdown cells (Figure 4.2.26A as compared to Figure 4.2.3A), in  
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Figure 4.2.26. Metabolic reprogramming associated to CDK4/6-inhibited cells under hypoxia. Glucose and 

glutamine consumption and lactate and glutamate production rates were obtained after 24 h incubation with fresh 

media under hypoxia (1% O2) and normalised to cell number. Metabolite consumption/production and cell 

proliferation were determined for A. siRNA-transfected cells and B. PD0332991-treated cells. C. PDHK1 and PDHK3 

gene expression was measured by RT-qPCR after normoxic or hypoxic incubation for 24 h. Results are normalised to 

cyclophilin A and expressed as fold change of mRNA relative to expression of non-targeting siRNA-treated cells in 

normoxia. Bars represent mean ± SD of n=3. Statistically significant differences between cells with CDK4/6 inhibition 

and control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences between treatment (hypoxia) 

and the corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated cells in normoxia) were shown at p < 

0.001 (###) for CDK4/6-inhibited cells and at p < 0.01 (¶¶) for control cells. D. CDK4/6 knockdown and control cells 

were incubated in hypoxia or with the prolyl hydroxylase inhibitor DMOG for 24 h. MYC protein levels were 

determined by Western blot and visualised after a long film exposure to obtain a significant signal. β-actin was 

employed as a protein loading control. 
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association with the expected increase in the glycolytic flux reported in hypoxia [240, 

536]. However, CDK4/6-inhibited cells always maintained significantly higher 

consumption and production rates than control cells. Remarkably, only cells with 

CDK4/6 inhibition exhibited an increase both in glutamine consumption and in 

glutamate production under hypoxic conditions (Figure 4.2.26A as compared to Figure 

4.2.3A). Hypoxic PD0332911 treatment also provided the same results (Figure 4.2.26B). 

Hypoxia is characterised by an enhanced glycolytic metabolism through the activation 

of the glycolytic targets of HIF1α, the blockage of pyruvate entry into the TCA cycle via 

PDH inhibition owing to HIF1α-dependent PDHK1 induction, and the HIF1α-mediated 

reduction of mitochondrial biogenesis due to induction of the MYC-negative regulator 

MXI1 [536]. In fact, hypoxia treatment caused 3- up to 8-fold and 1.5- up to 3-fold 

increases in PDHK1 and PDHK3 gene expression, respectively (Figure 4.2.26C). In 

agreement with PDHK upregulation and consequent PDH inhibition, the proportion of 

labelled glutamate measured after 24 h incubation with [1,2-13C2]-glucose in hypoxia 

(1% O2) was almost non-existent (approximately 0.5-1%). Notably, CDK4/6-inhibited 

cells presented augmented glucose and glutamine uptake rates under hypoxia despite 

exhibiting impaired proliferation (Figures 4.2.25A-B and 4.2.26A-B). This phenomenon 

might be explained by the remaining levels of MYC in CDK4/6 knockdown cells at 1% 

O2 observed after long film exposure, whereas hypoxia completely abrogated MYC 

expression in control cells (Figure 4.2.26D). The results obtained after 1 mM DMOG 

incubation for 24 h were in the same direction but to a lesser extent (Figure 4.2.26D). 

MYC transcriptional activity was reduced under hypoxic conditions, as revealed by the 

decrease of mRNA expression levels of known MYC target genes such as ODC and 

CCND1 (encoding cyclin D1) [210], especially in control cells (Figures 4.2.27A and 

4.2.27B). MAX was exclusively downregulated in control cells (Figure 4.2.27B), 

consistent with the complete depletion of MYC protein expression presented by 

control cells under hypoxia (Figure 4.2.26D). These results are in accordance with the 

decreased HIF1α and HIF2α protein levels observed in cells with CDK4/6 inhibited 

(Figure 4.2.24A), as HIFs are required for MYC degradation [260]. MYC downregulation 

also impacted on proline synthesis since the proportion of labelled proline from [U-
13C5]-glutamine dramatically decreased from 20-30% in normoxia to approximately 5% 
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in hypoxia (Appendix I). On the other hand, hypoxia-inducible genes PFKFB4 (encoding 

6-phosphofructo-2-kinase/fructose-2,6-biphosphatase 4), HK2 (hexokinase II), ENO2 

(enolase II), SLC2A3 (solute carrier family 2, facilitated glucose transporter member 3) 

[212, 537] were, as expected, upregulated under hypoxic conditions and 

overexpressed in control cells compared with CDK4/6-inhibited cells (Figure 4.2.27C), 

in correlation with increased HIF1α protein levels. In effect, gene expression analysis  

 

 

Figure 4.2.27. Expression changes produced by hypoxia in CDK4/6 knockdown and control cells. Cells were 

incubated in hypoxia (1% O2) for 24 h and the gene expression of A. polyamine metabolism enzymes B. MYC-related 

enzymes and C. hypoxia-inducible genes was assessed by RT-qPCR. Results are normalised to cyclophilin A and 

expressed as fold change of mRNA relative to expression of non-targeting siRNA-treated cells in normoxia. Bars 

represent mean ± SD of n=3. Statistically significant differences between cells with CDK4/6 inhibition and control 

cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences between treatment (hypoxia) and the 

corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated cells in normoxia) were shown at p < 0.01 

(##) and p < 0.001 (###) for CDK4/6-inhibited cells and at p < 0.01 (¶¶) and p < 0.001 (¶¶¶) for control cells. D. 

Western blot analysis of HK2 protein levels in normoxia, using β-actin as a protein loading control. 
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consistently evidenced the downregulation of HIF1α target genes in CDK4/6 

knockdown cells (Appendix II). In addition, we observed that the transcriptional 

downregulation of glycolytic genes reported in CDK4/6-inhibited cells under normoxic 

conditions did not affect its protein levels, since hexokinase 2 protein expression was 

unaltered between CDK4/6 knockdown and control cells (Figure 4.2.27D). Since ODC 

was found downregulated, we assessed SAT1 gene expression under hypoxic 

conditions. Surprisingly, hypoxia greatly enhanced SAT1 mRNA expression (Figure 

4.2.27A), which in combination with the reduction ODC mRNA levels suggested a 

decrease in polyamine synthesis. It is important to note that CDK4/6 knockdown 

significantly attenuated the magnitude of these gene expression changes in polyamine 

metabolism, corroborating the augmented polyamine synthesis observed in normoxia 

in comparison to control cells (Figure 4.2.22). 

 

 

Figure 4.2.28. Hypoxic glucose metabolism in CDK4/6 knockdown and control cells. Cells were incubated in the 

presence of 10 mM [1,2-13C2]-glucose under hypoxia (1% O2) for 24 h. A. Pathway-specific lactate fluxes determined 

by combining mass isotopomer distribution data and lactate production as described in Section 3.34.1 to estimate 

the lactate produced from glucose through direct glycolysis, diverted through PPP and the lactate obtained from 

other sources. B. Oxidative versus non-oxidative branch of PPP in normoxia and hypoxia calculated as m1/m2 

ribose. Cell pellets were obtained after 24 h normoxic or hypoxic incubation and ribose was isolated from RNA for 

mass isotopomer distribution analysis. The m1 isotopomers of ribose are indicative of the oxidative pentose 

phosphate pathway flux, whereas the m2 isotopomers indicate the non-oxidative PPP flux producing ribose. Bars 

represent mean ± SD of n=3. Statistically significant differences between CDK4/6 knockdown and control cells were 

indicated at p < 0.001 (***), while differences between treatment (hypoxia) and the corresponding control (CDK4/6 

siRNA- or non-targeting siRNA- treated cells in normoxia) were shown at p < 0.001 (###) for CDK4/6-inhibited cells 

and at p < 0.001 (¶¶¶) for control cells. 
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Having observed that hypoxic treatment enhanced glycolytic metabolism, we 

determined the contribution of glycolysis, pentose phosphate pathway (PPP) and 

carbon sources other than glucose to lactate production. As for normoxia, we 

incubated the cells with [1,2-13C2]-glucose and measured the mass isotopomer 

distribution of lactate and the initial and final lactate concentrations. Pathway-specific 

production of lactate estimation indicated that glycolysis was the major source of 

lactate with an even greater difference, compared with normoxia, between CDK4/6-

inhibited and control cells (Figures 4.2.28A and 4.2.5A). However, PPP produced lower 

amounts of lactate than in normoxic conditions (Figures 4.2.28A and 4.2.5A) while the 

quantity of lactate obtained using other sources remained constant. In addition, 

hypoxic CDK4/6-inhibited cells exhibited a higher decrease in m1 and a greater 

increase in m2 labelled ribose, depicting a more pronounced unbalance of the PPP 

towards the non-oxidative branch (Figure 4.2.28B) associated with an augmented 

redirection of glucose-based PPP intermediates back to glycolysis. 

Taking into account that enhanced glutamine consumption and glutamate production 

under hypoxia was only observed in cells with CDK4/6 inhibition (Figures 4.2.26A and 

4.2.26B), we wanted to determine whether glutamine was metabolised oxidatively 

(through oxidative TCA cycle) or reductively (via reductive carboxylation) by 

monitoring [U-13C5]-glutamine incorporation into TCA cycle intermediates. Analysis of 

citrate label distribution shows evidence for glutamine contribution to reductive 

carboxylation (m5 labelled citrate) or regular TCA cycle (m4 labelled citrate), while 

m5/m4 citrate gives relative ratio information between both pathways [169]. Label 

incorporation in fatty acids after [U-13C5]-glutamine incubation also comes from 

reductive carboxylation (Figure 4.2.8A). As seen in Figure 4.2.29A, CDK4/6-inhibited 

cells presented a higher contribution of glutamine to reductive carboxylation than 

control cells in both normoxic and hypoxic conditions. However, under hypoxia, 

CDK4/6 knockdown caused a greater increase in the reductive glutamine metabolism 

(Figure 4.2.29A). Likewise, higher levels of m5 citrate and m3 mass isotopomers of 

aspartate and malate, which are also result of the reductive glutamine conversion, 

were reported in cells with CDK4/6 inhibition (Figure 4.2.29B). On the other hand,  
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Figure 4.2.29. Hypoxic glutamine metabolism in CDK4/6 knockdown and control cells. Cells were incubated in the 

presence of 2 mM [U-13C5]-glutamine under hypoxia (1% O2) for 24 h. Fatty acids and TCA intermediates were 

isolated from cell pellets for mass isotopomer distribution analysis. A. Estimation of the normoxic and hypoxic 

reductive carboxylation flux obtained from m5/m4 labelled citrate ratio. Data are represented as relative reductive 

carboxylation flux with control cells in normoxia levels set as 100%. B. Normalised m5 citrate, m3 aspartate and m3 

malate labelling are characteristic of the reductive carboxylation of [U-13C5]-glutamine. C. Normalised m4 citrate, 

m5 glutamate, m5 α-ketoglutarate (αKG), m4 malate and m4 aspartate are indicative of the oxidative TCA pathway.  
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oxidative metabolism of glutamine under hypoxia presented no differences between 

CDK4/6-inhibited and control cells, as observed by comparing m4 citrate, m5 

glutamate, m5 α-ketoglutarate (αKG), m4 malate and m4 aspartate labelling levels 

(Figure 4.2.29C). As reported in normoxia, oxidative TCA cycle was the major pathway 

in mitochondrial glutamine metabolism as observed by comparison of the relative 

proportion of the labelled species that are characteristic of the forward reactions of 

the TCA cycle (Figure 4.2.29C) and reductive carboxylation (Figure 4.2.29B). It is worth 

noting that glutamine metabolism through the TCA cycle persisted under hypoxic 

conditions (1% O2) since glutamine contribution to citrate, glutamate, α-ketoglutarate, 

malate and aspartate carbons was comparable to normoxia (Figure 4.2.29D), which is 

in agreement with previous studies [157, 165]. 

Through reductive carboxylation, glutamine maintains citrate levels by conversion of α-

ketoglutarate to isocitrate and citrate by means of mitochondrial isocitrate 

dehydrogenase 1 (IDH1) and aconitase [168, 538]. The reductive metabolism of 

glutamine can be accomplished by NADH conversion to NADPH by mitochondrial 

transhydrogenase, which is used in α-ketoglutarate carboxylation. The citrate exported 

to the cytosol may in part be cleaved by ATP citrate lyase (ACLY) to oxaloacetate and 

acetyl-CoA, which in turn is used for lipogenesis, or oxidatively metabolised by IDH1, 

producing cytosolic NADPH and α-ketoglutarate [95]. Since citrate can stimulate fatty 

acids biosynthesis [538], we examined the mass isotopomer distribution of palmitate 

and stearate in HCT116 cells cultured for 24 h in presence of [U-13C]-glutamine and 

under hypoxia (1% O2). Despite exhibiting lower levels of reductive carboxylation 

metabolites, control cells presented higher levels of labelled palmitate and stearate 

isotopomers (Figure 4.2.29E). These results may be explained by the sustained 

 

D. Total 13C-citrate, 13C-glutamate, 13C-α-ketoglutarate (αKG), 13C-malate and 13C-aspartate label enrichment in 

normoxia or hypoxia represented as the sum of the labelled isotopomers (Σm). E. Mass isotopomer distribution of 

palmitate and stearate after 24 h incubation with 2 mM [U-13C]-glutamine. Data are shown as mean ± SD of n=3. 

Statistically significant differences between CDK4/6-inhibited and control cells were indicated at p < 0.05 (*), p < 

0.01 (**) and p < 0.001 (***), while differences between treatment (hypoxia) and the corresponding control 

(CDK4/6 siRNA- or non-targeting siRNA- treated cells in normoxia) were shown at p < 0.001 (###) for CDK4/6-

inhibited cells. 
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proliferation of control cells under hypoxia, in contrast to CDK4/6-inhibited cells, which 

exhibited an impaired proliferation capacity (Figures 4.2.25A and 4.2.25B). 

 

4.2.2.12. CDK4/6 knockdown effects are not a result of cell cycle G1 phase arrest 

To examine whether the induction of MYC, GLS1 and P-mTOR, or the repression of 

HIF1α resulted from the cell cycle G1 phase arrest, we analysed their protein levels in 

HCT116 cells synchronised with double thymidine block. While treatment with 

thymidine completely arrested cells in cell cycle G1 phase (Figure 4.2.30A), the protein 

expression of MYC, GLS1 and P-mTOR was not increased compared to control cells, 

and the protein level of HIF1α was higher than in CDK4/6-inhibited cells (Figure 

4.2.30B). The fact that G1-synchronised cells presented significantly lower MYC levels 

than CDK4/6-inhibited cells is in accordance with our hypothesis that CDK4/6 can 

trigger MYC degradation through phosphorylation. Hence, the changes in MYC, GLS1, 

P-mTOR and HIF1α expression are not a result of G1 arrest but are related to the 

kinase activity of CDK4 and CDK6. 

To further confirm our hypothesis, we assessed the consumption rate of glucose and 

glutamine and the production rate of lactate and glutamate in G1-synchronised cells. 

Figure 4.2.30C compares the consumption and production rates of these metabolites 

between G1-synchronised and asynchronised cells. The absence of significant changes 

in these rates confirmed that the increase in consumption of glucose and glutamine 

and in production of lactate and glutamate observed in CDK4/6-inhibited cells are not 

caused by the G1 cell cycle arrest. 

 

4.2.2.13. Targeting CDK4/6 and GLS1 as a combination therapy 

Overexpression of MYC reprograms mitochondrial metabolism, leading to cell 

dependence on glutamine as a bioenergetic substrate to maintain cellular viability and 

anaplerosis of the TCA cycle [96]. This dependence results in glutamine addiction for 
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Figure 4.2.30. Characterisation of cell cycle G1 phase arrest. A. After treatment of HCT116 cells with double 

thymidine block, cells were synchronised in the G1 phase (0 h). B. Western blot analysis of total protein fractions of 

CDK4/6 knockdown, control and G1 synchronised cells. β-actin was employed as a protein loading control. C. 

Glucose and glutamine consumption and lactate and glutamate production rates were obtained after 24 h 

incubation with fresh media in the presence of thymidine (G1 synchronised) or vehicle (Control) and normalised to 

cell number. Bars represent mean ± SD of n=3. Non-significant differences between G1 synchronised and control 

cells were indicated at p > 0.05 (n.s.). 

 

the maintenance of mitochondrial integrity and TCA intermediates metabolism. Taking 

into account that GLS1 is the first essential enzyme for mitochondrial glutamine 

metabolism whose inhibition limits glutamine flux through the TCA cycle [155], and 

having observed GLS1 overexpression in CDK4/6 knockdown cells, we treated the cells 

with the specific GLS1 inhibitor bis-2-(5-phenylacetoamido-1,2,4-thiadiazol-2-yl)ethyl 
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sulfide (BPTES) [539] for 72 h and compared the results with glutamine-free 

conditions. Importantly, specific inhibition of GLS1 by 10 µM BPTES selectively reduced 

CDK4/6-inhibited cells viability without affecting HCT116 control cells population 

(Figure 4.2.31A). In contrast, complete deprivation of glutamine caused a significant 

reduction in the viability of both control and CDK4/6-inhibited cells (Figure 4.2.31A).  

 

 

Figure 4.2.31. Effects of glutaminase inhibition and glutamine deprivation on cell proliferation and apoptosis in 

CDK4/6 knockdown and control cells. Cells were incubated with 10 µM BPTES or vehicle, or in the absence of 

glutamine for 72h. Glutamine-deprived and BPTES-treated cells were also cultured with 2 mM dimethyl α-

ketoglutarate (indicated as αKG). A. Cell proliferation was determined by flow cytometry. Data are shown as 

percentage of proliferation relative to the corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated 

cells) grown in complete medium without BPTES. B. The percentage of cells in early apoptosis was measured by 

flow cytometry analysis of Annexin V-FITC staining and propidium iodide accumulation. The presence of absence of 

glutamine in the medium is referred as +Gln and –Gln, respectively. Data are represented as mean ± SD of n=3. 

Statistically significant differences between CDK4/6 knockdown and control cells were indicated at p < 0.01 (**) and 

p < 0.001 (***), while differences between treatment (BPTES or glutamine deprivation with or without dimethyl α-

ketoglutarate supplementation) and the corresponding control (CDK4/6 siRNA- or non-targeting siRNA- treated cells 

in complete medium without BPTES nor dimethyl α-ketoglutarate) were shown at p < 0.05 (#), p < 0.01 (##) and p < 

0.001 (###) for CDK4/6-inhibited cells and at p < 0.05 (¶), p < 0.01 (¶¶) and p < 0.001 (¶¶¶) for control cells. 
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Remarkably, the addition of the cell-permeable form of α-ketoglutarate (αKG), 

dimethyl α-ketoglutarate, rescued CDK4/6-inhibited cell viability but does not have any 

effect on control cells (Figure 4.2.31A). In addition, BPTES induced greater early 

apoptosis in cells with CDK4/6 inhibition whereas glutamine removal significantly 

increases early apoptosis in both control and CDK4/6-inhibited cells (Figure 4.2.31B). 

Addition of dimethyl α-ketoglutarate on cells treated with BPTES caused no effects on 

control cells while decreased early apoptosis in CDK4/6 knockdown cells (Figure 

4.2.31B). Interestingly, under glutamine deprivation, the replacement of glutamine 

with dimethyl α-ketoglutarate also suppressed early apoptosis in CDK4/6 knockdown 

cells but not in control cells (Figure 4.2.31B). These findings indicate that MYC-induced 

glutamine dependence is not caused by the requirement of amide groups and nitrogen 

for the biosynthesis of nucleotides and non-essential amino acids, respectively, as 

dimethyl α-ketoglutarate is not able to fulfil these glutamine-dependent reactions. 

GLS1 catalyses the glutamine entry to the central mitochondrial metabolism of the TCA 

cycle, only one of the multiple reactions in which glutamine is involved. Our results are 

in accordance with previous studies showing that glutamine metabolism through the 

TCA cycle is required for the survival of cells that overexpress MYC [96, 540]. 

Next, we examined GLS1 inhibition and glutamine deprivation effects on glucose and 

glutamine consumption and lactate and glutamate production. Interestingly, neither 

glucose consumption nor lactate production rates were affected by BPTES or 

glutamine depletion (Figures 4.2.32A and 4.2.32B). On the other hand, dimethyl α-

ketoglutarate supplementation decreased glucose consumption and lactate production 

in both control and CDK4/6-inhibited cells (Figures 4.2.32A and 4.2.32B). As expected, 

BPTES repressed glutamine consumption in both cases, but a reduction in glutamate 

production is only seen in control cells (Figures 4.2.32C and 4.2.32D). In addition, 

glutamine deprivation greatly decreased glutamate production in control cells 

compared to CDK4/6 knockdown cells (Figure 4.2.32D). Moreover, addition of dimethyl 

α-ketoglutarate enhanced glutamate production in CDK4/6-inhibited cells and reduced 

glutamine uptake in both control and CDK4/6-inhibited cells (Figures 4.2.32D and 

4.2.32C). Together, these data suggest that cells with CDK4/6 knockdown present an  
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Figure 4.2.32. Effects of glutaminase inhibition and glutamine deprivation on metabolic extracellular fluxes in 

CDK4/6 knockdown and control cells. Cells were incubated with 10 µM BPTES or vehicle, or in the absence of 

glutamine for 72h. Glutamine-deprived and BPTES-treated cells were also cultured with 2 mM dimethyl  
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enhanced mitochondrial metabolism even in the absence of glutamine or with 

inhibition of GLS1. 

As CDK4/6 knockdown cells exhibited both elevated mitochondrial function and ROS 

production, we hypothesised that glutamine deprivation and BPTES would significantly 

increase ROS levels in CDK4/6-inhibited cells. Indeed, absence of glutamine enhanced 

ROS production to a similar extent in both control and CDK4/6 knockdown cells, 

whereas only cells with CDK4/6 inhibition presented a superior percentage positive for 

ROS after 72 h of BPTES treatment (Figure 4.2.33A). These results corroborate our 

theory that cells with reduced levels of CDK4/6 are sensitive to GLS1 inhibition by 

BPTES. In fact, the increase in ROS production can contribute to the reduced viability of 

CDK4/6-inhibited cells observed after BPTES incubation. To probe the connection 

between ROS and cell viability, we tested the effect of an antioxidant, N-acetyl 

cysteine (NAC), on cells treated with BPTES. Interestingly, incubation with 5 µM NAC 

completely recovered the basal levels of ROS (Figure 4.2.33A) while partially rescuing 

BPTES-treated cell viability (Figure 4.2.33B). These results suggested that the augment 

in ROS is in part responsible of the decreased viability of CDK4/6 knockdown cells. 

However, addition of dimethyl α-ketoglutarate completely abrogated the reduced 

proliferation of CDK4/6-inhibited cells under glutamine deprivation or after BPTES 

treatment (Figure 4.2.31A), suggesting that the suppression of glutamine anaplerosis is 

playing a greater role in the reduction of proliferation. 

Together, these results robustly suggest CDK4/6 and GLS1 inhibition as a potential 

combination therapy for colon cancer therapy, which is consistent with Yuneva et al. 

 

 

α-ketoglutarate (indicated as αKG). Glucose and glutamine consumption and lactate and glutamate production 

rates were obtained after 72 h incubation with the specified media and normalised to cell number. A. Glucose 

consumption rate. B. Lactate production rate. C. Glutamine consumption rate. D. Glutamate production rate. All 

data are represented as relative consumption/production rate with the rates of non-targeting siRNA-treated cells in 

complete medium set to 100%. The presence of absence of glutamine in the medium is referred as +Gln and –Gln, 

respectively. Data are represented as mean ± SD of n=3. Statistically significant differences between CDK4/6 

knockdown and control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences between 

treatments were shown at p < 0.05 (#), p < 0.01 (##) and p < 0.001 (###). 
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Figure 4.2.33. Effects of glutaminase inhibition and glutamine deprivation on ROS production in CDK4/6 

knockdown and control cells. Cells were cultured in complete medium, medium with 10 µM BPTES in presence or 

absence of 5 µM N-acetyl cysteine (NAC) or glutamine-deprived medium for 72h. A. Intracellular ROS levels were 

determined by flow cytometry. Data are expressed as percentage of mean fluorescent intensity (MnX) relative to 

control cells in complete medium (mean ± SD of n=3). The absence of glutamine in the medium is referred as –Gln. 

B. Cell proliferation was measured by HO33342 staining (see Section 3.5). Results are represented as percentage of 

proliferation relative to control cells cultured without BPTES (mean ± SD of n=6). The effect of BPTES treatment is 

also compared to with BPTES and NAC treatment. Statistically significant differences between CDK4/6 knockdown 

and control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences between treatments 

(glutamine deprivation or BPTES with or without NAC supplementation) and with the corresponding control 

(CDK4/6 siRNA- or non-targeting siRNA- treated cells in complete medium without BPTES nor NAC) were shown at p 

< 0.01 (##) for CDK4/6-inhibited cells and at p < 0.01 (¶¶) for control cells. 

 

hypothesis about a synthetic lethal interaction between cells that overexpressed MYC 

and GLS1 inhibition [155]. Conventional chemotherapeutic treatments for cancer such 

as cisplatin have its clinical efficacy compromised by acquired resistance and dose-

limiting side effects [5]. Therefore, the search for new combination therapies is 

essential for optimising the chemotherapeutic treatment outcome. Thus, in order to 

test whether the combined treatment of PD0332991 with BPTES can be a promising 

new strategy in cancer therapy, we studied the effect on HCT116 cell viability of these 

two specific inhibitors alone and in constant ratio (1:4) combination (Figure 4.2.34A). 

To quantify the synergy of dose-dependent effect on cell viability, the Combination 

Index (CI) equation of Chou and Talalay [483] was used with the CompuSyn software 

(ComboSyn, Inc., Paramus, NJ, USA). The CI equation determines the additive effect of 

drug combinations, such that synergism is defined as a greater-than-the-expected-

additive effect, and antagonism is defined as less-than-an-expected-additive effect. 
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Thus, CI=1 indicates an additive effect, CI<1 indicates a synergistic effect, and CI>1 

indicates antagonism. CI values are interpreted as follows [541]: 

 

CI value Agonistic effect 
<0.10 Very strong synergism 
0.10–0.30 Strong synergism 
0.30–0.70 Synergism 
0.70–0.90 Moderate to slight synergism 
0.90–1.10 Nearly additive 
1.10–1.45 Slight to moderate antagonism 
1.45–3.30 Antagonism 
>3.30 Strong to very strong antagonism 

 

Importantly, the combination of PD0332991 and BPTES treatments in a wide dose 

range showed a strong synergism in the antiproliferative effect with a CI<1 (Table 

4.2.1A). In order to determine if this combination treatment obtained similar growth 

inhibitory results in other cancer cell lines, we measured the effect of PD0332991 

alone or combined with 10 µM BPTES on cell viability in MCF7 (breast cancer ER 

positive and HER2 negative) and SKBR3 (breast cancer ER negative and HER2 positive) 

cell lines, since PD0332991 is being used for breast cancer therapy [85, 542]. The 
96hIC50 values obtained for PD0332991 treatment alone were 0.81 ± 0.14 µM and 4.67 

± 0.11 µM for MCF7 and SKBR3 cells, respectively. The addition of 10 µM BPTES 

significantly reduced 96hIC50 values for MCF7 and SKBR3 cells to 0.18 ± 0.02 µM and 

2.31 ± 0.05 µM, respectively. In addition, we analysed the effect of PD0332991, BPTES 

and their combined treatment in constant ratio (1:4) on MCF7 (Figure 4.2.34B) and 

SKBR3 (Figure 4.2.34C) cell viability. To this aim, we also employed the CI equation of 

Chou and Talalay [483] and the CompuSyn software. In agreement with the effects on 

HCT116 cells, PD0332991 and BPTES combination in MCF7 cells exhibited a strong 

synergism (CI<0.3) at low drug concentrations and a synergistic antiproliferative effect 

(CI<0.7) at a higher dose range (Table 4.2.1B). In the case of SKBR3 cells, the 

simultaneous treatment of PD0332991 and BPTES exhibited a strong synergistic 

antiproliferative effect with a CI<0.3 at a wide dose range (Table 4.2.1C). 
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Figure 4.2.34. Synergistic antiproliferative effect of PD0332991 and BPTES combined treatment. Cells were 

cultured at the indicated concentrations of inhibitors for 96 h and cell proliferation was determined by the Hoechst 

staining. Cell viability was assessed after incubation with PD0332991, BPTES and a combination the two inhibitors at 

the indicated concentrations in A. HCT116 cells, B. MCF7 cells and C. SKBR3 cells. In all cases, results are shown as 

percentage of proliferation relative to untreated cells (mean ± SD of n=6). 
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Table 4.2.1. Synergistic antiproliferative effect of PD0332991 and BPTES combined treatment. A. HCT116, B. MCF7 

and C. SKBR3 cells were treated for 96 h at the indicated concentrations of PD0332991 and BPTES in a constant 

ratio (1:4). The CI results obtained with CompuSyn software revealed a synergy (CI<1) in the antiproliferative effects 

of PD0332991 and BPTES at each dose combination tested.  

A 
HCT116 cells 

PD0332991 (µM)  BPTES (µM)  Viability (%)  CI Value  
0.5 2 40.3 ± 3.9 0.195 
1 4 31.3 ± 2.5 0.227 

1.5 6 17.7 ± 2.3 0.122 
2 8 16.5 ± 0.9 0.146 

2.5 10 11.8 ± 1.9 0.107 
3 12 9.2 ±1.7 0.088 

3.5 14 7.9 ± 1.0 0.082 
4 16 5.1 ± 1.3 0.049 

4.5 18 5.0 ± 1.7 0.055 
5 20 5.0 ± 0.7 0.060 

B 
MCF7 cells 

PD0332991 (µM)  BPTES (µM)  Viability (%)  CI Value  
0.05 0.2 63.0 ± 4.6 0.163 
0.1 0.4 56.8 ± 0.8 0.196 

0.25 1 38.5 ± 2.6 0.130 
0.5 2 31.1 ± 2.3 0.161 

0.75 3 29.8 ± 2.3 0.222 
1 4 28.7 ± 2.4 0.277 

1.5 6 27.1 ± 2.0 0.377 
2 8 24.9 ± 2.6 0.438 
3 12 24.3 ± 1.9 0.636 

C 
SKBR3 cells 

PD0332991 (µM)  BPTES (µM)  Viability (%)  CI Value  
0.5 2 67.4 ± 2.8 0.222 
1 4 59.1 ± 2.8 0.223 

1.5 6 52.3 ± 1.3 0.197 
2 8 44.8 ± 2.1 0.145 

2.5 10 39.0 ± 0.1 0.112 
3 12 38.7 ± 1.9 0.138 
4 16 38.0 ± 1.0 0.169 
5 20 34.7± 1.7 0.160 
6 24 26.9 ± 0.9 0.094 
7 28 23.4 ± 1.4 0.077 
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The synergism observed in HCT116, MCF7 and SKBR3 cell lines suggests that 

PD0332991 and BPTES co-treatment is an efficient strategy to decrease the 

chemotherapeutic dose required for therapy and consequently, the overall toxicity.  

Next, to test the selective cytotoxicity of PD0332991 and BPTES combination 

treatment for cancer cells, we determined the cell viability dose-response curve of the 

non-tumour BJ human foreskin fibroblast cell line using the Hoechst stain assay. 

HCT116 and BJ cells were grown in 96-well plates and incubated for 96 h at the 

indicated concentrations with PD0332991 alone or with addition of 10 µM BPTES, and 

the effect on cell proliferation was determined (Figure 4.2.35).  

 

Figure 4.2.35. Selective cytotoxicity of PD0332991 and BPTES combined treatment for cancer cells. Cells were 

cultured at the indicated concentrations of inhibitors for 96 h and cell proliferation was determined by the Hoechst 

staining. Cell viability of BJ and HCT116 cells was assessed after incubation with PD0332991 alone or PD0332991 

with 10 µM BPTES. In all cases, results are shown as percentage of proliferation relative to untreated cells (mean ± 

SD of n=6). 

 

As seen in Figure 4.2.35, the simultaneous incubation with PD0332991 and BPTES at all 

concentrations tested had little or no effect on non-tumour BJ cells viability but greatly 

impaired proliferation of HCT116 cells. For example, combination treatment with 1 µM 

PD0332991 and 10 µM BPTES caused no cytotoxic effects on non-tumour BJ cells while 

producing an approximate 80% reduction in HCT116 cell viability. All together, these 
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results support the concomitant use of PD0332991 with BPTES as a promising 

chemotherapeutic therapy with selective antiproliferative effects on cancer cells. 

 

4.2.2.14. Combination therapies involving CDK4/6 inhibition and other metabolic 

regulators 

4.2.2.14.1. Combined treatment with PD0332991 and rapamycin 

Gene set enrichment analysis revealed that CDK4/6 knockdown induced an 

upregulation of mTOR target genes, which was confirmed by the observed increase in 

P-mTOR protein levels (Figure 4.2.19A). Moreover, Nicklin et al. provided a model in 

which intracellular glutamine acts upstream of mTORC1 serving as an efflux substrate 

for SLC7A5/SLC3A2, a plasma membrane heterodimer, to regulate the uptake of 

extracellular leucine, and leading to mTORC1 activation [133]. Therefore, intracellular 

glutamine works as an essential and rate-limiting sensor that allows leucine and 

growth factors to activate mTOR, while SLC7A5/SLC3A2 bidirectional transporter is also 

required to enable this system to function. According to our results, CDK4/6-inhibited 

cells exhibited enhanced glutamine (increased intracellular levels) and leucine uptake 

(Figures 4.2.3 and 4.2.9B), and increased SLC7A5 gene expression (Figure 4.2.19B). To 

determine whether this mechanism was activated in CDK4/6 knockdown cells, we 

analysed the gene expression levels of SLC3A2. Consistent with the observed activation 

of mTOR, CDK4/6 inhibition induced a 1.7-fold upregulation of SLC3A2 mRNA 

compared to control cells (Figure 4.2.36A). 

Accordingly, we reasoned that rapamycin treatment in combination with CDK4/6 

inhibition might be a good therapeutic strategy, since rapamycin is a specific mTOR 

inhibitor. To test this hypothesis, we studied the effect on HCT116 cell viability of 

PD0332991 and rapamycin alone and in constant ratio (5:1) combination (Figure 

4.2.36B). As in the case of PD0332991 and BPTES treatment, we quantified the dose-

dependent synergistic effect on HCT116 cell viability by means of the Combination 

Index (CI) equation of Chou and Talalay [483]. 
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Notably, the simultaneous treatment of PD0332991 and rapamycin in a wide dose 

range exhibited a very strong synergistic antiproliferative effect with a CI<0.1 (Table 

4.2.2). This synergism endorses PD0332991 and rapamycin co-treatment as an efficient 

strategy in cancer therapy.  

 

Table 4.2.2. Synergistic antiproliferative effect of PD0332991 and rapamycin combined treatment. HCT116 cells 

were treated for 96 h at the specified concentrations of PD0332991 and rapamycin in a constant ratio (5:1). The CI 

results obtained with CompuSyn software revealed a very strong synergism (CI<1) in the antiproliferative activity of 

PD0332991 and rapamycin at each dose combination tested.  

PD0332991 (µM)  Rapamycin (µM)  Viability (%)  CI Value  
0.01  0.002  53.9 ± 3.7 0.008  
0.03  0.006  36.3 ± 3.0 0.009  
0.05  0.01  31.9 ± 4.9 0.012  
0.15  0.03  27.1 ± 1.4 0.026  
0.25  0.05  21.2 ± 2.9 0.028  
0.4  0.08  21.2 ± 2.4 0.044  
0.5  0.1  21.2 ± 0.9 0.055  
1  0.2  17.1 ± 1.7 0.077  
2  0.4  11.8 ± 1.7 0.086  
3 0.6 9.9 ± 1.1 0.097 

 

 

To further validate the therapeutic potential of this combined treatment, we tested 

the selective cytotoxicity of PD0332991 and rapamycin co-treatment for cancer cells. 

To this end, as previously, we assessed a dose-response curve for cell viability of the 

non-tumour BJ human foreskin fibroblast cell line using the Hoechst stain assay. 

HCT116 and BJ cells were grown in 96-well plates and simultaneously incubated with 

PD0332991 and rapamycin at the specified concentrations maintaining a constant ratio 

(5:1). After 96 h treatment, the effect on cell proliferation was determined (Figure 

4.2.36C). Importantly, the concomitant treatment with PD0332991 and rapamycin at 

all concentrations tested had no cytotoxic effects on non-tumour BJ cells while 

drastically reducing HCT116 cell proliferation. These results reassure the combined 

treatment of PD0332991 and rapamycin as a potential chemotherapeutic therapy with 

selective antiproliferative activity on tumour cells. 
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Figure 4.2.36. Synergistic antiproliferative effect of PD0332991 and rapamycin combined treatment. A. SLC3A2 

gene expression was measured by RT-qPCR in CDK4/6 knockdown and control cells 96 h after transfection. Results 

are normalised to cyclophilin A and expressed as fold change of mRNA relative to expression of non-targeting 

siRNA-treated cells. Bars represent mean ± SD of n=3. Statistically significant differences between CDK4/6 

knockdown and control cells were indicated at p < 0.001 (***). B. HCT116 cells were cultured at the indicated 

concentrations of inhibitors for 96 h and cell proliferation was determined by the Hoechst staining. Cell viability was 

assessed after incubation with PD0332991, rapamycin and their combination at the indicated concentrations C. Cell 

viability of BJ and HCT116 cells assessed with Hoechst staining after incubation with PD0332991 and rapamycin 

combination (5:1 ratio). Results are shown as percentage of proliferation relative to untreated cells (mean ± SD of 

n=6). 

 

4.2.2.14.2. Combined treatment with PD0332991 and inhibitors of the PI3K/Akt axis 

Searching for other potential candidates for combined treatments with CDK4/6 

inhibition, we considered targeting the PI3K/Akt axis since mTOR activation can, in  
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turn, activate PI3K/Akt pathway [307, 315], suggesting that CDK4/6 knockdown cells 

can also be sensitive to PI3K/Akt pathway inhibition. To this end, we experimentally 

confirmed that PI3K/Akt signalling was activated in CDK4/6-inhibited cells by increased 

protein levels of phosphorylated Akt (Ser473) and reduced protein expression of 

p27Kip1 (Figure 4.2.37A), which is known to be suppressed by the PI3K/Akt pathway in 

order to proceed with cell cycle [297]. RT-qPCR analyses reported an upregulation of 

PIK3R3 (encoding the PI3K regulatory subunit p55γ) (Figure 4.2.37B) and CCND1 (cyclin 

D1) (Figure 4.2.27B), which is induced through FOXO3a inactivation by Akt-mediated 

phosphorylation [278, 279, 543]. Furthermore, as seen in Figures 4.2.19A and 4.2.36A, 

the knockdown of CDK4/6 led to increased levels of phosphorylated mTOR at Ser2448 

residue, a known Akt phosphorylation site [544, 545]. Collectively, these results 

suggest that upregulation of the PI3K/Akt axis is associated with the metabolic 

reprogramming driven by CDK4/6 knockdown. To investigate whether PI3K/Akt 

inhibition represented a promising vulnerability in CDK4/6-inhibited cells, we 

examined the effect of PD0332991 and LY294002 (a known PI3K inhibitor [546]) alone 

and in constant ratio (1:1) combination on HCT116 cell viability (Figure 4.2.37C). As in 

the other combined treatments tested, we used the Combination Index (CI) equation 

of Chou and Talalay [483] to estimate the dose-dependent synergistic effect on 

HCT116 cell viability. 

In this case, co-treatment with PD0332991 and LY294002 in a wide dose range showed 

a synergistic reduction of cell proliferation with a CI<1 (Table 4.2.3). It is noteworthy 

that the stronger synergistic effects were achieved at low combined doses. Therefore, 

PD0332991 and LY294002 simultaneous treatment increased the efficiency of the 

antiproliferative action of these drugs. 

To test whether PD0332991 and LY294002 combined treatment was selective to 

tumour cells, we performed a dose-response analysis of the non-tumour BJ human 

foreskin fibroblast cells by using the Hoechst stain system. As with the other inhibitor 

combinations, HCT116 and BJ cells were grown in 96-well plates and treated at the 

same time with PD0332991 and LY294002 at the indicated concentrations maintaining 

a constant ratio (1:1 for HCT116 cells and 1:10 for BJ cells). After 96 h incubation, we 
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Table 4.2.3. Synergistic antiproliferative effect of PD0332991 and LY294002 combined treatment. HCT116 cells 

were treated for 96 h at the indicated concentrations of PD0332991 and LY294002 in a constant ratio (1:1). Using 

CompuSyn software, we found synergism (CI<1) in the antiproliferative action of PD0332991 and LY294002 at each 

combined dose tested.  

PD0332991 (µM)  LY294002 (µM)  Viability (%)  CI Value  
0.05  0.05  78.3 ± 1.7 0.191  
0.1  0.1  69.7 ± 3.0 0.209  
0.5  0.5  49.2 ± 3.7 0.338  
1  1  42.3 ± 3.6 0.476  

1.5  1.5  39.3 ± 1.9 0.613  
2  2  37.5 ± 3.0 0.743  

2.5  2.5  28.6 ± 2.0 0.574  
3  3  24.4 ± 2.0 0.542  
4  4  17.3 ± 1.8 0.460  

4.5  4.5  14.1 ± 0.8 0.412  
 

 

measured the effect of the combination on cell proliferation (Figure 4.2.37D). 

Remarkably, the simultaneous treatment with PD0332991 and LY294002 at each dose 

level tested significantly reduced HCT116 cell viability while had little or no cytotoxic 

effects on non-tumour BJ cells despite being incubated with a concentration of 

LY294002 10 times higher than HCT116 cells. Therefore, these data reveal the co-

treatment of PD0332991 and LY294002 as a potential combined therapy selective to 

tumour cells.  

To determine if this combined treatment achieved comparable synergistic effects with 

a different PI3K/Akt inhibitor, we incubated HCT116 cells with PD0332991 and 

methylseleninic acid (MSA) (Chapter 4.3) alone or in combination at the detailed 

concentrations and in a constant ratio (1:1) (Figure 4.2.37E). As illustrated in Table 

4.2.4, the concomitant treatment with PD0332991 and MSA presented a strong 

synergism at low concentrations, a moderate to nearly additive synergism at 

concentrations ranging 1-2 µM and synergistic effects at the rest of the doses tested. 

Together, these results confirmed the combined inhibition of CDK4/6 and PI3K/Akt axis 

as a promising tumour therapy approach. 
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Figure 4.2.37. Synergistic antiproliferative effect of PD0332991 and inhibitors of the PI3K/Akt axis combined 

treatment. A. Western blot analysis of total protein fractions of CDK4/6 knockdown and control cells 96 h after 

transfection. β-actin was used as a protein loading control. B. PIK3R3 and CDKN1B gene expression was measured 

by RT-qPCR in CDK4/6 knockdown and control cells 96 h after transfection. Results are normalised to cyclophilin A  
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Table 4.3.4. Synergistic antiproliferative effect of PD0332991 and MSA combined treatment. HCT116 cells were 

treated for 96 h at the specified concentrations of PD0332991 and MSA in a constant ratio (1:1). The CI results 

obtained using CompuSyn software exposed a synergism (CI<1) in the antiproliferative activity of PD0332991 and 

MSA at each combined dose tested.  

PD0332991 (µM)  MSA (µM)  Viability (%)  CI Value  
0.01 0.01 92.3 ± 5.2 0.093 
0.05 0.05 79.1 ± 2.3 0.155 
0.10 0.10 71.6 ± 3.2 0.219 
0.30 0.30 56.3 ± 0.4 0.394 
0.50 0.50 52.0 ± 1.4 0.584 
1.00 1.00 44.3 ± 1.6 0.963 
1.50 1.50 27.6 ± 3.5 0.979 
2.00 2.00 11.0 ± 2.2 0.852 
2.50 2.50 0.9 ± 0.8 0.567 
3.00 3.00 0.0 ± 0.0 0.279 

 

 

4.2.2.15. Combination therapies validation in 3D in vitro culture system 

To test whether the combined therapies studied here presented similar results in a 

more physiologically relevant system, we generated spheroids of HCT116 cells (as 

described in Section 3.7) as an in vitro tumour model system of intermediate 

complexity between standard monolayer cultures and tumours in vivo [547]. Indeed, it 

is worth noting that the spheroid model has been increasingly recognised as a primary 

tool for positive selection in innovative drug development therapies since it can 

remarkably reflect the 3D heterogeneous microenvironments as well as the 

therapeutically relevant pathophysiological gradients of in vivo tumours [548].  

 

and expressed as fold change of mRNA relative to expression of non-targeting siRNA-treated cells. Bars represent 

mean ± SD of n=3. Statistically significant differences between CDK4/6 knockdown and control cells were indicated 

at p < 0.001 (***). C. HCT116 cells were cultured with PD0332991, LY294002 or their combination at the indicated 

concentrations for 96 h and cell proliferation was determined by Hoechst staining. D. Cell viability of BJ and HCT116 

cells was assessed with Hoechst staining after incubation with PD0332991 and LY294002 combination (1:1 ratio) at 

the indicated concentrations for 96 h. E. HCT116 cell viability was determined by Hoechst staining after incubation 

with PD0332991, MSA or their combination (1:1 ratio). In C., D. and E., results are shown as percentage of 

proliferation relative to untreated cells (mean ± SD of n=6).  
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Figure 4.2.38. Combined treatments decreased the formation of spheroids. A. Images of HCT116 spheroids after 

10 days of treatment with the indicated inhibitors. B. Quantification of the total spheroid volume after treatment 

with each inhibitor alone or in combination with PD0332991. Spheroids were scored by image acquisition and 

spheroid area and volume quantification with ImageJ software. Results are shown as percentage of total spheroid 

volume relative to untreated cells. Data are represented as mean ± SD of n=5. Statistically significant differences 

between CDK4/6-inhibited and control cells were indicated at p < 0.01 (**) and p < 0.001 (***), while differences 

between treatment (BPTES, 10058-F4, rapamycin, LY294002 or DMOG) and the corresponding control (PD0332991-

treated cells or untreated cells in complete medium) were shown at p < 0.001 (###) for CDK4/6-inhibited cells and 

at p < 0.01 (¶¶) for control cells. 

 

Towards this end, HCT116 cells were grown in ultra low attachment plates (as detailed 

in Section 3.7) with the specified concentration of inhibitor(s) and were scored for 
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spheroids after 10 days. Inhibition of CDK4/6 decreased the anchorage-independent 

colony-forming growth of HCT116 cells (Figure 4.2.38). Moreover, the combination of 

PD0332991 with the metabolic inhibitors BPTES, 10058-F4, rapamycin, LY294002 and 

DMOG reduced the formation of spheroids to a greater extent than either therapy 

alone (Figure 4.2.38). Importantly, PD0332991 and BPTES simultaneous treatment 

caused the greatest effects. Consistent with our results in monolayer cells, BPTES 

treatment alone produced no effects on total spheroid volume while, when combined 

with CDK4/6 inhibition, dramatically abrogated the formation of spheroids, diminishing 

the overall spheroid volume to 13 ± 2% (Figure 4.2.38). Interestingly, GLS1 inhibition 

alone caused a significant reduction in spheroid diameter associated with a 5-fold 

increase in the number of spheroids, maintaining the global spheroid volume (Figure 

4.2.38A). On the other hand, the concomitant inhibition of CDK4/6 and mTOR by 

PD0332991 and rapamycin, respectively, produced a synergic diminution of total 

spheroid volume to 23 ± 2%. Likewise, spheroids under PD0332991 and 10058-F4 

treatment grew to 1/3 relative to control spheroids. In agreement with the viability 

assays, rapamycin and 10058-F4 single treatments decreased the growth of control 

cells spheroids but to a lesser extent than in monolayer experiments. On the other 

hand, both LY294002 and DMOG had no effects on HCT116 spheroid formation by 

themselves. However, when combined with CDK4/6 repression, a significant reduction 

in the total spheroid volume is observed (Figure 4.2.38). 

 

4.2.3. Discussion  

Cyclin-dependent kinases 4 and 6 (CDK4/6) are pivotal regulators of cell cycle that are 

frequently altered in cancer, leading to unscheduled proliferation [38, 43]. Due to their 

essential role in the regulation of cell cycle progression at the G1 restriction point, 

CDK4/6 have been largely studied as therapeutic drug targets [62, 507]. At the same 

time, highly selective and potent small-molecule CDK4/6 inhibitors such as PD0332991 

have been identified and approved for clinical development [75, 83]. Accordingly, the 

inhibition of CDK4/6 showed antiproliferative effects in multiple tumour cell lines, 

human tumour xenografts and clinical trials [83, 84, 381, 542]. However, little is known 

203 



4. Results and discussion 

about the metabolic reprogramming resulting from the inhibition of CDK4/6. Indeed, 

the identification of the homeostatic adaptations following CDK4/6 inhibition, such as 

the dysregulation of transcription factors and their targets, may reveal vulnerabilities 

that can be therapeutically targeted in combination with CDK4/6 inhibition. 

Our study provides an exhaustive characterisation of the biosynthetic and bioenergetic 

metabolic pathways induced by CDK4/6 inhibition, together with an integrated 

transcriptomic and fluxomic data analysis as a tool to reveal specific vulnerabilities 

resulting from CDK4/6 downregulation. Interestingly, CDK4/6 inhibition, through siRNA 

knockdown or by using the selective inhibitor PD0332991, caused cell cycle arrest, 

reduced cell proliferation and triggered apoptosis in association with an extensive 

metabolic reprogramming, as summarised in Figure 4.2.39. In particular, CDK4/6-

inhibited cells exhibited an increase of mitochondrial metabolism and function 

accompanied by an enhanced metabolism of glucose, and especially of glutamine and 

amino acids.  

The association analyses by GSEA correlated our pattern of gene expression with gene 

sets associated with components that are known to be fundamental for cell growth, 

cell proliferation and apoptosis. In particular, our analysis suggested that CDK4/6 

inhibition correlates with the dysregulated activities of MYC, mTOR and HIF, which are 

master regulators of metabolism that have a large list of metabolic targets. Specifically, 

we found that gene expression of CDK4/6 knockdown cells exhibited a positive 

correlation with genes positively regulated by the transcription factor MYC and the 

serine/threonine protein kinase mTOR, and a negative correlation with genes 

upregulated in response to HIF transcription factor.  

An integrated picture of the reprogramming of the central carbon metabolism is 

provided in Figure 4.2.18, combining the results of our fluxomic analysis with the 

metabolic and transcriptomic data. Interestingly, the reprogramming of the central 

carbon metabolism is directly associated with an important re-modulation of the 

expression of genes involved in metabolic activities. Interestingly, the interplay 

between regulatory proteins and the metabolic status is involved in the coordination  
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Figure 4.2.39. Changes in the principal measured fluxes, metabolites pools and functional characteristics 

exhibited by CDK4/6-inhibited cells compared to control cells. Comparisons were based on measures per cell or 

percentage of cells. Fold changes quantifying the differential measured biological characteristics are defined as the 

ratio of mean values (per cell or percentage of cells) in CDK4/6-inhibited cells relative to control cells. 

 

of cell growth through sensing mechanisms of extracellular and intracellular conditions 

[132]. Among others, these sensors include Rag GTPases, which are key transducers 

between amino acids and mTOR complex 1 (mTORC1) activation, and prolyl 

hydroxylases that sense molecular oxygen and α-ketoglutarate to signal for the 

degradation of HIF1α. Therefore, fluxomics and transcriptomics integrated data 

analysis revealed MYC, mTOR and HIF1 as the principal key players of the metabolic 

adaptation exhibited by cells with CDK4/6 inhibition. 

Importantly, our integrated analysis unambiguously identified MYC as the principal 

player in the metabolic reprogramming resulting from CDK4/6 inhibition. 

Overexpression of MYC is at the top of the cascade of events initiated by inhibition of 

CDK4/6, leading in turn to a dependence on glutaminase and MYC itself (Figures 

4.2.31A and 4.2.23). We also have provided experimental evidence supporting that 
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CDK4/6 can trigger MYC proteasome-mediated degradation by phosphorylation at 

Ser62 (Figure 4.2.21) [231, 233, 235]. In addition, we have confirmed that CDK4/6 

knockdown effects are not a result of cell cycle G1 phase arrest but a consequence of 

the loss of CDK4/6 kinase activity (Figure 4.2.30). Therefore, our results demonstrate 

that CDK4/6 inhibition releases MYC from proteasomal degradation and results in MYC 

accumulation.  

Consequently, according to the key regulatory role of MYC, overexpression of MYC 

leads to a general activation of fundamental processes for cell growth and proliferation 

[147, 206]. In accordance with our results, it is well established that MYC increases 

oxygen consumption and promotes mitochondrial biogenesis and function [215, 216]. 

The enhanced mitochondrial metabolism and oxidative phosphorylation observed in 

CDK4/6-inhibited cells generate higher amounts of ROS [217] which, in turn, initiate 

the antioxidant cell machinery, resulting in increased levels of glutathione, NADPH and 

glutamine consumption. The detected early apoptosis may be a result of the higher 

levels of oxidative stress reported in cells with CDK4/6 inhibition. MYC involvement 

with mitochondrial biogenesis and oxidative phosphorylation provides an explanation 

for the increase in reactive oxygen species (ROS) associated to MYC activation [549], as 

mitochondrial respiration is a major source of ROS generation [217]. However, MYC is 

also implicated in oxidative stress protection through transcriptional activation of ɣ-

glutamyl-cysteine synthetase (ɣ -GCS), the rate-limiting enzyme catalysing glutathione 

biosynthesis [550].  

The enhancement of glucose, glutamine and amino acid metabolism exhibited by 

CDK4/6-inhibited cells are also likely to be a result from MYC overexpression. Indeed, 

MYC is known to enhance glycolysis through the activation of glycolytic and glucose 

transporters genes [210, 211] and also to promote lactate production and export [207, 

212, 213]. However, it is worth noting that this activation of glycolysis is also 

coordinated with HIF1 [212, 237]. In addition, MYC stimulates the use of the TCA cycle 

to generate intermediates for macromolecular synthesis using both glucose and 

glutamine as carbon source [152, 157]. Accordingly, MYC also contributes to increase 

glutamine uptake by upregulation of the expression of glutamine transporters [147, 

214] and enhances glutamine metabolism by transcriptionally repressing microRNA-
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23a/b, resulting in a greater expression of glutaminase (GLS1) [214]. In fact, GLS1 can 

enhance the mitochondrial metabolism by catalysing the conversion of glutamine to 

glutamate. Therefore, the upregulation of glutamine transporters and GLS1 results in 

increased levels of glutamate, which is a key substrate for energy and redox processes, 

including mitochondrial respiration by fuelling the TCA cycle through its conversion to 

α-ketoglutarate. Glutamate can also transfer amino groups for synthesis of amino acids 

and nucleotides, and carbons for lipid biosynthesis through acetyl-CoA production or 

by generating citrate through reductive carboxylation. Furthermore, in line with our 

observations, high levels of glutamine, proline, alanine and asparagine are reported to 

stimulate glycogen synthesis in hepatocytes [551]. In particular, the mechanism of 

stimulation of glycogen synthesis by glutamine has been related to an increase in cell 

volume as a result of Na+-dependent amino acid uptake [552], which is also in 

agreement with our results. 

MYC is also involved in the regulation of proline metabolism, not only promoting the 

expression of GLS1, Δ1-pyrroline-5-carboxylate synthetase (P5CS), and Δ1-pyrroline-5-

carboxylate reductase 1 (PYCR1), which are the enzymes implicated in proline 

biosynthesis from glutamine, but also suppressing proline catabolism through 

inhibition of proline oxidase/proline dehydrogenase (POX/PRODH) and Δ1-pyrroline-5-

carboxylate dehydrogenase (P5CDH) [135, 143]. Therefore, the 3-fold increase in 

proline production observed in CDK4/6-inhibited cells (Figure 4.2.9A) can be a result of 

MYC overexpression, causing proline accumulation. In addition, proline metabolism is 

also connected with polyamine synthesis through glutamic-gamma-semialdehyde 

(GSA) reversible conversion to ornithine catalysed by ornithine aminotransferase (OAT) 

[143]. It is worth noting that MYC upregulates polyamine biosynthesis, which in turn 

stimulate MYC transcription in a positive feedback loop [222, 223], in concordance 

with the increased levels of spermidine, putrescine and ODC1 observed in cells with 

inhibited CDK4/6. 

Furthermore, MYC is known to activate mTOR signalling pathway through direct 

repression of tuberous sclerosis 2 (TSC2) [320], since TSC2 is a key component in the 

negative regulation of cell proliferation via mTOR [308]. Then, mTORC1 promotes the 

anaplerotic entry of glutamine to the TCA cycle by activating glutamate dehydrogenase 
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(GDH) through transcriptional repression of SIRT4 [322]. SIRT4 tumour suppressor 

functions include the regulation of the metabolic response to DNA damage through 

repression of mitochondrial glutamine metabolism [553]. In addition, the mTORC1 

downstream effector S6 Kinase 1 (S6K1) positively controls MYC and, in turn, GLS by 

enhancing the translation efficiency of MYC mRNA which contains a secondary 

structure in its 5’ untranslated region (5’UTR) [321]. Moreover, glutaminolysis and α-

ketoglutarate production, in response to glutamine and leucine [133], also mediate 

mTORC1 activation [161]. Therefore, increased levels of MYC and P-mTOR induce 

glutamine transporters, GLS1 and GDH overexpression (Figures 4.2.19 and 4.2.24), 

leading to both an increase of the glutamine uptake and the intracellular concentration 

of α-ketoglutarate which, in turn, activates the degradation of HIF1α through 

hydroxylation by PHD2 (Figures 4.2.8D and 4.2.19). This situation sensitises CDK4/6-

inhibited cells to hypoxia (Figure 4.2.25) and is in accordance with the observed 

reduction of HIF1α protein levels (Figure 4.2.19). On the other hand, increased levels 

of α-ketoglutarate also activate mTORC1, resulting in an increased demand of energy 

and exchange of amino acids, which correlates with the enhanced amino acid 

metabolism exhibited by CDK4/6-inhibited cells (Appendix IV) [162]. 

On the other hand, HIF1α has been reported to suppress mitochondrial biogenesis and 

oxygen consumption by inhibiting MYC through two mechanisms; the transcriptional 

induction of the MYC antagonist MXI1 and the promotion of proteasome-dependent 

MYC degradation [216, 261]. It has been proposed that the hypoxic degradation of 

MYC is an adaptive strategy to ensure cell survival by reducing proliferation [260]. 

Moreover, mTOR is also sensitive to oxygen deprivation. In this case, hypoxia inhibition 

of mTOR complex is mediated through AMP-activated protein kinase (AMPK) and 

REDD1-dependent activation of TSC2 [318]. Indeed, we experimentally observed the 

disappearance of MYC and P-mTOR under hypoxic conditions (Figure 4.2.19).  

Likewise, FOXO3a transcription factor is upregulated under hypoxic conditions [302, 

303] and acts as an important negative regulator of MYC by reducing its protein 

stability through phosphorylation at Thr58 [299], the MYC phosphodegron motif [235], 

and inducing MXI1 expression to counteract MYC [300]. As a result, FOXO3a represses 

MYC target genes and acts as a negative regulator of mitochondrial function through 
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inhibition of MYC (reviewed in [301]). However, PI3K/Akt pathway activation, high 

levels of cyclin D and decreased p27Kip1 expression observed in CDK4/6-inhibited cells 

are associated with FOXO3a phosphorylation and inhibition [297, 543, 554, 555], which 

is in agreement with the observed MYC overexpression. 

The identification of the tumour metabolic adaptations associated to CDK4/6 silencing 

revealed potential metabolic vulnerabilities that can be exploited in combination 

therapies with CDK4/6 inhibitors. Indeed, combination therapies are a promising 

strategy to achieve synergistic therapeutic effects, dose and toxicity reduction, and 

minimise or delay the induction of drug resistance [556]. Accordingly, we have 

obtained synergistic and selective antiproliferative effects in vitro by inhibiting mTOR, 

PI3K/Akt axis or MYC target genes in combination with CDK4/6 inhibitors.  

For instance, the observed increase in glucose consumption, lactate production and 

ECAR observed in CDK4/6-inhibited cells correlates with the activation of either Akt or 

MYC [557]. Akt activity determines the ability of mTOR inhibitors such as rapamycin to 

specifically downregulate both transcription and translation of MYC. Indeed, high 

levels of P-Akt result in rapamycin-induced downregulation of MYC expression and 

renders cells rapamycin-sensitive [558]. This is in accordance with our results obtained 

by combination of PD0332991 with rapamycin. Indeed, CDK4/6 inhibition caused Akt 

activation and combined therapy with rapamycin greatly affected CDK4/6-inhibited 

cells compared to control cells, which had lower levels of P-Akt. 

Importantly, fluxomics and transcriptomics integrated data analysis revealed glutamine 

metabolism as the central node in CDK4/6-inhibited cells metabolic reprogramming 

(Figure 4.2.18). In effect, CDK4/6-inhibited cells increase glutamine uptake to replenish 

the carbon pool required for enhanced mitochondrial metabolism and function, and to 

provide for other glutamine- and glutamate-dependent processes, such as the 

polyamine and glutathione augmented synthesis. In addition, cells with 

supraphysiological levels of MYC are more sensitive to mitochondrial oxidative 

metabolism inhibition [218]. As there are no effective small-molecule inhibitors that 

selectively and directly target MYC [443, 444], we propose that GLS1 inhibition can be 

a promising strategy in the treatment of human malignancies that overexpress MYC. It 
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is worth noting that the rates of glutamine utilisation are limited by mitochondrial 

uptake via GLS1 [155, 157, 438] and that inhibition of GLS1 also prevents mTORC1 

activation [161]. In effect, selective inhibition of GLS1 by BPTES reduces the viability of 

CDK4/6-inhibited cells but has no significant effects on control cells (Figures 4.2.31A 

and 4.2.34). Importantly, supplementation with dimethyl α-ketoglutarate rescues 

CDK4/6-inhibited cells treated with BPTES, revealing the pivotal role of glutamine as a 

substrate for mitochondrial energy production. In addition, BPTES produces a 

significant increase in early apoptosis in siRNA CDK4/6-treated cells (Figure 4.2.31B). 

Likewise, glutamine deprivation seems to produce a similar effect in early apoptosis. 

Gaglio et al. stated that oncogenic KRAS expression decreased overall oxidative flux 

through the TCA cycle and increased the use of glutamine for anabolic synthetic 

processes [532], giving a possible explanation for the observed resistance of control 

cells to BPTES and also for dimethyl α-ketoglutarate inefficiency in rescuing the 

viability of control cells under glutamine deprivation, as the anaplerotic use of 

glutamine is not as relevant as its implication in supporting anabolic processes. In 

addition, our results are in concordance with previous studies that have revealed that 

CDK4 loss accelerates the development and increases the tumourigenic potential of 

MYC-driven lymphoma [559]. Remarkably, inhibition of GLS1 may have significant 

therapeutic implications since increased glutamine metabolism is not critical for 

normally differentiated cells [321, 418] (Figure 4.2.35). Therefore, our present work 

demonstrates that combination therapy by simultaneous inhibition of GLS1 and 

CDK4/6 provides an improved treatment with synergistic antiproliferative effects 

which are selective to cancer cells. 
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Methylseleninic acid promotes antitumour effects via nuclear 

FOXO3a translocation through Akt inhibition 

 

4.3.1. Introduction 

In the previous chapter of this thesis we explored the possibility to exploit the crosstalk 

between metabolic and signal transduction networks in colon cancer therapy, 

revealing synergies between CDK4/6 inhibitors and PI3K pathway inhibitors as 

promising combination antitumour therapies for colon cancer. Interestingly, the 

antiproliferative and pro-apoptotic activities of methylseleninic acid (MSA), one of the 

compounds we tested in the previous chapter in combination with CDK4/6 inhibition, 

are considered to be mediated by inhibition of the PI3K pathway [459, 460], although 

its molecular mechanism of action has not been yet fully elucidated. In fact, MSA has 

been showing promising in vitro and in vivo antitumour results [452, 454, 560-562]. 

Likewise, selenium supplement has been shown in clinical trials to reduce the risk of 

different cancers [453-455, 563], raising interest in its possible uses in lung carcinoma, 

the most prevalent cancer worldwide [1]. However, the fact that the molecular 

mechanism underlying MSA antitumour properties is still not completely understood is 

a bottleneck in designing combination therapies with MSA. 

In this chapter, with the aim to better characterise the molecular mechanisms and 

downstream targets of MSA, we have analysed the effects of MSA on viability, cell 

cycle, metabolism, apoptosis, protein expression, and reactive oxygen species 

production in human lung carcinoma A549 cells. Our results demonstrate that MSA 

induces FOXO3a nuclear translocation after 1.5 h in A549 cells and in U2OS cells that 

stably express GFP-FOXO3a. Interestingly, sodium selenite, another selenium 

compound, did not induce any significant effects on FOXO3a translocation despite 

inducing apoptosis. Single strand break of DNA, disruption of tumour cell metabolic 

211 



4. Results and discussion 

adaptations, decrease in ROS production, and cell cycle arrest in G1 accompanied by 

induction of apoptosis are late events occurring after 24 h of MSA treatment in A549 

cells. Our findings suggest that FOXO3a is a relevant mediator of the antiproliferative 

effects of MSA. This new evidence on the mechanistic action of MSA can open new 

avenues in exploiting its antitumour properties and in the optimal design of novel 

combination therapies. Moreover, since it has been reported that the antitumour 

effects of the conventional chemotherapeutic cisplatin are enhanced when combined 

with FOXO nuclear export inhibitors [286, 290, 291, 564] and that MSA synergistically 

sensitised cancer cells in combination with certain chemotherapeutic drugs [565, 566], 

we present MSA as a promising chemotherapeutic agent with synergistic 

antiproliferative effects with cisplatin. 

 

4.3.2. Results 

4.3.2.1. MSA inhibits cell proliferation and causes G1 arrest in human lung carcinoma 

A549 cells 

The effect of MSA on human lung carcinoma A549 cell proliferation was examined 

using the MTT (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide) 

colorimetric viability assay (as described in Section 3.5). Significant dose-dependent 

growth inhibition was observed in this cell line after treatment with 10 different 

concentrations of MSA in a range between 0.1 and 6 μM for 24, 48 and 72 h (Figure 

4.3.1A). 

The MSA concentrations at which A549 cell proliferation was inhibited by 50% after 24, 

48 and 72 h of treatment (24hIC50, 48hIC50 and 72hIC50) were 2.2 ± 0.3 μM, 1.6 ± 0.2 and 

1.3 ± 0.1 μM, respectively.  

Flow cytometric analyses of cell cycle distribution (as described at Section 3.9) of A549 

cells that had been exposed to 72hIC50 MSA showed an increase of the G1 population at 

24, 48 and 72 h of treatment as compared to control cells (increasing by 41% at 72 h). 

With the same treatment, a concomitant decrease was also observed in the 

212 



Chapter 4.3 

percentage of cells in the S phase after 24, 48 and 72 h of treatment with respect to 

the untreated cells (38% decrease at 72 h), suggesting a G0/G1 arrest (Figure 4.3.1B). A 

reduction in the percentage of cells in the G2 phase was also observed at all times.  

In order to test whether MSA induced cell cycle arrest as a result of negative regulation 

of CDK4/6-cyclin D complexes, CDK4 and CDK6 protein expression was analysed by 

Western blot (Section 3.25) after incubating A549 cells with 5 µM MSA for 6 h. Indeed, 

results depicted in Figure 4.3.1C show that MSA-treated cells exhibited a significant 

decrease in the protein levels of CDK4/6.  

 

Figure 4.3.1. MSA effects on cell viability and cell cycle in A549 cells. A. Growth inhibition of MSA on A549 lung 

cancer cells after 24, 48 and 72 h measured by MTT assay. Exponentially growing cells were treated with the 

indicated concentration of MSA for 24, 48 and 72 h. The assay was carried out using six replicates and repeated 

three times. Data are represented as mean ± SD. B. Cell cycle analysis of MSA-treated cells. A549 cells treated for 

24, 48, 72 hours with 1.3 µM MSA presented a G1 arrest. Cell cycle analysis was conducted after propidium iodide 

staining. Values represent mean ± SD and statistically significant differences between treated and control cells at p < 

0.05 are indicated with an asterisk (*). C. Western blot analysis showed a significant CDK4 and CDK6 inhibition at 6 h 

treatment with 5 µM MSA. Protein expression levels were quantified using ImageJ software and are expressed as 

mean band intensity normalised to β-actin and relative to control condition (*, p < 0.05).  

 

To determine whether the concentrations of MSA used in the present study can acidify 

the media, we measured the pH values before and after the addition of MSA at 1.3 and 
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5 µM final concentrations. We also assessed the pH values after the addition of acetic 

acid, which is a weak acid with an acid dissociation constant (Ka) of 1.8·10-5 and a 

similar molecular structure as MSA. While the addition of acetic acid at 5 µM 

decreased the pH of the medium by 0.5 units, the same concentration of MSA did not 

cause any significant effects. Therefore, we conclude that the media were not acidified 

by the doses of MSA used in this study. 

 

4.3.2.2. MSA induces apoptosis in A549 cells  

To investigate whether MSA promoted programmed cell death, apoptosis was 

assessed in A549 cells after 24, 48 and 72 h of treatment with 1.3 μM MSA (72hIC50 for 

growth inhibition). FACS analysis using annexin V-FITC staining and propidium iodide 

(PI) accumulation was performed as described in Section 3.10 to differentiate non-

apoptotic cells (annexin V- and PI-), early apoptotic cells (annexin V+ and PI-) and late 

apoptotic/necrotic cells (PI+). In early apoptosis, cells lose their membrane asymmetry 

and phosphatidylserine is exposed to the outer membrane, where annexin V-FITC 

conjugate is able to bind to it. In late apoptotic and necrotic cells, cell membrane 

integrity is highly compromised and PI can access the nucleus. 

To determine if MSA effects were specific or general to other selenium compounds, 

treatment with 72hIC50 sodium selenite was included in our analysis (Figure 4.3.2A). 

Sodium selenite 72hIC50 in A549 cells was calculated using Graphpad Prism 6 software 

(La Jolla, CA, USA) and determined to be 5.5 ± 0.4 μM. As shown in Figure 4.3.2A, MSA 

treatment for 24 h caused no significant effect on A549 cell apoptosis, while at 48 and 

72 h, MSA exposure generated an increase in early apoptotic cells. In contrast, the 

apoptotic effect of sodium selenite was visible at 24 h and greatly enhanced at 48 and 

72 h (reaching around 40% for early apoptotic cells) whereas the percentage of late 

apoptotic and necrotic cells remained constant at the three time points. Therefore, the 

extent of apoptosis caused by MSA was much reduced compared to that induced by 

sodium selenite, which can be due to different mechanisms of apoptosis activation.  
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Apoptotic cells undergo a series of characteristic morphological changes, such as 

shrinkage of the cell, chromatin condensation, apoptotic body formation and 

internucleosomal fragmentation of genomic DNA [567]. In order to evaluate DNA 

integrity, a single-cell gel electrophoresis was performed (Comet assay, Section 3.11). 

Single strand break of DNA was observed after 24 h treatment with 1.3 μM MSA, while 

control condition showed no induction of DNA fragmentation (Figure 4.3.2B). Total 

Comet score of treated and untreated cells were 199 and 74, respectively. In addition, 

the presence of apoptotic bodies following 72 h MSA treatment at 72hIC50 

concentration was detected by Hoechst 33342 staining (see Section 3.10) (Figure 

4.3.2C). Using an inverted phase contrast microscope, we examined the morphology of 

A549 cells after the incubation with MSA, sodium selenite and LY294002, a known PI3K 

inhibitor [546], at the indicated concentrations for 24 h (Figure 4.3.2D). As illustrated in 

Figure 4.3.2D, other typical apoptotic features such as rounding, shrinkage, 

detachment and loss of contact with adjacent cells were observed in MSA- and sodium 

selenite-treated cells.  

Activation of the caspase pathway plays an important role in apoptosis. Caspases are 

constitutive cysteine proteases that are normally present as inactive proenzymes. 

Their enzymatic activity is induced during apoptosis in a self-amplifying cascade. 

Cleaved upstream caspases (caspases 2, 8, 9 and 10) activate effector caspases 

(caspases 3, 6 and 7) by proteolysis initiating the apoptotic cascade of events [567]. 

The intrinsic apoptosis pathway involves the release of cytochrome c into cytosol and 

the formation of the apoptosome complex by association with APAF-1. This complex 

activates caspase 9 which in turn cleaves procaspase 3, implicated in the proteolysis of 

poly (ADP-ribose) polymerase (PARP).  

To elucidate the mechanisms involved in MSA or sodium selenite-mediated induction 

of apoptosis in A549 cells, whole-cell lysates were extracted and Western blot analyses 

were performed. In order to compare the effects of MSA and sodium selenite, we 

incubated the cells with both 72hIC50 concentrations (1.3 μM and 5 μM). The effects of 

LY294002 were also assessed as a positive control for PI3K pathway inhibition. As 

shown in Figure 4.3.2E, incubation with 5 μM MSA enhanced the expression of pro-  
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Figure 4.3.2. Apoptosis assays in A549 cells. A. Flow cytometry analysis of Annexin V-FITC staining and propidium 

iodide accumulation after exposure of A549 cells to MSA and sodium selenite at their respective 72hIC50 

concentrations for 24, 48 and 72 hours. PI staining at 488 nm is represented on the y axis and annexin V-FITC 

staining at 488 nm on the x axis. Quadrant 4 (PI–/FITC-) represents non-apoptotic cells, early apoptosis is shown in 
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apoptotic Bax and cytosolic cytochrome c, decreased the level of procaspase 3 and 

caused PARP cleavage. Sodium selenite 5 μM treatment induced changes in the same 

direction but to a significantly lower extent. When comparing the effects of the 

treatment with the respective 72hIC50 concentration, 1.3 μM MSA and 5 μM sodium 

selenite exhibited similar results (Figure 4.3.2E).  

 

4.3.2.3. MSA blocks glycolysis, TCA cycle and nucleotide biosynthesis 

The effect of MSA on A549 cell metabolism was examined using the Stable Isotope-

Resolved Metabolomics (SIRM) approach [568-570]. A549 cells were treated with 

uniformly 13C-labeled glucose ([U-13C]-glucose) in the absence (Control) or presence of 

5 µM MSA for 24 h (see details in Section 3.30). The glucose transformation products 

were analysed by 1D HSQC NMR and GC/MS, as shown in Figure 4.3.3. MSA-treated 

A549 cells had reduced synthesis of 13C labelled lactate (glycolytic product), malate, 

aspartate, glutamate, citrate (TCA cycle metabolites), as well as adenine and uracil 

nucleotides (with the ribose unit derived from the pentose phosphate pathway, PPP), 

relative to untreated A549 cells. These results suggest that MSA attenuates the activity 

of glycolysis, TCA cycle, PPP and/or nucleotide biosynthesis. 

 

right bottom quadrant (PI–/FITC+) and quadrants 1 and 2 (PI+) depict late apoptotic/necrotic cells. Plots illustrate the 

percentage of cells in early apoptosis and late apoptosis/necrosis. Values are expressed as mean ± SD of three 

experiments in triplicate. Differences between treated and control groups were considered statistically significant at 

p < 0.05 (*). B. DAPI staining of A549 cells DNA after electrophoresis in agarose gel (single-cell gel electrophoresis, 

Comet Assay). Control condition treatment with vehicle showed no induction of single strand breaks while 24 h 

MSA exposure at 72hIC50 concentration caused DNA fragmentation in A549 cells. C. Morphological changes in nuclei 

were examined after 72 h MSA treatment at 72hIC50 concentration. Hoechst stained nuclei were evaluated with a 

fluorescence microscope (200 and 400X, scale bar 3 µm) to detect increased condensation and margination of 

chromatin to the nuclear envelope and the formation of apoptotic bodies (indicated with white arrows). Apoptotic 

bodies were not observed in control condition. D. Cells were incubated with MSA, sodium selenite and LY294002 at 

the specified concentrations for 24 h and observed using an inverted phase contrast microscope. E. Western blot 

analysis of total protein fractions of A549 cells. Protein expression was determined by densitometry analysis using 

ImageJ software and is represented as mean band intensity normalised to β-actin and related to untreated controls. 

MSA apoptosis activation is represented by enhancement of Bax and cytosolic cytochrome c expression, decrease of 

procaspase 3 levels and PARP cleavage (*, p < 0.05). Sodium selenite induced changes in the same direction. 
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Figure 4.3.3. MSA perturbs glycolysis, TCA cycle and nucleotide biosynthesis. A549 cells were grown in 0.2% [U-

13
C]-glucose in the presence or absence of 5 µM MSA for 24 h. The polar metabolites were extracted in ice-cold 10% 

trichloroacetic acid and analysed by 1D HSQC NMR (A, acquired at 14.1 T, 20ºC) and GC/MS (B). A. Representative 

1D HSQC NMR spectrum. The abundance of the ribosyl unit of adenine (
13

C-1’-AXP) and uracil (
13

C-1’-UXP) 

nucleotides was significantly attenuated 24 h after MSA treatment, relative to the control treatment. B. The GC/MS 

analysis revealed reduced synthesis of TCA cycle metabolites, [2-
13

C]-malate (Mal), [2-
13

C]-aspartate (Asp), [2-
13

C]-

glutamate (Glu) and [2-
13

C]-citrate (Cit), in addition to the glycolytic product, [3-
13

C]-lactate (Lac). p values < 0.05 (*) 

were considered statistically significant. 

 

4.3.2.4. MSA causes nuclear translocation of FOXO3a in U2foxRELOC cells 

Taking into account the arrest of cell cycle (G1), apoptosis induction, the metabolic 

effects of MSA on A549 cells and their correlation with those described for the PI3K 

inhibition [458], and the observed effects of MSA on PI3K signalling, we evaluated the 

effect of MSA on FOXO factors known to be the major transcriptional downstream 

effector proteins of the PI3K/Akt signal transduction pathway [571]. As the activity of 

FOXO factors is mainly regulated by their subcellular localisation [572], we first 

investigated if MSA induced FOXO nuclear translocation. To this end we used 

U2foxRELOC cells, a previously established cell system based on U2OS osteosarcoma 

cells that stably express a GFP–FOXO3a reporter [468, 573, 574].  

In order to select the optimal MSA concentration for analysing its effects on FOXO 

translocation, the MSA 
72h

IC50 in U2foxRELOC cells was determined by incubating the 

cells with 10 different concentrations of MSA for 72 h and performing colorimetric  
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Figure 4.3.4. Nuclear translocation of GFP–FOXO following MSA treatment in U2foxRELOC cells. U2foxRELOC cells 

stably expressing GFP–FOXO fusion protein were treated with vehicle, LY294002 (PI3K pathway inhibitor), MSA or 

sodium selenite for 6 hours. A. Representative confocal microscopy images for U2foxRELOC cells. Left row (green) 

indicates the subcellular location of FOXO3a-GFP. Celltracker location (red) identifies the cytoplasm. Scale bar, 5 

μm. B. Box and whiskers plot for the correlation between the nuclear and cytoplasmic green fluorescence intensity. 

Higher values represent a higher FOXO3a-GFP presence in the nucleus compared to the cytoplasm. Bar graph shows 

the percentage of the cells in each condition exhibiting nuclear/cytoplasmic ratios of fluorescence intensity greater 

than 3.5. MSA and LY294002 treatments display statistically significant differences (*) with the control condition 

using a multiple rang test (Kruskal-Wallis test) with 99% confidence. C. Viability assay with MSA in U2foxRELOC cells 

at 72 h. Exponentially growing cells were treated with the indicated concentration of MSA for 72 h. The assay was 

carried out using six replicates and repeated three times. Data are represented as mean ± SD. 

 

viability assay. The values for dose-dependent growth inhibition were similar to the 

results obtained for A549 cells (Figure 4.3.4C). We next analysed the spatio-temporal 

kinetics of FOXO nuclear translocation upon MSA treatment (see Section 3.21). We 
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exposed U2foxRELOC cells to 5 μM MSA for 1.5, 3, 6, 11 and 24 hours and determined 

the subcellular localisation of the fluorescent FOXO reporter protein. MSA treatment 

induced GFP-FOXO3a nuclear translocation from 1.5 to 24 h, reaching a maximum 

effect between 3 and 6 hours (data not shown). 

With the assay conditions optimised, U2foxRELOC cells were treated with 1.3 and 5 

μM MSA for 6 h and the subcellular localisation of GFP-FOXO3a was monitored by 

confocal microscopy (as detailed in Section 3.20). Vehicle was used as a negative 

control and LY294002 (20 μM) as a positive control. As shown in Figure 4.3.4A, GFP-

FOXO3a was present in the cytosol of untreated cells as well as in the nucleus, whereas 

in MSA- and LY294002-incubated cells GFP-FOXO3a was localised almost exclusively in 

the nuclei. The percentage of cells in which GFP-FOXO3a nuclear intensity was at least 

3.5 times higher than GFP-FOXO3a cytoplasmic intensity was less than 6% for control 

cells, more than 95% for LY294002-treated cells and more than 94% for MSA-treated 

cells (at both concentrations) (Figure 4.3.4B). To determine whether FOXO3a nuclear 

translocation was specifically driven by MSA or was a general characteristic of 

selenium compounds, U2foxRELOC cells were also incubated with sodium selenite at 

the same concentrations as MSA. The intracellular distribution of GFP-FOXO3a 

remained unaltered in the presence of sodium selenite (Figure 4.3.4A). These results 

support our hypothesis that MSA specifically induces FOXO3a nuclear translocation. 

 

4.3.2.5. MSA induces GFP-FOXO3a nuclear translocation and increases nuclear 

FOXO3a in A549 cells 

To further confirm our hypothesis and test if the translocation effect of MSA is also 

relevant for lung cancer cells, the effect of MSA on FOXO3a in A549 cells was analysed. 

To this end, we transiently transfected GFP-FOXO into A549 cells (see Section 3.19) 

and exposed them to MSA. Figures 4.3.5A and 4.3.5B illustrate the results obtained 

after 6 h incubation with 5 μM MSA, 20 μM LY294002 or vehicle. MSA induced nuclear 

accumulation of FOXO3a in A549 cells, resulting in over 90% of cells exhibiting nuclear 

fluorescence intensity at least 1.5 times greater than cytoplasmic fluorescence  
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Figure 4.3.5. MSA induces GFP-FOXO3a nuclear translocation and increases endogenous nuclear FOXO3a in A549 

cells. A. Representative confocal microscopy images for A549 cells transfected with a FOXO3a-GFP reporter plasmid 

and treated with vehicle, 20 μM LY294002 or 5 μM MSA for 6 h. Left row (green) indicates the intracellular location 

of FOXO3a-GFP. Celltracker location (red) identifies the cytoplasm. Scale bar, 5 μm. B. Box and whiskers plot for the 

correlation between the nuclear and cytoplasmic green fluorescence intensity. Higher values indicate a higher 

FOXO3a-GFP presence in the nucleus compared to the cytoplasm. Bar graph represents the percentage of the cells 

in each condition displaying nuclear/cytoplasmic ratios of fluorescence intensity greater than 1.5. MSA and 

LY294002 treatments present statistically significant differences (*) with the control condition using a multiple rang 

test (Kruskal-Wallis test) with 99% confidence. C. Western blots for the nuclear and cytoplasmic fractions of A549 

cells. Protein expression levels were quantified using ImageJ software and are expressed as mean band intensity 

normalised to Lamin B (nuclear extract) or ERK 2 (cytosolic extract) and related to untreated controls. Endogenous 

nuclear FOXO3a levels increase with 6 h MSA and LY294002 treatments whereas phosphorylated FOXO3a 

…/… 
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intensity, compared to less than 2.5% of cells for the control conditions. To confirm the 

nuclear translocation of endogenous FOXO3a in non-transfected A549 cells in response 

to MSA treatment, Western blot assays of cells incubated in the same conditions were 

performed. As shown in Figure 4.3.5C, MSA causes an increase in nuclear FOXO3a 

concentration and a decrease in the levels of cytoplasmic phosphorylated FOXO3a at 

the Ser253 residue (a known Akt phosphorylation site), consistent with our 

aforementioned results. 

Since it is been described that FOXO1 transcription is stimulated by FOXO3a in a 

positive feedback loop [296, 575], the effect of MSA on FOXO1 mRNA levels was 

analysed (see Section 3.27). Cells were incubated with 5 μM MSA for different time 

periods from 1 h up to 24 h. Induction of FOXO1 expression was detected from 2 h to 

24 h and increased in a time-dependent manner (Figure 4.3.5D).  

To validate the results obtained with confocal microscopy of U2foxRELOC cells treated 

with either MSA or sodium selenite, the levels of active FOXO3a in non-transfected 

A549 cells were analysed by Western blot. As shown in Figure 4.3.6, MSA induced 

FOXO3a expression while sodium selenite caused its inhibition. To confirm this 

observation, FOXM1 protein expression was examined, as previous studies have 

reported that FOXO3a is a negative regulator of FOXM1 at the transcriptional level 

[284, 285]. In agreement with these observations and further supporting MSA’s mode 

of action through FOXO3a activity, MSA treatment significantly decreased FOXM1 

expression while sodium selenite enhanced the level of this transcription factor (Figure 

4.3.6). 

In order to identify the mechanisms involved in FOXO subcellular redistribution, 

changes in FOXO-regulating signal transduction pathways in response to MSA 

treatment were studied. It was previously reported that cell cycle arrest induced by  

 

…/… 

cytoplasmic levels decrease (*, p < 0.05). D. mRNA levels of FOXO1 were analysed by qRT-PCR. Cells were incubated 

with 5 µM MSA from 1 h up to 24 h. The graph bar represents the expression of FOXO1 relative to control, which 

was assigned a value of 1. FOXO1 expression was significantly (*, p < 0.05) and progressively induced from 2 to 24 h.  

222 



Chapter 4.3 

FOXO proteins is mediated by enhanced transcription and protein expression of the 

cyclin-dependent kinase inhibitor p27Kip1 [554, 555] and reduced protein expression of 

cyclins D1 and D2 [543]. Both cases result in an impaired capacity of CDK4 and CDK6 to 

hyperphosphorylate the RB protein family, leading to G1 arrest [576]. Moreover, while 

FOXO3a has been reported to induce the transcription of p27Kip1, PI3K/Akt pathway is 

known to suppress its expression in order to proceed with cell cycle [297]. To 

investigate whether MSA-induced G1 cell cycle arrest is associated with Akt and FOXO 

signalling, p27Kip1 and phosphorylation of Akt on Ser 473 status were analysed by 

Western blot. Six-hour treatment with MSA (at both 1.3 and 5 µM) significantly 

 

 

Figure 4.3.6. MSA-induced G1 arrest and apoptosis are associated with Akt inhibition. Total protein fractions of 

A549 cells were analysed by Western blot. Protein expression was quantified by densitometric analysis using ImageJ 

software and is represented as mean band intensity normalised to β-actin and related to untreated controls. MSA 

induces the dephosphorylation of mTOR and Akt and its downstream target PRAS-40, the phosphorylation of JNK, 

an increase of FOXO3a levels, a reduction of FOXM1 protein expression and a G1 arrest represented by p27 

accumulation. Differences between treated and control groups were considered statistically significant at p < 0.05 

(*). 
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suppressed Akt phosphorylation without affecting its total protein level (Figure 4.3.6). 

These results suggest that FOXO3a dephosphorylation and nuclear accumulation in 

response to MSA are mediated by Akt inactivation. The PI3K inhibitor LY294002 

showed the same behaviour as MSA while sodium selenite increased Akt 

phosphorylation in a dose-dependent manner. The overactivation of Akt mediated by 

sodium selenite could account for the depletion in FOXO3a levels observed (Figure 

4.3.6). PRAS-40, an Akt substrate, followed the same phosphorylation pattern, further 

supporting our hypothesis (Figure 4.3.6). mTOR pathway was downregulated by MSA 

as phosphorylated mTOR levels were reduced significantly after MSA treatment while 

sodium selenite activated this signalling pathway by increasing P-mTOR level. 

Dephosphorylation of Akt and FOXO activation preceded the caspase-mediated 

apoptosis and the transcription of FOXO3a target genes such as p27 (Figure 4.3.6). As 

expected, p27Kip1 levels were notably increased after exposure to 5 μM MSA and 20 

μM LY294002 for 24 h, even though p27Kip1 levels were only slightly enhanced by 

exposure to 1.3 µM MSA. These data corroborate with previous results that showed 

MSA and sodium selenite inducing distinct biochemical and cellular responses [451, 

577, 578]. 

 

4.3.2.6. MSA elicits ROS detoxification 

FOXO proteins have been reported to induce detoxification of reactive oxygen species 

(ROS) by up-regulating free radical scavenging enzymes, including manganese 

superoxide dismutase and catalase [295]. FOXO transcription factors regulate two 

aspects of cellular resistance to stress: repair of damages caused by ROS and 

detoxification of ROS [270]. Given that MSA causes FOXO3a translocation to the 

nucleus, we measured ROS levels in A549 cells (see Section 3.18). The results show 

that 1.3 μM MSA caused a significant decrease in the levels of ROS at 24 and 48 h 

(Figure 4.3.7). This decrease is consistent with the increased cellular free thiol levels 

observed by Poerschke et al. [579] after 24 h MSA incubation. Cells incubated with 

MSA for 72 h had similar ROS level to control cells. In contrast, sodium selenite  
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inhibited ROS production at 24 h but enhanced it at 48 and 72 h.  

Previous studies described the role of JNK as a FOXO activator mediating the 

phosphorylation of 14-3-3 proteins, thus releasing FOXO factors and trigging their 

nuclear relocalisation [580-582]. As shown in Figure 4.3.6, MSA incubation resulted in 

an increase in P-JNK, which is consistent with FOXO activation by Akt 

dephosphorylation. Sodium selenite enhancement in P-JNK levels (Figure 4.3.6) could 

be a consequence of selenite-induced ROS production since JNK cascade can be 

independently activated by environmental stresses [583]. 

 

Figure 4.3.7. ROS detoxification by MSA treatment. A decrease in ROS levels was observed in MSA-treated A549 

cells. This reduction was only statistically significant after 24 and 48 h (*, p< 0.05). Cells treated with sodium 

selenite for 24 h presented similar ROS level to MSA-treated cells but significantly enhanced the production of ROS 

in a time-dependent manner after 48 and 72 h incubations.  

 

4.3.2.7. FOXO3a knockdown attenuates MSA effects 

In order to confirm the role of FOXO3a as a mediator of MSA antitumour effects, we 

stably silenced FOXO3 in two different cell lines using shRNA vectors. We established 

U2OS and HEK293 cells that stably expressed three different hairpin sequences and 

validated the efficiency of FOXO3a knockdown by Western blot. The results revealed 

that FOXO3a KD#1 construct exhibited the strongest knockdown effect, followed by 

FOXO3a KD#2 (Figure 4.3.8A). Hence, the U2OS cell lines transfected with these two 

constructs and the FOXO3a KD#1 HEK293 cell line were selected to perform the 

following experiments.  
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Figure 4.3.8. Effects of FOXO3a knockdown on MSA activity. U2OS and HEK293 cells were stably transfected with 

control shRNA (Ctrl) or constructs expressing two different FOXO3a-specific shRNA sequences (FOXO3a #1 and 

FOXO3a #2). A. Western blot analysis of total protein fractions of U2OS and HEK293 cells. β-actin was used as a 

protein loading control. Sequence #1 exhibited the highest knockdown efficiency. B and C. Viability assays after 
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We incubated Ctrl (empty vector) and FOXO3a knockdown cells with 1 µM MSA or 

vehicle (PBS) and measured cell proliferation, cell cycle and apoptosis after 72 h 

(Figure 4.3.8B-G), and ROS after 48 h treatment (Figure 4.3.8H-I). The results showed 

that MSA effects were attenuated or even abolished by FOXO3a knockdown. In fact, 

the observed antiproliferative effect of MSA was significantly reduced after FOXO3a 

inhibition, while no differences in cell cycle, apoptosis and ROS levels were found 

between untreated and MSA-treated FOXO3a knockdown cells. These results further 

confirm that the antitumour response of MSA treatment is mediated by FOXO3a. 

 

4.3.2.8. Combined therapy with MSA and cisplatin 

Cisplatin-based therapy is a conventional chemotherapeutic treatment for many 

cancers, including lung cancer. However, its clinical efficacy is compromised by 

acquired resistance and dose-limiting side effects [5]. Consequently, the search for 

combination therapies and chemosensitising agents to cisplatin is essential for 

improving its treatment outcome. Given that previous studies reported the 

enhancement of cisplatin’s antitumour effects in combination with FOXO nuclear 

export inhibitors [286, 290, 291, 564], we hypothesised that combined treatment of 

MSA with cisplatin could be a promising new strategy in cancer therapy. 

To quantify the synergy of dose-dependent effect on cell viability, we used the 

Combination Index (CI) equation of Chou and Talalay [483] (see Section 3.38). We  

 

treatment with 1 µM MSA for 72 h in B. U2OS shRNA transfected cells and C. HEK293 shRNA transfected cells. Data 

are expressed as percentage of viability relative to untreated cells. D and E. Cell cycle analysis of 1 µM MSA-treated 

cells for 72 h in D. U2OS shRNA transfected cells and E. HEK293 shRNA transfected cells. Cell cycle analysis was 

conducted after propidium iodide staining. F and G. Percentage of early apoptotic cells relative to untreated Ctrl 

shRNA cells obtained by flow cytometry analysis of Annexin V-FITC staining and propidium iodide accumulation 

after exposure of F. U2OS shRNA transfected cells and G. HEK293 shRNA transfected cells to 1 µM MSA for 72 h. H 

and I. Intracellular ROS levels determined by flow cytometry after 1 µM MSA incubation for 48 h of H. U2OS shRNA 

transfected cells and I. HEK293 shRNA transfected cells. Results are expressed as percentage of mean fluorescent 

intensity relative to untreated Ctrl shRNA cells. In all cases, values represent mean ± SD and statistically significant 

differences between treated and control cells at p < 0.05 are indicated with an asterisk (*).  
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examined the synergistic effects of MSA and cisplatin in A549, HCT116 (colorectal 

carcinoma), MCF7 (breast adenocarcinoma) and OVCAR3 (ovary adenocarcinoma) cells 

which are considered to present cisplatin-resistance, exhibiting IC50 values higher than 

10 µM [584] (http://www.cancerrxgene.org/translation/Drug/1005). The combination 

of MSA and cisplatin treatment in a wide dose range showed a significant synergism in 

the antiproliferative effects with a CI<1 in each tested cell line (Table 4.3.1). This 

synergism suggests that MSA co-treatment could be an efficient strategy to decrease 

the cisplatin dose required for therapy and therefore, its toxicity. 

MSA and cisplatin treatment in a wide dose range showed a significant synergism in 

the antiproliferative effects with a CI<1 in each tested cell line (Table 4.3.1). This 

synergism suggests that MSA co-treatment could be an efficient strategy to decrease 

the cisplatin dose required for therapy and therefore, its toxicity.  

 

Table 4.3.1. Synergistic antiproliferative effect of MSA and cisplatin combination treatment. Cells were treated for 

72 h at the indicated concentrations of MSA and cisplatin in a constant ratio. A. A549 cells, ratio 1:10. B. HCT116 

cells, ratio 1:5. C. MCF7 cells, ratio 1:4. D. OVCAR3 cells, ratio 1:5. The CI results obtained with CompuSyn software 

(ComboSyn, Inc.) revealed a synergy (CI<1) in the antiproliferative effects of MSA and cisplatin at each dose 

combination tested.  

 

A. A549 cells, ratio 1:10. 

MSA (μM) Cisplatin (μM) Viability (%) CI Value 

0.1 1 78.9 ± 1.1 0.447 

0.3 3 56.5 ± 2.0 0.631 

0.5 5 41.1 ± 3.4 0.707 

0.75 7.5 27.9 ± 2.6 0.751 

1 10 17.3 ± 0.5 0.729 

1.3 13 8.5 ± 0.5 0.663 

1.5 15 4.2 ± 0.5 0.578 

2 20 1.8 ± 0.5 0.595 
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B. HCT116 cells, ratio 1:5. 

MSA (µM) Cisplatin (µM) Viability (%) CI Value  

0.75 3.75 74.5 ± 4.9 0.717 

1 5 62.8 ± 3.9 0.667 

1.5 7.5 45.1 ± 3.0 0.669 

2 10 34.9 ± 3.9 0.725 

2.5 12.5 26.0 ± 2.4 0.750 

3 15 16.8 ± 2.1 0.716 

3.5 17.5 11.0 ± 1.3 0.695 

4 20 3.6 ± 0.7 0.517 

5 25 2.6 ± 0.6 0.579 
 

C. MCF7 cells, ratio 1:4. 

MSA (µM) Cisplatin (µM) Viability (%) CI Value  

0.5 2 78.0 ± 1.2 0.275 

0.75 3  74.6 ± 2.3 0.363 

1 4  74.1 ± 2.1 0.476 

1.5 6  70.2 ± 0.5 0.629 

2 8  66.6 ± 0.1 0.753 

2.5 10  49.5 ± 2.3 0.608 

3 12  39.5 ± 3.2 0.575 

3.5 14  19.9 ± 2.1 0.392 

4 16  13.5 ± 1.4 0.350 
 

D. OVCAR3 cells, ratio 1:5. 

MSA (µM) Cisplatin (µM) Viability (%) CI Value  

0.75 3.75 49.8 ± 2.9 0.431 

1 5 36.7 ± 2.6 0.446 

1.5 7.5 25.5 ± 2.3 0.523 

2 10 18.4 ± 1.1 0.573 

2.5 12.5 11.6 ± 0.7 0.555 

3 15 7.4 ± 0.6 0.530 

3.5 17.5 6.9 ± 0.4 0.597 

4 20 4.6 ± 0.2 0.557 

5 25 2.7 ± 0.6 0.538 
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In addition, we studied the synergism of MSA and carboplatin, a derivative of cisplatin 

commonly used in conventional chemotherapy with similar efficacy, in the same cell 

lines. Likewise, the combination of MSA and carboplatin treatment in a wide dose 

range exhibited a synergistic (CI<1) antiproliferative effect in each tested cell line 

(Table 4.3.2).  

Compared with cisplatin or carboplatin single treatments, dosage of these 

conventional chemotherapeutics could be remarkably reduced in combination therapy 

with MSA to gain the same inhibitory effect on cell proliferation. Therefore, the 

synergism observed in HCT116, MCF7, A549 and OVCAR3 cells suggests the combined 

MSA / cisplatin or carboplatin treatment as an efficient strategy to decrease the 

chemotherapeutic doses and consequently, mitigate the overall toxicity. 

 

Table 4.3.2. Synergistic antiproliferative effect of MSA and carboplatin combination treatment. Cells were treated 

for 72 h at the indicated concentrations of MSA and carboplatin in a constant ratio. A. A549 cells, ratio 1:6. B. 

HCT116 cells, ratio 1:10. C. MCF7 cells, ratio 1:6. D. OVCAR3 cells, ratio 1:6. The CI results obtained with CompuSyn 

software revealed a synergistic (CI<1) antiproliferative effect of MSA and carboplatin at each dose combination 

tested.  

 

A. A549 cells, ratio 1:6. 

MSA (μM) Cisplatin (μM) Viability (%) CI Value 

0.5 3 81.2 ± 4.1 0.408 

0.75 4.5 71.3 ± 5.2 0.642 

1 6 61.2 ± 0.4 0.637 

1.5 9 48.2 ± 1.4 0.775 

2 12 30.7 ± 3.2 0.781 

2.5 15 19.3 ± 0.9 0.626 

3 18 12.8 ± 2.1 0.792 

3.5 21 10.5 ± 1.3 0.816 

4 24 8.1 ± 0.5 0.887 
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B. HCT116 cells, ratio 1:10. 

MSA (μM) Cisplatin (μM) Viability (%) CI Value 

0.25 2.5 89 ± 1.3 0.306 

0.5 5 77 ± 1.9 0.398 

1 10 72 ± 0.2 0.661 

1.5 15 55 ± 0.6 0.731 

2 20 38 ± 3.4 0.711 

2.5 25 22 ± 2.0 0.674 

3 30 14 ± 0.6 0.692 

3.5 35 12 ± 1.5 0.752 

4 40 4 ± 2.8 0.608 

5 50 2 ± 0.6 0.567 
 

C. MCF7 cells, ratio 1:6. 

MSA (μM) Cisplatin (μM) Viability (%) CI Value 

0.5 3 84.9 ± 5.4 0.295 

0.75 4.5 70.3 ± 3.9 0.299 

1 6 63.5 ± 5.0 0.347 

1.5 9 55.2 ± 2.0 0.445 

2 12 46.7 ± 4.3 0.510 

2.5 15 36.1 ± 5.0 0.523 

3 18 15.8 ± 4.2 0.381 

3.5 21 13.4 ± 1.3 0.408 

4 24 11.2 ± 0.7 0.424 

5 30 8.7 ± 0.7 0.469 
 

D. OVCAR3 cells, ratio 1:6. 

MSA (μM) Cisplatin (μM) Viability (%) CI Value 

0.75 4.5 85.1 ± 1.8 0.668 

1 6 77.5 ± 5.1 0.697 

1.5 9 66.9 ± 0.5 0.908 

2 12 44.4 ± 0.0 0.862 

2.5 15 37.1 ± 1.0 0.966 

3 18 24.7 ± 0.6 0.937 

3.5 21 14.9 ± 0.1 0.874 

4 24 6.5 ± 2.0 0.719 

5 30 3.2 ± 0.6 0.686 
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4.3.2.9. MSA as a promising chemotherapeutic agent 

In order to determine if MSA treatment obtained similar growth inhibitory results in 

other cancer cell lines, the effect of MSA on cell viability in NCI-H460 (large cell lung 

cancer) and HCT116 (colorectal carcinoma) cell lines was measured. The 72hIC50 values 

obtained were in the same range as for A549 cells, being 1.7 ± 0.2 µM and 1.9 ± 0.2 µM 

for NCI-H460 and HCT116 cells, respectively (Figure 4.3.9A). To investigate if FOXO 

activation mediated by MSA is a general mechanism and not cell-dependent, HCT116 

cell line was used to evaluate FOXO1 mRNA expression, which showed a significant 

increase in a time-dependent manner beginning at 2 h with 5 µM MSA treatment (data 

not shown).  

 

Figure 4.3.9. Effect of MSA on cell viability. A. Viability assays with MSA in NCI-H460, HCT116 and differentiated 

3T3-L1 cells. B. Comparison between the 72hIC50 values for the tested cell lines. The MSA concentration that caused 

50% of inhibition of cell viability at 72 h of treatment for the 3T3-L1 non-tumour cell line was three to five times the 

value for all tumour cell lines analysed. 

232 



Chapter 4.3 

To test the selective cytotoxicity of MSA for cancer cells, a MTT colorimetric viability 

assay using a non-tumour non-proliferating cell line was performed. Differentiated 

3T3-L1 adipocytes (see Section 3.3) were incubated for 72 h with 9 different MSA 

concentrations and the effect on cell proliferation and the 72hIC50 value were 

determined (Figure 4.3.9A). 72hIC50 for MSA in 3T3-L1 cells was three to five times the 

value for all tumour cell lines that have been studied (Figure 4.3.9B), supporting MSA 

as a promising chemotherapeutic agent with selective antiproliferative effects on 

cancer cells. 

 

4.3.3. Discussion 

Selenium is an essential trace element fundamental to human health with pivotal 

structural and enzymatic functions in selenoproteins. Selenium deficiency has been 

acknowledged as a contributing factor to a series of distinct pathophysiological 

conditions, including cancer. Several selenium compounds have shown cancer 

chemopreventive and chemotherapeutic activities in both animal models and humans 

[455, 585-587]. It is important to note that both dose and chemical form of selenium 

are crucial for the antitumour activity. MSA and sodium selenite are among the forms 

with high anticarcinogenic activity while selenomethionine was concluded to be 

ineffective in human cancer prevention [455, 588, 589] according to a recent large 

chemoprevention clinical trial (SELECT) [456]. 

There are several in vivo studies involving dietary selenium supplementation for cancer 

therapy and prevention. The evaluation of the effects of different diets containing 

MSA, sodium selenite or selenomethionine in tumour xenografts in mice has led to the 

conclusion that MSA exhibits a superior in vivo inhibitory efficacy against human 

prostate and breast cancers over selenomethionine or sodium selenite [452, 454, 560]. 

Indeed, dietary supplementation with MSA significantly inhibits xenograft tumour 

growth and reduces angiogenesis and spontaneous metastasis [452, 454, 560-562]. 

Importantly, supplementation with MSA does not affect neither the animal body 

weight nor the food consumption when compared with control diet animals, and 
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histological alterations in organs are not observed, altogether indicating a good 

tolerance to the used dosage of MSA without adverse side effects [452, 560, 561]. 

Moreover, MSA supplementation results in less accumulation of selenium both in liver 

and primary tumour when compared with selenomethionine, while causes no 

increment in kidney selenium levels relative to controls [452, 454, 560]. These results 

are consistent with the fact that MSA is efficiently transformed into methylselenol 

which in turn can be methylated and excreted [590]. Therefore, MSA treatment 

presents superior in vivo antitumour efficacy with good tolerance results over other 

selenium derivates [452, 454, 560, 561]. 

The fact that the molecular mechanism underlying MSA’s antitumour properties has 

not been fully elucidated is a bottle neck in designing combination therapies with MSA. 

In this study, we described that lung carcinoma A549 cells are very sensitive to MSA 

treatment, in terms of growth inhibition, cell cycle arrest in G1 phase, attenuated 

intracellular ROS levels and apoptosis. However, some studies have described 

selenium derivatives as pro-oxidant products at higher doses than those used in this 

study [457]. This property could be due to dose dependence: at low concentrations 

MSA could serve as an antioxidant product, while at higher concentrations it could act 

as a pro-oxidant compound [588]. The antioxidant function could be mediated via the 

synthesis of selenocysteine, which is an essential residue of important ROS-detoxifying 

selenoproteins, such as glutathione peroxidases, thioredoxin reductases and possibly 

selenoprotein P [591]. Our results suggest distinct redox modulations of the two 

selenocompounds tested and thus different mechanisms of action. Heightened levels 

of ROS generated by sodium selenite can cause damage to DNA and mitochondria, 

leading to apoptosis. Considering these and previous results [450], sodium selenite 

induces apoptosis through generation of ROS while MSA-mediated apoptosis is 

regulated by a different molecular pathway like FOXO activation.  

We have also shown that MSA induces FOXO translocation to the nucleus after 1.5 h of 

a 5 µM treatment and this localisation is maintained for at least 24 h. In addition, we 

have demonstrated that FOXO translocation after 1.5 h is the early event that occurs 

before the observed molecular and metabolic effects of MSA. Moreover, we have 

shown that the inhibition of the PI3K pathway through Akt and FOXO3a 
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dephosphorylation could be the molecular mechanism underlying inhibition of cell 

proliferation, disruption of tumour cell metabolic adaptations, induction of apoptosis, 

ROS detoxification and cell cycle arrest in A549 cells. Indeed, FOXO3a knockdown 

attenuated or even abolished the antiproliferative effects of MSA. 

FOXO proteins are potentially key targets for new therapeutic strategies for blocking 

tumourigenesis due to their ability to control cell cycle and promote apoptosis [592]. 

The tumour suppressor properties of FOXO factors are mostly inhibited by 

overactivation of their inhibitory signalling, in contrast to other tumour suppressors, 

whose activities are abrogated by genetic or epigenetic changes [292]. These 

characteristics call for strategies on rescuing FOXO activity through its reactivation or 

by targeting its inhibitors [295]. As such, MSA is well-suited to serve as an anticancer 

agent by inhibiting the PI3K/Akt/mTOR axis and activating JNK signalling pathway, 

leading to FOXO nuclear relocalisation and restoration of its gene expression. 

Moreover, combination therapies that target PI3K/Akt pathway and promote nuclear 

FOXO retention are considered to be a promising approach to treat several tumour 

types. For example, in recent studies it has been proposed that cytotoxicity of cisplatin 

in sensitive cells can be enhanced and drug resistance in unresponsive cells reversed 

by using agents that target the PI3K/Akt/FOXO pathway in combination with cisplatin 

[286, 290, 291, 564]. Our study supports such hypothesis as MSA both synergised with 

cisplatin and its derivative carboplatin in blocking A549, HCT116, MCF7 and OVCAR3 

cell proliferation. Thus, the combination of MSA with either cisplatin or carboplatin 

could represent a promising new approach to lung cancer treatment in terms of 

reducing platinum derivatives dose or toxicity as well as drug resistance. 

Our data support a strong antiproliferative action of MSA in the low micromolar range 

on A549 cells, which is mediated by blocking G1 progression and triggering apoptosis. 

These MSA effects are associated with the inhibition of the Akt pathway, leading to 

dephosphorylation of FOXO proteins and their nuclear translocation, which in turn 

activate the expression of FOXO target genes. The time course data suggest that FOXO 

dephosphorylation and relocalisation to the nucleus are early events that activate the 

antiproliferative response of A549 cells to MSA. Moreover, the observed synergism in 

the antiproliferative effect between MSA and either cisplatin or carboplatin in several 
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cell lines derived from lung, colon, breast and ovarian tumours, reveal MSA as a very 

promising candidate for combination therapies for these types of tumours. Moreover, 

the synergistic effect of MSA and the specific CDK4/6 inhibitor PD0332991 depicted in 

Chapter 4.2 could also been explained by MSA-mediated inhibition of the Akt pathway 

(which was observed to be activated in CDK4/6-inhibited cells) and subsequent 

FOXO3a dephosphorylation, reverting the metabolic reprogramming of cells with 

CDK4/6 inhibition. In addition, several target genes that are induced by MYC are 

repressed by FOXO transcription factors. Indeed, when FOXO proteins are in a non-

phosphorylated state, they inhibit MYC-mediated cell proliferation and transformation 

[298] by inducing MXI1 expression and repressing both MYC target genes and 

mitochondrial respiratory activity [299, 300]. Therefore, the activation of FOXO3a by 

MSA in CDK4/6-inhibited cells causes the inhibition of MYC target genes and 

counteracts the metabolic adaptation accompanying CDK4/6 inhibition. 
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5. GENERAL DISCUSSION 

 

Cancer is characterised by the lost of physiological control and the malignant 

transformation of cells that acquire functional and genetic abnormalities, leading to 

tumour development and progression. In 2012, the most commonly diagnosed cancers 

were lung (1.82 million), breast (1.67 million), and colorectal (1.36 million) [1]. Since 

cancer is a leading cause of death worldwide, the understanding of cancer cell biology 

is of pivotal importance to identify novel biomarkers for early diagnosis and design 

new therapeutic strategies. Indeed, tumour cells present common biological 

capabilities sequentially acquired during the development of cancer that are 

considered essential to drive malignancy [6]. In particular, tumour cells switch their 

core metabolism to meet the increased requirements of cell growth and division. 

Accordingly, oncogenic signals converge to reprogram tumour metabolism by 

enhancing key metabolic pathways such as glycolysis, pentose phosphate pathway 

(PPP), glutaminolysis and amino acid, lipid and nucleic acid metabolism [95, 130]. 

Consequently, tumour metabolic reprogramming is a direct result of the re-

engineering of intracellular signalling pathways that are altered by activating 

mutations in oncogenes and loss-of-function mutations in tumour suppressor genes, 

which finally gives to transformed cells a proliferative advantage over non-malignant 

cells [9, 10]. Since several oncogenes including MYC, hypoxia inducible factor 1 (HIF1), 

phosphoinositide-3-kinase (PI3K), protein kinase B (PBK or Akt) and the mechanistic 

target of rapamycin (mTOR) have been known to be involved in the regulation of 

tumour metabolic reprogramming [9, 97, 151], the study of the metabolic adaptation 

of tumour cells and its connection with oncogenic signalling is a key strategy to identify 

new targets for cancer therapy and diagnosis.  

Throughout this thesis, new possibilities for cancer treatment and diagnosis have been 

explored through the analysis of the links between metabolism and tumour 

progression (Chapter 4.1), the tumour metabolic reprogramming associated to the 

dysregulation of cell cycle (Chapter 4.2), and the use of combination therapies for 

cancer treatment (Chapters 4.2 and 4.3). 
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Early detection and adequate and efficient treatment of patients with cancer are the 

ultimate goals in order to reduce the burden of cancer. In fact, early diagnosis is 

especially relevant when there are no effective screening methods or effective 

treatment interventions. In addition, early detection allows for timely implementation 

of treatments and improves the chances of a positive clinical outcome. Screening 

programmes are designed to identify individuals presenting early signs of a specific 

cancer and then to provide a reliable method for on-time diagnosis and adequate 

treatment. Therefore, the identification of new biomarkers that are overexpressed in 

cancer onset is a key approach to detect early signs of disease in the population. Since 

cancer cells exhibit a metabolic phenotype that is significantly different from that of 

non-malignant cells, the study of the expression level of specific metabolic enzymes 

can lead to the identification of new biomarkers of cancer onset and progression. 

Accordingly, in Chapter 4.1 we have identified glyceraldehyde-3-phosphate 

dehydrogenase (GAPDH) as a potential predictive biomarker for tumour staging and 

prognosis of human colorectal cancer. In addition, our results clearly discourage the 

use of GAPDH as a housekeeping marker in colorectal cancer. The monitoring of 

GAPDH in risk population can facilitate early diagnosis and treatment, while studying 

GAPDH function in malignant transformation can shed new light on the understanding 

of tumour onset and lead to the design of more efficient personalised therapies.  

Personalised medicine in cancer requires the correct diagnosis of cancer to give 

patients the most appropriate treatment according to their individual circumstances 

and the molecular characteristics of their tumours. However, personalised medicine is 

still at a relatively early stage in its development, and therefore the classification of 

cancers is based on critical molecular targets identified by translational research. 

Hence, more efforts should be put into understanding the tumour biology in order to 

identify the involved targets and determine the optimum treatment for each specific 

tumour. Likewise, the developing of new therapeutic strategies that specifically target 

the molecular pathways involved in promoting tumour cell proliferation and survival, 

such as targeted therapies, is a major focus of cancer research today [462]. However, 

the currently available chemotherapeutic treatments exhibit modest efficacy due to 

their side effects and drug resistance. In addition, the design of more efficient targeted 
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therapies requires a better definition of the activated oncogenic pathways in 

transformed cells and the availability of selective small-molecule inhibitors directed to 

these pathways. In this context, the search for combined chemotherapies with low 

systemic toxicity that inhibit two or more molecular targets in a single pathway, or in 

redundant or compensatory pathways, is a promising strategy for cancer treatment 

[463]. With this purpose, both metabolic tumour characterisation and gene expression 

analysis can be used to identify the dysregulated molecular pathways in a specific 

tumour, providing a potential basis for guiding the use of target-specific drugs and 

directing combination therapies [464]. 

To this aim, in Chapter 4.2, we have characterised the metabolic reprogramming 

associated to the inhibition of cyclin-dependent kinases 4 and 6 (CDK4/6) in HCT116 

colon cancer cells, confirming the involvement of CDK4/6 proteins in metabolism 

regulation. CDK4/6 inhibition causes a shift towards enhanced metabolism of glucose, 

glutamine and amino acids by increasing mitochondrial metabolism and function as 

well as glycolytic flux. It is worth noting that oxidative metabolism driven by glutamine 

is a main energetic source, even under hypoxia, in many cancer cells [163, 165]. Fan et 

al. predicted that oxidative phosphorylation contributes 70-84% of the total ATP 

production on average across the NCI-60 cell lines [165]. In agreement with these 

results, we have found that the contribution of oxidative phosphorylation to total ATP 

production was around 60% in control cells, and that total contributions are greater 

when CDK4/6 are inhibited (Annex IV). On the other hand, despite being an inefficient 

way to generate ATP, aerobic glycolysis is able to endorse tumour proliferation and 

fulfil its metabolic requirements by providing metabolic intermediates and precursors 

that are essential to drive biosynthesis of nucleotides, amino acids and lipids, among 

other, to increase the cell biomass and support oncogenic growth [106]. Importantly, 

fluxomics and transcriptomics integrated data analysis supported that this metabolic 

reprogramming is directed by MYC, which is accumulated when CDK4/6 are inhibited. 

MYC overexpression can upregulate mTOR pathway [320], increasing glutamine 

metabolism and leading to an augmented production of α-ketoglutarate [321, 322] 

which, in turn, serves as a substrate for prolyl hydroxylases, triggering HIF1α 

hydroxylation and degradation [160], and sensitising cells with CDK4/6 inhibition to 
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hypoxia (Figure 5.1). In addition, mTOR upregulation can activate PI3K/Akt pathway 

contributing to FOXO3a inhibition and MYC stimulation [298, 306, 315]. 

 

Figure 5.1. Mechanism and consequences of HIF1α degradation. A. MYC and mTOR activation observed in CDK4/6-

inhibited cells increase the protein expression of GLS1 and GDH, respectively, resulting in an enhanced glutamine 

uptake and conversion to α-ketoglutarate. The accumulation of α-ketoglutarate serves as a substrate for PHD2, 

which triggers HIF1α hydroxylation and consequent proteasomal degradation. The overall result is that CDK4/6 

knockdown renders cells sensitive to hypoxic conditions. B. Conversely, in control cells, HIF1α is significantly 

expressed and inhibits mitochondrial metabolism and function through MYC degradation and PDH inhibition. 

Proteins coloured in green and red correspond to proteins that were measured and found to be down and 

overexpressed, respectively, in CDK4/6-inhibited cells compared to control cells. Proteins represented in blue were 

not experimentally measured. Red arrows denote an increase in the metabolic flux of cells with CDK4/6 inhibition 

relative to control cells. 

 

Consequently, the metabolic adaptation associated to cell cycle dysregulation through 

CDK4/6 inhibition reveals specific cell vulnerabilities which, in turn, are potential 

candidates to be therapeutically targeted in combination with CDK4/6 inhibitors. 

Indeed, the expected outcome of this study was the development of combination 

therapies using CDK4/6 inhibitors together with drugs that directly inhibit the 
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metabolic adaptation exhibited by tumour cells with CDK4/6 downregulation, and their 

validation as putative therapeutic strategies displaying selectivity for tumour cells. The 

final aim of the proposed combination treatments is to achieve synergistic therapeutic 

effect, dose and toxicity reduction, and to minimise or delay the induction of drug 

resistance [556]. 

In particular, our results reveal that CDK4/6 inhibition affects fundamental regulators 

of cell metabolism, leading to a change in the cell homeostatic and regulatory balance. 

Indeed, the identification of central metabolism enzymes or gene regulators changing 

their activity as a consequence of CDK4/6 inhibition provides the evidence of 

regulatory components that are suggested to be fundamental for the maintenance of 

the tumour metabolic condition, accentuating potential weaknesses that can be 

exploited for cancer therapy. In particular, the principal potential candidates for  

 

 
Figure 5.2. Summary of activated pathways underlying the metabolic reprogramming in cells with CDK4/6 

inhibition. MYC, mTOR and PI3K/Akt are the key regulators driving the metabolic adaptation associated to CDK4/6 

inhibition. Their identification opens up new opportunities for combined therapies with the clinical approved 

CDK4/6 specific inhibitor PD0332991. Proteins coloured in green and red correspond to proteins that were 

measured and found to be down and overexpressed, respectively, in CDK4/6-inhibited cells compared to control 

cells. Proteins represented in blue were not experimentally measured. Chemical inhibitors are represented in 

orange. 
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combination therapy were MYC, mTOR, PI3K and Akt. In effect, we have obtained 

synergistic and selective antiproliferative effects in vitro by inhibiting mTOR, PI3K/Akt 

axis or MYC target genes in combination with CDK4/6 inhibitors. Above all, our system 

analysis has clearly identified MYC as the main dysregulated regulatory protein 

responsible for the metabolic re-modulation after CDK4/6 inhibition. Accordingly, from 

our results glutaminase (GLS1) emerges as the most promising candidate for 

combination therapies with CDK4/6 inhibitors. Hence, drugs that target the metabolic 

reprogramming exhibited by CDK4/6-inhibited cells are potential candidates for 

synergistic interactions in combined cancer therapies with the inhibition of CDK4/6 

(Figure 5.2). 

In Chapter 4.3, we have determined the molecular mechanism of action of the 

selenium compound methylseleninic acid (MSA) in order to design efficient 

combination therapies with traditional chemotherapeutic drugs. Our study shows that 

MSA effects are associated with the inhibition of the Akt pathway, resulting in the 

dephosphorylation of FOXO3a transcription factors and their nuclear translocation 

which, in turn, activates the expression of FOXO3a target genes. Since the tumour 

suppressor properties of FOXO factors are mostly inhibited by the overactivation of 

their inhibitory signalling [292], the best therapeutic approach is to rescue FOXO 

activity through its reactivation or by targeting its inhibitors [295]. Accordingly, MSA 

has proved to be a promising chemotherapeutic agent by both inhibiting the 

PI3K/Akt/mTOR axis and activating JNK signalling pathway, inducing FOXO3a nuclear 

relocalisation and restoration of its transcriptional activity (Figure 5.3). In contrast, 

sodium selenite, another selenium derivative, causes apoptosis but does not induce 

either FOXO3a nuclear translocation or Akt inhibition, which reveals different 

mechanisms of action of the two selenium compounds. It is worth noting that the 

antitumour effects of some conventional chemotherapeutic agents such as cisplatin 

are enhanced in combination with drugs that target PI3K/Akt pathway and promote 

nuclear FOXO3a retention [286, 290, 291, 564]. Accordingly, we have found that MSA 

synergises with both cisplatin and carboplatin and thus has the potential to be used in  
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Figure 5.3. Molecular mechanism of action of methylseleninic acid (MSA). MSA is well-suited to serve as an 

anticancer agent by inhibiting the PI3K/Akt/mTOR axis, leading to FOXO3a nuclear relocalisation and restoration of 

its transcriptional activity. 

 

combined therapies to reduce the commonly observed toxicity of platinum derivatives 

as well as overcome the resistance of cancer cells to chemotherapy. In addition, as 

described in Chapter 4.2, MSA also presents synergistic effects with the specific 

CDK4/6 inhibitor PD0332991, as a consequence of MSA-mediated inhibition of the Akt 

pathway, which is one of the metabolic vulnerabilities associated to CDK4/6 inhibition.  

Collectively, our results have contributed to the understanding of tumour metabolic 

reprogramming as well as the mechanisms of action of compounds potentially useful 

as antitumour agents. We have used this information to develop novel promising 

molecular-targeted strategies that complement conventional and existing chemo- 

therapies, providing new therapeutic opportunities for improving cancer treatment 

and diagnosis. 
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6. CONCLUSIONS 

 

1. Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) is overexpressed in early 

stages of colorectal cancer progression, revealing an important role in cancer onset, 

which prevents its use as a housekeeping marker in colorectal cancer. Using GAPDH 

as an early detection biomarker in colorectal cancer and for monitoring high-risk 

populations is a promising strategy to facilitate early diagnosis and treatment.  

2. Inhibition of cyclin-dependent kinases 4 and 6 (CDK4/6) causes a shift towards 

enhanced metabolism of glucose, glutamine and amino acids by increasing 

mitochondrial metabolism and function as well as glycolytic flux. Fluxomics and 

transcriptomics integrated data analysis revealed that this metabolic 

reprogramming is directed by MYC transcription factor, which is accumulated when 

CDK4/6 are inhibited. 

MYC upregulates mTOR pathway and increases glutamine metabolism and 

production of α-ketoglutarate, which serves as a substrate for prolyl hydroxylases, 

triggering HIF1α hydroxylation and degradation, and sensitising cells with CDK4/6 

inhibition to hypoxia. In addition, mTOR upregulation activates PI3K/Akt pathway 

contributing to FOXO3a inhibition and MYC stimulation. 

3. The identification of the tumour metabolic adaptations associated to CDK4/6 

inhibition reveals potential metabolic vulnerabilities that can be exploited in 

combination therapies based on CDK4/6 inhibitors. On the one hand, mTOR and 

PI3K/Akt axis are potential targets for combination therapies with CDK4/6 

inhibitors, resulting in synergistic and selective antiproliferative effects in vitro. On 

the other hand, we have identified glutaminase 1 (GLS1) as a promising target for 

combination therapy with specific CDK4/6 inhibitors such as PD0332991. The 

inhibition of GLS1 alone has little effect on colon and breast cancer cells, while its 

combination with PD0332991 exhibits a strong synergistic antiproliferative effect at 

a wide dose range which is selective to tumour cells. 
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4. Methylseleninic acid (MSA) exhibits strong antiproliferative effects in the low 

micromolar range through cell cycle arrest at G1 phase and apoptosis induction. 

MSA antitumour activity is mediated by nuclear FOXO3a translocation through Akt 

inhibition. FOXO3a dephosphorylation and relocalisation to the nucleus are the 

early events that activate the antiproliferative response of MSA. By targeting the 

PI3K/Akt/FOXO3a pathway, MSA synergises with cisplatin in combination therapy to 

reduce the toxicity and overcome the resistance of cisplatin-based chemotherapy.  
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Measured 
13

C label enrichments 

Table AI.1: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. Internal ribose, glycogen, palmitate 

and stearate 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Rib-256 

m0 0.556 0.008 0.569 0.005 0.621 0.018 0.695 0.002 

m1 0.209 0.004 0.190 0.003 0.161 0.008 0.107 0.001 

m2 0.085 0.002 0.097 0.001 0.075 0.004 0.078 0.000 

m3 0.080 0.001 0.072 0.001 0.072 0.003 0.050 0.000 

m4 0.066 0.002 0.069 0.001 0.068 0.003 0.068 0.001 

m5 0.003 0.000 0.003 0.001 0.003 0.000 0.003 0.000 

Glyc-328 

m0 0.294 0.033 0.433 0.049 0.221 0.023 0.268 0.025 

m1 0.046 0.001 0.034 0.003 0.011 0.001 0.013 0.001 

m2 0.565 0.028 0.464 0.039 0.723 0.020 0.662 0.023 

m3 0.034 0.001 0.023 0.003 0.008 0.000 0.010 0.000 

m4 0.061 0.003 0.046 0.004 0.037 0.001 0.047 0.002 

Palm-270 

m0 0.647 0.061 0.803 0.083 0.886 0.008 0.935 0.007 

m1 0.008 0.001 0.007 0.001 0.003 0.002 0.004 0.002 

m2 0.066 0.012 0.052 0.023 0.055 0.004 0.028 0.003 

m3 0.019 0.003 0.013 0.005 0.004 0.000 0.004 0.002 

m4 0.093 0.016 0.055 0.024 0.030 0.002 0.016 0.002 

m5 0.025 0.004 0.012 0.005 0.001 0.001 0.001 0.001 

m6 0.077 0.013 0.035 0.015 0.014 0.000 0.008 0.002 

m7 0.020 0.003 0.007 0.003 0.002 0.001 0.001 0.000 

m8 0.046 0.008 0.015 0.007 0.004 0.001 0.002 0.001 

m9     0.001 0.001 0.001 0.000 

m10     0.000 0.000 0.000 0.000 

Stear-298 

m0 0.871 0.027 0.944 0.021 0.915 0.013 0.936 0.013 

m1 0.003 0.001 0.003 0.001 0.007 0.004 0.009 0.005 

m2 0.032 0.006 0.018 0.007 0.033 0.007 0.016 0.003 

m3 0.006 0.001 0.003 0.001 0.005 0.004 0.008 0.004 

m4 0.029 0.006 0.014 0.005 0.014 0.004 0.008 0.003 

m5 0.008 0.002 0.003 0.001 0.002 0.001 0.003 0.001 

m6 0.026 0.006 0.009 0.004 0.006 0.001 0.001 0.000 

m7 0.007 0.002 0.001 0.001 0.013 0.004 0.012 0.003 

m8 0.017 0.004 0.004 0.002 0.004 0.001 0.005 0.003 

m9     0.001 0.000 0.002 0.001 

m10     0.000 0.000 0.000 0.000 

Abbreviations according to Materials and Methods: Rib-256, C1-C5 ribose in the range 256-261 m/z; Glyc-328, 

recorded abundance of C1-C6 glycogen in the range 327-334 m/z; Palm-270, palmitate in the range 269-278 m/z; 

Stear-298, sterarate in the range 297-306 m/z.. 

 
Table AI.2: Measured isotopomer enrichments using [U-

13
C5]-L-glutamine. Internal ribose, glycogen, palmitate 

and stearate 

 

normoxia 

control CDK4/6 inh 

mean SD mean SD 

Palm-270 

m0 0.868 0.018 0.915 0.020 

m1 0.020 0.003 0.014 0.002 

m2 0.079 0.011 0.053 0.013 

m3 0.008 0.001 0.005 0.001 

m4 0.018 0.002 0.010 0.003 

m5 0.001 0.000 0.001 0.000 

m6 0.004 0.001 0.002 0.001 

m7 0.000 0.000 0.000 0.000 

m8 0.001 0.000 0.000 0.000 
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normoxia 

control CDK4/6 inh 

mean SD mean SD 

Stear-298 

m0 0.936 0.012 0.969 0.011 

m1 0.009 0.002 0.005 0.001 

m2 0.039 0.007 0.020 0.007 

m3 0.003 0.001 0.002 0.001 

m4 0.010 0.002 0.004 0.002 

m5 0.001 0.000 0.000 0.000 

m6 0.002 0.000 0.000 0.000 

m7 0.000 0.000 0.000 0.000 

m8 0.001 0.000 0.000 0.000 

See Table AI.1 for abbreviations 

 

Table AI.3: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. External glucose 

 

normoxia 

control CDK4/6 inh 

mean SD mean SD 

Glc-328 

m0 0.035 0.000 0.032 0.000 

m1 0.015 0.000 0.015 0.002 

m2 0.930 0.000 0.933 0.001 

m3 0.004 0.000 0.003 0.000 

m4 0.015 0.000 0.016 0.000 

m5 0.000 0.000 0.001 0.000 

m6 0.000 0.000 0.000 0.000 

Abbreviations according to Materials and Methods: Glc-328, C1-C6 glucose in the range 327-336 m/z. 

 

Table AI.4: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. External glucose, lactate, alanine, 

glutamate/glutamine, and aspartate/asparagine 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Lac-328 

m0 0.542 0.001 0.562 0.004 0.542 0.003 0.551 0.006 

m1 0.030 0.000 0.031 0.001 0.011 0.001 0.011 0.000 

m2 0.419 0.001 0.396 0.004 0.442 0.002 0.431 0.006 

m3 0.009 0.000 0.011 0.000 0.006 0.000 0.007 0.000 

Ala-242 

m0 0.639 0.001 0.755 0.003 0.690 0.005 0.803 0.009 

m1 0.025 0.001 0.018 0.000 0.003 0.001 0.004 0.000 

m2 0.348 0.001 0.233 0.003 0.304 0.005 0.191 0.009 

m3 0.000 0.000 0.000 0.000 0.003 0.001 0.003 0.000 

Glu+Gln-384 

m0 0.952 0.003 0.984 0.000 0.996 0.000 0.996 0.000 

m1 0.010 0.001 0.004 0.000 0.000 0.000 0.000 0.000 

m2 0.029 0.001 0.010 0.000 0.004 0.000 0.003 0.000 

m3 0.006 0.000 0.001 0.000 0.000 0.000 0.000 0.000 

m4 0.003 0.000 0.001 0.000 0.000 0.000 0.000 0.000 

m5 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 

Glu+Gln-152 

m0 0.953 0.003 0.985 0.002 0.991 0.001 0.991 0.000 

m1 0.035 0.002 0.012 0.001 0.007 0.001 0.007 0.000 

m2 0.010 0.001 0.003 0.000 0.001 0.000 0.002 0.000 

m3 0.003 0.000 0.001 0.000 0.001 0.000 0.001 0.000 

Glu+Gln-198 

m0 0.951 0.002 0.984 0.000 0.995 0.000 0.996 0.000 

m1 0.013 0.001 0.005 0.000 0.001 0.000 0.001 0.000 

m2 0.028 0.001 0.009 0.000 0.004 0.000 0.003 0.000 

m3 0.006 0.000 0.002 0.000 0.000 0.000 0.000 0.000 

m4 0.002 0.001 0.000 0.000 0.000 0.000 0.000 0.000 
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normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Asp+Asn-342 

m0 0.891 0.004 0.955 0.000 0.987 0.001 0.990 0.002 

m1 0.030 0.001 0.013 0.000 0.001 0.000 0.001 0.001 

m2 0.063 0.002 0.027 0.000 0.011 0.001 0.008 0.001 

m3 0.012 0.001 0.004 0.000 0.000 0.000 0.000 0.000 

m4 0.003 0.000 0.001 0.000 0.000 0.000 0.000 0.000 

Abbreviations according to Materials and Methods: Lac-328, C1-C3 lactate in the range 327-332 m/z; Ala-242, C1-

C3 alanine in the range 241-246 m/z; Glu+Gln-384, C1-C5 glutamate and glutamine in the range 383-390 m/z; 

Glu+Gln-152, C2-C4 glutamate and glutamine in the range 151-157 m/z; Glu+Gln-198, C2-C5 glutamate and 

glutamine in the range 197-203 m/z; Asp+Asn-342, C1-C4 aspartate and asparagine in the range 341-348 m/z. 

 

Table AI.5: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. External lactate, alanine, 

glutamate/glutamine, and aspartate/asparagine 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Lac-328 

m0 0.978 0.001 0.976 0.001 0.995 0.001 0.995 0.000 

m1 0.006 0.001 0.006 0.001 0.000 0.000 0.001 0.000 

m2 0.004 0.000 0.004 0.001 0.001 0.000 0.001 0.000 

m3 0.012 0.000 0.013 0.000 0.004 0.001 0.003 0.000 

Ala-242 

m0 0.967 0.003 0.971 0.004 0.990 0.002 0.994 0.000 

m1 0.009 0.001 0.008 0.001 0.002 0.000 0.001 0.000 

m2 0.005 0.001 0.004 0.001 0.002 0.000 0.001 0.000 

m3 0.019 0.001 0.016 0.002 0.006 0.001 0.003 0.000 

Glu+Gln-384 

m0 0.113 0.001 0.115 0.001 0.090 0.007 0.097 0.000 

m1 0.018 0.000 0.008 0.001 0.000 0.000 0.000 0.000 

m2 0.012 0.000 0.006 0.000 0.000 0.000 0.000 0.000 

m3 0.048 0.000 0.029 0.001 0.020 0.001 0.019 0.000 

m4 0.021 0.001 0.021 0.001 0.040 0.000 0.040 0.000 

m5 0.787 0.002 0.822 0.003 0.851 0.007 0.845 0.000 

Glu+Gln-152 

m0 0.134 0.001 0.129 0.004 0.079 0.001 0.089 0.001 

m1 0.041 0.002 0.024 0.002 0.009 0.004 0.011 0.001 

m2 0.046 0.001 0.027 0.001 0.024 0.003 0.022 0.001 

m3 0.779 0.002 0.821 0.007 0.889 0.003 0.878 0.001 

Glu+Gln-198 

m0 0.091 0.004 0.100 0.002 0.069 0.004 0.076 0.001 

m1 0.021 0.000 0.009 0.000 0.002 0.000 0.002 0.000 

m2 0.044 0.001 0.023 0.001 0.012 0.002 0.010 0.000 

m3 0.000 0.000 0.000 0.000 0.013 0.013 0.008 0.002 

m4 0.844 0.005 0.868 0.001 0.904 0.019 0.904 0.003 

Asp+Asn-342 

m0 0.639 0.011 0.819 0.010 0.908 0.018 0.951 0.004 

m1 0.057 0.001 0.028 0.002 0.003 0.001 0.003 0.000 

m2 0.093 0.001 0.047 0.002 0.010 0.003 0.008 0.001 

m3 0.024 0.000 0.012 0.001 0.037 0.001 0.016 0.001 

m4 0.182 0.004 0.096 0.005 0.042 0.015 0.022 0.002 

See Table AI.4 for abbreviations 
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Table AI.6: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. External proline, serine, glycine and 

methionine 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Pro-296 

m0 0.917 0.002 0.950 0.001 0.994 0.000 0.993 0.002 

m1 0.016 0.001 0.012 0.000 0.000 0.000 0.001 0.000 

m2 0.053 0.001 0.032 0.001 0.004 0.000 0.006 0.001 

m3 0.008 0.000 0.004 0.000 0.000 0.000 0.000 0.000 

m4 0.006 0.000 0.002 0.000 0.001 0.000 0.000 0.000 

m5 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Ser-354 

m0 0.925 0.003 0.933 0.001 0.920 0.001 0.957 0.002 

m1 0.052 0.002 0.052 0.001 0.068 0.001 0.031 0.000 

m2 0.022 0.001 0.015 0.001 0.011 0.001 0.011 0.001 

m3 0.001 0.000 0.000 0.000 0.001 0.000 0.001 0.001 

Gly-228 

m0 0.975 0.000 0.987 0.000 0.988 0.002 0.997 0.000 

m1 0.027 0.000 0.013 0.000 0.012 0.002 0.003 0.001 

m2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Met-330 

m0 0.961 0.002 0.981 0.002 0.987 0.002 0.996 0.001 

m1 0.015 0.001 0.007 0.000 0.004 0.001 0.001 0.001 

m2 0.012 0.002 0.006 0.001 0.004 0.001 0.001 0.001 

m3 0.011 0.000 0.006 0.000 0.003 0.001 0.001 0.001 

m4 0.000 0.000 0.001 0.001 0.002 0.004 0.000 0.000 

m5 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 

Met-254 

m0 0.963 0.000 0.979 0.001 0.995 0.002 0.997 0.001 

m1 0.013 0.000 0.008 0.000 0.002 0.000 0.002 0.002 

m2 0.013 0.001 0.006 0.001 0.001 0.001 0.001 0.001 

m3 0.010 0.000 0.006 0.000 0.002 0.000 0.000 0.001 

m4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Abbreviations according to Materials and Methods: Pro-296, C1-C5 proline in the range 295-302 m/z; Ser-354, 

C1-C3 serine in the range 353-358 m/z; Gly-228, C1-C2 glycine in the range 227-231 m/z; Met-330, C1-C4SC5 

methionine in the range 329-336 m/z; Met-254, C1-C4 methionine in the range 253-259 m/z. 

 

 

 

Table AI.7: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. External proline, serine, glycine and 

methionine 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Pro-296 

m0 0.719 0.005 0.799 0.012 0.942 0.012 0.956 0.005 

m1 0.034 0.000 0.025 0.001 0.000 0.000 0.002 0.000 

m2 0.022 0.001 0.016 0.003 0.001 0.001 0.001 0.001 

m3 0.071 0.001 0.052 0.002 0.008 0.002 0.009 0.001 

m4 0.004 0.000 0.003 0.000 0.002 0.001 0.001 0.000 

m5 0.149 0.003 0.105 0.006 0.047 0.008 0.031 0.003 

Ser-354 

m0 0.999 0.000 0.997 0.002 0.996 0.002 0.999 0.001 

m1 0.000 0.001 0.002 0.001 0.002 0.001 0.000 0.000 

m2 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 

m3 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 

Gly-228 

m0 0.999 0.000 0.999 0.000 1.000 0.000 1.000 0.000 

m1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

m2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Met-330 

m0 0.998 0.002 0.994 0.005 0.998 0.001 0.994 0.006 

m1 0.000 0.000 0.003 0.002 0.000 0.000 0.001 0.001 

m2 0.001 0.001 0.000 0.000 0.000 0.000 0.001 0.000 

m3 0.000 0.000 0.001 0.001 0.001 0.000 0.001 0.001 

m4 0.000 0.001 0.001 0.001 0.000 0.000 0.002 0.003 

m5 0.000 0.000 0.001 0.001 0.000 0.000 0.001 0.001 
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Met-254 

m0 0.988 0.010 0.980 0.032 0.997 0.004 0.998 0.001 

m1 0.001 0.001 0.001 0.001 0.000 0.000 0.001 0.002 

m2 0.010 0.008 0.017 0.028 0.002 0.004 0.000 0.000 

m3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

m4 0.001 0.001 0.002 0.003 0.000 0.000 0.000 0.000 

See Table AI.6 for abbreviations 

 

Table AI.8: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. Internal glutamate and α-

ketoglutarate 

 

normoxia 

control CDK4/6 inh 

mean SD mean SD 

Glu-330 

m0 0.709 0.013 0.751 0.003 

m1 0.089 0.004 0.081 0.001 

m2 0.154 0.006 0.135 0.002 

m3 0.041 0.002 0.027 0.000 

m4 0.008 0.000 0.006 0.000 

Glu-432 

m0 0.733 0.013 0.757 0.007 

m1 0.036 0.003 0.045 0.004 

m2 0.167 0.007 0.151 0.003 

m3 0.039 0.002 0.028 0.000 

m4 0.023 0.001 0.017 0.000 

m5 0.002 0.000 0.001 0.000 

αKG-346 

m0 0.700 0.004 0.749 0.004 

m1 0.057 0.003 0.051 0.002 

m2 0.178 0.001 0.152 0.002 

m3 0.037 0.001 0.027 0.000 

m4 0.025 0.001 0.017 0.000 

m5 0.004 0.001 0.004 0.000 

Abbreviations according to Material and Methods: Glu-330, C2-C5 glutamate in the range 329-338 m/z; Glu-432, 

C1-C5 glutamate in the range 431-442 m/z; αKG-346, C1-C5 α-ketoglutarate in the range 345-356 m/z.. 

 

 

Table AI.9: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. Internal glutamate and α-

ketoglutarate 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Glu-330 

m0 0.345 0.003 0.349 0.002 0.280 0.012 0.366 0.007 

m1 0.165 0.003 0.144 0.001 0.059 0.028 0.047 0.002 

m2 0.202 0.002 0.202 0.001 0.188 0.043 0.150 0.003 

m3 0.013 0.000 0.013 0.000 0.019 0.001 0.017 0.000 

m4 0.275 0.006 0.292 0.003 0.453 0.063 0.421 0.002 

Glu-432 

m0 0.371 0.003 0.379 0.001 0.299 0.017 0.387 0.008 

m1 0.106 0.002 0.088 0.001 0.038 0.019 0.033 0.001 

m2 0.067 0.001 0.060 0.000 0.041 0.013 0.039 0.000 

m3 0.198 0.002 0.198 0.001 0.182 0.045 0.135 0.003 

m4 0.015 0.000 0.015 0.000 0.026 0.003 0.024 0.000 

m5 0.244 0.005 0.259 0.002 0.413 0.061 0.382 0.002 

αKG-346 

m0 0.332 0.003 0.342 0.003 0.312 0.004 0.393 0.007 

m1 0.122 0.002 0.104 0.005 0.010 0.010 0.004 0.003 

m2 0.061 0.002 0.054 0.003 0.018 0.005 0.029 0.007 

m3 0.192 0.001 0.193 0.001 0.150 0.033 0.122 0.002 

m4 0.006 0.000 0.006 0.000 0.001 0.001 0.001 0.001 

m5 0.286 0.006 0.301 0.004 0.515 0.060 0.475 0.018 

See Table AI.8 for abbreviations 
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Table AI.10: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. Internal citrate 

 
normoxia 

control CDK4/6 inh 
mean SD mean SD 

Cit-459 

m0 0.441 0.003 0.520 0.004 

m1 0.079 0.001 0.078 0.001 

m2 0.328 0.001 0.295 0.003 

m3 0.066 0.001 0.047 0.000 

m4 0.070 0.000 0.051 0.001 

m5 0.014 0.000 0.008 0.000 

m6 0.003 0.000 0.002 0.000 

Cit-591 

m0 0.464 0.003 0.543 0.004 

m1 0.062 0.002 0.062 0.000 

m2 0.322 0.003 0.287 0.003 

m3 0.070 0.002 0.052 0.001 

m4 0.065 0.001 0.047 0.001 

m5 0.014 0.000 0.008 0.000 

m6 0.002 0.000 0.001 0.000 

Abbreviations according to Material and Methods: Cit-459 and Cit-591, C1-C6 citrate in the ranges 458-469 and 

590-599 m/z, respectively. 

 

 

Table AI.11: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. Internal citrate 

 
normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 
mean SD mean SD mean SD mean SD 

Cit-459 

m0 0.395 0.005 0.404 0.018 0.358 0.007 0.471 0.013 

m1 0.148 0.002 0.122 0.004 0.055 0.020 0.041 0.003 

m2 0.166 0.001 0.152 0.004 0.147 0.028 0.101 0.004 

m3 0.036 0.000 0.040 0.001 0.049 0.013 0.060 0.001 

m4 0.243 0.003 0.265 0.008 0.366 0.021 0.284 0.011 

m5 0.008 0.000 0.010 0.000 0.015 0.008 0.035 0.003 

m6 0.005 0.000 0.006 0.000 0.009 0.001 0.008 0.000 

Cit-591 

m0 0.423 0.006 0.433 0.018 0.373 0.007 0.489 0.015 

m1 0.131 0.002 0.105 0.004 0.052 0.020 0.039 0.005 

m2 0.165 0.001 0.152 0.005 0.153 0.026 0.104 0.002 

m3 0.038 0.001 0.042 0.001 0.054 0.013 0.064 0.001 

m4 0.223 0.002 0.244 0.007 0.341 0.018 0.263 0.010 

m5 0.015 0.001 0.018 0.001 0.022 0.010 0.036 0.001 

m6 0.004 0.000 0.005 0.000 0.007 0.001 0.006 0.001 

See Table AI.10 for abbreviations. 

 

 

Table AI.12: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. Internal malate and aspartate 

 
normoxia 

control CDK4/6 inh 
mean SD mean SD 

Mal-419 

m0 0.712 0.004 0.760 0.001 

m1 0.088 0.002 0.077 0.001 

m2 0.159 0.001 0.135 0.001 

m3 0.034 0.001 0.023 0.000 

m4 0.006 0.000 0.005 0.000 

Asp-418 

m0 0.723 0.004 0.762 0.001 

m1 0.084 0.001 0.076 0.001 

m2 0.153 0.002 0.134 0.001 

m3 0.034 0.001 0.023 0.000 

m4 0.006 0.000 0.005 0.000 

Abbreviations according to Material and Methods: Mal-419, C1-C4 malate in the range 418-428 m/z; Asp-418, 

C1-C4 aspartate in the range 417-428 m/z. 



Appendix I 

293 

Table AI.13: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. Internal malate and aspartate 

 
normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 
mean SD mean SD mean SD mean SD 

Mal-419 

m0 0.458 0.041 0.458 0.047 0.432 0.015 0.518 0.017 

m1 0.150 0.012 0.129 0.012 0.062 0.020 0.041 0.003 

m2 0.173 0.014 0.168 0.015 0.155 0.025 0.105 0.005 

m3 0.027 0.002 0.028 0.002 0.058 0.017 0.092 0.006 

m4 0.193 0.013 0.217 0.018 0.294 0.012 0.245 0.012 

Asp-418 

m0 0.455 0.002 0.428 0.004 0.484 0.039 0.545 0.017 

m1 0.148 0.004 0.132 0.003 0.043 0.026 0.043 0.002 

m2 0.179 0.001 0.182 0.001 0.132 0.050 0.114 0.005 

m3 0.025 0.000 0.029 0.000 0.080 0.052 0.072 0.005 

m4 0.193 0.003 0.228 0.001 0.261 0.013 0.225 0.013 

See Table AI.12 for abbreviations. 

 

Table AI.14: Measured isotopomer enrichments using [1,2-
13

C2]-D-glucose. Internal lactate, pyruvate and 

alanine 

 
normoxia 

control CDK4/6 inh 
mean SD mean SD 

Lac-261 

m0 0.644 0.011 0.809 0.033 

m1 0.029 0.002 0.019 0.003 

m2 0.320 0.009 0.168 0.029 

m3 0.007 0.000 0.004 0.001 

Pyr-174 

m0 0.652 0.007 0.721 0.020 

m1 0.040 0.004 0.044 0.009 

m2 0.296 0.007 0.227 0.019 

m3 0.012 0.001 0.008 0.003 

Ala-232 

m0 0.675 0.003 0.763 0.004 

m1 0.029 0.003 0.024 0.001 

m2 0.296 0.000 0.212 0.003 

Ala-260 

m0 0.647 0.005 0.737 0.004 

m1 0.021 0.005 0.021 0.001 

m2 0.330 0.001 0.238 0.004 

m3 0.003 0.002 0.005 0.000 

Abbreviations according to Material and Methods: Lac-261, C1-C3 lactate in the range 260-269 m/z; Pyr-174, C1-

C3 pyruvate in the range 173-181 m/z; Ala-232, C2-C3 alanine in the range 231-239 m/z; Ala-260, C1-C3 alanine 

in the range 259-268 m/z. 

 

Table AI.15: Measured isotopomer enrichments using [U-
13

C5]-L-glutamine. Internal lactate, pyruvate and 

alanine 

 

normoxia hypoxia 

control CDK4/6 inh control CDK4/6 inh 

mean SD mean SD mean SD mean SD 

Lac-261 

m0 0.987 0.000 0.987 0.001 0.992 0.002 0.990 0.000 

m1 0.004 0.000 0.004 0.000 0.003 0.000 0.003 0.000 

m2 0.002 0.000 0.003 0.000 0.002 0.001 0.005 0.000 

m3 0.007 0.000 0.006 0.001 0.003 0.001 0.002 0.000 

Pyr-174 

m0 0.939 0.011 0.918 0.029 0.976 0.005 0.983 0.004 

m1 0.021 0.005 0.027 0.007 0.000 0.000 0.000 0.000 

m2 0.009 0.001 0.007 0.003 0.010 0.002 0.013 0.002 

m3 0.031 0.004 0.049 0.020 0.014 0.003 0.004 0.002 

Ala-232 

m0 0.978 0.000 0.976 0.001 0.885 0.003 0.899 0.003 

m1 0.007 0.001 0.009 0.001 0.109 0.003 0.098 0.003 

m2 0.014 0.000 0.014 0.000 0.007 0.001 0.003 0.000 

Ala-260 

m0 0.981 0.001 0.976 0.001 0.897 0.007 0.912 0.005 

m1 0.003 0.000 0.007 0.001 0.095 0.006 0.080 0.003 

m2 0.005 0.000 0.004 0.000 0.000 0.000 0.002 0.004 

m3 0.012 0.000 0.012 0.000 0.007 0.001 0.005 0.000 

See Table AI.14 for abbreviations. 
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Gene Set Enrichment Analysis (GSEA) 

II.1 Summary of the results 

Genetic association studies were performed using Gene Set Enrichment Analysis (GSEA) [1] 

looking for associated gene signatures, which provided the evidence of partially shared 

mechanisms between the analysed treatment - here CDK4/6 inhibition - and the control 

condition affecting regulatory factors with a key role in cancer and metabolism. To generate 

hypotheses, the sole analysis of the “hallmark gene sets” collection, envisioned as a starting 

point of the GSEA analysis, is sufficient to suggest that CDK4/6 inhibition correlates with 

genes associated with several key regulators involved in cancer and metabolism. Statistics 

associated with GSEA provide a selection of gene sets upregulated in CDK4/6 knockdown 

cells (CDK) and control cells (CONTROL) are shown: 

 data sets 
filtered out gene 

sets (*) 

significant gene sets 

CDK4/6-inhibited cells Control cells 

FDR < 5% FWER < 1% FDR < 5% FWER < 1% 

MSigDB v5.0 

hallmark gene sets 0 / 50 8 4 19 6 

curated gene sets 1043 / 4530 293 49 412 56 

GO gene sets 462 / 1454 51 12 0 0 

oncogenic signatures 2 / 189 15 4 56 10 

(*) Gene set size filters (min=15, max=500) resulted in filtering out gene sets. The remaining gene sets were 
used in the analyses 

 

The figures in this Appendix summarises specific gene sets from the MSigDB collection [1] 

that appear to be relevance in our analyses and among those with the most significant 

enrichments according to GSEA’s statistics: 



Appendix 

298 

ASSOCIATED GENE SETS 

 
HA, CU, GO and OS refer to the “hallmark gene sets” (in black), “Curated gene sets”, “GO gene sets” 

and “Oncogenic signatures” collections, respectively. 

 

 



II.2 Enrichment plots

Figures below are GSEA enrichment plots showing the correlation of the expression profiles 

of CDK4/6 knockdown cells (CDK) 

signatures from specific gene sets from the MSigDB collection 

Materials and Methods f

beginning or end of the ranked list are the most interesting. For example, on the one hand, 

the positive peak toward the start of the gene set HALLMARK_MYC_TARGETS_V1 indicates a 

significant enrichment of the analys

hand, the negative peak toward

significant enrichment of the analy

 

 

II.2.1 Gene sets associated with MYC

HALLMARK_MYC_TARGETS_V1

 

 

 

HALLMARK_MYC_TARGETS_V2

A subgroup of genes regulated by MYC 

version 1 (v1) and version 2 (v2). Response to 

CDK4/6 inhibition follows the same direction 

than response to MYC activity.

Enrichment plots 

Figures below are GSEA enrichment plots showing the correlation of the expression profiles 

of CDK4/6 knockdown cells (CDK) versus control cells (CONTROL) with gene expression 

signatures from specific gene sets from the MSigDB collection 

and Methods for interpretation of the plots.

beginning or end of the ranked list are the most interesting. For example, on the one hand, 

the positive peak toward the start of the gene set HALLMARK_MYC_TARGETS_V1 indicates a 

ificant enrichment of the analysed gene set in CDK

hand, the negative peak towards the end of the gene set HALLMARK_HYPOXIA indicates a 

significant enrichment of the analysed gene set in CONTROL phenotype.

Gene sets associated with MYC 

HALLMARK_MYC_TARGETS_V1 

 

HALLMARK_MYC_TARGETS_V2 

  
A subgroup of genes regulated by MYC - 

version 1 (v1) and version 2 (v2). Response to 

CDK4/6 inhibition follows the same direction 

response to MYC activity. 

Figures below are GSEA enrichment plots showing the correlation of the expression profiles 

control cells (CONTROL) with gene expression 

signatures from specific gene sets from the MSigDB collection [1]. See instructions in 

or interpretation of the plots. Gene sets with a distinct peak at the 

beginning or end of the ranked list are the most interesting. For example, on the one hand, 

the positive peak toward the start of the gene set HALLMARK_MYC_TARGETS_V1 indicates a 

gene set in CDK4/6-inhibited phenotype; on the other 

of the gene set HALLMARK_HYPOXIA indicates a 

gene set in CONTROL phenotype. 

SCHUHMACHER_MYC_TARGETS_UP

Genes up-regulated in P493-6 cells (Burkitt's 

lymphoma) induced to express MYC 

 

BILD_MYC_ONCOGENIC_SIGNATURE

Genes selected in supervised analyses to 

discriminate cells expressing 

control cells expressing GFP [3].  
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Figures below are GSEA enrichment plots showing the correlation of the expression profiles 

control cells (CONTROL) with gene expression 

. See instructions in 

Gene sets with a distinct peak at the 

beginning or end of the ranked list are the most interesting. For example, on the one hand, 

the positive peak toward the start of the gene set HALLMARK_MYC_TARGETS_V1 indicates a 

phenotype; on the other 

of the gene set HALLMARK_HYPOXIA indicates a 

SCHUHMACHER_MYC_TARGETS_UP 

 
6 cells (Burkitt's 

lymphoma) induced to express MYC [2].  

BILD_MYC_ONCOGENIC_SIGNATURE 

 
Genes selected in supervised analyses to 

discriminate cells expressing MYC from 
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DANG_REGULATED_BY_MYC_UP/DN

Genes up-regulated (UP) and down

Database [4].  

 

According to these enrichment plots, response to CDK4/6 inhibition follows the same 

direction than

 

 

II.2.2 Gene sets associated with hypoxia 

HALLMARK_HYPOXIA

Genes up-regulated in response to low oxygen levels (hypoxia). The market negative peak toward the 

final indicates a sign

DANG_REGULATED_BY_MYC_UP/DN 

 
regulated (UP) and down-regulated (DN) by MYC, according to the MYC Target Gene 

 

According to these enrichment plots, response to CDK4/6 inhibition follows the same 

direction than response to MYC activity. 

Gene sets associated with hypoxia  

HALLMARK_HYPOXIA 

 
regulated in response to low oxygen levels (hypoxia). The market negative peak toward the 

final indicates a significant enrichment of the analys

regulated (DN) by MYC, according to the MYC Target Gene 

According to these enrichment plots, response to CDK4/6 inhibition follows the same 

 

regulated in response to low oxygen levels (hypoxia). The market negative peak toward the 

ificant enrichment of the analysed gene set in CONTROL phenotype. 

 
regulated (DN) by MYC, according to the MYC Target Gene 

According to these enrichment plots, response to CDK4/6 inhibition follows the same 

regulated in response to low oxygen levels (hypoxia). The market negative peak toward the 

ed gene set in CONTROL phenotype.  



MANALO_HYPOXIA_UP/DN

 

Genes up-regulated (UP) and down

an active form of HIF1A 

 

ELVIDGE_HYPOXIA_UP/DN

Genes up-regulated (UP) and down

conditions [6]. 

 

ELVIDGE_HIF1A_TARGETS

Genes up-regulated (UP) and down

HIF1α by RNAi 

MANALO_HYPOXIA_UP/DN 

regulated (UP) and down-regulated (DN) in response to both hypoxia and overexpression of 

an active form of HIF1A [5]. 

ELVIDGE_HYPOXIA_UP/DN 

 
regulated (UP) and down-regulated (DN) in MCF7 cells (breast cancer) under hypoxia 

 

ELVIDGE_HIF1A_TARGETS_UP/DN 

 
regulated (UP) and down-regulated (DN) in MCF7 cells (

by RNAi [6].  

regulated (DN) in response to both hypoxia and overexpression of 

regulated (DN) in MCF7 cells (breast cancer) under hypoxia 

regulated (DN) in MCF7 cells (breast cancer) after knockdown o
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regulated (DN) in response to both hypoxia and overexpression of 

 
regulated (DN) in MCF7 cells (breast cancer) under hypoxia 

 
breast cancer) after knockdown of 
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ELVIDGE_HIF1A_AND_HIF

Genes up-regulated (UP) and down

both HIF1A and HIF2A 
 

ELVIDGE_HYPOXIA_BY_DMOG_UP/DN

Genes up-regulated (UP) and down

mimetic DMOG 

hydroxylase leadi
 

MENSE_HYPOXIA_UP

Hypoxia response genes up

astrocytes and HeLa cell line 

ELVIDGE_HIF1A_AND_HIF2A_TARGETS_UP/DN

 
regulated (UP) and down-regulated (DN) in MCF7 cells (breast cancer) after kn

both HIF1A and HIF2A by RNAi [6]. 

ELVIDGE_HYPOXIA_BY_DMOG_UP/DN 

 
regulated (UP) and down-regulated (DN) in MCF7 cells (breast cancer) treated with hypoxia 

mimetic DMOG [6]. DMOG (dimethyloxalylglycine) is a cell permeable competitive inhibitor of prolyl 

hydroxylase leading to the stabilisation of HIF1α. 

MENSE_HYPOXIA_UP 

 
Hypoxia response genes up-regulated in both 

astrocytes and HeLa cell line [7].  

2A_TARGETS_UP/DN 

regulated (DN) in MCF7 cells (breast cancer) after kn

regulated (DN) in MCF7 cells (breast cancer) treated with hypoxia 

. DMOG (dimethyloxalylglycine) is a cell permeable competitive inhibitor of prolyl 

FARDIN_HYPOXIA_11 

Genes in the hypoxia signature, based on 

analysis of 11 neuroblastoma cell lines in 

hypoxia and normal oxygen conditions 

 
regulated (DN) in MCF7 cells (breast cancer) after knockdown of 

 
regulated (DN) in MCF7 cells (breast cancer) treated with hypoxia 

. DMOG (dimethyloxalylglycine) is a cell permeable competitive inhibitor of prolyl 

 
Genes in the hypoxia signature, based on 

analysis of 11 neuroblastoma cell lines in 

hypoxia and normal oxygen conditions [8].  



LEONARD_HYPOXIA

Genes up-regulated in HK

re-oxygenation 

 

According to these enrichment plot

direction than res

gene sets that separately describe up

example of opposite 

cells are down

versa. On the other hand, genes up

after knockdo

cells are down

 

II.3 Gene sets associated with mTOR 

PENG_RAPAMYCIN_RESPONSE_DN

Genes down-regulated in BJUB cells (B

sirolimus) treatment 

 

According to these enrichment plots, response to CDK4/6 inhibition follows the opposite 

direction than response to mTOR inhibition by rapamycin

 

LEONARD_HYPOXIA 

 
regulated in HK-2 cells kidney tubular epithelium

oxygenation [9].  

According to these enrichment plots, response to CDK4/6 inhibition follows the opposite 

direction than response to hypoxia or HIF1α stabilis

gene sets that separately describe up-regulated and down

example of opposite direction. On the one hand, genes up

cells are down-regulated under hypoxia or treatment with hypoxia mimetic DMOG, and vice 

versa. On the other hand, genes up-regulated in CDK4/6 inhibited cells are up

after knockdown of hypoxia mediator HIF1α, and

cells are down-regulated after knockdown of hypoxia mediator HIF

Gene sets associated with mTOR 

PENG_RAPAMYCIN_RESPONSE_DN 

 
regulated in BJUB cells (B-lymphoma) in response to rapamycin (clinically known as 

sirolimus) treatment [10]. Rapamycin is an inhibitor of mTOR. 

According to these enrichment plots, response to CDK4/6 inhibition follows the opposite 

direction than response to mTOR inhibition by rapamycin

s kidney tubular epithelium under hypoxia and down

s, response to CDK4/6 inhibition follows the opposite 

ponse to hypoxia or HIF1α stabilisation. Here, the comparison of pairs of 

regulated and down-regulated genes provide a nice 

direction. On the one hand, genes up-regulated in CDK4/6

regulated under hypoxia or treatment with hypoxia mimetic DMOG, and vice 

regulated in CDK4/6 inhibited cells are up

α, and genes down-regulated in CDK4/6

kdown of hypoxia mediator HIF1α. 

Gene sets associated with mTOR  

lymphoma) in response to rapamycin (clinically known as 

. Rapamycin is an inhibitor of mTOR.  

According to these enrichment plots, response to CDK4/6 inhibition follows the opposite 

direction than response to mTOR inhibition by rapamycin. 
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under hypoxia and down-regulated on 

s, response to CDK4/6 inhibition follows the opposite 

ation. Here, the comparison of pairs of 

regulated genes provide a nice 

regulated in CDK4/6-inhibited 

regulated under hypoxia or treatment with hypoxia mimetic DMOG, and vice 

regulated in CDK4/6 inhibited cells are up-regulated 

regulated in CDK4/6-inhibited 

lymphoma) in response to rapamycin (clinically known as 

According to these enrichment plots, response to CDK4/6 inhibition follows the opposite 
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II.4 Gene sets associated with 

HALLMARK_OXIDATIVE_PHOSPHORY

LATION 

Genes encoding proteins involved in oxidative 

phosphorylation.

 

 

 

MITOCHONDRIAL_LUMEN

Genes annotated by the GO term 

GO:0031980. The volume enclosed by the 

mitochondrial inner membrane. 

Gene sets associated with mitochondrial activity 

HALLMARK_OXIDATIVE_PHOSPHORY-

 
Genes encoding proteins involved in oxidative 

phosphorylation. 

MITOCHONDRIAL_LUMEN 

 
Genes annotated by the GO term 

GO:0031980. The volume enclosed by the 

mitochondrial inner membrane.  

mitochondrial activity  

MITOCHONDRIAL_RIBOSOME

Genes annotated by the GO term 

GO:0005761. A ribosome found in the 

mitochondrion of a eukaryotic cell; contains a 

characteristic set of proteins distinct from 

those of cytosolic ribosomes. 

 

MITOCHONDRIAL_MATRIX

Genes annotated by the GO term 

GO:0005759. The gel-like material, with 

considerable fine structure, that lies in the 

matrix space, or lumen, of a mitochondrion. It 

contains the enzymes of the tricarboxylic acid 

cycle and, in some organisms, the enzymes 

concerned with fatty-acid oxidation. 

MITOCHONDRIAL_RIBOSOME 

 
Genes annotated by the GO term 

GO:0005761. A ribosome found in the 

mitochondrion of a eukaryotic cell; contains a 

et of proteins distinct from 

MITOCHONDRIAL_MATRIX 

 
Genes annotated by the GO term 

like material, with 

considerable fine structure, that lies in the 

matrix space, or lumen, of a mitochondrion. It 

the enzymes of the tricarboxylic acid 

cycle and, in some organisms, the enzymes 

acid oxidation.  



MITOCHONDRIAL_PART

Genes annotated by the GO term 

GO:0044429. Any constituent part of a 

mitochondrion, a semiautonomous, self

replicating organelle that occurs in varying 

numbers, shapes, and sizes in the cytoplasm 

of virtually all eukaryotic cells. It is notably the 

site of tissue respiration.

 

 

MITOCHONDRION

Genes annotated by the GO term GO:0005739. A semiautonomous, self replicating organelle that 

occurs in varying numbers, shapes, and sizes in the cytoplasm of virtually all

notably the site of tissue respiration.

 

According to these enrichment plots, response to CDK4/6 inhibition up

genes associated with oxidative phosphorylation and other mitochondrial 

components and processes.

 

MITOCHONDRIAL_PART 

 
Genes annotated by the GO term 

GO:0044429. Any constituent part of a 

mitochondrion, a semiautonomous, self-

g organelle that occurs in varying 

numbers, shapes, and sizes in the cytoplasm 

of virtually all eukaryotic cells. It is notably the 

site of tissue respiration. 

MITOCHONDRION 

 
Genes annotated by the GO term GO:0005739. A semiautonomous, self replicating organelle that 

occurs in varying numbers, shapes, and sizes in the cytoplasm of virtually all

notably the site of tissue respiration. 

According to these enrichment plots, response to CDK4/6 inhibition up

genes associated with oxidative phosphorylation and other mitochondrial 

components and processes. 

 

MITOCHONDRION_ORGANIZATION_
AND_BIOGENESIS 

Genes annotated by the GO term 

GO:0007005. A process that is carried out at 

the cellular level which results in the 

formation, arrangement of constituent parts, 

or disassembly of a mitochondrion; includes 

mitochondrial morphology and distribution, 

and replication of the mitochondrial genome 

as well as synthesis of new mitochondrial 

components. 

Genes annotated by the GO term GO:0005739. A semiautonomous, self replicating organelle that 

occurs in varying numbers, shapes, and sizes in the cytoplasm of virtually all eukaryotic cells. It is 

According to these enrichment plots, response to CDK4/6 inhibition up

genes associated with oxidative phosphorylation and other mitochondrial 
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MITOCHONDRION_ORGANIZATION_ 

 
Genes annotated by the GO term 

process that is carried out at 

the cellular level which results in the 

formation, arrangement of constituent parts, 

or disassembly of a mitochondrion; includes 

mitochondrial morphology and distribution, 

and replication of the mitochondrial genome 

s synthesis of new mitochondrial 

Genes annotated by the GO term GO:0005739. A semiautonomous, self replicating organelle that 

eukaryotic cells. It is 

According to these enrichment plots, response to CDK4/6 inhibition up-regulates 

genes associated with oxidative phosphorylation and other mitochondrial 
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II.5 Other gene sets relevant to our analyses

HALLMARK_GLYCOLYSIS

Genes encoding proteins involved in glycolysis 

and gluconeogenesis. Accordingly, response to 

CDK4/6 inhibition down

genes. 

 

HALLMARK_DNA_REPAIR

Genes involved in DNA repair. Accordingly, 

response to CDK4/6 inhibition up

these genes.  

gene sets relevant to our analyses

HALLMARK_GLYCOLYSIS 

 
Genes encoding proteins involved in glycolysis 

and gluconeogenesis. Accordingly, response to 

CDK4/6 inhibition down-regulates these 

HALLMARK_DNA_REPAIR 

 
Genes involved in DNA repair. Accordingly, 

response to CDK4/6 inhibition up-regulates 

gene sets relevant to our analyses 

HALLMARK_E2F_TARGETS 

Genes encoding cell cycle related targets of 

E2F transcription factors. Accordingly, 

response to CDK4/6 inhibition m

regulates these genes. 

 

HALLMARK_KRAS_SIGNALING_UP

Genes up-regulated by KRAS activation. 

Accordingly, response to CDK4/6 inhibition 

mainly down-regulates these genes. 

 

 
Genes encoding cell cycle related targets of 

E2F transcription factors. Accordingly, 

response to CDK4/6 inhibition mainly up-

HALLMARK_KRAS_SIGNALING_UP 

 
regulated by KRAS activation. 

Accordingly, response to CDK4/6 inhibition 

regulates these genes.  



PENG_GLUTAMINE_DEPRIVATION_DN

Genes down-

lymphoma) after glutamine deprivation 

Accordingly, response to CDK4/6 inhibition 

follows the opposite direction than res

to glutamine deprivation.

 

 
PENG_LEUCINE_DEPRIVATION_DN

Genes down-

lymphoma) after leucine deprivation 

Accordingly, response to CDK4/6 inhibition 

follows the opposite direction than response

to leucine deprivation. 

PENG_GLUTAMINE_DEPRIVATION_DN 

 
-regulated in BJAB cells (B-

lymphoma) after glutamine deprivation [10]. 

Accordingly, response to CDK4/6 inhibition 

follows the opposite direction than response 

to glutamine deprivation. 

PENG_LEUCINE_DEPRIVATION_DN 

 
-regulated in BJAB cells (B-

lymphoma) after leucine deprivation [10]. 

Accordingly, response to CDK4/6 inhibition 

follows the opposite direction than response 

to leucine deprivation.  

REACTOME_M_G1_TRANSITION

Genes involved in M/G1 Transition. 

Accordingly, response to CDK4/6 inhibition 

mainly up-regulates these genes.

 

 

 

 

REACTOME_G1_S_TRANSITION

Genes involved in G1/S Transition. 

Accordingly, response to CDK4/6 inhibition 

mainly up-regulates these genes.
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REACTOME_M_G1_TRANSITION 

 
Genes involved in M/G1 Transition. 

Accordingly, response to CDK4/6 inhibition 

regulates these genes. 

REACTOME_G1_S_TRANSITION 

 
Genes involved in G1/S Transition. 

CDK4/6 inhibition 

regulates these genes. 
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REACTOME_TRANSCRIPTION

Genes involved in t

response to CDK4/6 inhibition mainly up

regulates these genes.

 

DELPUECH_FOXO3_TARGETS_UP

Genes up-regulated in DL23 cells (colon 

cancer) upon expression of an activated form 

of FOXO3 [11

gens are downregulated in CDK4/6

cells. 

 

 

REACTOME_TRANSCRIPTION 

 
Genes involved in transcription. Accordingly, 

response to CDK4/6 inhibition mainly up-

regulates these genes. 

DELPUECH_FOXO3_TARGETS_UP 

 
regulated in DL23 cells (colon 

cancer) upon expression of an activated form 

11]. Accordingly, FOXO3a target 

gens are downregulated in CDK4/6-inhibited 

 

REACTOME_MRNA_SPLICING

Genes involved in mRNA Splicing. Accordingly,

response to CDK4/6 inhibition mainly 

upregulates these genes. 

REACTOME_MRNA_SPLICING 

 
Genes involved in mRNA Splicing. Accordingly, 

response to CDK4/6 inhibition mainly 
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Gene Expression 

 
Figure A.III.1.  

1
st

 column, subset of genes differentially expressed identified from Affymetrix GeneChips. The encircled numbers 

are fold changes measuring differential gene expression / protein level / enzyme activity with respect to control 

cells. 2
nd

 column, effect of CDK4/6 inhibition (CDK4/6
-
) in gene expression measured from Affymetrix GeneChips. 

3
rd

 column, effect of CDK4/6 inhibition in protein levels by Western blot or enzyme activities. 4
th

 column, effect 

of CDK4/6 inhibition in gene expression measured by RT-qPCR. 5
th

 column, effect of hypoxia (1%O2) in gene 

expression by RT-qPCR. 6
th

 column, effect of combination of CDK4/6 inhibition and hypoxia in gene expression by 

RT-qPCR. 7
th

 column, genes encoding metabolic enzymes or transporters identified according to BIGG database 

[12]. Colored squares identify the direction of changes (up-regulated or down-regulated) of some of the genes as 

described in four gene sets: 1) Hypoxia Inducible Factor-1 (HIF-1)-target genes that form the core response to 

hypoxia [13] (gene set: hypoxia – Benita et al 2009) (8
th

 column); “MANALO_HYPOXIA_UP+DN” [5] (gene set: 

hypoxia – Manalo et al 2005), “ELVIDGE_HYPOXIA_BY_DMOG_UP+DN” [6] (gene set: DMOG – Elvidge et al 2006) 

(9
th

 column); and PENG_RAPAMYCIN_RESPONSE_UP+DN” [10] (gene set: Rapamycin – Peng et al 2002) (10
th

 

column). 
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Integrated Picture 

VI.1 Integrated picture 

An integrated picture is provided below in Figure SII.1 of observed and estimated changes in 

the metabolic and gene and protein expression profiles resulting from CDK4/6 inhibition. 

The scope of this graphical network covers all species involved in our metabolic profile and 

analysis of 
13

C propagation. Each arrow identifies a metabolic step, which corresponds to 

one chemical transformation – catalysed by an enzyme or a group of enzymes – or transport 

process. This picture is based on data bases of human metabolism – BIGG database [1] 

(includes the human genome scale network reconstruction, recon 1 [2]), metacyc database 

[3], ExPASy [4] and KEGG [5] – and generic [6] and specific literature for polyamine [7-14] 

[15-18], methionine salvage cycle [19-23], proline [24-27] and glycine, serine and folate 

metabolisms [28-31]. Reactions are included to emphasise parts of the metabolism that are 

modulated as a consequence of CDK4/6 inhibition. These modulations are reflected in 

changes in the levels of metabolic intermediaries (polyamines), label propagation (fatty 

acids) and gene expression. Although the direction of transcriptional or translational 

changes is not necessarily in correspondence with the direction of changes in the fluxes, 

they are likely to reflect modulated parts of the metabolism. Genes and proteins 

differentially expressed are associated with their encoded enzymes or transporters. 

Quantified fluxes in Figure SII.1 correspond to measured values (underlined in yellow) or 

estimated according to a 
13

C-metabolic flux analysis strategy [32, 33]. Our applied procedure 

for 
13

C-based model-based estimation of fluxes is explained in this annex and the resulting 

flux distributions are listed in Table SII.8. 

Regarding measured values, net fluxes (rates) per cell of uptake and release of different 

metabolites (Jmet) – glucose, lactate, and all amino acids – were estimated from the 

experimental variation of concentrations in media and the changes in the number of cells 

measured during 24 hours, as detailed in Materials and Methods. Analogously, we estimated 

the net flux of glycogen accumulation and protein synthesis (for new biomass) per cell and 

per glucose residue or amino acid, respectively. The difference is that we used the content 

of glycogen in the pellet or the estimated protein per cell instead of medium concentrations. 

These net fluxes of glycogen accumulation and protein synthesis are equivalent to output  
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fluxes, which must not be confused with the turnover rates. Uptake of essential amino acids 

for protein synthesis is in a quasi-perfect proportion with their relative abundances in proteins, 

as previously reported [29] (Figure SII.2). Measured rates of O2 consumption for ATP 

production by mitochondrial respiration (JOCR) were also considered.  

 
Figure SII.1 Integrated picture 

Bold letters refer to metabolites, proteins or enzyme activities, italic letters refer to genes measured by RT-qPCR, 

and underlined letters refer to genes identified from the normalised RMA expression data obtained from the 

Affymetrix GeneChip arrays). Fold changes refer to CDK4/6-inhibited cells with respect to control cells. The 

magnitude of the fluxes refers to control cells. Fold changes for fluxes and concentrations are based on a 

comparison per cell, while fold changes for protein or gene expression are based on different criteria as detailed in 

Materials and Methods. See abbreviations in the List of abbreviations in this annex. 
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Figure SII.2 Amino acid exchange and demand for protein.  

Bars represent the experimental measurements for uptake or release of all amino acids. Gray dots represent 

demands for protein synthesis estimated for each amino acid and the calculated from the estimated rates of protein 

synthesis per amino acid (JProt) and the relative abundance of these amino acids in proteins [34]. The calculated 

demands for protein production matched the measured uptakes of essential amino acids in control cells, supporting 

the hypothesis [29] that the import rate of an essential amino acid is proportional to the demand protein synthesis, 

with a coefficient of proportionality matching its relative abundance in the proteome. The validity of this 

assumption for tumour-derived cell lines has been tested [29] using the measured metabolic cell-medium exchange 

fluxes reported for the NCI-60 panel [28]. Also, the sum of serine and glycine exchange rates results in a net import 

that matches the overall serine and glycine requirements for protein synthesis, as previously noted for all NCI60 cell 

lines [29]. In CDK4/6 inhibited cells, there is an extra uptake of these amino acids with respect to the value required 

for protein synthesis. 

 
 

VI.2 
13

C-based model-based estimation of fluxes 

VI.2.1 Methods 

Procedure description 

With the aim to solve hypotheses regarding flux distributions, by comparing measured and 

predicted mass isotopomer distributions, the reliability of hypotheses regarding flux 

distributions can be evaluated. A computer programme was developed with Mathematica [35] 

and applied to predict the 
13

C enrichments. The estimation of the reaction fluxes was based on 

the addition of successive constraints. In order to satisfy all constraints and taking advantage 

of the linear nature of the problem to be solved, the range of possible values for each flux was 

determined using linear programming where each flux is maximised or minimised while 

leaving all other fluxes free [36-38].  
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A detailed description of such procedure and results is provided using a simple model for only 

three dependent variables:  

1. Setting mass balance equations around metabolites. The assumed model (see model 

scheme in Figure SII.3) is a network of enzyme-catalysed transformations of chemical species. 

Each chemical reaction is associated with a rate (flux) of transformation, which is a 

numerical value. The estimation of the values of the fluxes is based on the addition of 

successive constraints. At steady state, a mass balance can be set around each internal 

metabolite (B, C and D), while taking all internal metabolites together constitutes a system of 

linear equations. 

 
Figure SII.3 Model scheme (toy model) 

2. Setting reaction stoichiometry and assumed values . Each mass balance equation is a 

linear constraint, where each term in the summation is a reaction flux scaled by a 

stoichiometric coefficient (all 1 in the example). Also, all reaction fluxes are subjected to 

numerical boundaries, which can be represented as domains of possible values (intervals). All 

irreversible reactions have fluxes with positive values (Ji ≥ 0). For reversible reactions (R4  in 

toy-model), both forward Jif and reverse Jir reactions are positive (Ji = Jif – Jir; Jif, Jir ≥ 0). Also, 

the domains of some reactions are additionally fixed from experimental evidence. These are 

in general reactions involved in the uptake from the media or release to the media of 

external metabolites. Table SII.1 shows both reaction stoichiometry and numerical 

boundaries (assumed values):  
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Table SII.1 Model scheme (toy model) 

 

3. Flux solution. All previous constraints are limiting a solution space, where a solution is such 

a complete assignation of flux values that all the constraints are simultaneously satisfied. In 

order to satisfy all constraints and taking advantage of the linear nature of the problem to be 

solved, the range of possible values for each flux can be determined using linear 

programming where each flux is maximised or minimised while leaving all other fluxes free. 

The resulting solution in Table SII.2 was not a unique solution but a solution space that can be 

reduced: 

Table SII.2 Flux solution (toy-model) 

ID solution 

R 1 1.00 ≤ J1  ≤ 1.00 

R 2 0.75 ≤ J2 ≤ 1.00 

R 3 0.50 ≤ J3  ≤ 1.05 

R 4f 0.00 ≤ J4f ≤ M 

R 4r 0.00 ≤ J4r ≤ M 

R 5 0.00 ≤ J5 ≤ 0.25 

R 6 0.00 ≤ J6 ≤ 0.25 

  
R 4f 0.00 ≤ J6 ≤ 0.25 

 
4. Flux solution refinement. The solution space is refined to a unique numerical solution 

instead of intervals, as shown in Table SII.4, by addition of linear constraints and subsequent 

application of linear programming maximising and minimising each flux value. These linear 

constraints can be flux ratios, as shown in Table SII.3, which could be associated to 

particular hypotheses about flux distribution. 

Table SII.3: additional constraints (toy-model) 

 

 

ID substrates products assumed values 

R 1 C1,C2-
A C1,C2-

B 1.00 ≤ J1 ≤ 1.00 

R 2 C1,C2-
B + 

C3,C4-
D C1,C3,C4-

F 0.00 ≤ J2 

R 3 C1,C2-
E C1,C2-

D 0.50 ≤ J3  ≤ 1.00 

R 4f C1,C2-
B C1,C2-

D 0.00 ≤ J4f 

R 4r C1,C2-
D C1,C2-

B 0.00 ≤ J4r 

R 5 C - 0.00 ≤ J5 

R 6 C - 0.00 ≤ J6 

 net reactions   

R 4 R4  = R4f  - R4r -  

constraint  resulting lineal constraint 

J 4r /J 1 10 -10×J1 + J4r = 0 

J 4f /J 3 12 -13 × J3 + J4r  =  0 
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Table SII.4: refined flux solution (toy-model) 

ID refined solution 

R 1 1 

R 2 0.92 

R 3 0.84 

R 4f 10.08 

R 4r 10 

R 5 0 ≤ J5  ≤ 0.08 

R 6 0 ≤ J6  ≤ 0.08 

  
R 4f 0.08 

 
5. Predicted 

13
C label enrichments. Under isotopic steady state, isotopomer and mass 

isotopomer abundances reach a steady value and can be predicted by solving a system of 

balance equations around isotopomers, which take into account label transitions and the 

refined solution for fluxes in Table SII.4. These equations describe the dependency of 

isotopomer abundances on fluxes and isotopomer abundances of other metabolites, and 

satisfy all topological and stoichiometric constraints. Thus, balance equations around 

isotopomers of B, D and F are set taking into account the labelled status of the substrate 

(100%[1-
13

C1]-A) and the appropriate carbon transitions as shown in Table SII.5, which 

depends on the reaction as described in Table SII.1. Solving this system of equations, the 

resulting 
13

C label enrichments are shown in Table SII.6. 

Table SII.5: setting balance equations around isotopomers (toy model) 

 

 isotopomer  constraint 

 
B 

12
C1,

12
C2-B/B .=. (J4r×

12
C1,

12
C2-D/D) / (J1+J4r)  

13
C1,

12
C2-B/B .=. 

((J1×13
C1,

12
C2-A/A) + (J4r×

13
C1,

12
C2-D/D)) 

/ (J1+J4r)  

 
D 

12
C1,

12
C2-D/D .=. 

((J4f×
12

C1,
12

C2-B/B) + (J3×12
C1,

12
C2-E/E)) / 

(J4f+J3)  

13
C1,

12
C2-D/D .=. (J4f×

13
C1,

12
C2-B/B) / (J4f+J3)  

 

 
F 

12
C1,

12
C2,

12
C3-F/F .=. (12

C1,
12

C2-B/B) × (12
C1,

12
C2-D/D) 

13
C1,

12
C2,

12
C3-F/F .=. (13

C1,
12

C2-B/B) × (12
C1,

12
C2-D/D) 

12
C1,

13
C2,

12
C3-F/F .=. (12

C1,
12

C2-B/B) × (13
C1,

12
C2-D/D) 

13
C1,

13
C2,

12
C3-F/F .=. (13

C1,
12

C2-B/B) × (13
C1,

12
C2-D/D)) 

The relative abundance of product mass isotopomers depends on the labelled status of the substrates and the flux 

distribution throughout the metabolic network. Notice that the level of enrichment and label distribution depends 

on input fluxes – not on outputs – and on relative contributions, but not on absolute values. 

Table SII.6: predicted label enrichments (toy-model) 

constraint descriptio

n 

mass isotopomers isotopomers % 
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VI.2.2 Results 

The same procedure described above was applied to estimate two flux distributions (one for 

CDK4/6 inhibited cells and another for control cells) predicting each one the label distribution 

in two separate experiments using either 100% [1,2-
13

C2]-D-glucose as the labelled substrate 

or 100% [U-
13

C5]-L-glutamine as the labelled substrate. A set of flux ratios (accounting for 

specific enzyme activities and ratios among different reaction fluxes) was first selected as this 

providing a constrained space for flux distributions and affecting 
13

C label enrichments. For 

each flux distribution, the enrichment in 
13

C-labeled products can be predicted and then 

compared with the measured enrichments, where comparisons were made at the mass 

isotopomer level. The selected ratios among fluxes were iteratively fitted until the difference 

among predicted and measured label enrichments was reduced. This process constrained most 

of the reaction fluxes. The final predicted flux distributions are shown in Table SII.7, together 

with a complete description of reaction stoichiometry and carbon transitions, initially assumed 

values, and fitted ratios among fluxes. The predicted 
13

C label enrichments (associated with 

these specific flux distributions) are provided as gray dots over the bars for measured values in 

Figures SII.4 – SII.9.  

The following conclusions were reached: 

 

 

C1,C2-
A 

 

 
fixed 

m0 12
C1,

12
C2-A 0 

 

m1 

12
C1,

13
C2-A 0 

13
C1,

12
C2-A 100 

m2 13
C1,

13
C2-A 0 

C1,C2-
B simulate

d 

- - - 

C1,C2-
D simulate

d 
- - - 

C1,C2-
E simulate

d 
- - - 

 

 

 

 

C1,C2,C3-
F 

 

 

 

 

 
simulate

d 

m0 12
C1,

12
C2,

12
C3-F 21 

 

m1 

13
C1,

12
C2,

12
C3-F 27 

12
C1,

13
C2,

12
C3-F 23 

12
C1,

12
C2,

13
C3-F 0 

 

m2 

13
C1,

13
C2,

12
C3-F 29 

13
C1,

12
C2,

13
C3-F 0 

12
C1,

13
C2,

13
C3-F 0 

m3 13
C1,

13
C2,

13
C3-F 0 
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• The hypotheses regarding an increase of the non-oxidative PPP with respect to the 

oxidative PPP, discussed in Chapter 4.2, were shown to be compatible in the context of a 

complete model of central carbon metabolism. 

• The model agrees with two different pools of glucose 6-phosphate (G6P) and pyruvate 

(Pyr), according to previously published reports [39, 40]. The different pools for G6P 

explain the label enrichment in glycogen. The different pools for Pyr explain the higher 

total 
13

C label enrichment in medium lactate (Σm of among 15% and 35 %) compared with 

internal lactate (Σm around 45%) using labelled glucose. 

• Measured rates of O2 consumption for ATP production by mitochondrial respiration (JOCR) 

constrained largely the flux distributions. This take advantage of the redox balanced nature 

of the designed model i.e., the high energy electron (NADH or FADH2) production rate 

matches the consumption rate by oxidative phosphorylation [41]. As stated by Fan et al 

[41] for cancer cells, oxidative phosphorylation was the major ATP source and was driven 

by glutamine. On the one hand, ATP produced via glycolysis (JATPGlc in Table SII.7) was 

around 40% and ATP produced via oxidative phosphorylation (JATPOCR in Table SII.7) was 

around 60%. Interestingly, total contributions were greater when CDK4/6 were inhibited: 

JATPGlc = 1.01 pmol·cell
-1

·h
-1

 and JATPOCR = 1.53 pmol·cell
-1

·h
-1

 for control cells, and JATPGlc.  = 

1.29 pmol·cell
-1

·h
-1

 and JATPOCR = 2.04 pmol·cell
-1

·h
-1

 for CDK4/6-inhibited cells. On the other 

hand, the more important contribution per carbon to produce α-ketoglutarate (αKG) was 

from glutamine (Gln). 

• OCR values and redox balanced model were 100% compatible with all measured 

exchanges regarding glucose, lactate and amino acids, and also with the requirement of 

amino acids for protein synthesis. Interestingly, in CDK4/6 inhibited cells, this perfect 

compatibility required an extra uptake of essential amino acids in addition with the 

quantities required for protein synthesis. This extra uptake corresponded to the uptakes 

measured in these CDK4/6-inhibited cells (Figure SII.2). 

• The requirement of ATP for the synthesis of protein, including synthesis for new biomass 

and protein turnover, was assumed to be associated to the rate of ATP produced by 

glycolysis as suggested by [29], with higher value for CDK4/6 inhibited cells. The resulting 

values for protein turnover were in tune with previously reported values [42].  
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However, the most relevant conclusion from this integrated analysis supports the hypothesis 

of increased MYC activity leading to a remodelling of central carbon metabolism, with a 

relevant increase of glutamine-driven mitochondrial respiratory activity. This major 

mitochondrial activity leads to a major glutamine demand (and dependence) resulting in 

increased uptake of glutamine and accordingly, a lower availability of glutamine for other 

processes – i.e, major dependence and sensitivity to glutamine. 

The adjustment of flux distributions described above constrained most of the reaction fluxes – 

those with higher magnitudes (glycolysis, Krebs cycle), pentose phosphate pathway (PPP), 

serine to glycine, etc. – although maintained a level of uncertainty for fluxes with reduced 

magnitudes – as those through pyruvate dehydrogenase (PDH), pyruvate carboxylase (PC) and 

those leading to synthesis of lipids and polyamines. Additional fitting of ratios among these 

unconstrained fluxes can be performed in order to test if other hypotheses discussed in the 

main text (and regarding these unconstrained fluxes) are compatible with the integrated 

picture of all observed exchanges, OCR, label propagation and model scheme. Accordingly, first 

the suggested increase in the flux through the pyruvate dehydrogenase was satisfied by 

slightly decreasing the production of lactate in CDK4/6 inhibited cells. Second, the suggested 

decrease in fatty acid synthesis and increase in polyamine synthesis was satisfied playing with 

the ratios among citrate synthase and citrate lyase, and fatty acid and polyamine synthesis. 

This adjustment was supported by the proposed competition between fatty acids and 

polyamines for cytoplasmic acetyl-CoA [16, 43]. 

 

Table SII.7: 
13

C-based estimated reaction fluxes 

Predicted values in control or CDK4/6 inhibited cells correspond to two separate experiments using either 100% 

[1,2-
13

C2]-D-glucose as the labelled substrate or 100% [U-
13

C5]-L-glutamine as the labelled substrate. However, the 

label enrichment was corrected to 90% according to measured values enrichments for glucose and glutamine. Ri 

refers to the global chemical transformation or transport process through the ith metabolic step and Ji refers to the 

rate (flux) through it. When reversibility is explicitly assumed, Jif and Jir refer to forward and reverse reactions, 

respectively. Additional reactions – not included in Figure SII.1 – are included for NADPH and ATP utilization, and 

also for amino acid uptake and utilization. UTP to UDP, GTP to GDP and ATP to AMP are simplified for ATP to ADP 

conversions. Also, mitochondrial NADPH and NADP are assumed as NADH and NAD respectively. Stoichiometry for 

amino acid incorporation into protein and turnover is based on the relative abundance of these amino acids in 

proteins [34]. See abbreviations in the List of abbreviations in this annex. 

 

reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

RAla Ala 
 

0.00896694 ≤ 

J ≤ 

0.00896694 

0.0172325 

≤ J ≤ 

0.0172325 

    
0.008967 ≤ J 

≤ 0.008967 

0.017233 

≤ J ≤ 

0.017233 

RArgi C1,C2,C3,C4,C5-extArgi C1,C2,C3,C4,C5-Argi 

0.00700593 ≤ 

J ≤ 

0.00700593 

0.0128823 

≤ J ≤ 

0.0128823 

    
0.007006 ≤ J 

≤ 0.007006 

0.012882 

≤ J ≤ 

0.012882 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

RAsn Asn 
 

0.000402363 

≤ J ≤ 

0.000402363 

0.00346088 

≤ J ≤ 

0.00346088 

    
0.000402 ≤ J 

≤ 0.000402 

0.003461 

≤ J ≤ 

0.003461 

RAsp Asp 
 

0.000647706 

≤ J ≤ 

0.000647706 

0.00270108 

≤ J ≤ 

0.00270108 

    
0.000648 ≤ J 

≤ 0.000648 

0.002701 

≤ J ≤ 

0.002701 

RCys C1,C2,C3-extCys C1,C2,C3-Cys 

0.00348494 ≤ 

J ≤ 

0.00348494 

0.00585242 

≤ J ≤ 

0.00585242 

    
0.003485 ≤ J 

≤ 0.003485 

0.005852 

≤ J ≤ 

0.005852 

RGlc C1,C2,C3,C4,C5,C6-extGlc C1,C2,C3,C4,C5,C6-Glc 
0.509635 ≤ J 

≤ 0.509635 

0.659947 ≤ 

J ≤ 

0.659947 

    
0.509635 ≤ J 

≤ 0.509635 

0.659947 

≤ J ≤ 

0.659947 

RGln C1,C2,C3,C4,C5-extGln C1,C2,C3,C4,C5-Gln 
0.0682803 ≤ J 

≤ 0.0682803 

0.100875 ≤ 

J ≤ 

0.100875 

    
0.06828 ≤ J ≤ 

0.06828 

0.100875 

≤ J ≤ 

0.100875 

RGlu Glu 
 

0.00925057 ≤ 

J ≤ 

0.00925057 

0.0178881 

≤ J ≤ 

0.0178881 

    
0.009251 ≤ J 

≤ 0.009251 

0.017888 

≤ J ≤ 

0.017888 

RGly Gly 
 

0.00190306 ≤ 

J ≤ 

0.00190306 

0.00610001 

≤ J ≤ 

0.00610001 

    
0.001903 ≤ J 

≤ 0.001903 

0.0061 ≤ J 

≤ 0.0061 

RHis C1,C2,C3,C4,C5-extHis C1,C2,C3,C4,C5-His 

0.00173453 ≤ 

J ≤ 

0.00173453 

0.00220178 

≤ J ≤ 

0.00220178 

    
0.001735 ≤ J 

≤ 0.001735 

0.002202 

≤ J ≤ 

0.002202 

RIle C1,C2,C3,C4,C5,C6-extIle C1,C2,C3,C4,C5,C6-Ile 

0.00616882 ≤ 

J ≤ 

0.00616882 

0.00857362 

≤ J ≤ 

0.00857362 

    
0.006169 ≤ J 

≤ 0.006169 

0.008574 

≤ J ≤ 

0.008574 

RLac Lac 
 

0.958813 ≤ J 

≤ 0.958813 

(1.28558 

0.97) ≤ J ≤ 

(1.28558 

0.97) 

    
0.958813 ≤ J 

≤ 0.958813 

1.24701 ≤ 

J ≤ 

1.24701 

RLeu C1,C2,C3,C4,C5,C6-extLeu C1,C2,C3,C4,C5,C6-Leu 

0.00746987 ≤ 

J ≤ 

0.00746987 

0.0101292 

≤ J ≤ 

0.0101292 

    
0.00747 ≤ J ≤ 

0.00747 

0.010129 

≤ J ≤ 

0.010129 

RLys C1,C2,C3,C4,C5,C6-extLys C1,C2,C3,C4,C5,C6-Lys 

0.00624903 ≤ 

J ≤ 

(0.00624903 

1.1) 

0.0101456 

≤ J ≤ 

0.0101456 

    
0.006871 ≤ J 

≤ 0.006874 

0.010146 

≤ J ≤ 

0.010146 

RMet C1,C2,C3,C4,C5-extMet C1,C2,C3,C4,C5-Met 

0.00276546 ≤ 

J ≤ 

0.00276546 

0.00322802 

≤ J ≤ 

0.00322802 

    
0.002765 ≤ J 

≤ 0.002765 

0.003228 

≤ J ≤ 

0.003228 

RPhe 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

extPhe 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

Phe 

0.0027453 ≤ J 

≤ (0.0027453 

1.07) 

0.00330047 

≤ J ≤ 

0.00330047 

    
0.002916 ≤ J 

≤ 0.002937 

0.0033 ≤ J 

≤ 0.0033 

RPro Pro 
 

0.00141227 ≤ 

J ≤ 

0.00141227 

0.00595744 

≤ J ≤ 

0.00595744 

    
0.001412 ≤ J 

≤ 0.001412 

0.005957 

≤ J ≤ 

0.005957 

RSer C1,C2,C3-extSer C1,C2,C3-Ser 
0.01848 ≤ J ≤ 

0.01848 

0.0259168 

≤ J ≤ 

0.0259168 

    
0.01848 ≤ J ≤ 

0.01848 

0.025917 

≤ J ≤ 

0.025917 

RThr C1,C2,C3,C4-extThr C1,C2,C3,C4-Thr 

0.00524434 ≤ 

J ≤ 

0.00524434 

0.00779097 

≤ J ≤ 

0.00779097 

    
0.005244 ≤ J 

≤ 0.005244 

0.007791 

≤ J ≤ 

0.007791 

RTrp C1,C2,C3-extTrp C1,C2,C3-Trp 

0.000418068 

≤ J ≤ 

(0.000418068 

1.18) 

0.00059438

4 ≤ J ≤ 

0.00059438

4 

    
0.000491 ≤ J 

≤ 0.000493 

0.000594 

≤ J ≤ 

0.000594 

RTyr 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

extTyr 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

Tyr 

0.00191047 ≤ 

J ≤ 

0.00191047 

0.00221605 

≤ J ≤ 

0.00221605 

    
0.00191 ≤ J ≤ 

0.00191 

0.002216 

≤ J ≤ 

0.002216 

RVali C1,C2,C3,C4-extVali C1,C2,C3,C4-Vali 

0.00577229 ≤ 

J ≤ 

0.00577229 

0.00697533 

≤ J ≤ 

0.00697533 

    
0.005772 ≤ J 

≤ 0.005772 

0.006975 

≤ J ≤ 

0.006975 

RGlyc G6P + ATP ADP (+ glyGP1) 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.001 ≤ J ≤ 

0.001 

0.0012 ≤ J 

≤ 0.0012 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

RsynProt 

0.088 Ala + 0.055 

Argi + 0.042 Asn + 

0.053 Asp + 0.047 

Gln + 0.057 Glu + 

0.079 Gly + 0.021 

His + 0.046 Pro + 

0.063 Ser + 0.057 

Thr + 0.006 Trp + 

0.021 Cys + 0.084 

Lys + 0.048 Ile + 

0.083 Leu + 0.027 

Tyr + 0.032 Phe + 

0.020 Met + 0.061 

Vali + 4.3 ATP 

0.088 prAla + 0.055 

prArgi + 0.042 prAsn 

+ 0.053 prAsp + 

0.047 prGln + 0.057 

prGlu + 0.079 prGly 

+ 0.021 prHis + 

0.046 prPro + 0.063 

prSer + 0.057 prThr 

+ 0.006 prTrp + 

0.021 prCys + 0.084 

prLys + 0.048 prIle + 

0.083 prLeu + 0.027 

prTyr + 0.032 prPhe 

+ 0.020 prMet + 

0.061 prVali + 4.3 

ADP + 4.3 pATPProt 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.234369 ≤ J 

≤ 0.234369 

0.300789 

≤ J ≤ 

0.300789 

RdegProt 

0.088 C1,C2,C3-prAla 

+ 0.042 C4,C5,C6,C7-

prAsn + 0.053 

C8,C9,C10,C11-prAsp + 

0.047 

C12,C13,C14,C15,C16-

prGln + 0.057 

C17,C18,C19,C20,C21-

prGlu + 0.079 

C22,C23-prGly + 

0.046 

C24,C25,C26,C27,C28-

prPro + 0.063 

C29,C30,C31-prSer + 

0.055 

C32,C33,C34,C35,C36-

prArgi + 0.021 

C37,C38,C39,C40,C41-

prHis + 0.057 

C42,C43,C44,C45-prThr + 

0.006 C46,C47,C48-

prTrp + 0.021 

C49,C50,C51-prCys + 

0.084 

C52,C53,C54,C55,C56,C57-

prLys + 0.048 

C59,C60,C61,C62,C63,C64-

prIle + 0.083 

C65,C66,C67,C68,C69,C70-

prLeu + 0.027 

C71,C72,C73,C74,C75,C76,C7

7,C78,C79-prTyr + 

0.032 

C80,C81,C82,C83,C84,C85,C8

6,C87,C88-prPhe + 

0.020 

C89,C90,C91,C92,C93-

prMet + 0.061 

C94,C95,C96,C97-prVali 

0.088 C1,C2,C3-Ala + 

0.042 C4,C5,C6,C7-Asn + 

0.053 C8,C9,C10,C11-Asp 

+ 0.047 

C12,C13,C14,C15,C16-Gln + 

0.057 C17,C18,C19,C20,C21-

Glu + 0.079 C22,C23-

Gly + 0.046 

C24,C25,C26,C27,C28-Pro + 

0.063 C29,C30,C31-Ser + 

0.055 C32,C33,C34,C35,C36-

Argi + 0.021 

C37,C38,C39,C40,C41-His + 

0.057 C42,C43,C44,C45-

Thr + 0.006 C46,C47,C48-

Trp + 0.021 C49,C50,C51-

Cys + 0.084 

C52,C53,C54,C55,C56,C57-Lys 

+ 0.048 

C59,C60,C61,C62,C63,C64-Ile 

+ 0.083 

C65,C66,C67,C68,C69,C70-Leu 

+ 0.027 

C71,C72,C73,C74,C75,C76,C77,C

78,C79-Tyr + 0.032 

C80,C81,C82,C83,C84,C85,C86,C

87,C88-Phe + 0.020 

C89,C90,C91,C92,C93-Met + 

0.061 C94,C95,C96,C97-

Vali 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.152569 ≤ J 

≤ 0.152569 

0.224989 

≤ J ≤ 

0.224989 

RProt 

0.088 prAla + 

0.055 prArgi + 

0.042 prAsn + 

0.053 prAsp + 

0.047 prGln + 

0.057 prGlu + 

0.079 prGly + 

0.021 prHis + 

0.046 prPro + 

0.063 prSer + 

0.057 prThr + 

0.006 prTrp + 

 

0.0818 ≤ J ≤ 

0.0818 

0.0758 ≤ J ≤  

0.0758 
    

0.0818 ≤ J ≤ 

0.0818 

0.0758 ≤ J 

≤ 0.0758 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

0.021 prCys + 

0.084 prLys + 

0.048 prIle + 0.083 

prLeu + 0.027 

prTyr + 0.032 

prPhe + 0.020 

prMet + 0.061 

prVali 

ROCR JOCR = J36 + J37 
0.6192 ≤ J ≤ 

0.6192 

0.8244 ≤ J ≤ 

0.8244 
    

0.6192 ≤ J ≤ 

0.6192 

0.8244 ≤ J 

≤ 0.8244 

R01 
C1,C2,C3,C4,C5,C6-Glc + 

ATP 
C1,C2,C3,C4,C5,C6-G6P + 

ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.509635 ≤ J 

≤ 0.509635 

0.659947 

≤ J ≤ 

0.659947 

R02f C1,C2,C3,C4,C5,C6-G6P C1,C2,C3,C4,C5,C6-H6P 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.14443 ≤ J ≤ 

1.14443 

1.48218 ≤ 

J ≤ 

1.48218 

R02r C1,C2,C3,C4,C5,C6-H6P C1,C2,C3,C4,C5,C6-G6P 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J02r / J02 = 125 / 100 

0.635794 ≤ J 

≤ 0.635794 

0.823434 

≤ J ≤ 

0.823434 

R02 J02 = J02f - J02r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.508635 ≤ J 

≤ 0.508635 

0.658747 

≤ J ≤ 

0.658747 

R03 
C1,C2,C3,C4,C5,C6-H6P + 

ATP 
C1,C2,C3-DHAP + C4,C5,C6-

G3P + ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.497766 ≤ J 

≤ 0.497766 

0.64042 ≤ 

J ≤ 

0.64042 

R04 C1,C2,C3-DHAP C3,C2,C1-G3P 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.497766 ≤ J 

≤ 0.497766 

0.64042 ≤ 

J ≤ 

0.64042 

R05 
C1,C2,C3-G3P + cNAD 

+ ADP 
C1,C2,C3-3PG + cNADH 

+ ATP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.00539 ≤ J ≤ 

1.00539 

1.29147 ≤ 

J ≤ 

1.29147 

R06 C1,C2,C3-3PG + ADP C1,C2,C3-Pyr1 + ATP 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.0098 ≤ J ≤ 

1.0098 

1.30229 ≤ 

J ≤ 

1.30229 

R07 
C1,C2,C3-Pyr1 + 

cNADH 
C1,C2,C3-Lac + cNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.958813 ≤ J 

≤ 0.958813 

1.24701 ≤ 

J ≤ 

1.24701 

R08f C1,C2,C3-Pyr1 C1,C2,C3-Pyr2 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.32566 ≤ J ≤ 

1.32568 

1.4371 ≤ J 

≤ 1.4371 

R08r C1,C2,C3-Pyr2 C1,C2,C3-Pyr1 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J08r / J08 = 2500 / 100 

1.27467 ≤ J ≤ 

1.2747 

1.38182 ≤ 

J ≤ 

1.38182 

R08 J08 = J08f - J08r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.050987 ≤ J 

≤ 0.050988 

0.055273 

≤ J ≤ 

0.055273 

R11 
C1,C2,C3,C4,C5,C6-H6P + 

2 cNADP 
C2,C3,C4,C5,C6-PenP + 2 

cNADPH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J11 / JGlc = 6 / 100 

0.030578 ≤ J 

≤ 0.030578 

0.039597 

≤ J ≤ 

0.039597 

R12f 
C1,C2,C3,C4,C5-PenP + 

C6,C7,C8,C9-E4P 
C3,C4,C5-G3P + 

C1,C2,C6,C7,C8,C9-H6P 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.016887 ≤ J 

≤ 0.016888 

0.021722 

≤ J ≤ 

0.021722 

R12r 
C3,C4,C5-G3P + 

C1,C2,C6,C7,C8,C9-H6P 
C1,C2,C3,C4,C5-PenP + 

C6,C7,C8,C9-E4P 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 

J12r / J11 =  

23 / 100 

J12r / J11 =  

28 / 100 

0.007033 ≤ J 

≤ 0.007033 

0.011087 

≤ J ≤ 

0.011087 

R12 J12 = J12f - J12r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.009854 ≤ J 

≤ 0.009855 

0.010635 

≤ J ≤ 

0.010635 

R13f 
C1,C2,C3,C4,C5-PenP + 

C6,C7,C8,C9,C10-PenP 
C1,C2,C6,C7,C8,C9,C10-S7P + 

C3,C4,C5-G3P 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.016887 ≤ J 

≤ 0.016888 

0.021722 

≤ J ≤ 

0.021722 

R13r 
C1,C2,C6,C7,C8,C9,C10-S7P 

+ C3,C4,C5-G3P 
C1,C2,C3,C4,C5-PenP + 

C6,C7,C8,C9,C10-PenP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 

J13r / J11 =  

23 / 100 

J13r / J11 =  

28 / 100 

0.007033 ≤ J 

≤ 0.007033 

0.011087 

≤ J ≤ 

0.011087 

R13 J13 = J13f - J13r 0 ≤ J ≤ 0 ≤ J ≤     0.009854 ≤ J 0.010635 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

100000 100000 ≤ 0.009855 ≤ J ≤ 

0.010635 

R14f 
C1,C2,C3,C4,C5,C6,C7-S7P 

+ C8,C9,C10-G3P 
C4,C5,C6,C7-E4P + 

C1,C2,C3,C8,C9,C10-H6P 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.774307 ≤ J 

≤ 0.774307 

1.00056 ≤ 

J ≤ 

1.00056 

R14r 
C4,C5,C6,C7-E4P + 

C1,C2,C3,C8,C9,C10-H6P 
C1,C2,C3,C4,C5,C6,C7-S7P + 

C8,C9,C10-G3P 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J14r / J11 = 2500 / 100 

0.764452 ≤ J 

≤ 0.764452 

0.989921 

≤ J ≤ 

0.989921 

R14 J14 = J14f - J14r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.009854 ≤ J 

≤ 0.009855 

0.010635 

≤ J ≤ 

0.010635 

R21 
C1,C2,C3-c3PG + 

C4,C5,C6,C7,C8-Glu + 

cNAD 

C1,C2,C3-Ser + 

C4,C5,C6,C7,C8-αKG + 

cNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.011749 ≤ J 

≤ 0.011752 

0.012952 

≤ J ≤ 

0.012952 

R22 
C1,C2,C3-Ser + C4,C5,C6-

Pyr2 + cNADPH + 

ATP 

C1,C2,C3-c3PG + C4,C5,C6-

Ala + cNADP + ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.016163 ≤ J 

≤ 0.016165 

0.023763 

≤ J ≤ 

0.023763 

R24f C1,C2,C3-Ser + THF 
C1,C2-Gly + C3-5,10-

mTHF 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.076823 ≤ J 

≤ 0.076823 

0.147624 

≤ J ≤ 

0.147624 

R24r 
C1,C2-Gly + C3-5,10-

mTHF 
C1,C2,C3-Ser + THF 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 

J24r / J24 =  

887 / 100 

J24r / J24 =  

1613 / 100 

0.06904 ≤ J ≤ 

0.06904 

0.139006 

≤ J ≤ 

0.139006 

R24 J24 = J24f - J24r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.007784 ≤ J 

≤ 0.007784 

0.008618 

≤ J ≤ 

0.008618 

R25 5,10-mTHF DHF 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.007413 ≤ J 

≤ 0.007413 

0.008207 

≤ J ≤ 

0.008207 

R26 DHF THF 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.007413 ≤ J 

≤ 0.007413 

0.008207 

≤ J ≤ 

0.008207 

R27 C1-5,10-mTHF C1-5-mTHF 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000371 ≤ J 

≤ 0.000371 

0.00041 ≤ 

J ≤ 

0.00041 

R28 
C1,C2,C3,C4-HCys + C5-

5-mTHF 
C1,C2,C3,C4,C5-Met + THF 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J28 / J25 = 5 / 100 

0.000371 ≤ J 

≤ 0.000371 

0.00041 ≤ 

J ≤ 

0.00041 

R29 
C1,C2,C3,C4,C5,C6,C7,C8,C9,C

10-AdoMet 
C1,C2,C3,C4-HCys 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000371 ≤ J 

≤ 0.000371 

0.00041 ≤ 

J ≤ 

0.00041 

R31 
C1,C2,C3-Pyr2 + mCoA 

+ mNAD 
C2,C3-mAcCoA + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.080923 ≤ J 

≤ 0.080947 

0.109145 

≤ J ≤ 

0.109145 

R32 
C1,C2,C3-Pyr2 + C4-

extCO2 + ATP 
C1,C2,C3,C4-mOAA + 

ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J32 / J31 = 15 / 100 

0.012139 ≤ J 

≤ 0.012142 

0.016372 

≤ J ≤ 

0.016372 

R33 
C1,C2,C3,C4-mOAA + 

C5,C6-mAcCoA 
C4,C3,C2,C1,C6,C5-Cit + 

mCoA 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.085789 ≤ J 

≤ 0.085861 

0.13871 ≤ 

J ≤ 

0.13871 

R34cf 
C1,C2,C3,C4,C5,C6-Cit + 

cNADP 
C1,C2,C3,C5,C6-αKG + 

cNADPH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.002545 ≤ J 

≤ 0.021238 

0.076085 

≤ J ≤ 

0.132372 

R34cr 
C1,C2,C3,C5,C6-αKG + C4-

extCO2 + cNADPH 
C1,C2,C3,C4,C5,C6-Cit + 

cNADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J34cr / J35 = 2 / 100 

0.002545 ≤ J 

≤ 0.002546 

0.004066 

≤ J ≤ 

0.004066 

R34c J34c = J34cf - J34cr 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.018692 

0.07202 ≤ 

J ≤ 

0.128306 

R34mf 
C1,C2,C3,C4,C5,C6-Cit + 

mNAD 
C1,C2,C3,C5,C6-αKG + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.063275 ≤ J 

≤ 0.081968 

0.004066 

≤ J ≤ 

0.060352 

R34mr 
C1,C2,C3,C5,C6-αKG + C4-

extCO2 + mNADH 
C1,C2,C3,C4,C5,C6-Cit + 

mNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J34mr / J35 = 2 / 100 

0.002545 ≤ J 

≤ 0.002546 

0.004066 

≤ J ≤ 

0.004066 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

R34m J34m = J34mf - J34mr 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.060729 ≤ J 

≤ 0.079422 

0. ≤ J ≤ 

0.056287 

R34 J34 = J34c - J34m 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.079355 ≤ J 

≤ 0.079422 

0.128306 

≤ J ≤ 

0.128306 

R35 
C1,C2,C3,C4,C5-αKG + 

mNAD + ADP 

0.5 C2,C3,C4,C5-Suc + 

0.5 C5,C4,C3,C2-Suc + 

mNADH + ATP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.127226 ≤ J 

≤ 0.127293 

0.203289 

≤ J ≤ 

0.203289 

R36 
C1,C2,C3,C4-Suc + 1.5 

ADP 
C1,C2,C3,C4-Fum + 1.5 

ATP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.13138 ≤ J ≤ 

0.131447 

0.212288 

≤ J ≤ 

0.212288 

R37 mNADH + 2.5 ADP mNAD + 2.5 ATP 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.487753 ≤ J 

≤ 0.48782 

0.612112 

≤ J ≤ 

0.612112 

R38 C1,C2,C3,C4-Fum C1,C2,C3,C4-Mal 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.13138 ≤ J ≤ 

0.131469 

0.213332 

≤ J ≤ 

0.213332 

R39c 
C1,C2,C3,C4-cOAA + 

cNADH 
C1,C2,C3,C4-Mal + cNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.058322 ≤ J 

≤ 0.058326 

0.057413 

≤ J ≤ 

0.057413 

R39mf 
C1,C2,C3,C4-Mal + 

mNAD 
C1,C2,C3,C4-mOAA + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

27.0069 ≤ J ≤ 

27.0192 

36.7249 ≤ 

J ≤ 

36.7249 

R39mr 
C1,C2,C3,C4-mOAA + 

mNADH 
C1,C2,C3,C4-Mal + 

mNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J39mr / J39m = 20000 / 100 

26.8725 ≤ J ≤ 

26.8848 

36.5421 ≤ 

J ≤ 

36.5421 

R39m J39m = J39mf - J39mr 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.134363 ≤ J 

≤ 0.134424 

0.182711 

≤ J ≤ 

0.182711 

R41f C1,C2,C3,C4,C5-Gln C1,C2,C3,C4,C5-Glu 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.081537 ≤ J 

≤ 0.081538 

0.102147 

≤ J ≤ 

0.102147 

R41r C1,C2,C3,C4,C5-Glu C1,C2,C3,C4,C5-Gln 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 

J41r / J41 =  

36 / 100 

J41r / J41 =  

22.5 / 100 

0.021583 ≤ J 

≤ 0.021584 

0.018762 

≤ J ≤ 

0.018762 

R41 J41 = J41f - J41r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.059954 ≤ J 

≤ 0.059954 

0.083386 

≤ J ≤ 

0.083386 

R42f 
C1,C2,C3,C4,C5-Glu + 

mNAD 
C1,C2,C3,C4,C5-αKG + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

5.86143 ≤ J ≤ 

5.86203 

10.0699 ≤ 

J ≤ 

10.0699 

R42r 
C1,C2,C3,C4,C5-αKG + 

mNADH 
C1,C2,C3,C4,C5-Glu + 

mNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J42r / J42 = 20000 / 100 

5.83226 ≤ J ≤ 

5.83287 

10.0198 ≤ 

J ≤ 

10.0198 

R42 J42 = J42f - J42r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.029161 ≤ J 

≤ 0.029164 

0.050099 

≤ J ≤ 

0.050099 

R51c 
C1,C2,C3,C4-Asp + 

C5,C6,C7,C8,C9-αKG 
C1,C2,C3,C4-cOAA + 

C5,C6,C7,C8,C9-Glu 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.051883 ≤ J 

≤ 0.051892 

0.04701 ≤ 

J ≤ 

0.04701 

R51m 
C1,C2,C3,C4-mOAA + 

C5,C6,C7,C8,C9-Glu 
C1,C2,C3,C4-Asp + 

C5,C6,C7,C8,C9-αKG 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.060704 ≤ J 

≤ 0.060713 

0.060373 

≤ J ≤ 

0.060373 

R52 
Asp + C1,C2,C3,C4,C5-

Gln + 2 ATP 

Asn + C1,C2,C3,C4,C5-Glu 

+ 2 ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.003838 ≤ J 

≤ 0.003838 

0.006644 

≤ J ≤ 

0.006644 

R53 
C1,C2,C3,C4,C5,C6-Cit + 

cCoA + ATP 
C4,C3,C2,C1-cOAA + C6,C5-

cAcCoA + ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
J53 / J33 = 7.5 / 100 

0.006434 ≤ J 

≤ 0.00644 

0.010403 

≤ J ≤ 

0.010403 

R54 
8 cAcCoA + 14 

cNADPH + 7 ATP 

8 cCoA + 14 cNADP 

+ 7 ADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000724 ≤ J 

≤ 0.000724 

0.00039 ≤ 

J ≤ 

0.00039 

R55c 
C1,C2,C3,C4-Mal + 

cNADP 
C1,C2,C3-Pyr2 + 

cNADPH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.018692 

0.031748 

≤ J ≤ 

0.088035 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

R55m 
C1,C2,C3,C4-Mal + 

mNAD 
C1,C2,C3-Pyr2 + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.036676 ≤ J 

≤ 0.055368 

0. ≤ J ≤ 

0.056287 

R61 
C1,C2,C3,C4,C5-Glu + 

ATP + mNADH 
C1,C2,C3,C4,C5-P5C + ADP 

+ mNAD 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.002668 ≤ J 

≤ 0.002668 

0.000731 

≤ J ≤ 

0.000731 

R62 
C1,C2,C3,C4,C5-P5C + 

cNADPH 
C1,C2,C3,C4,C5-Pro + 

cNADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.005175 ≤ J 

≤ 0.005175 

0.009444 

≤ J ≤ 

0.009444 

R63 
C1,C2,C3,C4,C5-Argi + 

C6,C7,C8,C9,C10-αKG 
C1,C2,C3,C4,C5-P5C + 

C6,C7,C8,C9,C10-Glu 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.002507 ≤ J 

≤ 0.002507 

0.008713 

≤ J ≤ 

0.008713 

R65 C1,C2,C3,C4,C5-His C1,C2,C3,C4,C5-Glu 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000017 ≤ J 

≤ 0.000017 

0.00061 ≤ 

J ≤ 

0.00061 

R72 
C1,C2,C3,C4,C5-Met + 

C6,C7,C8,C9,C10-PenP 
C1,C2,C3,C4,C5,C6,C7,C8,C9,C10

-AdoMet 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.001014 ≤ J 

≤ 0.001015 

0.007693 

≤ J ≤ 

0.007693 

R73 
C1,C2,C3,C4,C5,C6,C7,C8,C9,C

10-AdoMet 
C2,C3,C4,C5,C6,C7,C8,C9,C10-

AdoMetDC 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000643 ≤ J 

≤ 0.000644 

0.007282 

≤ J ≤ 

0.007282 

R74 
C1,C2,C3,C4,C5,C6-MTA + 

C7,C8,C9,C10,C11-Gln 
C2,C3,C4,C5,C6-Met + 

C7,C8,C9,C10,C11-αKG 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000643 ≤ J 

≤ 0.000644 

0.007282 

≤ J ≤ 

0.007282 

R75a 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

AdoMetDC + Putr 
C5,C6,C7,C8,C9,C4-MTA + 

Spd 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R75b 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

AdoMetDC + Spd 
C5,C6,C7,C8,C9,C4-MTA + 

Spn 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R75 J75 = J75a + J75b 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000643 ≤ J 

≤ 0.000644 

0.007282 

≤ J ≤ 

0.007282 

R76a cAcCoA + Spd cCoA + AcSpd 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R76b cAcCoA + Spn cCoA + AcSpn 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R76 J76 = J76f + J76r 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 

J76 / J53 =  

10 / 100 

J76 / J53 =  

70 / 100 

0.000643 ≤ J 

≤ 0.000644 

0.007282 

≤ J ≤ 

0.007282 

R78a AcSpd Putr 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R78b AcSpn Spd 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000644 

0. ≤ J ≤ 

0.007282 

R78 J78 = J78a - J78b 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000643 ≤ J 

≤ 0.000644 

0.007282 

≤ J ≤ 

0.007282 

R81 
C1,C2,C3,C4,C5,C6-Ile + 

mCoA + C7-extCO2 

C6,C5-mAcCoA + 0.5 

C7,C4,C3,C2-Suc + 0.5 

C2,C3,C4,C7-Suc 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.002242 ≤ J 

≤ 0.002242 

0.004935 

≤ J ≤ 

0.004935 

R82 
C1,C2,C3,C4,C5,C6-Leu + 

3 mCoA + C7-

extCO2 

C2,C3-mAcCoA + C4,C7-

mAcCoA + C6,C5-

mAcCoA 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.00068 ≤ J ≤ 

0.00068 

0.003838 

≤ J ≤ 

0.003838 

R83 
C1,C2,C3,C4,C5,C6-Lys + 2 

mCoA + mNAD 
C2,C3-mAcCoA + C5,C4-

mAcCoA + mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    0. ≤ J ≤ 0. 

0.003778 

≤ J ≤ 

0.003778 

R84 
C1,C2,C3,C4-Thr + 

mCoA + mNAD 
C1,C2-mAcCoA + 

mNADH + C4,C3-Gly 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000582 ≤ J 

≤ 0.000582 

0.00347 ≤ 

J ≤ 

0.00347 

R85 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

Tyr + 2 mCoA 

C4,C5,C6,C7-Fum + C3,C2-

mAcCoA + C8,C9-

mAcCoA 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0. ≤ J ≤ 

0.000022 

0.001044 

≤ J ≤ 

0.001044 

R86 C1,C2,C3-Trp C1,C2,C3-Ala 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    0. ≤ J ≤ 0. 

0.00014 ≤ 

J ≤ 

0.00014 

R87 C1,C2,C3-Cys C1,C2,C3-Pyr2 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.002897 ≤ J 

≤ 0.002897 

0.005973 

≤ J ≤ 

0.005973 
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reaction stoichiometry and carbon 

transitions 

assumed values (pmol·cell
-

1
·h

-1
) 

fitted ratios 
resulting values  

(pmol·cell
-1

·h
-1

) 

ID substrates products siControl siCDK4/6 siControl siCDK4/6 siControl siCDK4/6 

R88 
C1,C2,C3,C4,C5-Met + 

C6,C7,C8-Ser + C9-

extCO2 + mNAD 

C6,C7,C8-Cys + 0.5 

C9,C4,C3,C2-Suc + 0.5 

C2,C3,C4,C9-Suc + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.001129 ≤ J 

≤ 0.001129 

0.001712 

≤ J ≤ 

0.001712 

R89 
C1,C2,C3,C4-Vali + C5-

extCO2 + mNAD 

0.5 C5,C4,C3,C2-Suc + 

0.5 C2,C3,C4,C5-Suc + 

mNADH 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000782 ≤ J 

≤ 0.000782 

0.002352 

≤ J ≤ 

0.002352 

R90 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

Phe 
C1,C2,C3,C4,C5,C6,C7,C8,C9-

Tyr 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.000298 ≤ J 

≤ 0.00032 

0.000875 

≤ J ≤ 

0.000875 

RconATP ATP ADP 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.49268 ≤ J ≤ 

1.4927 

1.98351 ≤ 

J ≤ 

1.98351 

RconNAD

PH 
cNADPH cNADP 

0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

0.04806 ≤ J ≤ 

0.048368 

0.200579 

≤ J ≤ 

0.200579 

RATPGlc JATPGlc = J05 + J06 - J01 - J03 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
JATPGlc / JsynProt = 4.3 / 1 

1.00779 ≤ J ≤ 

1.00779 

1.29339 ≤ 

J ≤ 

1.29339 

RATPOCR JATPOCR = 1.5 J36 + 2.5 J37 + J35 - J32 
0 ≤ J ≤ 

100000 

0 ≤ J ≤ 

100000 
    

1.53170 ≤ J 

≤ 1.53171 

2.03563 ≤ 

J ≤ 

2.03563 
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Figure SII.4: Measured and predicted isotopomer enrichments. Ribose, glycogen, and external serine, glycine and 

methionine 

See appendix I for abbreviations. 
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Figure SII.5: Measured and predicted isotopomer enrichments. External lactate, alanine, glutamate/glutamine, 

aspartate/asparagine, and proline 

See appendix I for abbreviations. 
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Figure SII.6: Measured and predicted isotopomer enrichments. Internal citrate  

See appendix I for abbreviations. 
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Figure SII.7: Measured and predicted isotopomer enrichments. Internal α-ketoglutarate and glutamate. 

See appendix I for abbreviations 
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Figure SII.8: Measured and predicted isotopomer enrichments. Internal glutamate, malate, and aspartate. 

See appendix I for abbreviations. 
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Figure SII.9: Measured and predicted isotopomer enrichments. Internal lactate, pyruvate and alanine 

See appendix I for abbreviations. 
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VI.2.3 List of abbreviations: 

10-fTHF (10-formyltetrahydrofolate); 2PG (2-Phosphoglycerate); 3PG (3-Phosphoglycerate); 

5,10-mTHF (5,10-Methenyltetrahydrofolate); 5-mTHF (5-methyltetrahydrofolate); AcCoA 

(Acetyl-CoA); AcSpd (N
1
-acetylspermidine); AcSpm (N

1
-acetylspermine); AdoMetDC (S-adenosyl 

3-(methylthio)propylamine); Ala (Alanine); Arg (Arginine); Asn (Asparagine); Asp (Aspartate); 

Cit (Citrate); CoA (Coenzyme A); Cys (Cysteine); DHAP (Dihydroxyacetone phosphate); DHF 

(Dihydrofolate); E4P (Erythrose 4-phosphate); ENO (Enolase); extArg (external arginine); 

extCO2 (external CO2); extCys (external cysteine); extGlc (external glucose); extGln (external 

glutamine); extHis (external histidine); extIle (external isoleucine); extLeu (external leucine); 

extLys (external lysine); extMet (external methionine); extPhe (external phenylalanine); extSer 

(external serine); extThr (external Threonine); extTyr (external Tyrosine); extVal (external 

Valine); Fum (Fumarate); G3P (Glyceraldehide 3-phosphate); G6P (Glucose 6-phosphate); G6PD 

(Glucose-6-phosphate dehydrogenase); GABA (Gamma-Amino Butyric Acid); GDH (Glutamate 

dehydrogenase); Glc (Glucose l-phosphate); Gln (Glutamine); GLS1 (Glutaminase 1); Glu 

(Glucose); Gly (Glycine); Glyc (Glycogen); glyGP1 (Glucose 1-phosphate from glycogen); GSA (L-

glutamate 5-semialdehyde); H6P (Hexose phosphate (G6P+F6P)); HCys (Homocysteine); His 

(Histidine); HK (Hexokinase); Ile (Isoleucine); Lac (Lactate); Leu (Leucine); Lys (Lysine); Mal 

(Malate); ME2 (Malic enzyme (NAD+, mitochondrial)); Met (Methionine); MTA (5'-S-methyl-5'-

thioadenosine); OAA (oxaloacetate); OCR (Oxygen consumption rate (ATP production)); Orn 

(Ornithine); P5C (Glucose 5-phosphate); Palm (Palmitate); PDHK1 (pyruvate dehydrogenase 

kinase 1); PenP (Pentose phosphate); PHD2 (Prolyl hydoxylase 2); Phe (Phenylalanine); prAla 

(Alanine in protein); prArg (Arginie in protein); prAsn (Asparagine in protein); prAsp (Aspartate 

in protein); prCys (Cysteine in protein); prGln (Glutamine in protein); prGlu (Glutamate in 

protein); prGly (Glycine in protein); prHis (Histidine in protein); prIle (Isoleucine in protein); 

prLeu (Leucine in protein); prLys (Lysine in protein); prMet (Methionine in protein); Pro 

(Proline); prPhe (Phenylalanine in protein); PRPP (5-phospho-α-D-ribose 1-diphosphate); prPro 

(Proline in protein); prSer (Serine in protein); prThr (Threonine in protein); prTrp (Triptophan in 

protein); prTyr (Tyrosine in protein); prVal (Valine in protein); PSAT (Phosphoserine 

transaminase); Put (Putrescine); Pyr1 (Pyruvate (pool 1)); Pyr2 (Pyruvate (pool 2)); S7P 

(Sedoheptulose 7-phosphate); Ser (Serine); Spd (spermidine); Spn (Spermine); Suc (Succinate); 

THF (Tetrahydrofolate); Thr (Threonine); TKT (Transketolase); Trp (Triptophan); Tyr (Tyrosine); 

Val (Valine); αKG (alpha-Ketoglutarate). 
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