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ABSTRACT

The owned spectrum allocation policy, in use since the early days of modern radio commu-
nications, has been proven to effectively control interference among radio communication
systems and simplify the design of hardware for use at a known and fixed range of frequen-
cies. However, the overwhelming proliferation of new operators, innovative services and
wireless technologies during the last years has resulted, under this static regulatory regime,
in the depletion of all spectrum bands with commercially attractive radio propagation char-
acteristics. The vast majority of spectrum regarded as usable has already been allocated,
thus hindering the commercial rollout of new emerging services. An important number of
spectrum measurement campaigns have demonstrated, however, that spectrum is mostly un-
derutilized, thus indicating that the virtual spectrum scarcity problem actually results from
static and inflexible spectrum management policies rather than the physical scarcity of us-
able radio frequencies. The owned spectrum allocation policy was once appropriate, but
nowadays it has become obsolete and new spectrum management paradigms are therefore
required in order to efficiently exploit the precious radio resources.

This situation has motivated the emergence of more flexible spectrum access policies.
In this context, the Dynamic Spectrum Access (DSA) concept, based on the Cognitive Ra-
dio (CR) paradigm, has gained popularity as a promising solution to conciliate the existing
conflicts between the ever-increasing spectrum demand growth and the currently inefficient
spectrum utilization. The basic underlying idea of DSA/CR is to allow unlicensed (sec-
ondary) users to access in an opportunistic and non-interfering manner some licensed bands
temporarily unoccupied by the licensed (primary) users. Unlicensed secondary terminals
monitor the spectrum in order to identify time gaps left unused by primary users, perform
transmissions and vacate the channel as soon as primary users return. Secondary unlicensed
transmissions are allowed following this operating principle as long as they do not result in
harmful interference to primary radios.
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Due to the opportunistic nature of the DSA/CR principle, the behavior and performance
of a secondary network depends on the spectrum occupancy patterns of the primary system.
A realistic and accurate modeling of such patterns becomes therefore essential and extremely
useful in the domain of DSA/CR research. The potential applicability of spectrum usage
models ranges from analytical studies to the design and dimensioning of secondary net-
works as well as the development of innovative simulation tools and more efficient DSA/CR
techniques. Nevertheless, the utility of such models depends on their realism and accuracy.
Unfortunately, the models for spectrum use commonly used to date in DSA/CR research are
limited in scope and based on oversimplifications or assumptions that have not been vali-
dated with empirical measurement data. Spectrum occupancy modeling in the context of
DSA/CR constitutes a rather unexplored research area that still requires more effort.

This dissertation addresses the problem of modeling spectrum usage in the context of
DSA/CR networks by contributing a comprehensive and holistic set of realistic models ca-
pable to accurately capture and reproduce the relevant statistical properties of spectrum us-
age in real radio communication systems, in the time, frequency and space dimensions,
for its application in the development and improvement of the future DSA/CR technology.
A distinguishing feature of the models developed in the context of this dissertation is the
demonstrated ability to accurately capture and reproduce the statistical properties of spec-
trum usage observed in real systems of various radio technologies. The development and
validation of such models rely on spectrum occupancy data that have been obtained from
extensive spectrum measurement campaigns performed with state-of-the-art equipment.

The first part of this dissertation addresses the development of a unified methodological
framework for spectrum measurements in the context of DSA/CR and presents the results
of an extensive spectrum measurement campaign performed over a wide variety of locations
and scenarios in the metropolitan area of Barcelona, Spain, in order to identify potential
bands of interest for the future deployment of the DSA/CR technology. To the best of the
author’s knowledge, this is the first study of these characteristics performed under the scope
of the Spanish spectrum regulation and one of the earliest studies in Europe. The second part
deals with various specific aspects related to the processing of the measurements to extract
the spectrum occupancy patterns, which is largely similar to the problem of spectrum sens-
ing in DSA/CR systems. The performance of energy detection, the most widely employed
spectrum sensing technique in DSA/CR, is first assessed empirically. The outcome of this
study motivates the development of a more accurate theoretical-empirical model for the per-
formance of energy detection as well as an improved energy detection scheme capable to
outperform the conventional method while preserving a similar level of complexity, com-
putational cost and field of application. The findings of these studies are finally applied in
the third part of the dissertation to the development of innovative spectrum usage models for
the time domain (in its discrete- and continuous-time versions), the frequency domain and
the space domain. The proposed models can been combined and integrated into a unified
modeling approach where the time, frequency and space dimensions of spectrum usage can
simultaneously be taken into account and accurately reproduced, thus providing a complete
and holistic characterization of spectrum usage in real systems for the analysis, design and
simulation of the future DSA/CR networks.
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CHAPTER

1

INTRODUCTION

1.1 Background

1.1.1 Radio communications and spectrum regulation

In 1865 a Scottish physicist, James Clerk Maxwell, unified all previously unrelated observa-
tions, experiments and equations of electricity, magnetism and even optics into a consistent
mathematical theory of electromagnetic energy [1]. Maxwell’s work predicted that electric-
ity, magnetism and even light are all manifestations of the same phenomenon, namely the
electromagnetic field, which travels at the constant speed of light through space in the form
of waves. This was confirmed by a set of experiments performed between 1886 and 1888 [2]
by a German physicist, Heinrich Rudolf Hertz, who caused an electrical discharge between
two small spheres (used as poles of a spark gap) and projected the charge from the space
between the spheres across a short distance to a detection device consisting on a copper wire
loop with a similar gap. Hertz had demonstrated the possibility to convert electricity into
another form of energy that could be conducted over distance without wires.

Motivated by Hertz’s experimental findings, an Italian inventor, Guglielmo Marconi, cre-
ated a practical system for wireless telegraphy (i.e., the transmission of telegraph messages
without wires) capable to use electromagnetic waves to send information. After numerous
public demonstrations, Marconi accomplished the first long range radio transmissions via
electromagnetic waves: in 1899 over the English Channel and in 1901 spanning the Atlantic
ocean. Although he was implicated in a series of disputes with other contemporaneous ex-
perimenters and inventors (Sir Oliver Joseph Lodge, Nikola Tesla, Alexandr Stepánovich
Popov and Édouard Branly) who claimed that Marconi had employed many of their patent-
protected inventions, and Tesla was legally credited for the invention of radio, Marconi de-
veloped and exploited commercial radio worldwide. Radio communications had been born.
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Radio communications gained popularity as a result of Marconi’s pioneering demonstra-
tions and their role in the rescue of hundreds of lives during the tragic sinking of the Titanic
ocean liner in 1912. However, the spark-gap transmission technology employed in the first
designs was inefficient and could only be used for radiotelegraph applications. With the
advent of the vacuum tube and the more efficient continuous-wave transmission technology,
radio communications experienced a major boost. Vacuum tubes were critical to the devel-
opment of electronic technology and the resulting expansion and commercialization of new
radio communication applications such as entertainment audio and television broadcasting,
large telephone networks, and radar systems.

With the growth and deployment of radio communications, the first interference prob-
lems arose. Interference issues were already noticed with the first radio designs. The fre-
quency of early radio transmitters and receivers was not able to be controlled to any sig-
nificant degree, which greatly restricted the number of simultaneous spark-gap transmitters
within a geographical area without causing mutually disruptive interference. With the advent
of tunable continuous-wave transmitters, the concept of frequency management emerged as
a means to enable simultaneous radio communications and unleash the full potential of the
radio technology. Radio spectrum gradually emerged as a public and economic resource,
which highlighted the importance of controlling interference among transmitters and hence
the necessity of governmental agencies in charge of its management [3].

Nowadays, use of the electromagnetic spectrum is regulated by governments in most
countries in a spectrum management process known as frequency allocation or spectrum
allocation. Under the coordination of the International Telecommunication Union (ITU),
the representatives of the national regulatory agencies meet at the World Radio Conference
(WRC) on a regular basis to develop the international fundamentals for national frequency
use, coordinating the global use of the spectrum and establishing worldwide standards.

Since the first spark-gap transmitters, the radio communications technology has been
growing at an impressive pace, subject to a ceaseless process of transformation and evolution
in line with the most recent discoveries such as the invention of the transistor, the develop-
ment of the digital signal processing theory and technology, and the subsequent emergence
of the digital communications paradigm. Nevertheless, the rules currently applied by regu-
latory agencies are not so different from those that began to be applied in the early twentieth
century. Since the early days of radio communications, wireless communication systems
have been exploited under a fixed and strict spectrum management policy where portions
of spectrum, separated by guard bands, have been allocated to particular radio standards or
services over large geographical regions (e.g., whole countries), on a long term basis (e.g.,
several years), and under exclusive exploitation licenses.

Static spectrum allocation policies commonly applied by regulatory agencies have been
proven to effectively control interference among radio communication systems and simplify
the design of hardware for use at a known and fixed range of radio frequencies. However,
the overwhelming proliferation of new operators, innovative services and wireless technolo-
gies during the last years has resulted, under this static regulatory regime, in the exhaus-
tion of spectrum bands with commercially attractive radio propagation characteristics. The
vast majority of spectrum regarded as usable has already been allocated, thus hindering the
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commercial rollout of new emerging services. This situation gave rise to a common belief
about depletion of usable radio frequencies, which was certainly strengthened by the overly
crowded frequency allocation charts of many countries and the multi-millionaire prize of a
20 MHz frequency band in the European spectrum auction for third-generation cellular mo-
bile communication systems. Nevertheless, some preliminary field measurements of spec-
trum usage indicated that most of the allocated spectrum was vastly underutilized [4], with
temporal and geographical variations in the utilization of the assigned spectrum ranging
from 15% to 85% [5]. More recent spectrum measurement campaigns performed all over
the world have corroborated the underutilization of spectrum, thus indicating that the virtual
spectrum scarcity problem actually results from static and inflexible spectrum management
policies rather than the physical depletion of usable radio frequencies. The owned spec-
trum allocation policy was once appropriate. Nowadays, this outdated scheme has become
obsolete. New spectrum management paradigms are therefore required for a more efficient
exploitation of the precious radio resources. This situation has motivated the emergence of
flexible spectrum access policies aimed at overcoming the drawbacks and shortcomings of
the currently inefficient static allocation schemes.

1.1.2 Dynamic spectrum access

The current spectrum underutilization has motivated an important number of activities and
initiatives in the regulatory [6–12], economic [13–17] and research communities in search-
ing for better spectrum management policies. In this context, the term Dynamic Spectrum
Access (DSA) has been coined to refer to innovative solutions proposing a procedure or
scheme to share spectrum among wireless operators, technologies and services in order to
increase the overall spectrum utilization. Although spectrum sharing is not a new idea [18],
it has gained popularity in the last years. The diversity of envisioned spectrum reform ideas
and spectrum access models can be broadly categorized under three different models [19, 20]
as shown in Figure 1.1 (a more detailed classification is provided in [21, 22]):

• Dynamic exclusive use model. This model maintains the basic structure of the static
spectrum allocation policy. Spectrum bands are licensed to operators, technologies
and/or services for exclusive use, but some flexibility is introduced in order to improve
spectrum efficiency. Two different approaches have been proposed under this model:

– Spectrum property rights [23]. This approach allows licensees to sell and lease
some portions of its licensed spectrum and to freely choose the technology to
be employed as well as the service to be provided in that band. Economy and
market would thus play a more important role in driving the most profitable use
of spectrum under this scheme. Note that even though licensees have the right
to sell or lease the spectrum for economic profit, such spectrum sharing is not
mandated by the regulatory organism.

– Dynamic spectrum allocation [24, 25]. This approach was brought forth by the
European DRiVE project (Dynamic Radio for IP-Services in Vehicular Environ-
ments) and its successor the OverDRiVE project (Spectrum Efficient Uni- and
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Dynamic spectrum access

Spectrum property rights Dynamic spectrum allocation Spectrum underlay
(Ultra Wide Band)

Spectrum overlay
(Opportunistic spectrum access)

Dynamic exclusive use model Open sharing model
(Spectrum commons model) Hierarchical access model

Figure 1.1: Classification of dynamic spectrum access schemes [20].

Multi-cast Services over Dynamic Multi-Radio Networks in Vehicular Environ-
ments) in the Fifth Framework Programme of the European Community. It is
aimed at managing the spectrum utilized by a converged radio system and share
it between participating Radio Access Networks (RANs) over space and time
to increase overall spectrum efficiency. Most radio communication systems are
subject to space- and time-dependent load characteristics that lead to variations
in the degree to which spectrum is utilized. A bandwidth reservation as close
to the expected maximum load as possible will result in unused spectrum for
long periods of time and along large geographical areas. Therefore, spectrum
efficiency can be improved by exploiting the spatial and temporal traffic varia-
tions of different services. The underlying idea of dynamic spectrum allocation
methods is to allow two or more networks of a converged radio system to share
an overall block of spectrum in such a way that spectrum allocations can adapt
to either temporal or spatial variations in demand on the networks. Similar to
the current static spectrum allocation policy, such strategies allocate, at a given
time and region, a portion of the spectrum to a RAN for its exclusive use. This
allocation, however, varies at a much faster scale than the current policy (e.g.,
traffic demands usually exhibit a periodic daily pattern). This approach received
great attention within the research community [26–32].

• Open sharing model [33]. Also referred to as spectrum commons, this model employs
open sharing among peer users as the basis for managing a spectral region in a similar
way to that of wireless services operating in the unlicensed Industrial, Scientific and
Medical (ISM) band. Advocates of this approach argue that the success of WiFi-
style devices is proof that unlicensed devices can coexist in a largely unregulated way.
Spectrum commons proponents assert that wireless transmissions can be regulated by
baseline rules that allow users to coordinate their use, to avoid interference-producing
collisions, and to prevent congestion. On the other hand, opponents of this proposal
argue that it ultimately would result in a depletion of the shared limited resource in a
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scenario where too many nodes over-exploit the common good and degrade its quality,
which is known as the tragedy of commons [34, 35]. However, there has been limited
research into whether highly heterogeneous wireless services can coexist using self-
interested coordination. Centralized [36–38] and distributed [39–41] spectrum sharing
strategies have been investigated to address technological challenges under this model.

• Hierarchical access model. This model can be regarded as a hybrid of the above
two. It is built upon a hierarchical access structure that distinguishes between primary
or licensed users, and secondary or license-exempt users. The basic idea is to open
licensed spectrum to secondary users limiting the interference perceived by primary
users. Two approaches to spectrum sharing between primary and secondary users have
been considered:

– Spectrum underlay. This approach allows overlapping transmissions from sec-
ondary users but imposes severe constraints on their transmission power so that
they operate below the noise floor of primary users. To meet such requirements,
secondary transmissions must spread over a wide frequency band, which can
be achieved by means of technologies such as Code Division Multiple Access
(CDMA) or Ultra Wide Band (UWB). This approach allows secondary users to
potentially achieve short-range high data-rates with extremely low transmission
power. Another advantage is that the activity of primary users does not need to
be tracked by secondary users; overlapping transmissions are allowed provided
that power constraints are met. Despite the aforementioned benefits, this ap-
proach suffers from some practical drawbacks that mitigate its importance [19],
the most important one being that the low transmission power still limits the
applicability of spectrum underlays to short-range applications.

– Spectrum overlay. Differing from spectrum underlay, this approach is not nec-
essarily characterized by severe restrictions on the transmission power of sec-
ondary users, but rather on when and where they may transmit. The basic idea
of this approach is to identify spatial and temporal spectrum gaps not occupied
by primary users, referred to as spectrum holes or white spaces, and place sec-
ondary transmissions within such spaces. The aim of this scheme is therefore
to identify and exploit local and instantaneous spectrum availability in a non-
intrusive and opportunistic manner as illustrated in Figure 1.2. This approach is
also referred to as Opportunistic Spectrum Access (OSA) [42].

Although the dynamic exclusive use model is able to improve the spectrum efficiency
offered by legacy management policies, this approach cannot eliminate white spaces in spec-
trum resulting from the bursty nature of wireless traffic. The interest of the open sharing
model has recently been decreasing due to the interference among multiple heterogeneous
wireless technologies on this band (e.g., wireless local and personal area networks, cordless
telephones, and so on). On the other hand, the hierarchical access model is perhaps the most
promising alternative and the most compatible with the current spectrum management poli-
cies and legacy wireless systems. In particular, the spectrum overlay/OSA approach is one
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Figure 1.2: Opportunistic spectrum access concept.

of the most popular frameworks nowadays. The spectrum overlay/OSA scheme has received
large attention during the last years and also constitutes the DSA model considered in this
dissertation. Although spectrum overlay/OSA is a particular model for DSA, it is frequently
referred to as DSA. This has been a common convention in existing literature and it also is
adopted in this dissertation. Therefore, the term DSA will be used in the remainder of this
dissertation to refer to the spectrum overlay/OSA model.

1.1.3 Software defined radio and cognitive radio

DSA has been paid much attention in regulatory, industrial and research communities not
only for its promising capability to solve the existing conflicts between spectrum demand
growth and spectrum underutilization but also for its potential to unleash new products and
applications in leased, ad hoc, mesh, emergency and military networks [43–46]. The key
enabler of the DSA concept is the Cognitive Radio (CR) paradigm, which usually, but not
necessarily, is supported by the Software Defined Radio (SDR) technology.

The terms SDR and CR were introduced by J. Mitola in 1992 [47] and 1999 [48], re-
spectively. SDR, sometimes shortened to software radio, is generally a multi-band radio that
supports multiple air interfaces and protocols, and is reconfigurable through software run
on a Digital Signal Processor (DSP), Field-Programmable Gate Array (FPGA), or general-
purpose microprocessor [49]. CR, usually built upon an SDR platform, is a context-aware
intelligent radio capable of autonomous reconfiguration by learning from and adapting to
the surrounding communication environment [50]. CRs are capable of sensing their Ra-
dio Frequency (RF) environment, learning about their radio resources, user and application
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requirements, and adapting their behavior accordingly. Other definitions of the CR concept:

• J. Mitola and G. Q. Maguire [48]: “Radio etiquette is the set of RF bands, air in-
terfaces, protocols, and spatial and temporal patterns that moderate the use of radio
spectrum. Cognitive radio extends the software radio with radio-domain model-based
reasoning about such etiquettes.”

• S. Haykin [51]: “Cognitive radio is an intelligent wireless communication system that
is aware of its surrounding environment (i.e. its outside world), and uses the methodol-
ogy of understanding-by-building to learn from the environment and adapt its internal
states to statistical variations in the incoming RF stimuli by making corresponding
changes in certain operating parameters (e.g. transmit power, carrier-frequency and
modulation strategy) in real-time, with two primary objectives in mind: highly reliable
communications whenever and wherever needed and efficient utilization of the radio
spectrum.”

• F. K. Jondral [52]: “A CR is an SDR that additionally senses its environment, tracks
changes, and reacts upon its findings. A CR is an autonomous unit in a communica-
tions environment that frequently exchanges information with the networks it is able
to access as well as with other CRs.”

From these definitions, two main characteristics of CR can be identified: cognitive capa-
bility, i.e. the ability to capture information from the radio environment, and reconfigurabil-
ity, which enables the transmitter parameters to be dynamically programmed and modified
according to the radio environment.

CRs are therefore a powerful tool for solving the spectrum usage problem in wireless
systems [53]. Such radios are capable of sensing spectrum occupancy and opportunistically
adapting transmission parameters to utilize empty frequency bands without causing harm-
ful interference to primary networks. A CR is able to reconfigure several parameters such
as the operating frequency (to take profit of spectrum holes detected on different frequency
bands), modulation and/or channel coding (to adapt to the application requirements and the
instantaneous channel quality conditions), transmission power (to control interference), and
communication technology (to adapt to specific communication needs). Based on the char-
acteristics of the detected spectrum holes, these parameters can be reconfigured so that the
CR is switched to a different spectrum band, transmitter and receiver parameters are recon-
figured and the appropriate communication protocol parameters and modulation schemes are
used. While DSA is certainly an important application of CR, the latter represents a much
broader communications paradigm where many aspects of wireless communication systems
can be improved via cognition and reconfiguration.

1.1.4 Network architecture and functions

The generic architecture of a DSA/CR network is shown in Figure 1.3, where different possi-
ble scenarios are considered. The components of such network architecture can be classified
in two groups as primary network and secondary network [54, 55]:
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Figure 1.3: DSA/CR network architecture [54, 55].

• Primary network. A primary network is defined as an existing network infrastructure
that has a license for exclusively accessing a certain spectrum band. Examples include
the common cellular and TV broadcast networks. A primary network if composed of:

– Primary users. Primary or licensed users have a license to operate in a certain
spectrum band. This access can only be controlled by the primary base station
and should not be affected by the operation of any other unlicensed user. Pri-
mary users do not need any modification or additional functions to coexist with
a secondary network.

– Primary base stations. Primary or licensed base stations are part of the fixed
infrastructure of the primary network and thus they have a spectrum license. In
principle, primary base stations are not designed to support any capability for
sharing spectrum with a secondary network. However, primary base stations
may support both legacy and new protocols for the primary network access of
secondary users.

• Secondary network. A secondary or unlicensed network is defined as a network, with
fixed infrastructure or based on ad hoc communication principles, without license to
operate in a desired band. Hence, spectrum access is allowed only in an opportunistic
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manner. To this end, some special functions are required, which will be discussed later
on. A secondary network is composed of:

– Secondary users. Secondary or unlicensed users have no spectrum license and
make use of the detected spectrum holes in an opportunistic manner.

– Secondary base stations. A secondary or unlicensed base station is a fixed in-
frastructure component providing DSA capabilities. Secondary base stations
provide single-hop connections to secondary users without spectrum license.

– Spectrum broker. A spectrum broker is a central network entity that controls the
spectrum sharing among different secondary networks. A spectrum broker can
be connected to each network and can serve as a spectrum information manager
to enable coexistence of multiple secondary networks.

In this reference network architecture, three different access types are considered: pri-
mary network access (primary users access primary base stations through licensed bands),
secondary network access (secondary users access secondary base stations in both licensed
and unlicensed bands), and secondary ad hoc access (secondary users communicate among
them in both licensed and unlicensed bands without the support of any base station). When
operating in licensed bands, the interference avoidance with primary users is the most impor-
tant issue for the secondary network. In this case the spectrum available to secondary users
will depend on the traffic pattern of the primary users and the interference at the nearby
primary users. On the other hand, when operating on unlicensed bands, all network entities
have the same right to access the spectrum bands. In this case, a spectrum broker would play
an important role in fairly sharing the available spectrum among secondary entities.

The DSA/CR concept, though simple in theory, poses exceptional challenges in practice.
To guarantee interference-free and efficient spectrum access, a set of specific functions are
required, which can broadly be summarized as follows [54, 55]:

• Spectrum sensing. This function is in charge of determining which portions of the
spectrum are available to secondary users for opportunistic use (spectrum holes or
white spaces), and detecting the presence of licensed users if they appear while a
secondary user operates in a licensed band.

Some authors [56] have discussed the possibility of network-aided approaches based
on an active agreement between the secondary network and the original spectrum li-
censee whereby the primary network shares real-time information with the secondary
network regarding spectrum utilization. This information would be broadcast to sec-
ondary users by means of appropriate signaling channels such as the proposed Cog-
nitive Pilot Channel (CPC) [57–59]. This approach would allow secondary systems
to conceptually have perfect knowledge of current spectrum usage as well as possibly
knowledge about traffic trends and future frequency usage. However, if the primary
system is based on a legacy radio technology, enabling such interaction would require
additional modifications to the already existing primary network, which might not be
possible or economically feasible. In such a case, it is the secondary network’s re-
sponsibility to track the primary network activity, performing its own observations
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of spectrum utilization and vacating the channel whenever the primary network re-
sumes its activity. Under such circumstances, spectrum sensing becomes a function
of paramount importance to enable coexistence.

Spectrum sensing may be performed in cooperative and non-cooperative fashions. In
non-cooperative schemes, secondary users detect the primary transmitter signal inde-
pendently based on local observations of spectrum usage. On the other hand, cooper-
ative solutions rely on the exchange of sensing information from multiple secondary
users. Cooperation among secondary users is theoretically more accurate and provides
several advantages such as relaxation of the detection performance requirements for
individual secondary terminals and mitigation of the degrading effects of multi-path
fading and shadowing [60, 61], which theoretically enables practical sensitivity lev-
els close to the nominal path loss with a relatively small number of cooperating users
[60]. The work reported in [62, 63] demonstrates that cooperative sensing can also
be used to reduce the detection time of weak primary signals, thereby increasing the
frequency agility of the overall network. However, cooperation also has some disad-
vantages. First, it requires a reliable control channel to exchange sensing information.
Second, it introduces additional signaling overhead, which might be significant de-
pending on the amount of cooperating nodes and the type of information exchanged
(e.g., binary busy/idle decisions or more advanced signal statistics). The required sig-
naling data rates might be infeasible in primary networks with fast varying spectrum
usage. Third, cooperation implies additional energy consumption, which is an impor-
tant aspect in battery-powered terminals.

• Spectrum decision. This function analyzes the characteristics of the detected spec-
trum holes and decides the most suitable spectrum band to meet the communication
requirements of the secondary user. The spectrum decision function is divided into
two steps. First, the characteristics of the spectrum holes detected in different spec-
trum bands are analyzed in terms of interference level, path loss, channel error rate,
link layer delay, expectable vacancy duration, and other appropriate parameters. After
properly characterizing the detected spectrum holes, the operating band is then se-
lected based on the user Quality of Service (QoS) requirements (e.g., data rate, error
rate, delay, etc.) and the spectrum characteristics.

• Spectrum sharing. This function is aimed at providing a fair spectrum access to the
coexisting secondary users and/or networks by coordinating the access to the avail-
able spectrum holes. To some extent, spectrum sharing shows some analogies with
the Medium Access Control (MAC) problem in traditional communication systems.
However, substantially different challenges exist for spectrum sharing in DSA/CR
networks, which claims for specific DSA/CR MAC protocols [64].

• Spectrum mobility. To avoid harmful interference to licensed users, secondary users
must vacate a channel when a licensed primary user is detected and move to an al-
ternative spectrum hole. The transfer of the secondary communication to a different
available channel and/or spectrum band may also be triggered by other reasons (e.g.,
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preservation or improvement of the QoS). This event results in a transition from one
spectrum band to another, which is referred to as spectrum handover. The objective of
the spectrum mobility function is to ensure a seamless communication during transi-
tions between different spectrum bands while avoiding harmful interference.

Other schemes have been proposed to classify the functions required by a DSA/CR net-
work. For instance, according to [20], the main functions are categorized into spectrum
opportunity identification, spectrum opportunity exploitation, and regulatory policy. These
functions can be related to the previous classification as follows.

The opportunity identification function defined in [20] is responsible for accurately iden-
tifying and intelligently tracking idle frequency bands that are dynamic in both time and
space. Thus, this function is equivalent to the spectrum sensing function described above.
The opportunity exploitation function takes input from the opportunity identification func-
tion and decides whether and how a transmission should take place. This function comprises
the aforementioned spectrum decision and sharing functions. The spectrum mobility func-
tion is not explicitly considered in the classification criterion proposed in [20], but it could
be included within the opportunity exploitation function.

The regulatory policy function considered in [20] defines the basic etiquette for sec-
ondary users, dictated by a regulatory body, to ensure compatibility with legacy systems.
An early example of such DSA policy is Dynamic Frequency Selection (DFS) [65]. DFS
allows unlicensed 802.11 communications devices in the 5 GHz band to coexist with legacy
radar systems. The policy specifies the sensor detection threshold as well as the timeline
for radar sensing, usage, abandoning the channel, and a non-occupancy time after detec-
tion. This policy allows limited but minimal harm to legacy radar systems by accounting
for the specific form of sensor for detection and prescribing the timeline for channel use and
departure. Another example is the listen-before-talk strategy developed in the Next Gener-
ation (xG) program of the Defense Advanced Research Projects Agency (DARPA). Further
DSA/CR systems have been envisaged, such as e.g. spectrum pooling [66–72], CORVUS
(COgnitive Radio approach for usage of Virtual Unlicensed Spectrum) [73–75], and DIM-
SUMNet (Dynamic Intelligent Management of Spectrum for Ubiquitous Mobile NETworks)
[76]. Some other DSA/CR systems have been developed and specified in the framework of
standardization activities, which are reviewed in the next section.

1.1.5 Standardization activities

An important and essential aspect in the commercial feasibility and deployment of the
DSA/CR concept is its standardization. The most important standardization initiatives to
date have been brought forward by the Institute of Electrical and Electronics Engineers
(IEEE). Nevertheless, other international standardization organizations or industry associ-
ations such as the ITU, the Wireless Innovation Forum (formerly known as SDR Forum),
the European Telecommunications Standards Institute (ETSI), and the European association
for standardizing information and communication systems (ECMA international) have been
or are working in the development of DSA/CR standards as well [77].
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The most popular standards on DSA/CR are the IEEE 802.22 standard for Wireless
Regional Area Network (WRAN) using white spaces in the TV frequency spectrum and the
IEEE P1900 series of standards in the area of dynamic spectrum management [78] developed
by the IEEE Standards Coordinating Committee (SCC) 41, formerly known as IEEE P1900
Standards Committee. However, there are several other, lesser known, related activities
within IEEE as well. Many other completed IEEE 802 standards already include DSA/CR-
like capabilities or related building blocks that evolved from coexistence activities [79].

IEEE 802.22 is the first worldwide standard based on the DSA/CR technology [80–
82]. The most prominent target application of IEEE 802.22 is wireless broadband access in
rural and remote areas, with performance comparable to those of existing fixed broadband
access technologies serving urban and suburban areas. The standard defines the physical
(PHY) and MAC layers of a DSA/CR-based air interface [83, 84] for use by license-exempt
devices on a non-interfering basis in spectrum allocated to the TV broadcast service. The
standard considers the utilization of TV bands for two main reasons, namely the favorable
propagation characteristics of the lower frequency bands allocated to the TV service and
the consequent larger coverage areas, and the considerable amount of available TV white
space [85–87]. The 802.22 project initially identified the North American frequency range
of operation between 54 and 862 MHz, which was extended between 47 and 910 MHz in
order to meet additional international regulatory requirements. Since there is no worldwide
uniformity in channelization for TV services, the standard also accommodates the various
international TV channel bandwidths of 6, 7, and 8 MHz. The 802.22 system defines a fixed
Point-To-Multipoint (PTM) architecture where each Base Station (BS) communicates with
up to 255 associated stations, referred to as Consumer Premise Equipment (CPEs), by means
of time division multiplexing in the DownStream (DS) direction (BS to CPE) and a demand
assigned Time Division Multiple Access (TDMA) scheme in the UpStream (US) direction
(CPE to BS). The specified BS coverage range is 30 km (with some additions to support 100
km under favorable radio propagation conditions) and targets peak throughput rates at the
edge of the coverage area of 1.5 Mbit/s per user in DS and 384 kbit/s in US.

While IEEE 802.22 focuses on the development of specific mechanisms for the PHY
and MAC layers, the IEEE P1900 series concentrates on the development of architectural
concepts and specifications for policy-based network management with dynamic spectrum
access in a heterogeneous wireless access network composed of incompatible wireless tech-
nologies such as 3rd /4th Generation (3G/4G), WiFi, and Worldwide Interoperability for Mi-
crowave Access (WiMAX). The series is composed of six standards defining terminology
and concepts (IEEE P1900.1), recommended practice for interference and coexistence analy-
sis (IEEE P1900.2), dependability and evaluation of regulatory compliance (IEEE P1900.3),
architectural building blocks (IEEE P1900.4 [88]), policy language and policy architectures
(IEEE P1900.5), as well as spectrum sensing aspects (P1900.6).

Other IEEE standardization activities have been initiated to address coexistence issues
among various systems or to make amendments to existing standards with the aim of sup-
porting coexistence with license-exempt devices. For instance, several amendments have
been made to the PHY and MAC layers of the IEEE 802.11 standard to support channel
access and coexistence in TV white spaces. Some examples include the introduction of new
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functionalities such as sensing of other transmitters (IEEE 802.11af, also known as Wi-Fi
2.0, White-Fi or “Wi-Fi on steroids” [89, 90]), Transmit Power Control (TPC) and DFS
(IEEE 802.11h), and some extensions thereof (IEEE 802.11y). Similarly, the IEEE 802.16h
amendment develops improved mechanisms to enable coexistence among license-exempt
systems based on the IEEE 802.16 standard, and to facilitate the coexistence of such sys-
tems with primary users [91]. IEEE 802.19 deals with coexistence issues between unlicensed
wireless networks, such as IEEE 802.11/15/16/22. The focus of the IEEE 802.19 standard is
on the development of technology-independent methods for supporting coexistence among
potentially dissimilar networks that will operate in a common TV white space channel.

In addition to the work performed by the IEEE, some other organizations are working
on the definition of standards for DSA/CR systems. ITU-R published two technical reports
[92, 93] on the application of SDR to the International Mobile Telecommunications (IMT)
2000 global standard for 3G mobile communications and other land mobile systems. In
September 2009 the Wireless Innovation Forum (formerly known as SDR Forum) initiated a
test and measurement project in order to develop a set of use cases, test requirements, guide-
lines and methodologies required for secondary opportunistic access to TV white space.
The project addresses critical functions such as spectrum sensing, interference avoidance,
database performance and policy conformance. In October 2009 the ETSI Technical Com-
mittee for Reconfigurable Radio Systems (RRS) published a series of technical reports [94]
summarizing various feasibility studies and examining standardization needs and opportu-
nities. In December 2009 ECMA released the first DSA/CR standard for personal/portable
devices operating in TV white space [95, 96]. The standard specifies the PHY and MAC
layers of a DSA/CR system with flexible network formation, mechanisms for protection
of primary users, adaptation to different regulatory requirements, and support for real-time
multimedia traffic. The ECMA-392 standard is expected to enable new applications such
as in-home high-definition video streaming and interactive TV broadcasting services. More
recently in February 2011, and after the decision of the Federal Communications Commis-
sion (FCC) to remove spectrum sensing requirements and use TV white space data bases
to identify unused TV channels, the Internet Engineering Task Force (IETF) has joined the
standardization efforts by releasing a draft on a Protocol to Access White Space (PAWS)
databases [97, 98]. The protocol will explore the various aspects of a messaging interface
between white space devices and (potentially multiple) white space databases.

Despite the number of initiatives and activities carried out so far, standardization of
DSA/CR systems constitutes an exciting challenge still requiring much more effort. Differ-
ent countries may have different spectrum regulations. While this appears to be reasonable
as a result of different social and economic environments, this situation complicates the
standardization of DSA/CR systems and the development of worldwide standards. More-
over, there exists a variety of organizations working independently on different standards.
Furthermore, the evolving trend towards converged heterogeneous wireless access networks
poses unique challenges. Although some consolidation is required in this area, the fact is
that regulation, standardization and evolution towards heterogeneity is ongoing and the final
impact remains unknown. How these aspects can be harmonized constitutes a big question
yet to be answered in the foreseeable future.
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1.2 Motivation and scope

During the last years, the DSA/CR concept has gained popularity as a promising solution
to conciliate the existing conflicts between the ever-increasing spectrum demand growth
and the demonstrated spectrum underutilization. As explained in Section 1.1.2, the basic
underlying principle of DSA/CR is to permit unlicensed (secondary) users to access in an
opportunistic and non-interfering manner some licensed bands temporarily unoccupied by
licensed (primary) users. Unlicensed secondary terminals sense the spectrum to detect spec-
trum gaps/holes in the activity patterns of primary users, opportunistically transmit on them
and vacate the channel as soon as a primary user reappears. Secondary unlicensed transmis-
sions are allowed following this operating principle provided that no harmful interference
levels are experienced by the primary network.

While conceptually simple, the realization of the DSA/CR concept poses great difficul-
ties in practice. To date, various testbeds [99–102], prototypes [103–109] and experiments
[110–112] have already demonstrated that the DSA/CR vision is not a mere theoretical con-
cept, but a real promising solution. However, many critical aspects still remain open. How to
sense and identify spectrum opportunities, coordinate opportunistic spectrum access among
a number of nodes, and guarantee interference-free coexistence with heterogeneous primary
systems, are simple questions still requiring definitively satisfactory solutions. More ef-
forts must therefore be devoted to the development of new schemes enabling an optimum
opportunistic usage of the available spectrum without causing harmful interference to the
licensees. There is still a long way to go before the DSA/CR vision becomes a reality.

The development of the DSA/CR technology has successfully been relying on a com-
bination of analytical models, computer simulations and network prototypes. The DSA/CR
solutions proposed to date have commonly been envisaged, designed, developed and evalu-
ated by means of analytical studies and simulations, which unavoidably rely on assumptions
and models required to describe certain aspects of the system and scenario under study.
The purpose of such models is to simplify some parts of the real environment in order to
provide a tractable, yet realistic representation thereof, that can adequately be employed
in analytical studies or implemented in simulation tools for the performance evaluation of
DSA/CR techniques. Due to the opportunistic nature of the DSA/CR principle, the behavior
and performance of a secondary network depends on the spectrum occupancy patterns of
the primary users. A realistic and accurate modeling of such patterns becomes therefore es-
sential and extremely useful in the domain of DSA/CR research. The potential applicability
of spectrum usage models ranges from analytical studies to the design and dimensioning
of DSA/CR networks, as well as the development of innovative simulation tools and more
efficient DSA/CR techniques.

Modeling of spectrum usage for the study of radio communication systems has been an
important concern for several decades. Early models on spectrum usage date from the late
1970s, when various authors analyzed and characterized spectrum usage in the High Fre-
quency (HF) bands [113–121]. Although such works provide a valuable reference in the his-
tory of spectrum usage modeling, their applicability in the framework of the recent DSA/CR
concept is very limited. The unique features of DSA/CR systems, bands of operation and
modern primary radio communication systems, result in a particularly complex scenario that
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requires tailored modeling approaches. Recently, some simple spectrum usage models ap-
pear to have been widely accepted by the DSA/CR research community. Unfortunately, the
models of spectrum usage commonly used to date in DSA/CR research are limited in scope
and based on oversimplifications or assumptions that have not been validated with empirical
measurement data. Spectrum occupancy modeling in the context of DSA/CR constitutes a
rather unexplored research area that still requires much more effort.

In this context, this Ph.D. dissertation addresses the problem of realistically and accu-
rately modeling spectrum usage in the context of DSA/CR networks. The ultimate objective
of this Ph.D. dissertation is to contribute a holistic set of realistic models capable to accu-
rately capture and reproduce relevant statistical properties of spectrum usage in real radio
communication systems, in the time, frequency and space dimensions, for its application in
the development and improvement of the future DSA/CR technology.

1.3 Thesis contributions

The main contribution of this dissertation is the development of realistic and accurate spec-
trum usage models for its application in the design and evaluation of DSA/CR systems.
A distinguishing feature of the models developed in the context of this dissertation is the
demonstrated ability to accurately capture and reproduce the statistical properties of spec-
trum usage observed in real channels of various radio technologies. The development and
validation of such models rely on spectrum data that have been obtained from extensive
spectrum measurement campaigns performed with state-of-the-art equipment.

The unique characteristics of the ambitious problem under consideration, and the inher-
ent complexity of studies involving theoretical concepts and empirical results, highlighted
the necessity of various preliminary studies for an adequate collection and processing of
the spectrum data on which the developed models rely. These preliminary studies ended up
making use of a multidisciplinary body of knowledge embracing the fields of RF engineer-
ing, digital signal processing, optimization methods, curve-fitting procedures, probability
theory and statistical analysis. As a result of such preliminary studies, which finally consti-
tute two of the three parts of this dissertation, several contributions have been performed in
other fields in addition to the field of spectrum usage modeling.

The main contributions of this dissertation follow:

[TC.1] Design and implementation of an advanced radio spectrum measurement platform.
The developed platform has been specifically envisaged and developed for the ex-
plicit purpose of spectrum occupancy evaluation in the context of DSA/CR and
incorporates several advanced and powerful features.

[TC.2] Development of a unified methodological framework for spectrum occupancy eval-
uation in the context of DSA/CR. The developed framework unifies the methodolo-
gies of previous spectrum studies and embraces aspects related to the design of
the measurement equipment, its configuration, and spectrum data processing pro-
cedures, with explicit characterization of the impact of individual aspects on the
resulting spectrum occupancy statistics along with several useful guidelines.
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[TC.3] Evaluation of spectrum occupancy and identification of potential spectrum bands
for the future deployment of the DSA/CR technology. The development of world-
wide standards and rollout of new products on a large scale based on the DSA/CR
technology requires a realistic understanding of spectrum usage under various
spectrum regulations. To the best of the author’s knowledge, this is the first study
of these characteristics performed under the scope of the Spanish spectrum regu-
lation and one of the earliest studies in Europe.

[TC.4] Assessment of the performance of energy detection-based spectrum sensing with
field measurements of various radio technologies. This study contributes a more
realistic and accurate knowledge of the real performance of energy detection, the
most widely employed spectrum sensing technique in DSA/CR research, when
applied to a wide variety of relevant radio technologies.

[TC.5] Development of an empirical model for energy detection performance. An ac-
curate model for energy detection performance, based on theoretical reasoning
complemented with empirical approximations, is developed. The model is able
to reflect the impact of particular radio technology features on the experimental
performance of energy detection in the real world, an aspect not captured by the
classical theoretical results. Moreover, this study introduces the novel concept of
signal uncertainty and its impact on the detection performance of energy detection.

[TC.6] Design and evaluation of an improved energy detection algorithm. The proposed
method outperforms the conventional energy detection algorithm while retaining a
similar level of complexity and range of applicability.

[TC.7] Development of a versatile, accurate and analytically tractable approximation to
the Gaussian Q-function. While numerous approximations to the Gaussian Q-
function exist in the literature, the proposed solution provides a more adequate
balance between applicability, accuracy and analytical tractability, which is partic-
ularly useful in the context of some DSA/CR studies.

[TC.8] Development of a realistic and accurate discrete time model of spectrum usage
with deterministic and stochastic duty cycle models. The conventional discrete
time model widely employed in the literature is extended with appropriate deter-
ministic and stochastic duty cycle models in order to capture and reproduce not
only the mean channel occupancy level but also more advanced features such as
the statistical distributions of busy and idle periods.

[TC.9] Development of realistic and accurate continuous time models, at both short and
long time scales, along with a combined modeling approach. Accurate models for
reproducing the statistical distributions of busy and idle periods in real channels, at
various time scales, are developed and combined into a unified modeling approach.

[TC.10] Development of realistic and accurate time correlation models. The developed
models capture and reproduce not only the mean channel occupancy and statistical
distributions of busy and idle periods but also the correlation level between busy
and idle periods along with the autocorrelation properties of busy or idle periods.
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[TC.11] Development of a realistic and accurate time-frequency model of spectrum usage.
The model is able to capture and reproduce the joint time-frequency properties and
statistics of spectrum usage in real channels of various radio technologies.

[TC.12] Development of realistic and accurate spatial models of spectrum usage. The de-
veloped modeling approach is able to capture and reproduce the spectrum occu-
pancy perception of DSA/CR terminals as a function of the geographical location
and some basic primary signal parameters, not only terms of average occupancy
levels but also in terms of concurrent snapshot observations.

1.4 Thesis outline

The core of this Ph.D. dissertation is structured in three parts along with the corresponding
conclusions in Part IV, which are complemented with three appendices in Part V. Parts I and
II deal with specific methodological aspects of the two spectrum measurement platforms
employed in the context of this dissertation, while Part III presents the developed spectrum
usage models. The organization of this dissertation is illustrated in Figure 1.4.

Part I treats various aspects related to the first employed measurement platform, which
relies on a spectrum analyzer setup (an in-depth description of this platform is provided
in Appendix A [TC.1]). Spectrum analyzers have the advantage of enabling high dynamic
ranges, high sensitivities and wideband measurements. However, their swept nature results
in poor time resolutions. The particular features of these measurement devices and their
impact in the context of DSA/CR are discussed in this part. First, Chapter 2 analyzes the
impact of individual aspects of the measurement equipment, its configuration, and spectrum
data processing procedures on the obtained occupancy statistics, thus developing a method-
ological framework for spectrum measurements in the context of DSA/CR [TC.2]. Chapter
3 then presents the results of an extensive spectrum measurement campaign that was carried
out, taking into account the findings of Chapter 2, from 2008 to 2009 over a wide variety of
locations and scenarios in the metropolitan area of Barcelona, Spain. Measurement results
are exhaustively analyzed in order to identify potential bands of interest for the future de-
ployment of the DSA/CR technology [TC.3]. Spectrum occupancy in Chapters 2 and 3 is
quantified in terms of the duty cycle, which is computed as detailed in Appendix B.

Part II deals with various specific aspects related to the second measurement platform,
which is based on the Universal Software Radio Peripheral (USRP) and GNU Radio archi-
tecture. The processing of the signals captured with this high time resolution platform is
largely similar to the problem of spectrum sensing in DSA/CR systems. As a result, various
spectrum sensing studies are carried out in this part. Concretely, Chapter 4 assesses the per-
formance of energy detection-based spectrum sensing with field measurements of various
radio technologies [TC.4]. The outcome of this study will be highly useful in the processing
of the field measurements for various bands. Motivated by the findings of this study, Chapter
5 develops an empirical model for energy detection performance based on theoretical rea-
soning complemented with empirical approximations [TC.5], which makes use of the novel
approximation to the Gaussian Q-function presented in Appendix C [TC.7]. Moreover, an
improved energy detection scheme is presented and evaluated in Chapter 6 [TC.6].
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Part III presents a holistic set of spectrum usage models, which have been developed
based on the spectrum data captured with the measurement platforms considered in Parts
I and II. The contributed models have been envisaged to describe the statistical properties
of spectrum usage observed in various domains, namely the time dimension in its discrete
(Chapter 7 [TC.8]) and continuous (Chapter 8 [TC.9]) versions along with time correlation
properties (Chapter 8 [TC.10]), the time and frequency dimensions from a joint perspective
(Chapter 9 [TC.11]) and the spatial dimension (Chapter 10 [TC.12]). The integration of the
proposed models into a unified modeling approach is discussed in Chapter 11.

Finally, Chapter 12 summarizes the main conclusions derived from the investigation
carried out in this dissertation and suggests possible directions for future work.

1.5 List of publications

The contributions of this thesis have been published in several journals, international confer-
ences and Spanish national conferences. The active participation in various research projects
(see Section 1.6) offered the author the opportunity to present the work to project partners,
from both industry and academia, and develop fruitful collaborations in the framework of
such projects. The outcome of this project involvement is reflected not only in the corre-
sponding contributions towards project deliverables (see Section 1.6) but also in a number
of joint publications with project partners. Additionally, a technical report has been made
publicly available and various exhibitions and demonstrations have been performed in con-
ferences and other scientific events as well. A complete list of publications and dissemina-
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1.6 Project involvement

The work carried out during the doctoral research period has been inevitably linked to var-
ious research projects and initiatives being funded by both Spanish and European Union
entities, which are detailed below:
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Framework Programme (FP7), Information and Communication Technologies (ICT),
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CINN) in the framework of Plan Nacional de Investigación Científica, Desarrollo e
Innovación Tecnológica 2008-2011, Ref. TEC2010-15198.

• “Cognitive Spectrum and Radio Resource Management in Heterogeneous Mobile Net-
works with End-to-End Quality of Service Provisioning,” original title in Spanish:
“Gestión Cognitiva de Recursos Radio y Espectro Radioeléctrico en Redes Móviles
Heterogéneas con Provisión de Calidad de Servicio Extremo a Extremo” (COGNOS),
funded by the Spanish Research Council (MICINN) in the framework of Plan Na-
cional de Investigación Científica, Desarrollo e Innovación Tecnológica 2004-2007,
Ref. TEC2007-60985.

The outcome of this project involvement can be measured not only in a number of joint
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CHAPTER

2
METHODOLOGICAL ASPECTS OF
SPECTRUM OCCUPANCY EVALUATION
IN THE CONTEXT OF COGNITIVE RADIO

2.1 Introduction

The DSA/CR paradigm is expected to dramatically increase the efficiency of spectrum use
in radio communication systems. However, before this paradigm can become reality, a full
understanding of the dynamic use of spectrum in real deployments is firstly required. To this
end, spectrum measurements become an essential and unavoidable step.

By means of field measurements of the radio environment, regulatory agencies have
been gathering frequency usage data for spectrum management purposes for several decades
[122]. The measurement of real network activities constitutes an important step towards
a realistic understanding of dynamic spectrum usage and hence towards the practical de-
ployment of the future DSA/CR technology. One of the most important uses of spectrum
data is not only to convince regulatory bodies and policy makers on the necessity of new
spectrum access policies but also to provide a quantitative support to enhance the use of the
currently underutilized spectral resources. The investments required to develop the DSA/CR
technology may be misapplied if they do not address the current and future spectrum usage
situation. Understanding the current use trends in the spectrum is required for the knowl-
edgeable furtherance of these efforts. Spectrum measurements are therefore critical to ensure
that research investments target the evolving real-world technical issues.

From a research perspective, spectrum measurements are useful in detecting what bands
are subject to low utilization levels, thus assessing and characterizing the availability of un-
derutilized spectral resources in terms of time, frequency and space. This information can be
very helpful to the research community in order to identify the most suitable and interesting
bands for the future deployment of the DSA/CR technology. Besides this, the empirical data
captured in spectrum measurements can find many other interesting practical applications.
One example is the evaluation and validation of existing and novel DSA/CR techniques with
real-world data. While a large amount of theoretical analyses and simulations on the per-
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formance of DSA/CR techniques has been performed, little is known on the applicability of
the existing schemes in reality. Empirical measurements can be employed to evaluate and
validate the proposed solutions. Another application is the development of realistic spec-
trum usage models. A significant body of DSA/CR research is based on excessively simple
channel models. Empirical data can be exploited in the development of more sophisticated
and realistic models of spectrum usage.

From the previous discussion it is clear that the practical development of the DSA/CR
technology can significantly benefit from empirical measurements of the spectrum occu-
pancy. The success of such enterprise, however, depends on the availability of reliable and
accurate spectrum utilization statistics. Several spectrum measurement campaigns covering
wide frequency ranges [123–141] as well as some specific licensed bands [142–146] have
already been performed in diverse locations and scenarios in order to determine the degree
to which allocated spectrum bands are used in real wireless communication systems. Tables
2.1–2.3 summarize the main technical aspects of various broadband spectrum measurement
campaigns1 [123–141] (the meaning of some parameters will be clarified later on). Although
previous spectrum measurement campaigns followed similar approaches, a detailed analysis
of Tables 2.1–2.3 highlights the lack of a common and appropriate evaluation methodology.
As pointed out in [147], different measurement strategies can result in widely divergent an-
swers. Therefore, the availability of a common and reliable evaluation methodology would
be desirable not only to prevent inaccurate results but also to enable the direct comparison
of results from different sources.

In this context, this chapter presents a comprehensive and in-depth discussion of several
important methodological aspects that need to be carefully taken into account when evalu-
ating spectrum occupancy. Certain issues discussed in this chapter are rather intuitive but
they have never been assessed in a formal, rigorous and quantitative manner in the context
of DSA/CR. This chapter presents various useful results that quantify the impact of different
individual factors on the obtained occupancy statistics. The evaluated factors can be grouped
into aspects related to the design of the measurement setup (Section 2.2), the frequency (Sec-
tion 2.3) and time (Section 2.4) dimensions2 as well as the employed data post-processing
procedures (Section 2.5). Based on the obtained results, various useful and practical guide-
lines for future spectrum measurement campaigns are also provided. The main objective
of this chapter is to cope with the major drawback of previous spectrum occupancy studies
(i.e., the lack of a rigorous evaluation methodology) by providing a unifying methodological
framework for future spectrum measurement campaigns. The results presented in this chap-
ter highlight the importance of carefully following such an appropriate methodology when
evaluating spectrum occupancy in the context of DSA/CR.

1The information displayed is for existing measurement campaigns at the time of this study was conducted.
Several additional works were published later on, which are described in Chapter 3.

2In the context of spectrum occupancy evaluation for DSA/CR, the spatial domain may refer to the impact
of the selected measurement location on the occupancy statistics. The choice of the measurement location,
however, can be regarded as an aspect more related to the particular evaluated scenario rather than the evaluation
methodology itself. Therefore, the spatial domain is not treated as a methodological aspect in this chapter. A
detailed analysis and discussion of this aspect is carried out in Chapter 3.
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2.2 Measurement setup

Many factors need to be considered when defining a strategy to meet a particular spectrum
measurement need. As detailed in [147], there are some basic dimensions that every spec-
trum measurement strategy should clearly specify: frequency (frequency span and frequency
points to be measured), location (measurement site selection), direction (antenna pointing
angle), polarization (receiving antenna polarization) and time (sampling rate and measure-
ment period). The measurement setup employed in the evaluation of spectrum occupancy
should be designed taking into account the previous factors since they play a key role in the
accuracy of the obtained results. The measurement setup should be able to detect, over a
wide range of frequencies, a large number of transmitters of the most diverse nature, from
narrow- to wide-band systems and from weak signals received near the noise floor to strong
signals that may overload the receiving system.

Depending on the purposes of the study, different configurations have been used in previ-
ous spectrum measurements ranging from simple setups with a single antenna directly con-
nected to a spectrum analyzer [145] to more sophisticated and complex designs [126, 137].
Different configurations between both extreme points may determine various trade-offs be-
tween complexity and measurement capabilities. The present study is based on a spectrum
analyzer setup where different external devices have been added in order to improve the de-
tection capabilities of the system and hence obtain more accurate and reliable results. Figure
2.1 shows a simplified scheme. A complete scheme along with an exhaustive description is
provided in Appendix A. The design is composed of two broadband discone-type antennas
that cover the frequency range from 75 to 7075 MHz, a Single-Pole Double-Throw (SPDT)
switch to select the desired antenna, several filters to remove undesired signals, a low-noise
pre-amplifier to enhance the overall sensitivity and thus the ability to detect weak signals,
and a high-performance spectrum analyzer to record the spectral activity.

When covering small frequency ranges or specific licensed bands a single antenna may
suffice. However, in broadband spectrum measurements from a few megahertz up to sev-
eral gigahertz, two or more broadband antennas are required in order to cover the whole
frequency range. Most of spectrum measurement campaigns have been based on omni-
directional measurements in order to detect licensed signals coming from any directions. To
this end, omni-directional vertically polarized antennas have been the most common choice.
Our antenna system comprises two broadband discone-type antennas, which are wideband
antennas with vertical polarization and omni-directional receiving pattern in the horizontal
plane. Even though some transmitters are horizontally polarized, they usually are high-
power stations, such as e.g. TV stations, that can be detected even with vertically polarized
antennas. The exceptionally wideband coverage (allowing a reduced number of antennas
in broadband spectrum studies) and the omni-directional feature (allowing the detection of
licensed signals coming from any directions) make discone antennas an attractive alternative
in radio scanning and monitoring applications, and have been a preferred option for many
past spectrum occupancy measurement studies.

In studies where the direction of the incoming signal needs to be resolved, it is possible
to use multiple antenna arrays along with beam forming techniques in order to selectively re-
ceive or suppress (filter) signals in the angular domain. Directive antennas (e.g., log-periodic
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Figure 2.1: Measurement setup employed in this study.

antennas) may also be used to this end as well as in order to improve the system’s sensitiv-
ity at the cost of an increased complexity in the measurement procedures. For example,
if a directive antenna with α-degree beamwidth is used in order to provide an additional
G-dB gain with respect to an omni-directional antenna, it would be necessary to repeat the
measurements N = d360/αe times in order to cover the entire 360-degree range of azimuths.

An alternative option to obtain additional gain is the use of amplification. Most spectrum
analyzers include built-in high-gain pre-amplifiers. Nevertheless, in some measurement con-
ditions there may be high losses between the antenna port and the spectrum analyzer. In this
case a better option to improve the system’s noise figure is to place a low-noise pre-amplifier
right after the antenna system, as show in Figure 2.1. This amplifier compensates for device
and cable losses and increases the system’s sensitivity. It is worth noting that choosing an
amplifier with the highest possible gain not always is the best option in broadband spectrum
surveys, where very different signal levels may be present. The existing trade-off between
sensitivity and dynamic range must be taken into account. Thus, the correct pre-amplifier
has to be chosen based on the specific measurement needs. If the best possible sensitivity
is absolutely wished and there are no concerns about measurement range, a high-gain, low-
noise pre-amplifier should be chosen. However, if an improved sensitivity is desired but the
resulting measurement range is relevant, a lower-gain pre-amplifier would be a more ade-
quate choice. A reasonable design criterion when selecting the pre-amplifier is to guarantee
that the different received signal strengths lie within the overall system’s Spurious-Free Dy-
namic Range (SFDR), which is defined as the difference between a threshold or lower limit
at which signals can be detected without excessive interference by noise (constrained by the
system’s noise floor) and the input signal level that produces spurs at levels equal to the
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noise power [148]. If the maximum input level is exceeded, some spurs might arise above
the system’s noise floor and be detected as signals in truly unoccupied bands, thus result-
ing in inaccurate results and erroneous conclusions on the spectral occupancy. As shown
in Figure 2.1, the use of band-stop filters to remove undesired overloading signals, such as
those coming from FM audio broadcast stations, as well as low/high-pass filters to remove
out-of-band components, which might create harmonics or intermodulation products, can be
very helpful in satisfying the SFDR criterion without loss in sensitivity at other frequencies.

Figures 2.2 and 2.3 quantitatively exemplify the impact of the overall system’s sensi-
tivity on the detected spectral activity. In each subfigure, the upper graph shows the Power
Spectral Density (PSD) in average value (thick line) as well as minimum and maximum
values. When considered together, average, minimum and maximum PSD provide a simple
characterization of the temporal behavior of a channel. For example, if the results are quite
similar, it suggests a single transmitter that is always on, experiences a low level of fading
and is probably not moving. At the other extreme, a large difference among average, mini-
mum and maximum PSD suggests a more intermittent use of the spectrum [145]. To more
precisely quantify the detected spectral activity, the lower graph of each subfigure shows the
Duty Cycle (DC). For each measured frequency point, the DC is computed as the fraction of
PSD samples, out of all the captured PSD samples, indicating the presence of a licensed sig-
nal (a more formal definition is provided in Appendix B). This metric represents the fraction
of time a given frequency is observed as busy and, for the purposes of this chapter, it also
serves as a metric to quantify the ability to detect the presence of a licensed signal within a
certain frequency range3.

Figure 2.2 shows the results obtained for the Global System for Mobile communica-
tions (GSM). As depicted in Figure 2.2(a), when the uplink direction is measured without
any amplification (external pre-amplifier of Figure 2.1 or spectrum analyzer’s built-in am-
plifier), some signals are detected (see PSD) resulting in an overall DC of 1.07% for the
entire band. When only the external amplifier is connected, a higher number of licensed
signals are detected and the resulting average DC is 7.03% in this case, as shown in Fig-
ure 2.2(b). These results indicate that, when measuring the GSM uplink spectral activity
in the considered experiment, an absolute estimation error of nearly 6% is observed due to
insufficient amplification. In the case of GSM downlink, poor sensitivity levels result in
severe underestimation of spectral activity. While the results obtained without amplification
in Figure 2.2(c) conclude that the GSM downlink band is subject to moderate/high usage
levels (67.95%), the results obtained with amplification in Figure 2.2(d) reveal that such
band is actually overcrowded with an average DC of 96.51%, thus resulting in an absolute
estimation error of 96.51% – 67.95% = 28.56%. These results highlight the importance of
the sensitivity: if the measurement setup is not sensitive enough, the obtained occupancy
statistics may be subject to high estimation errors, thus leading to wrong conclusions.

Figure 2.3 shows the results obtained for Broadband Wireless Access (BWA) systems
operating in the 3.4–3.6 GHz band. Without amplification, Figure 2.3(a) shows that the band

3Under appropriate evaluation conditions, higher DCs can be associated to a better capability to detect the
presence of a licensed signal. Based on this principle, the signal detection capabilities of different measurement
setups, configurations, methods or algorithms can be evaluated and compared in terms of the DC, inferring better
signal detection capabilities for those approaches providing higher DC values.
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Figure 2.2: Impact of amplification on the activity detected for GSM: (a) uplink without amplifier,
(b) uplink with external amplifier, (c) downlink without amplifier, and (d) downlink with
external amplifier.
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Figure 2.3: Impact of amplification on the activity detected for BWA: (a) without amplifiers, (b) with
external amplifier, (c) with built-in amplifier, and (d) with both amplifiers.
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Table 2.4: Impact of the amplification configuration.

Amplifiers None Internal External Both
Noise figure (dB) 24.0 13.2 10.2 5.0
Sensitivity (dBm/10 kHz) –110.0 –120.8 –123.8 –129.0
Dynamic range (dB) 80.0 79.2 79.2 74.7
Maximum input (dBm/10 kHz) –30.0 –41.6 –44.6 –54.4

is detected as idle (the average DC of 0.72% is due to the criterion employed to select the
decision threshold, which is explained in Section 2.5). By comparing the average DC of
Figures 2.3(b) and 2.3(c) it can be confirmed that the use of pre-amplifiers near the antenna
system provides better sensitivity improvements than the use of the spectrum analyzer’s
built-in amplifier. Although the external pre-amplifier’s gain is only 8–11.5 dB, it enables
the detection of some signals that are not detected with the spectrum analyzer’s 25-dB gain
built-in amplifier. However, Figure 2.3(d) demonstrates that both amplifiers are required
in order to properly detect the presence of licensed systems. These results indicate that
amplification by itself is not enough: an appropriate amplification configuration is required
in order to accurately estimate spectrum usage.

Table 2.4 illustrates the detection capabilities of the developed spectrum measurement
platform under different amplification configurations. In particular, the table shows the over-
all noise figure of the measurement configuration, the minimum detectable power in a band-
width of 10 kHz (sensitivity), the SFDR (dynamic range) and the maximum input power in a
bandwidth of 10 kHz that can be tolerated without undesired spurs above the noise floor. As
it can be appreciated, spectrum analyzers are in general characterized by high noise figures,
which limits the minimum signal power that can be detected. By using amplifiers with lower
noise figures it is possible to reduce the overall noise figure and hence improve the overall
system’s sensitivity. As previously mentioned, the use of pre-amplifiers close to the antenna
system can provide better sensitivity improvements, which is clearly appreciated by com-
paring the sensitivities obtained with separate internal and external amplifiers. However, the
best sensitivity is attained when both amplifiers are simultaneously employed. It is worth
noting that the use of amplifiers not only can reduce the overall noise figure but also the
system’s dynamic range. As it can be appreciated in Table 2.4, the use of either the inter-
nal or external amplifier does not reduce the effective SFDR significantly. However, when
both amplifiers are simultaneously activated, the resulting overall gain causes an apprecia-
ble reduction of the dynamic range, thus imposing a trade-off between the sensitivity and the
dynamic range (and consequently the maximum input power). Based on Table 2.4, an ad-
equate measurement strategy is to employ both amplifiers whenever possible (this provides
the best possible sensitivity) and deactivate the internal or external amplifiers (preferably
in this order) in the presence of overloading signals received above the maximum tolerable
input power (this can avoid the appearance of spurs while still improving sensitivity). In the
eventual case that some signals were still received at excessive powers it might be possible to
deactivate both amplifiers but it would be more convenient to consider the use of band-stop
filters to remove undesired signals and avoid having to further sacrifice sensitivity.
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Since the different operating modes of spectrum analyzers can significantly alter the
results of a measurement, proper parameter selection is crucial to produce valid and mean-
ingful results. Although the basic principles of spectral analysis [149] have to be taken into
account, some particular aspects specific to DSA/CR need to be considered as well. Sec-
tions 2.3 and 2.4 discuss on the proper selection of configuration parameters related to the
frequency and time domains, respectively.

2.3 Frequency dimension

When the measurement equipment is designed, the next required step is to decide the fre-
quency blocks (frequency spans) to be measured. This task basically consists in dividing the
entire frequency range under study into smaller frequency blocks/spans over which measure-
ments are performed individually. This is necessary, especially in broadband measurement
campaigns, because measuring the whole frequency range under study as a single measure-
ment block would result in an extremely poor frequency resolution and hence in a very
coarse spectrum occupancy estimation. In previous spectrum measurement campaigns, the
division into frequency blocks/spans has been performed according to arbitrary criteria and
following a single-stage measurement procedure. However, when little is known about the
spectrum bands to be measured and their spectral activity, a more reasonable approach is to
follow a two-stage measurement procedure. In the first stage, the whole frequency range is
divided into relatively large frequency blocks/spans to produce a first picture of spectrum
occupancy. This information may be useful to determine which spectrum bands are worthy
of a more detailed study. Based on this first impression and following the local spectrum
allocations, the entire frequency range can then be divided into smaller blocks/spans in such
a way that higher frequency resolutions are obtained in those bands where some spectral
activity is detected and/or the transmitted signals’ bandwidth is narrower.

The relation between the transmitted signal’s bandwidth and the frequency resolution
is an important aspect to be accounted for that, unfortunately, has received little attention
in previous spectrum measurement campaigns. For a given number of measured frequency
points per block/span, the frequency bin size (i.e., the separation between two consecutively
measured frequencies) increases with the frequency span. In general, higher frequency bins
tend to result in higher spectrum occupancy rates, as it is shown in Figure 2.4 for the Digi-
tal Cellular System (DCS) and the Universal Mobile Telecommunications System (UMTS)
downlink bands. However, the exact behavior in both cases is different. In the case of DCS
1800, for frequency bins lower than the bandwidth of the transmitted DCS signal (200 kHz),
the average DCs (45.16% and 58.91%) indicate that the band is subject to moderate usage
levels. For a frequency bin of 1 MHz, which is quite greater than the signal bandwidth, the
obtained DC of 84.68% incorrectly concludes that the same band experiences a high level
of utilization. This phenomenon can be explained as follows. As it can be observed in Fig-
ure 2.4(a) for DCS 1800, some regions of the band are busy during the entire measurement
period. As a result, the three frequency bin values agree and provide similar DCs (nearly
100%) in such portions of the band. In other regions where the activity is lower, different fre-
quency bin values provide very different results. Concretely, large frequency bin values tend
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Figure 2.4: Impact of the frequency bin on the activity detected for: (a) DCS 1800 downlink, and (b)
UMTS downlink.

to overestimate spectrum occupancy. For example, if a frequency bin of 1000 kHz is used, a
single high-power 200 kHz active channel within the bin may result in the entire 1000 kHz
bin being declared as busy. As a result, frequency bin values larger than the signal bandwidth
lead to important overestimations of spectrum occupancy in regions with moderate activity
levels, which in turn results in greater average DCs for the entire band. In the case of UMTS
the studied frequency bins are always lower than the signal bandwidth (5 MHz). Although
the average DC increases with the frequency bin, the difference is less significant (only 8.5%
between 109 and 1000 kHz). This difference can indeed be ascribed to the fact that for the
lower frequency bins some frequency points lie within the UMTS channels’ guard bands (as
shown in Figure 2.4(b)), where the DC is zero. It can therefore be concluded that if the fre-
quency bin is larger than the bandwidth of the signal being measured, spectrum occupancy
is notably overestimated. On the other hand, occupancy estimation is reasonably accurate as
long as the frequency bin size remains acceptably narrower than the signal bandwidth.

Another aspect related to the frequency dimension is the employed Resolution Band-
Width (RBW). Narrowing the RBW increases the system’s ability to resolve signals in fre-
quency and decreases the noise floor, which in turn improves the ability to detect weak sig-
nals, at the cost of increased measurement times [149]. This trend is illustrated in Table 2.5.
As it can be appreciated, decreasing the RBW results in higher average DCs for the same
band (enhanced capability to detect the presence of licensed signals within the measured fre-
quency range) as well as higher average sweep times (i.e., longer inter-sample intervals and
therefore longer required measurement periods to obtain the same number of samples). The
band considered in this example (146–235 MHz) comprises transmissions from radio tech-
nologies with various signal bandwidths, including Private Mobile Radio (PMR) networks
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Table 2.5: Impact of the resolution bandwidth on the activity detected between 146 and 235 MHz.

RBW Average duty cycle Average sweep time
3 kHz 58.04% 7.49 s
10 kHz 56.08% 2.81 s
30 kHz 50.84% 1.85 s

100 kHz 43.30% 0.92 s
300 kHz 40.36% 0.79 s

(12.5/25 kHz), wireless microphones (200 kHz) and Digital Audio Broadcasting (DAB) sys-
tems (1.54 MHz). As a result, the occupancy statistics shown in Table 2.5 implicitly include
the effects of several RBWs on different signal bandwidths. In the performed experiment,
the 10-kHz RBW can be considered as an adequate trade-off between detection capability
(represented by the average DC) and measurement time (represented by the average sweep
time). For the results shown in Table 2.5, the 10-kHz RBW configuration only misses the
detection of 58.04% – 56.08% ≈ 2% of licensed signals with respect to the 3-kHz RBW
configuration while it is able to capture 7.49s/2.81s = 2.67 times more PSD samples within
the same measurement period. Wider RBWs result in shorter average sweep times but higher
estimation errors, up to 17.68% for the 300-kHz RBW configuration. Moreover, since signal
bandwidths of less than 10 kHz are unusual, a 10-kHz RBW is sufficient to resolve signals
in frequency for most of the existing radio technologies. Based on these observations, a
10-kHz RBW can be considered as an appropriate choice for broadband spectrum surveys,
offering an adequate trade-off between detection capability and required measurement time.

2.4 Time dimension

The time dimension of spectrum measurements is mainly defined by two parameters, namely
the sampling rate, i.e. the rate at which PSD samples are captured, and the measurement
period. While the former is constrained (and in some cases automatically adjusted) by the
measurement device, the latter can be easily controlled.

Very different measurement periods have been considered in previous spectrum mea-
surement campaigns, as it can be appreciated in the summary shown in Table 2.2. The
selected measurement period depends on the trade-off between the overall time required to
complete the measurement campaign and the particular objectives of the measurement study.
Some previous studies have been aimed at identifying spectrum usage patterns over long pe-
riods and understanding any potential seasonality in the visible spectrum usage. For such
kind of studies, long-term measurement campaigns with measurement periods of several
years have been suggested [133, 150]. However, from the standpoint of resource utilization,
a short-term evaluation and characterization of spectrum usage is frequently more interesting
since in practice it has an important impact on the behavior and performance of a DSA/CR
network. In such a case, long-term measurements are not necessary. Although the employed
measurement periods can be drastically shortened, a minimum number of PSD samples is
required to correctly characterize the spectral activity of the measured bands. In this con-
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text, and from a statistical viewpoint, the question is how long should spectrum bands be
measured in order to obtain a representative estimate of the actual spectrum usage. This
section tries to answer this question by showing the effects of the measurement period on
the obtained results in a quantitative manner.

A portion of the DCS downlink band (1862.5–1875.5 MHz) was selected and measured
during 24 hours. The average DC for each measured frequency point was computed over
1-hour periods, thus obtaining the time evolution of the DC for different frequencies over
one day. The obtained results are shown in Figure 2.5. As it can be appreciated in Figure
2.5(a), the activity in the measured band is produced by at least two base stations, which can
be inferred from the two broadcast channels that can clearly be identified at 1863.2 MHz
and 1867.4 MHz for their constant DCs (the latter is lower than 100% because of the dis-
tance from the base station and the experienced propagation loss). Traffic channels are also
distinguishable in Figure 2.5(a) for their temporal variation. In the particular case of broad-
cast channels, the spectral activity is constant and hence the instantaneous DC matches the
average value at every time instant. As a result, a 1-hour measurement period would report
an acceptable estimate of the actual occupancy rate regardless of the start time. This con-
clusion is valid not only for broadcast channels of cellular mobile communication systems
but in general for transmitters with a constant temporal activity pattern such as TV and FM
broadcast stations, among many other types of wireless systems. The rest of the band in Fig-
ure 2.5(a) exhibits an oscillating behavior over time. When the entire band is considered, the
instantaneous DC then notably differs from the average value. For example, Figure 2.5(b)
indicates that a 1-hour measurement period started at 9:32 would report an occupancy rate
of 41.58% while the same time span started at 12:32 and 15:32 would report average DCs
of 68.37% and 33.75%, respectively. None of these values is representative of the actual
average usage of the band since the true mean over the 24-hour period is 35.60%. Based
on this discussion, a reasonable option to obtain representative results without any a priori
information of the band to study is to consider periods of at least 24 hours in order to account
for potential daily temporal patterns. Longer measurement periods would certainly enable
a more reliable estimation of the spectral activity in allocated bands. For example, 48-hour
periods would provide more realistic estimates, while 7-day periods would also show the
potentially different usage patterns of some spectrum bands in weekdays and weekends.
However, a 24-hour period can be considered as a reasonable trade-off between reliability
of the obtained results and overall time required to complete the measurement campaign.

2.5 Data post-processing

While the previous sections dealt with aspects to be considered before the fieldwork, this
section discusses different methods for post-processing the empirical data captured during
the measurement stage and the impact of such methods on the obtained spectrum usage
statistics. Regardless of the final objective of the measurement campaign (e.g., definition of
more efficient DSA/CR policies, identification of sparsely used frequency bands or devel-
opment of spectrum usage models), one of the very first steps of data post-processing is to
determine which captured PSD samples correspond to busy and idle channels.
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Figure 2.5: Average duty cycle per hour for DCS downlink.

To detect whether a channel is used by a licensed user, a number of different signal de-
tection methods, referred to as spectrum sensing algorithms in the context of DSA/CR, have
been proposed in the literature [151–155]. The existing solutions provide different trade-offs
among required sensing time, complexity and detection capabilities. Their practical applica-
bility, however, depends on how much information is available about the primary user signal.
In the most generic case no prior information is available. If only low time-resolution power
measurements of the spectrum utilization are available, the Energy Detection (ED) method
is the only possibility left [156], which is able to work irrespective of the signal to be de-
tected. Due to its simplicity and relevance to the processing of power measurements, ED
has been a preferred approach for many past spectrum studies and also constitutes the spec-
trum sensing method considered in this work. ED compares the received signal energy in a
certain channel to a properly set decision threshold. If the signal lies above the threshold the
channel is declared to be busy (i.e., occupied by the licensed system). Otherwise the channel
is supposed to be idle (i.e., available for secondary usage). Therefore, the measured PSD
samples need to be compared to a threshold in order to determine whether they correspond
to busy or idle channels.

The decision threshold is a critical parameter in data post-processing since its value
severely impacts the obtained occupancy statistics. High decision thresholds may result in
underestimation of the actual spectrum occupancy due to the misdetection of faded signals.
On the other hand, excessively low decision thresholds may result in overestimation caused
by noise samples above the threshold. As shown in Figure 2.6, different systems may ex-
hibit different sensitivities to the variation of the decision threshold. In general, the DC
for high-powered transmitters such as TV stations and cellular communication base stations
(downlink direction) shows a lower decreasing rate as the decision threshold increases. On
the other hand, for bands where the received signal levels are lower the DC is more sensitive
to the decision threshold, with changes from 100% to 0% in 5 dB or less. This observation
highlights the importance of using an adequate criterion to select the decision threshold.
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Several methods to determine the decision threshold have been employed in previous
studies. Most of them are based on a priori knowledge of noise properties. The simplest
way to determine the decision threshold based on the noise knowledge is via empirical analy-
sis, where the collected measurements are visually inspected and the threshold is arbitrarily
placed somewhere in the middle between the noise and signal curves. For example, the
threshold in [127–132] is decided based on visual inspection of PSD curves. An alternative
approach is adopted in [146], where the spectral occupancy (average DC) is computed as a
function of the decision threshold as in Figure 2.6, and the decision threshold is manually
placed between the curves corresponding to noise and busy channels. A similar scheme is
employed in [157]. The main shortcomings of these approaches are their arguably lack of
rigor, subjectivity and difficulty to be implemented in an automated fashion.

Other more rigorous methods to determine the decision threshold are shown in Figure
2.7. These methods assume a perfect knowledge of the noise properties, at least of the mean
Xmean( f ), minimum Xmin( f ) and maximum Xmax( f ) values at different frequencies f , which
can easily be measured by simply replacing the antenna with a matched load. A simple
possibility to determine the decision threshold would be to select the maximum noise level
Xmax( f ) recorded at each measured frequency point f as the decision threshold λ( f ):

λ( f ) = Xmax( f ) (2.1)

This method will be referred to as MaxNoise criterion. This option guarantees that no noise
samples lie above the threshold and therefore that spectrum occupancy is never overesti-
mated. However, occupancy may be underestimated due to weak signal samples lying below
the maximum noise level. To solve this problem, an alternative option is to fix the decision
threshold m decibels above the average noise level:

λ( f ) = Xmean( f )+m (2.2)

where m represents a constant quantity added to the mean noise level (e.g., m = 6 dB as
in [141] or m = 10 dB as suggested in [158]). This method will be referred to as m-dB
criterion. The main drawback of this method is that the noise variance and also the maximum
noise level Xmax( f ) may vary band-by-band depending on several configuration parameters
such as the frequency span, which makes difficult to precisely control the relation between
the noise level and the decision threshold. As illustrated in Figure 2.7, a fixed decision
threshold may be appropriate for certain measurement conditions but may not be adequate if
the measurement configuration changes from one band to another. Therefore, a constant m-
dB threshold over the entire measurement range may not be appropriate. A different solution
conciliating the previous methods is the Probability of False Alarm (PFA) criterion. In the
context of DSA/CR, the PFA is defined as the probability that the DSA/CR network declares
a channel to be occupied by a licensed signal when it is actually idle. This event may
be caused by strong noise samples along with low decision thresholds. Based on a target
PFA for a DSA/CR network equal to Pf a, the decision threshold λ( f ) at each measured
frequency point f is fixed such that only a fraction Pf a of the noise samples X( f ), measured
by replacing the antenna with a matched load, lie above the threshold:

λ( f ) = F−1
X( f )(1−Pf a) (2.3)
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where F−1
X( f )(·) is the inverse of FX( f )(·), the Cumulative Distribution Function (CDF) of

the noise values X( f ). It is worth noting that this alternative can be considered as an in-
termediate approach between the MaxNoise criterion, where spectrum occupancy is never
overestimated, and the m-dB criterion, where spectrum occupancy may be significantly
over/underestimated. The maximum overestimation error in which the PFA criterion may
incur is given by the value of Pf a. In other words, if the maximum fraction of noise samples
allowed to lie above the decision threshold λ( f ) is equal to Pf a, spectrum occupancy will
never be overestimated by an amount greater than Pf a.

There exists a second category of algorithms to determine the decision threshold without
a priori knowledge of the noise properties. Some examples are the Otsu’s algorithm [159]
and the Recursive One-Sided Hypothesis Testing (ROSHT) algorithm proposed in [160].
The main drawback of these algorithms is that they are more complex and based on some
assumptions that may not hold. Moreover, such assumptions are not necessary when noise
properties can be known as it is the case. These methods are not considered in this study.

To quantitatively assess the impact of the decision threshold on the obtained occupancy
statistics, the same set of empirical data was post-processed based on the ED principle but
using the MaxNoise, m-dB and PFA criteria. The results obtained for various frequency
bands are shown in Figure 2.8. Regarding the m-dB criterion, the performed experiments
demonstrate, as previously mentioned, that a constant value of m fails to provide consistent
results over the entire measurement range: while for some bands the obtained results are
similar to those obtained with MaxNoise and PFA, for other bands the results are completely
divergent. This indicates that the suitability of this criterion is highly questionable.

The rest of this section focuses on the comparison of MaxNoise and PFA. The compari-
son is performed based on the occupancy statistics obtained for four types of bands, namely
bands allocated to a wide diversity of licensed systems (146–235 MHz and 235–317 MHz),
high-power transmitters (470–870 MHz and 915–960 MHz), low-power transmitters (870–
915 MHz), and sparsely used (2700–3000 MHz) or completely idle (5470–5875 MHz).

When the decision threshold is lowered from the MaxNoise criterion to the PFA 1%
criterion, a maximum amount of 1% noise samples are allowed to lie above the decision
threshold, which may be detected as signal samples. A maximum increase of 1% in the Dc
due to noise samples is therefore expected in this case. However, Figure 2.8 indicates that
the average DC for the 146–235 MHz and 235–317 MHz bands, which are allocated to a
wide variety of licensed systems, increases 12.76% (from 43.32% to 56.08%) and 12.55%
(from 28.90% to 41.45%), respectively, when moving from MaxNoise to PFA 1%. Since
these increments are higher than 1% this clearly means that PFA is able to detect some
additional weak signals around the noise level in these bands. If the decision threshold is
further lowered with the PFA 2%, 5% and 10% criteria, more weak signals are detected
and the resulting average DCs increase (and so does the maximum overestimation error).
A similar trend is observed for weak GSM uplink signals (870–915 MHz), although in this
case the PFA improvement is less significant.

In the 2700–3000 MHz band (where a few military radars are observed) and the 5470–
5875 MHz band (completely idle), the PFA criterion increases the average DC by the same
amount as the Pf a parameter of the algorithm. For example, when moving from PFA 2%
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Figure 2.8: Impact of different decision threshold selection criteria on the detected activity for vari-
ous licensed frequency bands.

to PFA 5% the DC increases about 3%. The absence of licensed signals in these bands
indicates that such increase is not caused by the detection of true weak signals but noise
samples above the threshold. As shown in Figure 2.8, a similar behavior is also observed for
bands with high-power transmitters such as TV and GSM downlink. In this case, this means
that in such bands lowering the decision threshold below the maximum noise level with the
PFA criterion does not result in the detection of some additional weak signals, which indeed
do not exist in these bands, but the misinterpretation of some noise samples as signals. In
such a case PFA results in an overestimation error equal to Pf a with respect to MaxNoise.

It can be concluded that PFA, in general, improves the detection performance of Max-
Noise at the cost of a risk of incurring in overestimation errors in bands allocated to high-
power transmitters. Increasing the target Pf a of the PFA method improves the detection
performance but results in an increased maximum overestimation error. Based on the ob-
tained results, the PFA 1% criterion can be considered as a reasonable trade-off between
the improvement in the ability to detect weak signals and the overestimation error in bands
allocated to high-power transmitters.

2.6 Summary

Although several spectrum measurement campaigns have been performed in the context of
DSA/CR, there is a lack of common and appropriate evaluation methodology, which would
be desirable not only to prevent inaccurate results but also to enable the direct comparison
of results from different sources. This chapter has presented a comprehensive and in-depth
discussion of several important methodological aspects that need to be carefully taken into
account when evaluating spectrum occupancy. A quantitative evaluation of the impact of
different individual factors on the obtained results along with various useful guidelines have
been provided as well. The results presented in this chapter highlight the importance of
carefully designing an appropriate methodology when evaluating spectrum occupancy in the
context of DSA/CR. This chapter has contributed a unifying methodological framework for
future spectrum measurement campaigns. The findings of this chapter will be of great utility
in the study reported in Chapter 3.





CHAPTER

3

EVALUATION OF SPECTRUM OCCUPANCY
IN THE CONTEXT OF COGNITIVE RADIO

3.1 Introduction

The DSA/CR paradigm is expected to improve spectrum usage efficiency in radio communi-
cation systems. Nevertheless, before investigating the technical issues of DSA/CR systems,
and in order to address the real situation of spectrum usage, a clear picture of how differ-
ent spectrum bands are used in specific environments is necessary. An appropriate study of
spectrum usage enables the characterization of underutilized spectral resources in terms of
time, frequency and space as well as the identification of the most suitable and interesting
bands for opportunistic access. The measurement of real network activities constitutes a
valuable tool towards a realistic understanding of dynamic spectrum usage.

Spectrum utilization has already been evaluated in various measurement campaigns all
over the world. However, when the study reported in this chapter was initiated (around the
middle of 2008), most of them had been carried out in the United States. Very few studies
had taken place in other locations. Some examples are the measurements performed in New
Zealand in 2007, Singapore in 2008 and some European cities such as Dublin, Ireland in
2007 and Aachen, Germany in 2007 (see Table 2.1). Thenceforth, the number of reported
spectrum occupancy studies in the context of DSA/CR has grown to include a greater num-
ber of locations all over the world such as Doha, Qatar [161], Bucharest, Romania [162],
Amsterdam, Netherlands [163], Brno, Czech Republic [164], Paris, France [164] and some
additional cities in the United States [165].

All these spectrum measurements provide a valuable source of information for a realis-
tic understanding of real spectrum usage. However, to enable a large scale deployment, the
DSA/CR technology cannot be developed based on the conclusions derived from the studies
conducted in a few geographical areas or under specific spectrum regulations. In contrast,
the development of the DSA/CR technology should take into account the possibility to op-
erate under many different spectrum regulations and a wide variety of scenarios. Therefore,
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spectrum occupancy information needs to be consistently collected over a wider range of
locations in order to assess the variations of spectrum usage in environments with various
spectrum regulations, user profiles and habits, geographical characteristics and population
densities. In this context, this chapter presents an extensive and rigorous broadband spec-
trum measurement campaign performed in the metropolitan area of Barcelona, Spain. The
main objective of this study is to evaluate and analyze the availability of free spectral re-
sources in terms of time, frequency and space over a wide range of practical scenarios, thus
identifying frequency bands suitable for DSA/CR deployments. A second objective is to
capture spectrum data to support the development of spectrum usage models in Part III. The
employed measurement campaign relies on a carefully designed measurement equipment
and methodology (see Appendix A and Chapter 2) and covers a wide range of frequencies
(75–7075 MHz), scenarios (in indoor and outdoor environments) and locations (in urban and
sub-urban areas). To the best of the author’s knowledge, this is the first study of these char-
acteristics performed under the scope of the Spanish spectrum regulation in the context of
DSA/CR, and one of the earliest studies in Europe. The measurements have been analyzed
and compared to the official spectrum allocations [166], demonstrating the existence of a
significant amount of spectrum available for the deployment of future DSA/CR networks.

The rest of this chapter is organized as follows. First, Section 3.2 reviews some previous
spectrum measurement campaigns. The employed measurement configuration, which relies
on the findings of the study performed in Chapter 2, is described in Section 3.3. Section
3.4 presents the scenarios considered in this study, while Section 3.5 analyzes the obtained
results. Finally, Section 3.6 summarizes and concludes the chapter.

3.2 Previous spectrum measurement campaigns

The first larger spectrum occupancy measurement campaign was performed between 1993
and 1995 by the National Telecommunications and Information Administration (NTIA)
[123–126], responsible for managing the Federal Government’s use of the radio spectrum
in the United States. The study measured the spectrum usage in several metropolitan areas
across the frequency range from 108 MHz to 19.7 GHz. These survey reports show the max-
imum, minimum and average measured power levels of received signals in different bands.
Although this information can be used to qualitatively assess the relative density of channel
occupancy on a band-by-band basis, the temporal information of spectrum usage required to
infer the statistical occupancy rates is not provided. The main conclusions of the study are
the higher spectrum occupancy activities in coastal areas due to the presence of naval radars
and the extensive occupancy of ISM bands.

Another large scale spectrum occupancy measurement campaign funded and ordered by
the National Science Foundation (NSF) is reported in [127–136]. The spectrum utilization
in several American cities and a European city (Dublin, Ireland) was evaluated in outdoor
environments in a band-by-band basis between 30 MHz and 3 GHz. Average occupancy
rates between 1% and 18% were observed for the considered locations. This study can be
considered as the first large measurement campaign performed in the context of DSA/CR and
it certainly is a rigorous and methodical spectrum study covering a wide range of locations
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and environments. However, the different equipments and procedures employed in this study
prevent from a fair comparison among various spectrum occupancy results. Moreover, the
study covers the frequency range up to 3 GHz. Additional bands above 3 GHz may exhibit
interesting opportunities for DSA/CR and should therefore be analyzed as well.

An extensive outdoor spectrum survey in urban (Atlanta, USA), sub-urban (Atlanta,
USA) and rural (North Carolina, USA) environments between 400 MHz and 7.2 GHz is pre-
sented in [137, 138]. Low occupancy levels were also observed in this survey, namely 6.5%,
5.3% and 0.8% for urban, sub-urban and rural scenarios, respectively. Several novelties with
respect to previous measurement campaigns were introduced in this study. First, spectrum
occupancy was evaluated not only in frequency and time but also for different polarizations
(horizontal and vertical) and azimuths (6 directions). Moreover, in addition to threshold de-
cision a more sophisticated decision algorithm was employed to identify busy bands. This
decision algorithm was claimed to be able to detect weak signals marginally above the noise
floor, exhibiting a much lower false alarm rate than the threshold-based method while retain-
ing a similar probability of detection. Nevertheless, the unusual decision method considered
leads to particular occupancy statistics that, although presumably more accurate, may not be
comparable with the results of other measurement campaigns.

Some broadband measurement campaigns have also been carried out in Europe. In ad-
dition to the study performed in Dublin, Ireland documented in [135], the work reported in
[139] describes a study conducted between 20 MHz and 6 GHz in both outdoor and indoor
environments in Aachen, Germany. In the outdoor campaign, an unexpected occupancy of
nearly 100% was obtained between 20 MHz and 3 GHz. This surprising result was attributed
to a high level of out-of-band transmissions, ambient noise and man-made noise that were
captured by the highly sensitive measurement system employed and interpreted as licensed
user signal because the considered ED scheme is not able to differentiate between signals
and ambient noise without further information. In the indoor case several spectrum bands
between 1 and 3 GHz appeared to be idle for longer time periods, thus showing some pos-
sibilities for opportunistic spectrum access. The observed occupancy in the band from 3
to 6 GHz was very low in both indoor and outdoor environments but the sensitivity of the
measurement system in this case was presumably lower since pre-amplification was used up
to 3 GHz. The study presented in [139] concludes that the main opportunities in outdoor
environments reside in the frequency bands above 3 GHz. In the case of low-power indoor
systems, some lower frequency bands may be usable for secondary access as well.

Broadband measurement campaigns have also been reported in [140] (with occupancy
rates of 6.21% and 5.72% for outdoor and indoor environments, respectively, between 806
MHz and 2750 MHz in urban Auckland, New Zealand) and [141] (with an overall occupancy
level of 4.54% between 80 and 5850 MHz in an outdoor urban environment in Singapore).
Other spectrum studies reported in the literature have exclusively focused on specific aspects
of the services operating in narrower spectrum bands [142–146, 167, 168]. Despite the
measurements campaigns performed prior to the study presented in this chapter [123–146,
167, 168], and the number of similar works published subsequently [161–165, 169, 170], the
successfull deployment of the DSA/CR technology claims for a larger number of measured
locations and spectrum allocations, thus motivating the work described in this chapter.
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3.3 Measurement configuration

The measurement equipment employed in this study relies on the same spectrum analyzer
setup used in Chapter 2 (see Appendix A). Table 3.1 shows the main configuration parame-
ters, which are based on the results obtained in Chapter 2.

The measured frequency range (75–7075 MHz) was divided into 25 blocks of variable
size (from 45 to 600 MHz) based on the Spanish frequency allocation chart [166]. These
frequency blocks were defined to ensure that no spectrum band in [166] is split off and the
resulting frequency bins, in accordance with the conclusions of Chapter 2, remain acceptably
narrower than the RF bandwidth of the measured signals (the employed spectrum analyzer
provides a fixed non-configurable number of 551 frequency points per span, hence the fre-
quency span determines the resulting frequency bin). For example, GSM/DCS bands were
measured with frequency spans of 45 MHz, which results in a frequency bin of 45 MHz /
(551–1) = 81.8 kHz (i.e., narrower than the 200 kHz RF bandwidth of the GSM/DCS signal).
Similarly, 727.3 kHz and 745.5 kHz bins were employed to measure TV bands (8 MHz RF
bandwidth) and UMTS bands (5 MHz RF bandwidth), respectively.

Based on the results obtained in Chapter 2, a 10-kHz RBW was selected as an ade-
quate trade-off between detection capabilities and required measurement periods. The Video
BandWidth (VBW) is a function that dates to analog spectrum analyzers, but is now nearly
obsolete. It can be used to reduce the effect of the noise on the displayed signal amplitude.
When the VBW is narrower than the RBW, this filtering has the effect of reducing the peak-
to-peak variations of the displayed signal, thus averaging noise without affecting any part
of the trace that is already smooth. With modern digital spectrum analyzers this smooth-
ing effect can be achieved by means of trace averaging. To eliminate this analog form of
averaging, the VBW was set equal to the RBW.

Each of the 25 analyzed bands was measured either 1 or 24 hours, depending on the
measurement location (see Section 3.4). When the circumstances allowed unattended opera-
tion, a 24-hour measurement period was selected as suggested in Chapter 2. In public places,
where the presence of an operator was required, measurement periods of 24 hours were in-
feasible and were therefore shortened to 1 hour. The number of recorded traces/sweeps is
a function of the sampling rate (i.e., the sweep time), which is automatically adjusted by
the employed spectrum analyzer to the minimum value that ensures reliable results. The
resulting range of average sweep times is also shown in Table 3.1.

As mentioned in Appendix A, the spectrum analyzer’s built-in pre-amplifier is used only
above 3 GHz, while the external pre-amplifier is always used. To simplify the presentation
of the results obtained in low- and high-frequency bands, the noise floor values in the 75–
3000 MHz and 3000–7075 MHz bands were artificially equalized by adding a 20 dB offset
to the reference level in the 3000–7075 MHz band (reference level offset). The reference
level was then adjusted in accordance with the maximum power observed in each frequency
range, while the amplitude scale was adjusted based on the noise floor. The spectral activity
in the analyzed bands was monitored with no attenuation and making use of an average
type detector, which reports the average power measured at each frequency bin. The best
sensitivity of the measurement equipment is around –129 dBm / 10 kHz (i.e., 5 dB above
the absolute lower bound imposed by the thermal noise) as shown in Table 2.4.
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Table 3.1: Spectrum analyzer configuration.

Parameter Value
Fr

eq
ue

nc
y

Frequency range 75–3000 MHz 3000–7075 MHz
Frequency span 45–600 MHz
Frequency bin 81.8–1090.9 kHz

Resolution BandWidth (RBW) 10 kHz
Video BandWidth (VBW) 10 kHz

Ti
m

e Measurement period 1 or 24 hours
Sweep time Auto (1.55–17.19 s)

A
m

pl
itu

de

Built-in pre-amplifier Deactivated Activated
Reference level –20 dBm –50 dBm

Reference level offset 0 dB –20 dB
Scale 10 dB/division

Input attenuation 0 dB
Detection type Average (RMS) detector

3.4 Measurement scenarios

Most of previous spectrum occupancy studies are based on measurements performed in out-
door environments and more particularly in outdoor high points such as building rooftops,
balconies and towers (see Table 2.1). The main advantage of high points is that they provide
direct line-of-sight to various transmitters and therefore enable a more accurate measurement
of the spectral activity. Nevertheless, this scenario may not be representative of the spectrum
occupancy perceived by a secondary network in other interesting practical situations where
the secondary antenna is not placed in a static high point (e.g., a mobile secondary user
communicating inside a building or while walking in the street between buildings). The
measurement of real network activities in additional scenarios of practical significance is
therefore required for an adequate and full understanding of the dynamic use of spectrum.

The measurement locations considered in this study embrace a rich diversity of practical
scenarios in urban and sub-urban areas. The scenarios analyzed in urban areas are illustrated
in Figure 3.1 and include various locations within the Campus Nord of Universitat Politèc-
nica de Catalunya (UPC) in urban Barcelona, not only outdoor high points (location 1), but
also indoor environments (location 2) as well as outdoor locations at the ground level in
narrow streets (locations 3–7), between buildings (locations 8–10) and in open areas (loca-
tions 11–12). For outdoor high point measurements (location 1), the equipment was placed
in the rooftop of the three-floor building belonging to the Department of Signal Theory and
Communications of UPC (latitude: 41◦ 23’ 20” North; longitude: 2◦ 6’ 43” East; altitude:
175 meters). The selected place is a strategic location with direct line-of-sight to several
transmitting stations located a few tens or hundreds of meters away from the antenna and
without buildings blocking the radio propagation. This strategic location allowed to accu-
rately measure the spectral activity of various transmitters such as TV broadcast stations,
several nearby base stations for cellular mobile communications and a military head quar-
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Figure 3.1: Measurement locations in urban environment.

ter as well as some maritime and aeronautical transmitters due to the relative proximity to
the harbor and the airport. For indoor experiments, the measurement equipment was placed
inside the same building (location 2) in the middle floor. For the rest of measurements at
the ground level (locations 3–12) the equipment was moved along the campus as shown in
Figure 3.1. This set of urban scenarios is complemented with an additional outdoor high
point in UPC Campus Castelldefels (latitude: 41◦ 16’ 31” North; longitude: 1◦ 59’ 13” East;
altitude: 175 meters), which constitutes a representative example of sub-urban environment.
The variety of considered measurement locations provides a broad view and understanding
of dynamic spectrum usage under various scenarios of practical interest.

3.5 Measurement results and analysis

3.5.1 Occupancy metrics

Spectrum utilization is characterized and quantified in this section by means of three occu-
pancy metrics, which are shown in the figures presented in the following sections. The first
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occupancy metric is the Power Spectral Density (PSD), which is shown in the upper graph of
each figure in minimum, maximum and average values for each measured frequency. When
considered together, minimum, maximum and average PSD provide a simple characteriza-
tion of the temporal behavior of a channel. For example, if the three PSD values are quite
similar, it suggests a single transmitter that is always on, experiences a low level of fad-
ing and is probably not moving. At the other extreme, a large difference among minimum,
maximum and average suggests a more intermittent use of the spectrum [145].

The second occupancy metric, shown in the middle graph of each figure, represents the
instantaneous evolution of the temporal spectrum occupancy over the whole measurement
period. Black dots represent samples of busy channels, while the white color indicates the
absence of licensed signals. The busy/idle state of each measured frequency is determined
following an ED principle. The ED decision threshold has been set for a PFA of 1%, which
provides a reasonable trade-off between detection capability and maximum overestimation
error as discussed in Chapter 2.

The third considered occupancy metric is the DC, which is shown in the lower graph of
each figure. This metric, computed as described in Appendix B, represents the fraction of
time that a certain channel or frequency range is observed as busy over a specified period of
time, thus providing a more precise quantification of spectrum occupancy.

3.5.2 Urban outdoor high points

The obtained measurement results are shown in Figures 3.2, 3.3 and 3.4. As it can be ap-
preciated, spectrum experiences a relatively moderate use below 1 GHz and a low usage
between 1 and 2 GHz, while remains mostly underutilized between 2 and 7 GHz (with some
clear exceptions that will be discussed later on). In fact, while the average DC between 75
and 2000 MHz is 31.02%, the value of this parameter between 2000 and 7075 MHz is only
2.75%, as shown in Table 3.2. The overall average DC over the considered frequency range
is 17.78%, which reveals the existence of significant amounts of unused spectrum that could
potentially be exploited by future DSA/CR networks. Although these results clearly indi-
cate low spectrum utilization levels, they do not provide a clear picture of how spectrum is
used in frequency bands allocated to different specific services. Therefore, a more detailed
discussion on the spectrum usage in some allocated bands of interest is provided next.

Despite the highest spectral activity is observed below 1 GHz, some opportunities for
DSA/CR networks can still be found in this frequency range, even in those bands with the
highest observed average DCs. For example, the frequency band 470–862 MHz (see Figure
3.5(a)), which is allocated to analogical and digital terrestrial TV, shows an average DC of
82.08%, one the highest values observed in this study. Although the sub-band 830–862 MHz
(exclusively reserved for digital TV systems) exhibits an intensive usage of nearly 100%
that precludes any DSA/CR applications, the rest of the band between 470 and 830 MHz
(allocated to both analogical and digital TV systems) shows some spectrum white spaces1.
Note that busy TV channels show DCs of about 100% (i.e. continuous broadcasting), which

1This frequency organization corresponds to the situation at the moment the measurement campaign was
performed. Later on, by the end of 2010, a spectrum refarming process affecting TV bands was initiated.
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Figure 3.2: Spectrum occupancy in location 1 (75–960 MHz).
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Figure 3.3: Spectrum occupancy in location 1 (960–3100 MHz).
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Figure 3.4: Spectrum occupancy in location 1 (3100–7075 MHz).
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Table 3.2: Average duty cycle statistics in location 1.

Frequency (MHz) Average duty cycle
75–1000 42.00 %

31.02 %

17.78 %

1000–2000 13.30 %
2000–3000 3.73 %

2.75 %
3000–4000 4.01 %
4000–5000 1.63 %
5000–6000 1.98 %
6000–7075 1.78 %

impedes temporary opportunistic usage of such channels. Only one TV channel (channel
38, 606–614 MHz) was disconnected during a short period in the night, which might be
due to maintenance operations since this behavior was not observed for the same channel
in previous experiments. Spectrum opportunities in this band come from TV channels that
are received at low power levels. The obtained average DC between 470 and 830 MHz is
80.49%, meaning that one fifth of the TV band (approximately 80 MHz) can be considered
to be idle due to the weak reception of the signals broadcasted from distant TV stations.
Therefore, although the TV band appears as considerably populated in this study, it provides
some interesting opportunities for secondary usage2.

Another interesting case below 1 GHz is observed in the frequency bands allocated to
GSM. The Extended GSM (E-GSM) 900 system operates in the 880–915 MHz (uplink) and
925–960 MHz (downlink) bands as shown in Figure 3.5(b). The uplink band appears as a
potential candidate for secondary deployments with an average DC equal to 6.26%. How-
ever, in this case it is important to highlight that the low activity recorded in this band does
not necessarily imply that it could be used by DSA/CR networks. As a matter of fact, the
maximum PSD observed in Figure 3.5(b) reaches significant values, revealing the presence
of primary signals in uplink. The considerably higher activity in downlink (96.33%) and
the fact that GSM is based on Frequency-Division Duplex (FDD) suggest that the actual us-
age of the uplink band might be higher than the activity level recorded by the measurement
system at the considered location. The unbalanced occupancy patterns observed between up-
link and downlink in Figure 3.5(b) can be explained by the considerably higher transmission
powers of GSM base stations and the considered measurement location with direct-line-of-
sight to several nearby base stations, which flavor the detection of GSM downlink signals.
On other hand, the lower transmission powers of GSM cellular phones along with the non-
line-of-sight-conditions for terminals at the ground level hinder the detection of GSM uplink
signals. As matter of fact, the maximum PSD observed for uplink in Figure 3.5(b) may be
due to calls originated from nearby locations (e.g., the upper floors of the building). There-
fore, from the obtained results it cannot be concluded that the E-GSM 900 uplink is subject
to low activity levels. Similar situations have been observed in previous work (e.g., [141]).

2After the spectrum refarming process initiated in 2010 the amount of TV white space has decreased. How-
ever, at the moment of writing this document about 60 MHz of the band is observed as idle at the same location,
which can still be considered as a significant amount of TV white space for DSA/CR systems.
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Figure 3.5: Spectrum occupancy in location 1 for: (a) TV (470–862 MHz), (b) E-GSM 900 (870–
960 MHz), (c) DCS 1800 (1710–1880 MHz), and (d) UMTS (1880–2290 MHz).

In the lower spectrum bands 75–235 MHz, 235–400 MHz and 400–470 MHz, low to
moderate average DCs of 48.59%, 24.88% and 29.85%, respectively, are observed. These
bands are populated by a wide variety of narrowband systems, including Private/Professional
and Public Access Mobile Radio (PMR/PAMR) systems (75.2–87.5 MHz, 223–235 MHz,
406–430 MHz and 440–470 MHz), FM audio broadcasting (87.5–108 MHz), aeronautical
radionavigation and communication systems, maritime systems as the Global Maritime Dis-
tress and Safety System (GMDSS), paging systems and fixed links (108–174 MHz), audio
applications such as wireless microphones (174–195 MHz) and Digital Audio Broadcasting
(DAB) systems (195–223 MHz), satellite systems (137–138 MHz and 400–406 MHz) and
amateur systems (144–146 MHz and 430–440 MHz). Although these bands exhibit low to
moderate average DCs, there is no significant amount of white space due to the narrowband
nature of the systems operating on them. Moreover, the whole band from 235 to 400 MHz
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is exclusively reserved for security services and defense systems of the Spanish Ministry
of Defense, which in principle precludes the use of such spectrum bands for DSA/CR ap-
plications. Other bands below 1 GHz with low or moderate levels of activity but narrower
available free bandwidths are those allocated to wireless microphones and Radio Frequency
IDentification (RFID) devices (862–870 MHz), CT1 cordless phones (870–871 and 915–916
MHz), cellular access rural telephony (874–876 and 919–921 MHz) and the Railway GSM
(R-GSM) 900 system (876–880 and 921–925 MHz).

Between 1 and 2 GHz, spectrum is subject to a low level of utilization, while remains
mostly underutilized between 2 and 7 GHz. Above 1 GHz the highest spectrum usage is
observed for the bands allocated to the DCS 1800 system operating on 1710–1785 MHz and
1805–1880 MHz (Figure 3.5(c)), the UMTS system on 1920–1980 MHz and 2110–2170
MHz (Figure 3.5(d)), and BWA systems operating between 3520 and 3560 MHz.

Note that the differences between uplink and downlink usage patterns that have been
appreciated for E-GSM 900 are also observed for DCS 1800 and UMTS. In the case of DCS
1800 the differences are more accentuated due to the fact that mobile stations in DCS 1800
have lower transmission powers than in GSM 900, which results in a reduced occupancy for
the uplink. In the case of UMTS the difference is higher due to the spread spectrum nature
of the Wideband Code Division Multiple Access (WCDMA) radio technology employed by
UMTS, which leads to modulated signals that are difficult to detect with spectrum analyzers.
As a result, very low activity is observed in UMTS uplink. Although DCS 1800 and UMTS
show higher occupancy levels in downlink (58.82% and 56.93% respectively), these bands
also offer some opportunities for secondary access. In the case of DCS 1800 some portions
of the downlink band show a well defined periodic pattern (see Figure 2.5(a)) that could
be exploited by some secondary DSA/CR applications by accessing spectrum during low-
occupancy periods. In the case of UMTS, spectrum opportunities can be found in several
5-MHz channels observed as idle. Moreover, the UMTS bands reserved for the Time Divi-
sion Duplex (TDD) component (1900–1920 and 2010–2025 MHz), the satellite component
(1980–2010 MHz and 2170–2200 MHz) and extension (2500–2690 MHz) are not used.

Although the highest activity above 1 GHz is observed for DCS 1800, UMTS and BWA
systems, some other bands are also clearly busy but at lower occupancy rates, which in
principle offer additional opportunities for DSA/CR applications. Some examples are the
960–1350 MHz band allocated to aeronautical and satellite radio location and navigation
systems, the 1400–1710 MHz band allocated to a variety of wireless systems such as Satellite
Personal Communication Systems (S-PCS) as well as aeronautical radio navigation, audio
broadcasting and defense systems, the 1880–1900 MHz band allocated to Digital Enhanced
Cordless Telecommunications (DECT) phones, the 2700–2900 MHz band allocated to mili-
tary radars, and the 3800–4200 MHz band used by analogical links for telephony.

Finally, it is worth noting as well that some spectrum bands appear as idle when judged
by their average DCs. Nevertheless, the maximum PSD reveals that some primary users, al-
though difficult to detect, are present in such bands. Some examples are the uplink bands for
mobile communications, the 2400–2500 MHz band (ISM-2450), the 2900–3100 MHz band
(radio navigation and location defense systems) and the 4200–4400 MHz band (allocated to
aeronautical radio navigation).
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Figure 3.6: Band-by-band average duty cycle statistics in location 1.

To conclude this section, Figure 3.6 summarizes the band-by-band average spectrum
occupancy statistics. The obtained results indicate that the actual spectral utilization is not
uniform. Some spectrum bands are subject to intensive usage while some others show mod-
erate utilization levels, are sparsely used and, in some cases, are not used at all. The highest
occupancy rates are observed for bands allocated to broadcast services (TV as well as ana-
logical and digital audio), followed by digital cellular services such as PMR/PAMR, paging,
and cellular mobile communications (E-GSM 900, DCS 1800 and UMTS). Other services
and applications, e.g. aeronautical radio navigation and location or defense systems, show
different occupancy rates depending on the particular spectrum band. In summary, most
of spectrum offers possibilities for secondary usage, even those bands with the highest ob-
served activity levels in terms of average DC. Nevertheless, it is worth emphasizing that the
average DC by itself is not a sufficient statistic to reliably declare a spectrum band as truly
idle. As a matter of fact, the maximum PSD of some portions of the spectrum have revealed
that some allocated frequency bands with approximately null average DCs are actually be-
ing used by licensed systems. These aspects should carefully be taken into account when
selecting frequency bands for real DSA/CR deployments.

3.5.3 Urban indoor locations

This section presents and analyzes the results obtained in a urban indoor environment (loca-
tion 2) taking as a reference the results obtained in an outdoor high point (location 1). The
aim of this section is to determine the impact of an indoor environment on the spectral activ-
ity perceived by a secondary user with respect to that observed in an outdoor high point. The
qualitative analysis performed in this section will be complemented with a more quantitative
treatment of the problem in Chapter 10.

In this study, the measurement configurations employed in both locations were identical
(see Section 3.3) but the time instants were different (i.e., locations 1 and 2 were not mea-
sured simultaneously). This circumstance introduces some random component in the ob-
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Table 3.3: Cases considered in Figure 3.7.

Case Transmitter location Receiver location
I Outdoor Outdoor
II Outdoor Indoor
III Indoor Outdoor
IV Indoor Indoor

tained results since different transmissions were present in each case. However, it is worth
noting that the aim of this section is not to characterize the instantaneous spectrum occu-
pancy in the time domain but the average occupancy rate from a statistical point of view. For
sufficiently long measurement periods as those considered in this case (24 hours for both
locations), the impact of different instantaneous transmissions is averaged and the resulting
DC constitutes a representative indication of the spectral activity in the analyzed bands.

From a qualitative point of view, the results obtained in location 2 follow the same trend
as in location 1. More concretely, the average spectrum occupancy is moderate below 1 GHz
(33.70%) and very low above 1 GHz (1.39%), with an overall occupancy rate of 12.10%. The
lower occupancy rates observed for the indoor location can be explained by the fact that most
wireless transmitters are located outdoor and the propagation loss due to the outdoor-indoor
signal penetration leads to lower signal levels in the indoor scenario, which in turn results
in lower occupancy rates. In principle, the lower average DCs obtained indoor suggest the
existence of a higher amount of spectrum opportunities. However, this result should be
interpreted carefully, taking into account the specific circumstances of particular bands.

To analyze the impact of the indoor location on the occupancy rate for various specific
bands, a distinction among four different possible cases is made according to the location
of transmitters and receivers as shown in Table 3.3. Based on this classification, the results
for various bands of interest are shown in Figure 3.7. Note that for certain bands the clas-
sification is not straightforward. For example, in the downlink direction of cellular mobile
communication systems the receivers are mobile users that may be located indoor and out-
door simultaneously. In practice, the location of every transmitter and receiver operating on
a certain band cannot be reliably determined, which results in some uncertainty. In spite of
that, some general trends can be inferred from the results shown in Figure 3.7.

For bands allocated to systems where the transmitters are outdoors (cases I/II), the indoor
DCs are in general notably lower, as expected, due to the outdoor-indoor signal penetration
loss. In case I (systems with outdoor receivers) the lower indoor occupancy rates indicate the
availability of more free spectrum, since an indoor secondary user transmitting in channels
sensed as idle would not cause harmful interference to primary outdoor receivers. However,
in case II (systems with indoor receivers) the lower indoor DCs do not necessarily imply the
existence of more white spaces, since in this case transmitting in a channel sensed as idle
could potentially result in interference to primary indoor receivers.

For bands allocated to systems with indoor transmitters (cases III/IV), in general the
average DCs tend to be higher in the indoor location (with some exceptions as the E-GSM
900 uplink band, which might be due to the presence of outdoor transmitters in such band).
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Figure 3.7: Average duty cycle statistics in locations 1 and 2 for specific bands.

Following a similar argument, in case IV (systems with indoor receivers) this indicates the
availability of a lower amount of free spectrum, while it could not be necessarily the situation
in case III (systems with outdoor receivers). However, the differences between outdoor and
indoor locations in these cases are not as significant as in cases I/II.

In summary, although average DCs tend to be lower in indoor locations (with some unim-
portant particular exceptions), this does not necessarily indicate the existence of more free
spectrum. The particular circumstances of the specific bands being sensed and the charac-
teristics of the systems operating on them need to be carefully considered before declaring a
band as truly available for potential secondary usage; otherwise, harmful interference could
be caused to the primary licensed system. Based on these results, from a practical point
of view it can be stated that the output of spectrum sensing procedures may not be enough
to declare a band as truly available for secondary access. Some additional techniques may
be required such as, for example, sensing both the uplink and downlink directions of FDD-
based systems in order to guarantee that the channel can be accessed opportunistically, or
employing signal processing techniques as the one described in [171] in order to determine
the radio technology present in a certain band before deciding whether a band may be ac-
cessed without inducing harmful interference.

Another aspect of practical importance is stressed by the results obtained in the 75–235
MHz band, where the average DC was significantly lower in the outdoor location (48.43%)
than in the indoor location (66.56%), despite that most systems operating in these bands are
located outdoor. As observed in Figure 3.8(a), this difference can be ascribed to a higher
noise floor above the energy decision threshold in the indoor experiment (high noise levels
may be interpreted as primary signals when ED is employed since it is not able to differen-
tiate between intended primary transmissions and external noise sources). Notice that in the
FM band (88–108 MHz), where a FM band stop filter is employed, the noise floor is lower
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Figure 3.8: Spectrum occupancy in location 2 (75-235 MHz): (a) In the presence of man-made noise,
(b) Without man-made noise.

than in the rest of bands, which indicates that the higher noise floor may be due to external
noise sources (e.g., out-of-band transmissions, ambient noise or man-made noise). Man-
made noise sources include emissions from electric motors (industrial equipments, trains,
buses, etc.), Alternating Current (AC) power systems (consumer products, lighting systems,
etc.), microwave ovens and spark plugs of automotive ignition systems, among many oth-
ers [172, 173]. Several measurements of the environmental noise floor have shown that the
most significant man-made noise component is observed at frequencies below 200 MHz
[174, 175]. At higher frequencies (above 1 GHz) studies of environmental noise have shown
very low levels of noise except for emissions from microwave ovens centered at 2450 MHz
[176, 177]. Since man-made noise presents important variations with the environment [174],
this could explain the differences observed between locations 1 and 2 in the 75–235 MHz
band. To verify this point, the indoor experiment was repeated after deactivating most of
the identified potential man-made noise sources in the vicinity of the measurement equip-
ment (computers, air conditioning systems and two racks of computing servers). In this case
a maximum measurement period of 4 hours was possible before noise sources became ac-
tive again. The obtained results are shown in Figure 3.8(b). As it can be appreciated, the
noise floor in this case is virtually flat, indicating that man-made noise sources have been
removed. Moreover, the obtained average DC is equal to 8.45%, showing that the actual
occupancy rate of this band is actually lower in indoor environments, as expected. From a
practical point of view, these results show how external noise sources can alter the spectrum
occupancy perception of DSA/CR terminals. Under such circumstance, a DSA/CR terminal
would incorrectly infer a higher level of spectral activity and thus a lower amount of avail-
able spectrum opportunities. Again, this indicates the need to employ more sophisticated
spectrum sensing algorithms than the ED scheme considered in this study (similar appreci-
ations were pointed out in [178]) as well as some additional techniques as in [171] in order
to minimize the waste of spectrum opportunities.
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3.5.4 Urban narrow streets and open areas

This section presents and analyzes the results obtained in urban narrow streets and open
areas (locations 3–12) taking as a reference the results obtained in an outdoor high point
(location 1). The aim of this section is to determine the impact of considering different out-
door locations at the ground level on the spectral activity perceived by a secondary user with
respect to that observed in an outdoor high point. The locations under study in this section
can be considered as a representative scenario for secondary mobile users communicating
while walking on the street in a urban environment. The qualitative analysis of this section
will be complemented with a more quantitative and comprehensive treatment in Chapter 10.

As in Section 3.5.3, each location was measured at a different time instant. As it has been
mentioned, the random component introduced by the presence of different transmissions at
different time instants could be averaged by considering a sufficiently long measurement
period. However, since the presence of an operator was required in these measurements,
periods of 24 hours as in location 1 were infeasible and were therefore shortened to 1 hour
in locations 3–12. To reduce the impact of random components and make the results of
locations 1 and 3–12 comparable, the average DC, Ψk, obtained in locations k = 3,4, . . . ,12
(based on the samples captured during a 1-hour interval), were normalized by the average
DC, Ψ1, obtained for location 1 when considering the samples corresponding to the same
1-hour time intervals. The normalized average DC for location k is thus computed as:

Ψk =
Ψk

Ψ1
(3.1)

This procedure reduces the randomness of the obtained results and enables a fairer compar-
ison among the outdoor high point and the rest of outdoor locations.

For most of the bands and locations measured in this experiment the obtained normal-
ized average DC is lower than one, meaning that the average DC observed at the ground
level is in general lower than at high points. This is a consequence of the radio propagation
blocking caused by buildings and other obstacles: under non-line-of-sight conditions, the
direct ray (i.e., the strongest signal component) is lost; only multi path propagation compo-
nents attenuated by reflection, refraction and diffraction are received, thus resulting in lower
received signal levels and therefore in lower average DCs. From a practical point of view,
this indicates that a secondary user at the ground level would perceive a higher amount of
spectrum opportunities. Nevertheless, it is worth highlighting that this observation should
be interpreted carefully, taking into account the specific circumstances of each band. In the
following, some particular bands of interest are discussed.

Figure 3.9 shows the spatial distribution of the normalized average DC for the TV, UMTS
downlink, E-GSM 900 downlink and DCS 1800 downlink bands. The common feature of
these bands is that the licensed transmitters are located outside the region under study. In
the TV band, it can be clearly appreciated that the normalized average DC is lower in closed
regions: in locations 4 and 6, where radio propagation blocking caused by buildings is more
intense, its value is lower than in other less closed regions such as locations 3, 5 and 7. A
similar trend is observed for UMTS, E-GSM 900 and DCS 1800 downlink bands. In the two
last cases, however, location 5 constitutes an exception, which could be explained by the
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Figure 3.9: Normalized average duty cycle statistics in locations 3 to 12 for specific bands: (a) TV
(470–862 MHz), (b) UMTS downlink (2110–2170 MHz), (c) E-GSM 900 downlink
(925–960 MHz), and (d) DCS 1800 downlink (1805-1880 MHz). From left to right and
top to bottom, the positions of the bars in each graph correspond to the physical locations
of points 3–12 in Figure 3.1.

different relative position of transmitters and by the fact that the same physical scenario may
result in dissimilar propagation scenarios at different frequencies. Comparing locations 8, 9
and 10, the deepest region (location 9) exhibits the lowest normalized average DC in the case
of TV, as expected, but the highest value in the case of the cellular mobile communication
bands, which could be explained by the deployment of pico-cells and repeaters in shadowed
regions as location 9. Regarding locations 11 and 12, it is interesting to note that a higher
spectral activity level was recorded in location 11 despite the presence of some surrounding
buildings not present around location 12. The detection by the measurement equipment of
some additional signal components reflected in such buildings could explain the recording of
higher activity levels in a less open region. Although lower DCs are observed at the ground
level in the TV, UMTS, E-GSM and DCS 1800 downlink bands, it is worth noting that this
does not necessarily imply the existence of more opportunities for secondary access. In
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fact, some faded signals might be undetected at the ground level due to blocking buildings
and other obstacles, thus highlighting the importance of detection sensitivity in secondary
networks and the need of some additional techniques as mentioned in Section 3.5.3.

In the previous bands, where the transmitters were outside the region under study, the
results have shown some spatial patterns. For other bands with transmitters operating in-
side the region under study (e.g., the uplink direction of cellular communication systems),
no particular occupancy patterns were observed, which suggests that in this case the ob-
served spectral activity might mostly depend on the random mobility patterns of the users
(transmitters) within the considered area.

In summary, the results presented in this section have demonstrated that the spectral ac-
tivity perceived by a secondary DSA/CR user for a certain band in realistic urban scenarios
strongly depends on the user location, with significant variations even in areas as reduced
as the one considered in this study (≈ 180 m × 260 m). This indicates that the conclusions
derived from measurement studies performed in high points may not be well suited to other
realistic outdoor scenarios with users at the ground level. Moreover, a qualitative relation
has been identified between the level of radio propagation blocking and the level of spectrum
occupancy perceived by the DSA/CR terminal. This observation will motivate a more de-
tailed quantitative analysis of the spatial spectrum occupancy perception of secondary users
as well as the development of appropriate spatial models of spectrum usage in Chapter 10.

3.5.5 Sub-urban environments

This section presents and compares the results obtained in urban and sub-urban environ-
ments based on measurements performed in outdoor high points. In this study, two identical
measurement suites were deployed in urban (UPC Campus Nord, Barcelona) and sub-urban
(UPC Campus Castelldefels) locations, about 23 km apart. As opposed to Sections 3.5.3
and 3.5.4 where the spectrum occupancy in various locations was evaluated at different time
instants, the measurements reported in this section were performed concurrently3. More-
over, spectrum occupancy in this section is examined up to 3 GHz, since the results shown
in Section 3.5.2 indicate that spectrum above 3 GHz remains mostly unused.

The obtained results are shown in Figure 3.10. As it can be appreciated, the overall
spectrum occupancy is appreciably higher in the urban environment of Barcelona (average
DC of 21.21%) than in the sub-urban environment of Castelldefels (average DC of 15.15%).
In particular, it is interesting to note that the bands allocated to cellular mobile communi-
cation systems such as DCS 1800 (1805–1880 MHz) and UMTS (2110–2170 MHz) have
more channels in use (and subject to a more intensive usage) in the urban environment. A
similar trend is observed in other bands at lower frequencies (below 1 GHz). In some par-
ticular bands such as those allocated to broadcast services, e.g. TV (470–862 MHz) and
DAB-T (195–223), where spectrum usage does not depend on the number of users of the
service, the results are more similar in both environments. It is worth noting that most of
the TV channels were observed in the same state (busy or idle) in both cities, which can be
explained by the fact that the distance between them (≈23 km) is shorter than the coverage

3When the studies of Sections 3.5.3 and 3.5.4 were performed, only one measurement suite was available.
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Figure 3.10: Spectrum occupancy: (a) Urban environment (Barcelona) and (b) Sub-urban environ-
ment (Castelldefels).

areas usually intended for TV transmitters and, as a result, both locations observe the same
transmitters. An exception was noticed in a few channels, which may be due to local short-
range TV stations. In summary, the results obtained in this study indicate that spectrum
usage is generally lower in sparsely populated areas. This indicates the existence of more
spectrum opportunities for DSA/CR systems in these environments, which is in accordance
with the conclusions of previous spectrum measurement campaigns (see Section 3.2).

3.6 Summary

This chapter has presented the results of a broadband spectrum measurement campaign con-
ducted in the frequency range 75–7075 MHz in the metropolitan area of Barcelona, Spain.
The study embraces a wide variety of scenarios in indoor and outdoor environments as well
as in urban and sub-urban areas. The obtained results have indicated that the actual utiliza-
tion of spectrum is not uniform: some spectrum bands are subject to intensive usage while
some others show moderate utilization levels, are sparsely used and, in some cases, are not
used at all. However, the overall level of utilization is significantly low and most of spectrum
offers interesting deployment possibilities for DSA/CR systems (even those bands with the
highest observed activity levels), specially in sparsely populated areas.

The study reported in this chapter has also indicated that the spectrum occupancy level
perceived by a DSA/CR terminal is tightly related to the surrounding radio propagation en-
vironment and, as such, depends on the secondary user location. The dependence of the
perceived spectral activity with the user location along with the presence of external noise
sources (e.g., man-made noise sources) that may alter the observed spectrum occupancy sug-
gest the need for sophisticated signal detection procedures. The use of advanced spectrum
sensing methods along with some complementary techniques would ensure a reliable esti-
mation of spectrum occupancy, which would avoid harmful interference levels to licensed
systems while maximizing the exploitation of spectrum opportunities.
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CHAPTER

4

EXPERIMENTAL EVALUATION OF
ENERGY DETECTION PERFORMANCE

4.1 Introduction

One of the most important challenges for a DSA/CR network is not to cause harmful inter-
ference to primary users. To guarantee interference-free spectrum access, secondary users
must reliably identify the presence of primary users, which basically implies being able to
determine whether a primary signal is present within a certain frequency range [179]. A
number of different signal detection methods, referred to as spectrum sensing algorithms
in the context of DSA/CR, have been proposed in the literature to identify the presence
of primary signal transmissions [151–155]. Some examples of the existing proposals in-
clude Energy Detection (ED) [156], matched filter detection [180, 181], feature detection
techniques based on cyclostationarity [182, 183], autocorrelation properties [184], statistical
covariances [185], and other signal properties [186–189], multi-taper spectrum estimation
[190] and filter bank spectrum estimation [191]. The existing solutions provide different
trade-offs between required sensing time, complexity and detection capabilities. Their prac-
tical applicability, however, depends on how much information is available about the primary
user signal. In the most generic case, a DSA/CR user is not expected to be provided with
any prior information about the primary signals that may be present within a certain fre-
quency band. When the secondary receiver cannot gather sufficient information, the ED
principle [156] can be used due to its ability to work irrespective of the signal to be detected.
Despite its practical performance limitations, ED has gained popularity as a spectrum sens-
ing technique for DSA/CR due to its general applicability and simplicity as well as its low
computational and implementation costs. ED has been a preferred approach for many past
spectrum sensing studies and also constitutes the spectrum sensing method considered in
this dissertation.

ED compares the signal energy received in a certain frequency band to a properly set
decision threshold. If the signal energy lies above the threshold, the band is declared to be
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busy. Otherwise the band is supposed to be idle and could be accessed by DSA/CR users.
Due to the simplicity and generality of its operating principle, the performance of ED is not
expected to depend on the type of primary signal to detect. In this context, the aim of this
chapter is to evaluate the performance of ED-based spectrum sensing for DSA/CR based on
field measurements of various real-world licensed signals. This study is motivated by the
need to extract the busy/idle states of the measured channels in order to develop appropriate
spectrum usage models. Since such information is extracted by means of the ED principle,
and this principle is applied to a wide variety of licensed radio technologies, a realistic and
accurate understanding of the real performance of ED when applied to real-world signals is
firstly required, which motivates the study performed in this chapter. The results obtained
in this study indicate that the detection performance of ED may actually vary with the pri-
mary radio technology being considered, but converges under certain conditions. The causes
and consequences of the different detection performances for various radio technologies are
identified, analyzed and discussed.

The rest of this chapter is organized as follows. First, Section 4.2 summarizes the main
novelties of this study, highlighting the differences with respect to other previous works
where the performance of spectrum sensing has been studied. Section 4.3 then presents
the considered system model, formulates the spectrum sensing problem in rigorous manner
and the describes the metrics commonly employed to evaluate and quantify the performance
of spectrum sensing algorithms. Afterwards, Section 4.4 describes in detail the operating
principle and theoretical results related to ED-based spectrum sensing. The measurement
platform and evaluation methodology employed in this study are described in Sections 4.5
and 4.6, respectively. Section 4.7 presents, analyzes and discusses the obtained experimen-
tal results. Finally, Section 4.8 summarizes the main conclusions derived from the study
presented in this chapter.

4.2 Novelties of this study

Previous works have dealt with the study of spectrum sensing in the context of DSA/CR
networks. However, there are a number of aspects that have not been covered satisfactorily
in the performance evaluation of spectrum sensing. The following points identify some of
such deficiencies and explain how this study fills the existing gaps:

• Spectrum sensing has usually been evaluated by means of theoretical studies or simu-
lations considering simple primary user signals such as sine wave carriers or synthetic
M-PSK/M-QAM modulated signals [192], which lacks of realism in some practical
scenarios. By contrast, this study is performed with real-world signals captured by
means of a radio measurement platform.

• In theoretical and simulation studies, primary signals have usually been assumed to
be only affected by Additive White Gaussian Noise (AWGN), although in practice
there exist other noise sources as well as various propagation phenomena impairing
the received signal and therefore impacting on the spectrum sensing performance.
The performance evaluation of spectrum sensing with real signals, as performed in
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this study, implicitly takes into account all the aspects of the real world that can affect
the performance of spectrum sensing algorithms in practice. The need for empirical
experiments is stressed by the inability to realistically model all the potential sources
of degradation encountered in real receivers and propagation environments.

• Some previous studies have already considered real signals following an approach
similar to this study. However, in such cases only TV signals have been consid-
ered, and wireless microphone signals in some other cases [193]. Although the first
DSA/CR deployments are expected in the TV bands following the IEEE 802.22 stan-
dard (see Section 1.1.5), in the future one could expect the deployment of the DSA/CR
technology in many other interesting bands once the TV bands become crowded.
However, very little is known about the performance of spectrum sensing with other
primary signals, which might significantly differ from the performance obtained in
the case of TV signals. This study evaluates and analyzes the performance of spec-
trum sensing when considering not only TV signals but also signals from other radio
technologies, thus providing a broader view on the performance of spectrum sensing.

In this context, this study experimentally evaluates and comparatively analyzes the per-
formance of spectrum sensing considering real-world primary signals of different radio tech-
nologies under a common evaluation framework. This study will allow not only to corrobo-
rate theoretical findings with practical results but also to determine the impact of considering
various primary signal technologies on the detection performance of spectrum sensing.

4.3 System model, problem formulation and evaluation metrics

The spectrum sensing problem can be formulated as the problem of determining if a primary
transmission is present in the sensed band. The primary continuous-time RF signal received
at the secondary terminal, y(t), can be expressed as:

y(t) = x(t)+w(t) (4.1)

where x(t) is the transmitted RF signal to be detected (after passing through the wireless
channel, including path loss, fading and multipath effects), w(t) is AWGN noise (some other
noise sources could be considered) and t is the temporal variable (t ∈R+). Note that x(t) = 0
when there is no primary transmission. The received signal y(t) is then shifted to a lower
Intermediate Frequency (IF) at which it is sampled at a rate fs. Assuming complex band-
pass sampling and RF/IF signal bandwidth W , the sampling rate should satisfy fs ≥W if
the sensing algorithm needs all the spectral information to be preserved [194–196]. After
sampling, the received discrete signal is:

y[m] = x[m]+w[m] (4.2)

where y[m], x[m] and w[m] represent, respectively, the discrete time versions of y(t), x(t) and
w(t) sampled at time instants t = mTs, with m being a positive integer (m ∈ N) representing
the sample index, and Ts = 1/ fs the sampling period.
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The received signal is generally passed through a digital filter. Let f [k], k = 0,1, . . . ,K,
be the coefficients of a Finite Impulse Response (FIR) filter, where K is the order of the filter.
After filtering, the received signal becomes:

ỹ[m] =
K

∑
k=0

f [k] · y[m− k] (4.3)

which can be expressed as:
ỹ[m] = x̃[m]+ w̃[m] (4.4)

where

x̃[m] =
K

∑
k=0

f [k] · x[m− k] (4.5)

w̃[m] =
K

∑
k=0

f [k] ·w[m− k] (4.6)

If the sampling rate fs is sufficiently larger than the signal bandwidth, it is possible
(and convenient in order to reduce the processing load) to down-sample the received signal.
Assuming a down-sampling or decimation factor M ≥ 1, the received signal is:

ỹ[n] = x̃[n]+ w̃[n] (4.7)

where n = Mm.
After properly sampling, filtering and decimating the received signal, the spectrum sens-

ing algorithm has to decide, based on the signal samples ỹ[n], if a primary signal x̃[n] is
present in the received signal or it is only composed of noise samples w̃[n]. Under this
approach, the spectrum sensing problem can be formulated as a binary hypothesis testing
problem with the following two hypotheses:

H0 : ỹ[n] = w̃[n] n = 1, . . . ,N
H1 : ỹ[n] = x̃[n]+ w̃[n] n = 1, . . . ,N

(4.8)

where H0 is a null hypothesis stating that the received signal samples ỹ[n] correspond to
noise samples w̃[n] and therefore there is no primary signal in the sensed spectrum band, and
hypothesis H1 indicates that some licensed user signal x̃[n] is present. N denotes the number
of samples collected during the signal observation interval (i.e., the sensing period), empha-
sizing that the decision is made based on a limited number of signal samples. According to
this formulation, the spectrum sensing function may be regarded as a black box that accepts
a sequence of digital signal samples ỹ[n] as input and provides a binary output indicating
whether a primary signal is present in the input sequence (H1) or not (H0).

The ideal spectrum sensor would select hypothesis H1 whenever a primary signal is
present and hypothesis H0 otherwise. Unfortunately, spectrum sensing algorithms may fall
into mistakes in practice, which can be classified into missed detections and false alarms. A
missed detection occurs when a primary signal is present in the sensed band and the spec-
trum sensing algorithm selects hypothesis H0, which may result in harmful interference to
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primary users. On the other hand, a false alarm occurs when the sensed spectrum band is
idle and the spectrum sensing algorithm selects hypothesis H1, which results in missed trans-
mission opportunities and therefore in a lower spectrum utilization. Based on these defini-
tions, the performance of any spectrum sensing algorithm can be summarized by means of
two probabilities: the probability of missed detection Pmd = P(H0 |H1), or its complemen-
tary probability of detection Pd = P(H1 |H1) = 1−Pmd , and the probability of false alarm
Pf a =P(H1 |H0). Large Pd and low Pf a values would be desirable. Nevertheless, there exists
a trade-off between Pd and Pf a, meaning that improving one of these performance metrics in
general implies degrading the other one. In this context, Receiver Operating Characteristic
(ROC) curves (obtained by plotting Pd versus Pf a) are very useful since they allow to ex-
plore the relationship between the sensitivity (Pd) and specificity (Pf a) of a spectrum sensing
method for a variety of different algorithm parameters and other affecting factors.

4.4 Energy detection

4.4.1 Operating principle

The ED principle, also referred to as radiometric detection, measures the energy received in
a primary band during an observation interval and declares the band as busy (hypothesis H1)
if the measured energy is greater than a properly set predefined threshold, or idle (hypothesis
H0) otherwise [156]. This can be formally stated as:

T(ỹ) =
N

∑
n=1
|ỹ[n]|2

H1
≷
H0

λ (4.9)

where T(ỹ) is the test statistic computed over the signal vector ỹ = (ỹ[1], ỹ[2], . . . , ỹ[N]) and
λ is a fixed decision threshold to distinguish between the two hypotheses in Equation 4.8.

4.4.2 Theoretical performance

Closed-form expressions for the detection (Pd) and false alarm (Pf a) probabilities can be
obtained based on the statistics of T(ỹ), which can be derived as follows.

AWGN can be modeled as a zero-mean Gaussian random variable. Assuming that the
primary signal varies slowly with respect to the noise, the primary signal can be considered to
be quasi-deterministic, although unknown in detail. The assumption of a quasi-deterministic
signal means that the input with a primary signal present is Gaussian but not zero-mean
[156]. Thus, the test statistic T(ỹ) follows central (under hypothesis H0) and non-central
(under hypothesis H1) chi-square distributions with 2N degrees of freedom [156]:

T(ỹ)∼


χ

2
2N , H0

χ
2
2N(2γ), H1

(4.10)

where γ = σ2
x̃/σ2

w̃ is the Signal-to-Noise Ratio (SNR), and σ2
x̃ , σ2

w̃ represent the signal and
noise variances, respectively. If only AWGN noise is considered, Pd and Pf a can be evaluated
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based on the statistics of T(ỹ) as follows [197]:

Pd = P(T(ỹ)> λ |H1) = QN

(√
2γ,
√

λ

)
(4.11)

Pf a = P(T(ỹ)> λ |H0) =
Γ(N, λ/2)

Γ(N)
(4.12)

where Γ(·) and Γ(·, ·) are, respectively, the complete and incomplete gamma functions [198],
and QN(·, ·) is the generalized Marcum Q-function [199].

Simpler expressions for Pd and Pf a can be obtained by assuming sufficiently large sens-
ing periods. The non-interference constraint for DSA/CR terminals imposes strict detection
performance requirements that must be met even in the worst possible operating case, i.e.
low SNR conditions1. In low SNR regimes, the number of signal samples required to achieve
a certain performance is usually large (N� 1). Based on this observation, the central limit
theorem can therefore be employed to approximate the test statistic as Gaussian:

T(ỹ)∼


N
(
Nσ

2
w̃,2Nσ

4
w̃
)
, H0

N
(
N(σ2

x̃ +σ
2
w̃),2N(σ2

x̃ +σ
2
w̃)

2) , H1

(4.13)

If only AWGN is considered, Pd and Pf a can then be obtained based on T(ỹ) as:

Pd = P(T(ỹ)> λ |H1) = Q

 λ−N(σ2
x̃ +σ2

w̃)√
2N(σ2

x̃ +σ2
w̃)

2

 (4.14)

Pf a = P(T(ỹ)> λ |H0) = Q

λ−Nσ2
w̃√

2Nσ4
w̃

 (4.15)

where Q (·) is the Gaussian tail probability Q-function [201, (26.2.3)].

4.4.3 Threshold setting

The procedure employed to select the decision threshold is an important aspect since it has a
direct impact on the spectrum sensing performance. The decision threshold could be chosen
for an optimum trade-off between Pd and Pf a. However, this would require knowledge of
noise and detected signal powers. While the noise power can be estimated, the signal power
is difficult to estimate since it depends on many varying factors such as transmission and
propagation characteristics. In practice, the threshold is normally chosen to satisfy a certain
Pf a [202], which only requires the noise power to be known. Solving Equation 4.15 for λ

yields the decision threshold required for a specified target probability of false alarm:

λ =
(

Q −1 (Pf a)
√

2N +N
)

σ
2
w̃ (4.16)

1For example, the IEEE 802.22 spectrum sensing requirements specify that a DSA/CR terminal must be able
to detect a 6-MHz digital TV signal at a power level of –116 dBm [200], which corresponds to a SNR of –21 dB
for a typical TV receiver with a noise figure of 11 dB [200].
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Substituting Equation 4.16 into Equation 4.14 yields:

Pd(γ) = Q

(
Q −1 (Pf a)

√
2N−Nγ√

2N(1+ γ)

)
(4.17)

≈ Q

(
Q −1 (Pf a)−

√
N
2

γ

)
(4.18)

which represents the detection probability of the ED algorithm as a function of the SNR.
The approximation of Equation 4.18 assumes the case of low SNR regime (γ� 1).

4.4.4 Noise uncertainty

Classical detection theory states that degradation in the detection performance due to re-
duced SNR can be countered by increasing the sensing time [203, 204]. The minimum
number of samples required for a given target performance in terms of Pd and Pf a can be
obtained by solving Equation 4.17 for N, which yields:

N = 2
[

Q −1 (Pf a)−Q −1 (Pd)(1+ γ)

γ

]2

(4.19)

If the number of samples N is not limited, the theoretical result of Equation 4.19 implies that
any desired target performance can be met regardless of the experienced SNR. Nevertheless,
in practice there exists a limit, referred to as SNR wall, below which a primary signal cannot
be reliably detected, irrespective of how large the sensing period is [205, 206]. Such fun-
damental limitation on the detection performance is imposed by the inability to accurately
estimate the noise power as a result of calibration errors as well as changes in the thermal
noise caused by temperature variations. These phenomena limit the accuracy with which
the noise power can be estimated in practice. The noise power is therefore uncertain within
some interval, which is referred to as noise uncertainty. Such uncertainty can be modeled
as σ̂2

w̃ ∈ [σ2
w̃,ασ2

w̃] [207], where σ̂2
w̃ represents the estimated noise power, σ2

w̃ is the nominal
noise power and α > 1 is the noise uncertainty. Based on the estimated noise power σ̂2

w̃, the
resulting decision threshold in the worst possible case, i.e. σ̂2

w̃ = ασ2
w̃, becomes:

λ =
(

Q −1 (Pf a)
√

2N +N
)

ασ
2
w̃ (4.20)

Substituting Equation 4.20 into Equation 4.14 yields:

Pd(γ) = Q

(
αQ −1 (Pf a)

√
2N−N(γ+1−α)√

2N(1+ γ)

)
(4.21)

≈ Q

(
αQ −1 (Pf a)−

√
N
2
(γ+1−α)

)
(4.22)
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which reduce to Equations 4.17 and 4.18 for the non-uncertainty case (α = 1). The counter-
part of Equation 4.19 under noise uncertainty can then be derived from Equation 4.21:

N = 2
[

αQ −1 (Pf a)−Q −1 (Pd)(1+ γ)

γ+1−α

]2

(4.23)

Equation 4.23 indicates that the number of samples required to attain a certain performance
tends to infinity as the term γ+1−α in the denominator tends towards zero (i.e, γ→ α−1),
which implies that the SNR wall for the ED method is given by [207]:

γwall = α−1 (4.24)

The existence of SNR walls has been verified experimentally [192, 208], demonstrating that
a small noise power estimation error may cause significant performance loss.

4.5 Measurement platform

The measurement platform employed in the study of this chapter is based on the Univer-
sal Software Radio Peripheral (USRP) hardware (http://www.ettus.com) and the GNU Ra-
dio software (http://gnuradio.org). USRP is an openly designed inexpensive SDR hardware
platform that provides radio front-end functionalities, Analogical to Digital and Digital to
Analogical Conversion (ADC/DAC), decimation and interpolation with filtering as well as a
USB interface to connect to an off-the-shelf Personal Computer (PC). The PC runs the GNU
Radio software, a free and open source toolkit that provides a library of signal processing
blocks for building SDRs. In addition, GNU Radio also provides blocks for communicating
with the USRP. The general scheme of this measurement platform is illustrated in Figure
4.1, where the notation introduced in Section 4.3 is included. Figure 4.2 shows a picture.

The licensed signal of interest is captured with an omni-directional discone-type antenna
AOR DN753 that covers the frequency range 75–3000 MHz. The USRP RF front-ends are
provided in form of daughter boards that can be plugged to the USRP main board. Two
receiver-only daughter boards are employed in this study: TVRX (50–860 MHz, 8 dB typ-
ical noise figure) and DBSRX (800–2400 MHz, 3–5 dB typical noise figure). The daugh-
ter boards are employed to tune to the carrier frequency of the desired licensed signal and
perform down-conversion to the IF at which the USRP main board operates. The USRP
main board includes 12-bit ADCs working at 64 · 106 samples per second to digitize the
received signal and a FPGA to perform filtering and digital down-conversion (decimation)
from the IF band to the Base Band (BB). Decimation is required in order to adapt the in-
coming data rate to the USB and PC computing capabilities. A USB controller sends the
digital signal samples to the PC in 16-bit I and 16-bit Q complex format (4 bytes per com-
plex sample), resulting in a maximum rate of 8 · 106 complex samples per second and per
daughter board. The maximum RF bandwidth that can be handled is therefore 8 MHz (nar-
rower bandwidths can be selected by adjusting the decimation rate). The host PC runs the
GNU Radio’s usrp_rx_cfile.py script, which collects the digital signal samples sent by the
USRP board through the USB interface and saves the received BB digital signal sequence

http://www.ettus.com
http://gnuradio.org
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Figure 4.1: Measurement platform employed in this study (scheme).

to a file in the host PC. After the on-line data capturing process, the set of files created by
the script are processed off-line. To this end, the ED sensing scheme was implemented in
Matlab according to the operating principles and theoretical results described in Section 4.4.

4.6 Evaluation methodology

The measurement platform described in Section 4.5 was used to collect digital signal sam-
ples of real signals. To this end, the whole measurement platform was placed on a building
rooftop in urban Barcelona (see location 1 in Figure 3.1) with direct line-of-sight to several
transmitters located a few tens or hundreds of meters away from the antenna and without
buildings blocking the radio propagation. This strategically selected measurement scenario
enabled to reliably capture the desired signals under high SNR conditions.

With the aid of a spectrum analyzer, various channels were selected for different radio
technologies (see Table 4.1). The channels shown in Table 4.1 were selected because of their
high power levels (in order to maximize the receiving SNR) and constant activity patterns
(i.e., the channels were always busy, which simplifies some computations in the off-line data
post-processing phase). For broadcast services (analogical TV, digital TV and DAB-T), the
selection was straightforward since these transmitters are always active an transmit at high
power levels. For UMTS, the activity factor was not an issue (UMTS base stations transmit
broadcast information continuously), but the received signal level was carefully observed,
selecting channels from the closest base stations (only a few tens of meters apart). On
the other hand, for TETRA, GSM and DCS, the most problematic aspect was the activity
factor. In the case of TETRA, transmissions from base stations in Downlink-Continuous
Transmission (D-CT) mode [209] were identified. In the case of GSM and DCS, various
broadcast channels were selected, which could readily be identified by their high powers.

After identifying the channels to be measured, the required measurements were per-
formed tuning the measurement platform to the center frequency of each channel ( fcenter in
Table 4.1) and employing the indicated decimation rates and RF gain factors. Decimation
rates were selected so that the effectively sampled signal BandWidth (BW) was equal to or
greater than the actual signal BW. Notice that the RF BW fstop− fstart measured for each
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Figure 4.2: Measurement platform employed in this study (picture).

radio technology equals the signal BW except for E-GSM 900 and DCS 1800, where the
carrier spacing (signal BW) is 200 kHz but the employed Gaussian Minimum Shift Keying
(GMSK) modulation may have power components within a total RF bandwidth of 400 kHz.
The gain factor was chosen to improve the received signal level without incurring in satura-
tion. In most cases the optimum gain value was 70 dB but in the particular case of TV the
gain was drastically reduced due to the proximity of the TV station (≈ 3 km).

For each channel, a sequence of 12 ·106 signal samples was captured and the first 2 ·106

samples were discarded in order to remove any potential transient peaks that may appear
during the first capturing instants of the USRP board. The resulting sequence was filtered in
software with Matlab using a high-order digital Butterworth filter with no more than 0.1 dB
of losses in the passband and at least 50 dB of attenuation in the stopband. The normalized
cut-off frequencies for each channel are shown in Table 4.1, resulting in passbands equal
to or greater than the signal BW, except for TV channels where some BW is required to
accommodate the filter’s transient band (for DAB-T the RF bandwidth is 1.712 MHz but the
signal information is confined within a BW of 1.54 MHz).

Before exploiting the captured signals, the compliance with the two established re-
quirements was verified, namely high signal levels without saturation and activity factors
of 100%. The fulfillment of the first requisite can be verified from Figure 4.3, where the
average power spectrum of some captured signals is shown as an example. As it can be
appreciated, the nearly perfect spectral shapes indicate a high SNR level without distortion
by saturation. To verify the accomplishment of the second requirement, the antenna shown
in Figure 4.1 was replaced with a matched load and the measurements were repeated in or-
der to measure the receiver’s noise. By comparing the instantaneous energy levels of both
the signal and noise sequences, the energy levels present in the signal sequences were ob-
served to be significantly higher than those measured for the noise sequences over the whole
measurement period, thus indicating that licensed signals were present at all times.
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Figure 4.3: Average power spectrum for some of the captured signals. The results shown have
been obtained by averaging more than 4800 2048-point Fast Fourier Transforms (FFTs).
Dashed lines represent the filter’s cut-off frequencies.

To assess the experimental performance of ED, the input sequences were divided into
blocks of N samples and a sufficiently high number of such blocks was processed. For
low values of N, a higher number of blocks was processed in order to keep the statistical
accuracy of the obtained results at an acceptable level. Assuming that the signal sequences
are noise-free (which is a reasonable approximation for high SNR levels), the power of
the captured sequences was considered as the actual signal power σ2

x̃ . AWGN sequences
with power levels σ2

w̃ = σ2
x̃/γ were then generated and added to the captured sequences in

order to simulate various SNRs. The experimental Pd was then computed as the fraction of
blocks with a detection result H1 when the decision threshold is set for a specified target Pf a

according to Equation 4.16 (note that a signal was present in all the processed blocks).

4.7 Experimental performance results

Based on the measurement platform presented in Section 4.5 and following the methodology
described in Section 4.6, the experimental performance of ED was evaluated for the 25
channels shown in Table 4.1. The results obtained for channels belonging to the same radio
technology were averaged, since a high similarity was observed among them in most cases.
This simplifies the subsequent analysis since the obtained results can be analyzed for each
radio technology instead of for each individual channel. The obtained results are shown in
Figures 4.4, 4.5 and 4.6 in terms of the experimental detection probability as a function of
the experienced SNR. Figure 4.4 shows the results for the case of perfectly calibrated noise,
i.e. no noise uncertainty (10log10 α = 0 dB), while Figures 4.5 and 4.6 correspond to the
case where noise uncertainty is present (10log10 α = 1 dB and 10log10 α = 2 dB).
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Figure 4.4: Experimental Pd(γ) for 10log10 α = 0 dB: (a) target Pf a = 0.01, (b) target Pf a = 0.10.
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Figure 4.5: Experimental Pd(γ) for 10log10 α = 1 dB: (a) target Pf a = 0.01, (b) target Pf a = 0.10.

−20 −15 −10 −5 0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
he

or
et

ic
al

 S
N

R
 w

al
l

SNR (dB)

P
ro

ba
bi

lit
y 

of
 d

et
ec

tio
n

Pfa = 0.01, 10 log10 α = 2 dB

 

 

N
 =

 1
00

0
N

 =
 1

00
N

 =
 1

0

Theoretical (AWGN)
Analogical TV
Digital TV
DAB−T
TETRA
E−GSM 900
DCS 1800
UMTS

(a)

−20 −15 −10 −5 0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
he

or
et

ic
al

 S
N

R
 w

al
l

SNR (dB)

P
ro

ba
bi

lit
y 

of
 d

et
ec

tio
n

Pfa = 0.10, 10 log10 α = 2 dB

 

 

N
 =

 1
00

0
N

 =
 1

00
N

 =
 1

0

Theoretical (AWGN)
Analogical TV
Digital TV
DAB−T
TETRA
E−GSM 900
DCS 1800
UMTS

(b)

Figure 4.6: Experimental Pd(γ) for 10log10 α = 2 dB: (a) target Pf a = 0.01, (b) target Pf a = 0.10.
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4.7.1 Validation

As it can be appreciated in Figures 4.4, 4.5 and 4.6, different performance curves are ob-
tained for different radio technologies although the same ED method is employed in all
cases. In principle, this phenomenon might be due to the randomness of the experiments,
which are based on measurements performed on an number of arbitrary channels over a short
measurement period (from 1.25 to 40 seconds depending on the sampling rate, see Table
4.1). Although any empirical study suffers from some unavoidable random component, it is
worth noting that several experiments were performed with a number of iterations lower than
that employed to obtain the results shown in this section. To determine the randomness and
validate the obtained results the number of iterations was doubled and quite similar results
were obtained. Doubling the number of iterations resulted in slightly smoother curves, but
it did not change the positions of the curves within the graphs, which indicates the statistical
reliability of the results. Moreover, as mentioned above, the performance curves obtained
for different channels of the same radio technology did not manifest significant differences.
Therefore, the differences observed among different licensed systems have to be ascribed to
the particular features of each radio technology.

Figures 4.4, 4.5 and 4.6 also show that the experimental performance of ED is in some
cases appreciably lower than the theoretical performance expected from Equations 4.17 and
4.21, specially for short sensing periods (i.e., low values of N). Although this is an important
aspect, it will be treated in more detail in Chapter 5. This chapter focuses on the comparative
analysis of the ED performance for various radio technologies and discusses its causes and
consequences. In other respects, the obtained results agree with the theoretical predictions.
For example, Pd decreases with the SNR as expected from Equations 4.17 and 4.21. On the
other hand, increasing the target Pf a implies a reduction of the energy decision threshold
(see Equations 4.16 and 4.20), which in turn results in an improved detection of weak sig-
nals and hence an enhanced Pd . The existing trade-off between Pd and Pf a can be clearly
appreciated by comparing the results obtained for Pf a = 0.01 and Pf a = 0.10. Moreover,
Figure 4.4 indicates that for perfectly calibrated noise ED is a robust detection method, i.e.
any arbitrary pair (Pd , Pf a) can be met by simply increasing the sensing period as indicated
in Equation 4.19. In the presence of noise uncertainty, however, there exists a SNR thresh-
old (the SNR wall) below which ED becomes non-robust, meaning that Pmd = 1−Pd and
Pf a cannot simultaneously be made to go to zero, irrespective of the observation interval.
This trend is clearly appreciated in Figures 4.5 and 4.6, where increasing N improves Pd
only for SNR values above the SNR wall. Below the threshold imposed by the SNR wall,
Pd approaches zero regardless of the value of N, making signal detection impossible. As
observed in Figures 4.5 and 4.6, the existence of the SNR wall is verified experimentally
with a reasonably accurate match with the theoretical prediction of Equation 4.24.

4.7.2 Analysis

The results shown in Figures 4.4, 4.5 and 4.6 indicate that the performance of ED may
strongly depend on the considered radio technology. This behavior is not predicted by the
classical theoretical results associated to the ED method, which were presented in Section
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4.4. In fact, for a given set of target Pf a, sensing period N, SNR γ, and noise uncertainty
α, Equations 4.17 and 4.21 suggest that the resulting performance in terms of Pd is unique.
However, Figures 4.4, 4.5 and 4.6 clearly demonstrate that for constant Pf a, N, γ and α, the
resulting Pd may strongly depend on the radio technology being detected. Moreover, it is
interesting to note that the observed performance differences are not constant, but increase
as the sensing period N decreases. As mentioned in Section 4.7.1, these differences have to
be ascribed to the particular features of each radio technology. The objective of this section
is to identify and analyze the causes that originate the observed differences.

The performance of any spectrum sensing algorithm depends on the decisions made
by such algorithm, which in turn depend on the employed test statistic. Since the ED test
statistic is related to the received signal energy (see Equation 4.9), the aforementioned appre-
ciations should be explainable in terms of the characteristics of the received signal energy,
or indistinctly the received signal power. The signal power P is related to the signal energy
E by a scaling factor N:

P (ỹ) =
1
N

E(ỹ) =
1
N
T(ỹ) =

1
N

N

∑
n=1
|ỹ[n]|2 (4.25)

Therefore, the analysis of the time evolution of the received power indicates how the ED test
statistic varies over time.

To evaluate the time evolution of the received signal power, and in order to enable a fair
comparison among various signals under the same conditions, the captured sequences ỹ[n]
were normalized to obtain zero-mean, unit-variance (unit-power) sequences y̌[n] as follows:

y̌[n] =
ỹ[n]−µỹ√

σ2
ỹ

(4.26)

where µỹ and σ2
ỹ represent the sample mean and sample variance of sequence ỹ[n], respec-

tively. This operation converts the captured sequences ỹ[n] with different absolute signal
powers into normalized sequences y̌[n] with the same normalized signal power, which in the
presence of the same noise power is equivalent to compare them under the same average
SNR. The obtained sequences y̌[n] were divided into blocks of N samples and the average
power of each block was computed. The sequence of received power levels was smoothed by
means of a moving average. The resulting time evolution of the normalized received power
is shown in Figure 4.7 for various channels when N = 100, 200, 500 and 1000. Since such
signals were captured under perfect line-of-sight and high SNR conditions, it is reasonable
to assume that fading effects are negligible and the observed power variations are therefore
mainly due to varying transmission power patterns (the measurement conditions were care-
fully selected to minimize the impairing effects of the channel). The observed patterns can
indeed be related to distinctive properties of the received signals that would not have been
preserved under severe fading. For example, the highest peaks observed for analogical TV
in Figure 4.7(a) occur every 1600 blocks× 100 samples/block = 1.6 ·105 samples (the same
number of samples can be inferred from Figures 4.7(b)–4.7(d)), which for the employed
sampling rate corresponds to the 50-Hz vertical frequency of the PAL system. The UMTS
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Figure 4.7: Moving-averaged normalized power received for some captured signals: (a) N = 100,
(b) N = 200, (c) N = 500, and (d) N = 1000.

signal variations can be explained by the use of power control techniques that modify the
transmitted power according to the network’s load factor. On the other hand, the signals
received in digital TV and DCS 1800 (broadcast) channels show a uniform power pattern, as
expected. As a matter of fact, for signals with perfectly constant transmission power patterns
(e.g., digital TV) the performance observed in Figures 4.4, 4.5 and 4.6 agrees with the the-
oretical predictions of Equations 4.17 and 4.21 under AWGN, meaning that the variation of
the received power levels due to the propagation channel is not significant (except for very
short sensing periods, e.g. N = 10). Therefore, the power variations observed in Figure 4.7
can be ascribed to the transmission power patterns of the measured transmitters.

The performance results observed in Figures 4.4, 4.5 and 4.6 can be explained based on
Figure 4.7 as follows. For short observation intervals (e.g., N = 100) the test statistic T(ỹ)
follows the instantaneous variations of the received signal power. In such a case, if the in-
stantaneous signal power falls below the energy decision threshold, the detection result will
be H0, even if it should be H1 due to an average power actually greater than the decision
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Figure 4.8: Impact of the signal power variability on the ED performance.

threshold. Therefore, under the same average SNR conditions (i.e., signals with the same
average power), this means that a higher power variability (variance) implies a higher prob-
ability that the instantaneous power level (and therefore the ED test statistic) falls below the
decision threshold, which results in a lower detection probability. This idea is illustrated in
Figure 4.8. The comparison of the results shown in Figures 4.4, 4.5 and 4.6 for N = 100 to
the power patterns shown in Figure 4.7 for the same value of N indicates that the best de-
tection performance is obtained for DCS 1800, followed by digital TV (the signals with the
most uniform power patterns), while the worst detection performance corresponds to UMTS
FDD, followed by analogical TV (the signals with the most varying power patterns). Since
various radio technologies and transmitters may exhibit different power variation patterns
and variances, this explains the different detection performances observed in Figures 4.4,
4.5 and 4.6 for various radio technologies under the same average SNR conditions. As the
number of samples N increases, the test statistic T(ỹ) is computed over larger observation
intervals, thus averaging the peculiarities of any instantaneous power variation pattern and
reducing its variance as observed in Figure 4.7. In such a case, although the variability of
the received power remains the same, the variability of the test statistic T(ỹ) decreases an
so does the probability of missed detection. For sufficiently long observation intervals, the
test statistic ceases to follow the instantaneous signal power variations and its value closely
resembles the true mean power. When this occurs for all the considered signals, the obtained
performance curves converge (i.e., the ED performance does not depend on the considered
radio technology). This explains the convergent trend observed in Figures 4.4, 4.5 and 4.6
as the value of N increases.

In summary, the previous analysis indicates that the ED test statistic may follow the
instantaneous variations of the received signal power if short sensing periods are selected.
When this occurs, the ED performance strongly depends on the radio technology being
sensed. In particular, more variable transmission power patterns lead to a lower probability
of detection, while the detection performance is affected to a lesser extent when sensing more
uniform power patterns. On the other hand, as the sensing period increases with respect to
the dynamics of the primary signal, the peculiarities of each transmission power pattern are
averaged and the ED performance becomes more independent of the signal to be detected.
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Figure 4.9: Probability of detection as a function of the sensing period for various radio technologies.

4.7.3 Discussion

While Section 4.7.2 has analyzed the causes of the varying detection performance of ED
depending on the considered radio technology, this section illustrates its consequences in
practice. To quantitatively illustrate the impact of this phenomenon, Figure 4.9 shows the
detection probability as a function of the sensing period for various licensed signals. As it
can be appreciated, under the ideal case of no noise uncertainty (upper graph), the perfor-
mance is similar for different signals. For example, assuming an average SNR of −15 dB,
a target Pd = 0.9 would require 9745 samples (≈ 1.22 ms) in the best case (digital TV) and
14099 samples (≈ 1.76 ms) in the worst case (UMTS). This difference is not very signifi-
cant, but relies on the assumption that the noise power is perfectly known, which is never
true in reality. In the more realistic case of noise uncertainty (lower graph) and assuming an
average SNR above the SNR wall of −5 dB, a target Pd = 0.9 would require 4532 samples
(≈ 0.57 ms) in the best case (digital TV), 38937 samples (≈ 4.87 ms) in an average case
(analogical TV), whereas in the worst case (UMTS) the desired Pd would never be reached
due to the presence of the SNR wall (Pd for UMTS does not increase beyond 0.8 regardless
of the considered sensing interval). These results indicate that different radio technologies
may require different sensing periods to attain the same detection performance. Therefore,
the sensing period predicted by Equations 4.19 and 4.23 for a given target performance (Pd ,
Pf a) may be enough to detect the presence of primary signals of certain radio technologies
but may actually result insufficient to reliably detect the presence of others. If the max-
imum sensing period is constrained (by physical layer features, higher layer protocols or
other circumstances), this means that some radio technologies would be more susceptible to
interference under the same operating conditions.
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4.8 Summary

Despite its practical performance limitations, ED has gained popularity during the last years
as a spectrum sensing technique for DSA/CR networks. The main advantages of ED are
its simplicity, low computational and implementation costs as well as its ability to work ir-
respective of the signal to be detected. Since no prior knowledge is required, ED can be
employed when the secondary receiver cannot gather sufficient information about the pri-
mary user signal. However, the detection performance of ED depends on the primary signal
being detected in spite of the generality of its operating principle. The results presented in
this chapter have indicated that certain inherent technology-dependent properties may result
in different detection performances for various radio technologies. The detection perfor-
mance differences are more noticeable for short sensing periods, where it has been observed
that transmission power patterns with higher (lower) levels of variability result in a lower
(higher) detection performance. As the sensing interval increases, the ED performance be-
comes more similar for different radio technologies and thus more independent of the signal
to be detected. Although increasing the sensing period improves the probability of detection,
different radio technologies may require different sensing periods to attain the same detec-
tion performance in practice. For a fixed sensing period, some radio technologies would
therefore be more susceptible to interference under the same operating conditions.

Based on the results obtained in this study, there are two important practical aspects
to be highlighted. Firstly, the classical theoretical results associated to ED are not able to
capture and predict the dependence of the ED performance on the variability of the primary
transmission power pattern, which limits the applicability of such theoretical results in the
design of real DSA/CR systems. Secondly, the ED performance differs to a greater extent
as the sensing period decreases. If a minimum detection performance needs to be provided,
the sensing period cannot be shortened below a certain limit, which imposes a fundamental
trade-off between detection performance and spectral agility. While the former is treated
in Chapter 5 by developing an empirical model for the detection performance of ED, the
latter will be addressed in Chapter 6 by proposing an enhanced ED scheme capable to cope
with the degraded performance of the classical ED scheme for short sensing periods while
providing the same advantages and benefits.





CHAPTER

5
SIGNAL UNCERTAINTY IN SPECTRUM
SENSING: EMPIRICAL MODEL FOR
ENERGY DETECTION PERFORMANCE

5.1 Introduction

The study conducted in Chapter 4 has demonstrated that the detection performance of ED
may strongly vary with the primary radio technology being detected. Certain inherent
technology-dependent properties, more concretely the variability (variance) of the primary
transmission power pattern, may result in different detection performances for various pri-
mary signals under the same operating conditions. In other words, the probability of detec-
tion experienced for a fixed set of operating parameters may suffice to reliably detect some
primary signals but not some others, thus making certain radio technologies more susceptible
to interferences under the same operating conditions. The inability of a DSA/CR terminal
to perfectly know beforehand the primary signals that may be present in the sensed band
and the properties thereof, henceforth referred to as signal uncertainty, results in a detection
performance degradation since the non-interference requirement for the secondary network
implies a worst-case design where DSA/CR terminals must guarantee a minimum detection
performance regardless of the primary signal being detected.

While the consequences of noise uncertainty (i.e., the inability to perfectly calibrate the
noise power) have widely been studied, verified experimentally and distilled into tractable
mathematical models [205, 206], the impact of signal uncertainty on the detection perfor-
mance of ED, which can have important practical consequences as experimentally demon-
strated in Chapter 4, has not been studied and analyzed yet. The existing classical theoreti-
cal results for ED describe the resulting probability of detection when the received primary
signal is impaired by AWGN or wireless propagation environments such as Nakagami or
Rayleigh fading channels [197]. Nevertheless, the impact of particular signal properties has
not been taken into account in the analysis and performance evaluation of ED in DSA/CR
networks. In this context, the study reported in this chapter covers such deficiencies and
fills the existing gaps by developing a model for signal uncertainty and analyzing its im-
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pact on the resulting detection performance of ED. Starting with the classical theoretical
results associated to ED, a model for signal uncertainty is developed in Section 5.2 based on
theoretical reasonings complemented with empirical approximations. The model is capable
to capture and reproduce the impact of the variability of the primary transmission power
pattern on the experimental performance of ED as observed in Chapter 4. Based on such
model, Section 5.3 discusses and exemplifies with numerical results the impact of signal un-
certainty on the detection performance of ED, and compares the degrading effect of signal
uncertainty with that of noise uncertainty. Finally, Section 5.4 summarizes the main findings
of the investigation carried out in this chapter.

5.2 Signal uncertainty model

The study carried out in Chapter 4 has highlighted the existence of two important aspects
that can neither be predicted nor reproduced with the classical theoretical results associated
to ED. First, the experimental results indicate that the ED performance may notably vary
with the radio technology being detected. Second, the performance differences among vari-
ous radio technologies are not constant but depend on the considered sensing period. Both
phenomena can be related to the variability (variance) of the primary transmission power
pattern as discussed in Chapter 4. However, the potential effect of this particular signal
property on the resulting ED performance has not been studied and cannot be predicted with
the existing analytical results. The main objective of this chapter is to develop a novel model
for the detection performance of ED that takes into account the variability of the primary
transmission power pattern and is capable to reproduce the two aspects mentioned above.

5.2.1 Problem formulation

In practice, the SNR is not constant at the secondary receiver since it is the result of the com-
bined effects of the primary transmission power pattern and the propagation environment.
As a result, the probability of detection varies with the instantaneous SNR 1. In such a case,
Equation 4.21–4.22 gives the probability of detection Pd conditioned on the instantaneous
value of γ. Under varying SNR, a more useful performance parameter is the average proba-
bility of detection Pd experienced for an average SNR γ0, which can be derived by averaging
Equation 4.21–4.22 over the SNR statistics:

Pd(γ0) = E [Pd(γ)] =
∫

γ

Pd(γ) fγ(γ)dγ (5.1)

where Pd(γ) is given by Equation 4.21–4.22 and fγ(γ) is the Probability Density Function
(PDF) of the received SNR. Closed-form expressions for the integral in Equation 5.1 under
Nakagami and Rayleigh fading environments have been derived in the literature [197] in or-
der to reflect the impact of radio propagation channels on the resulting detection performance
of ED. In contrast, the focus of this study is on the impact of the primary transmission power

1The probability of false alarm remains unchanged since under hypothesis H0 there is no primary signal
present and Pf a is therefore independent of γ as indicated by Equations 4.12 and 4.15.



5.2. Signal uncertainty model 93

pattern. Therefore, it will be assumed that fγ(γ) is mostly the result of the primary transmis-
sion power pattern, which was shown in Chapter 4 to strongly affect the ED performance.
Under such circumstance, the particular shape of fγ(γ), and hence the detection performance
Pd(γ0), depend on the primary transmission power pattern and its variability (variance). The
main objective of this section is to solve Equation 5.1 in order to establish a direct relation
between the primary power variability and the resulting detection performance of ED. To
this end, a model for fγ(γ) is required, which is developed in Section 5.2.2.

5.2.2 Approximation for the SNR statistics

From a realistic point of view, it is reasonable to assume that fγ(γ) cannot be perfectly known
in practice. Determining an exact expression for the distribution of received SNR values,
fγ(γ), would require a perfect knowledge of the transmission power statistics, which are in
general unknown and cannot easily be determined in reality since they may depend on many
factors such as the particular radio technology being detected and its signaling format as well
as the instantaneous conditions of the primary network (e.g., a cellular mobile communica-
tion system with load-based power control). Even if the transmission power statistics of any
primary radio technology could be assumed to be known, the obtained expression for fγ(γ)
would be valid for a single radio technology, thus requiring a separate analysis for every
possible primary radio technology to be detected. Such analysis would result impractical.

As an alternative, and given that deriving an individual analytical expression of fγ(γ) for
every possible case is infeasible, this section is aimed at developing a general, technology-
independent approximated expression that can be determined without a perfect knowledge
of the primary transmission power statistics and that can be used to describe the distribution
of the received SNR values over a wide range of cases with a reasonable level of accuracy.
This approach would be valid as long as the resulting expression in Equation 5.1 is able to
describe, with a sufficient level of accuracy, the experimental probability of detection and
the performance differences observed in Figures 4.4, 4.5 and 4.6 for real-world signals of
different radio technologies.

In order to find a realistic model for fγ(γ), the empirical SNR PDFs of various real-world
signals were computed based on the measurements performed in Chapter 4 for different radio
technologies (analogical/digital TV, DAB-T, TETRA, E-GSM 900, DCS 1800 and UMTS).
In particular, the empirical PDF of the receiving SNR was computed for each individual
channel of the analyzed radio technologies and the obtained PDFs were then extensively
compared to a wide range of theoretical PDF models. The obtained results indicated that
there is no univocal relation between the radio technology to which a channel belongs and
the PDF model that best fits the empirical PDF of the SNR values received in that channel.
As a matter of fact, channels belonging the same radio technology were best fitted by some
theoretical PDF models in some cases but better fitting results were obtained with other
PDF models in some other cases. On the other hand, it is also worth noting that the same
theoretical PDF models were observed to provide accurate fits for the empirical SNR PDFs
of channels belonging to different radio technologies. More concretely, it was found that
most of the obtained empirical PDFs, irrespective of their corresponding radio technology,
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can acceptably be approximated by either Rayleigh distributions:

f R
γ (γ) =

γ

s2 exp
(
− γ2

2s2

)
, γ≥ 0 (5.2)

as in the example shown in Figure 5.1(a), or gamma distributions:

f G
γ (γ) =

γk−1

θkΓ(k)
exp
(
− γ

θ

)
, γ≥ 0 (5.3)

with k = 2, where Γ(·) is the gamma function [198], as in the example shown in Figure
5.1(b). For these distributions, the parameters s and θ can be computed as [210]:

s =

√
2
π

γ0 =

√
2σ2

γ

4−π
(5.4)

θ =
1
2

γ0 =

√
σ2

γ

2
(5.5)

where γ0 and σ2
γ represent the average SNR and the SNR variance, respectively. The values

of γ0 and σ2
γ for the captured signals were respectively estimated as the sample mean and

sample variance of the instantaneously received SNR values after normalizing the signal
sequences as indicated in Equation 4.26. Based on such estimations, the corresponding
PDF models were derived based on either γ0 (denoted as mean-based) or σ2

γ (denoted as
variance-based). As it can be observed in Figures 5.1(a) and 5.1(b), the Rayleigh and gamma
distributions provide reasonably good fits for empirical SNR PDFs observed in reality and
could therefore be considered as models for the SNR distribution fγ(γ).

For the Rayleigh and gamma distributions, the SNR mean and variance are related as
σ2

γ = (4/π−1)γ2
0 ≈ 0.27γ2

0 for the former and σ2
γ = 0.5γ2

0 for the latter [210]. This indicates
the existence of a relation of the form σ2

γ = βγ2
0 in practice, where β can be regarded as

a normalized variance (β = σ2
γ/γ2

0) and thus as a metric representing the variability of the
primary transmission power pattern. As mentioned before, the aim is to establish a direct
relation between the primary power variability, which can be quantified by means of β,
and the resulting detection performance Pd(γ0). In the case of the Rayleigh and gamma
distributions the value of β is fixed (β ≈ 0.27 for the former, β = 0.5 for the latter). This
means that the resulting expression for Pd(γ0) in such cases would not allow to analyze the
ED performance for any arbitrary primary power variability β, but only for those cases where
the received SNR can adequately be modeled with a Rayleigh or gamma distribution. This
observation motivates the search of an alternative model for fγ(γ) where β can be configured
in order to analyze the impact of arbitrary primary power variabilities (variances) on the
detection performance Pd(γ0). A simple and analytically tractable PDF model verifying this
property is the Gaussian distribution, where the variance is independent of the mean. It is
important to note, however, that the Gaussian PDF is defined for any real value while γ≥ 0.
This issue can be resolved by truncating the Gaussian PDF to positive values and introducing
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Figure 5.1: Empirical and approximated PDF for the received SNR.

a normalization factor κ such that
∫

∞

0 fγ(γ)dγ = 1, which results in the following modified
Gaussian PDF model:

f MG
γ (γ)≈ κ√

2πσγ

e−
1
2

(
γ−γ0

σγ

)2

, γ≥ 0 (5.6)

where the normalization factor is given by:

κ =
2

1+ erf
(

γ0√
2σγ

) (5.7)

with erf(·) being the error function [201, (7.1.1)]. As a result of the constraint γ≥ 0, σ2
γ and

γ0 are not completely independent in practice as illustrated in Figure 5.2. When the received
SNR spreads out over a wide range of values (i.e., the received SNR is characterized by a
high variance σ2

γ ), the average SNR γ0 is larger than in the case where the variance of the
received SNR is lower. Thus, a low mean value γ0 cannot be associated with an arbitrarily
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Figure 5.2: Dependence between the mean and the variance of the received SNR.

large variance σ2
γ and vice versa. The dependence between σ2

γ and γ0 suggests that the
relation σ2

γ = βγ2
0 also applies in Equations 5.6 and 5.7. As it will be demonstrated later on,

the model developed under this consideration provides accurate results. The main advantage
of the proposed model with respect to the Rayleigh and gamma models is that the resulting
expression for Pd(γ0) will be obtained as a function of β, thus enabling the performance
analysis of ED for any arbitrary primary power variability. The exact value of β can be
assumed to be unknown to the secondary receiver due to the inability of a secondary user
to perfectly know beforehand the primary signals that might be present in the sensed band
and their properties. This parameter will henceforth be referred to as signal uncertainty.
The validity of this model is corroborated in Figure 5.1. For the cases where the received
SNR can be approximated by Rayleigh or gamma distributions as in Figures 5.1(a) and
5.1(b) respectively, the model of Equations 5.6 and 5.7 provides a reasonable fit. Moreover,
it is interesting to mention that, for some cases where the empirical value of β is neither
0.27 (Rayleigh case) nor 0.5 (gamma case), the proposed model is able to provide more
accurate fits, as illustrated in the example of Figure 5.1(c). In a few particular cases none
of the considered approximations is perfect although all of them are able to qualitatively
describe the empirical SNR distribution as shown in Figure 5.1(d). In conclusion, the model
of Equations 5.6 and 5.7 can be employed to mathematically describe, in an approximated
but acceptable manner, the empirical distribution of received SNR values.
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5.2.3 Approximation for the probability of detection

In order to facilitate the analytical resolution of Equation 5.1 with the proposed SNR PDF
models, the term Pd(γ) is approximated as follows. According to Equation 4.21–4.22, the
probability of detection can be expressed as:

Pd(γ) = Q (ζ(γ)) (5.8)

where ζ(γ) is given by:

ζ(γ) =
αQ −1(Pf a)

√
2N−N(γ+1−α)√

2N(1+ γ)
≈ αQ −1(Pf a)−

√
N
2
(γ+1−α) (5.9)

The Gaussian Q-function can be approximated by a second-order exponential function:

Q (x)≈ e−(ax2+bx+c), x≥ 0 (5.10)

with fitting coefficients a= 0.3845, b= 0.7635 and c= 0.6966 (see Appendix C). Notice that
ζ(γ), the argument of the Q-function in Equation 5.8, may take both positive and negative
values even though γ ≥ 0 (see Equation 5.9). Since the approximation in Equation 5.10 is
valid for positive arguments only, the property Q (x) = 1−Q (−x) must therefore be used
for negative values of ζ(γ). Applying this approximation to Equation 5.8 it finally yields:

Pd(γ) = Q (ζ(γ))≈


e−(a[ζ(γ)]

2+bζ(γ)+c) = e−(Ωγ2+Ψγ+Φ), ζ(γ)≥ 0⇒ γ≤ ξ

1− e−(a[ζ(γ)]
2−bζ(γ)+c) = 1− e−(Ωγ2+Ξγ+Θ), ζ(γ)≤ 0⇒ γ≥ ξ

(5.11)
where

Ω =
aN
2

(5.12)

Ψ = −aαQ −1(Pf a)
√

2N−aN(α−1)−b

√
N
2

(5.13)

Ξ = −aαQ −1(Pf a)
√

2N−aN(α−1)+b

√
N
2

(5.14)

Φ =a

[
αQ −1(Pf a)+

√
N
2
(α−1)

]2

+b

[
αQ −1(Pf a)+

√
N
2
(α−1)

]
+ c (5.15)

Θ =a

[
αQ −1(Pf a)+

√
N
2
(α−1)

]2

−b

[
αQ −1(Pf a)+

√
N
2
(α−1)

]
+ c (5.16)

ξ =α

√
2
N

Q −1(Pf a)+α−1 (5.17)
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5.2.4 Closed-form expressions

Substituting the SNR PDF model of Equations 5.6–5.7 and the approximation of Equations
5.11–5.17 into Equation 5.1 yields:

PMG
d (γ0) =

∫
γ

Pd(γ) f MG
γ (γ)dγ

≈ κ√
2πσγ

[∫
ξ

0
e−(Ωγ2+Ψγ+Φ)e−

1
2

(
γ−γ0

σγ

)2

dγ+
∫

∞

ξ

[
1− e−(Ωγ2+Ξγ+Θ)

]
e−

1
2

(
γ−γ0

σγ

)2

dγ

]
≈ κ

2
erfc

(
ξ− γ0√

2σγ

)

+
κ

2

√
1

2σ2
γ Ω̃

exp

(
Ψ̃2

4Ω̃
− Φ̃

)[
erf

(
2Ω̃ξ+ Ψ̃

2
√

Ω̃

)
− erf

(
Ψ̃

2
√

Ω̃

)]

− κ

2

√
1

2σ2
γ Ω̃

exp

(
Ξ̃2

4Ω̃
− Θ̃

)
erfc

(
2Ω̃ξ+ Ξ̃

2
√

Ω̃

)
(5.18)

where

Ω̃ =Ω+
1

2σ2
γ

(5.19)

Ψ̃ =Ψ− γ0

σ2
γ

(5.20)

Ξ̃ =Ξ− γ0

σ2
γ

(5.21)

Φ̃ =Φ+
γ2

0
2σ2

γ

(5.22)

Θ̃ =Θ+
γ2

0
2σ2

γ

(5.23)

and erfc(·) is the complementary error function [201, (7.1.2)]. It is worth noting that the
two last terms of Equation 5.18 lead to similar numerical values, specially for high values
of SNR, so that they approximately cancel out each other. The result of Equation 5.18 can
therefore be simplified to:

PMG
d (γ0)≈

κ

2
erfc

(
ξ− γ0√

2σγ

)
=

erfc
(

ξ−γ0√
2σγ

)
1+ erf

(
γ0√
2σγ

) (5.24)

Equation 5.24 provides an approximated, simpler expression for the ED performance under
variable transmission power patterns where the variability of the transmitted power is char-
acterized by means of the signal uncertainty parameter β, which expresses the SNR variance
σ2

γ as a function of the average SNR γ0. The approximation of Equation 5.24 is valid over a
wide range of SNR values and becomes tighter for higher N and lower Pf a values.
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For comparison purposes, Equation 5.1 was also solved when the SNR follows Rayleigh
(Equation 5.2) and gamma (Equation 5.3) distributions. In such cases, the resulting Pd(γ0)
can be expressed as:

PR,G
d (γ0)≈ϒ(γ0)

+
1
υ2

Ψ̄

4

√
π

Ω̄3 exp
(

Ψ̄2

4Ω̄
−Φ

)[
erf
(

Ψ̄

2
√

Ω̄

)
− erf

(
2Ω̄ξ+ Ψ̄

2
√

Ω̄

)]
+

1
υ2

Ξ̄

4

√
π

Ω̄3 exp
(

Ξ̄2

4Ω̄
−Θ

)
erfc

(
2Ω̄ξ+ Ξ̄

2
√

Ω̄

)
+

1
υ2

e−Φ− e−(Ω̄ξ2+Ψ̄ξ+Φ)− e−(Ω̄ξ2+Ξ̄ξ+Θ)

2Ω̄
(5.25)

where for the Rayleigh distribution:

ϒ(γ0) = exp

(
−π

4

(
ξ

γ0

)2
)

(5.26)

υ =

√
2
π

γ0 (5.27)

Ω̄ =Ω+
π

4γ2
0

(5.28)

Ψ̄ =Ψ (5.29)

Ξ̄ =Ξ (5.30)

while for the gamma distribution:

ϒ(γ0) =

(
1+

2ξ

γ0

)
exp
(
−2ξ

γ0

)
(5.31)

υ =
1
2

γ0 (5.32)

Ω̄ =Ω (5.33)

Ψ̄ =Ψ+
2
γ0

(5.34)

Ξ̄ =Ξ+
2
γ0

(5.35)

As in Equation 5.18, the last terms of Equation 5.25 approximately cancel out each other,
leading to the approximations:

PR
d (γ0)≈ exp

(
−π

4

(
ξ

γ0

)2
)

(5.36)

PG
d (γ0)≈

(
1+

2ξ

γ0

)
exp
(
−2ξ

γ0

)
(5.37)
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Figure 5.3: Probability of detection for constant- and variable-power transmitters when the SNR is
modeled as modified Gaussian (β ∈ [0.01,0.27]), Rayleigh and gamma distributions.

Figure 5.3 compares Equations 4.21–4.22, 5.18 and 5.25. As it can be appreciated, the
resulting probability of detection for primary signals whose received SNR can be modeled
as a gamma distribution is lower than that obtained for primary signals with Rayleigh SNR
distributions. This can be explained by the fact that σ2

γ ≈ 0.27γ2
0 (β≈ 0.27) for the Rayleigh

case while σ2
γ = 0.5γ2

0 (β = 0.5) for the gamma case. In other words, for a given average
SNR, the gamma distribution is characterized by a higher variance. This suggests that a
higher signal variability can therefore be associated to a lower detection performance. In
fact, the results obtained with the modified Gaussian model indicate, under constant operat-
ing conditions, that the detection performance degrades as the primary signal variability β

increases, which is in accordance with the experimental results observed in Chapter 4. In the
opposite direction, Equation 5.18 converges numerically to Equation 4.21–4.22 as the signal
variability decreases. This can also be predicted analytically since:

lim
β→0

PMG
d (γ0) = lim

σγ→0

∫
γ

Pd(γ) f MG
γ (γ)dγ =

∫
γ

Pd(γ)δ(γ− γ0)dγ = Pd(γ0) (5.38)

where Pd(γ) is given by Equation 4.21–4.22 and δ(·) is the Dirac delta function, which can
be expressed as the limit of a Gaussian PDF as its standard deviation tends to zero. For
a constant-power transmitter, the received SNR is constant (neglecting the channel propa-
gation effects), meaning that the instantaneous SNR γ equals the average value γ0 at any
time, and in such a case Equations 4.21–4.22 and 5.18 coincide as indicated by Equation
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5.38. It is also worth noting that the proposed model with β = 0.27 (which corresponds to a
Rayleigh distribution), results in a detection probability that is quite similar to that obtained
for Rayleigh SNR distributions, indicating that the proposed model is able to describe, with
reasonable accuracy, the experimental probability of detection observed in practice.

5.2.5 Impact of the sensing period

The model of Equation 5.18 is able to describe the impact of the primary signal variability
β on the resulting detection performance of ED. However, the convergent trend observed in
Figures 4.4, 4.5 and 4.6 as the sensing period N increases is not described by Equation 5.18.
This phenomenon can be modeled as an effective reduction of the primary signal variability
β as N becomes larger, which can be expressed as σ2

γ = βτ(N)γ2
0, where τ(N) ∈ (0,1] is a

monotonically decreasing function of N.
An expression for τ(N) can be derived as follows. The ED test statistic T(ỹ) as defined

in Equation 4.9 represents the received primary signal energy in a sensing interval of N
samples, i.e. E(ỹ) = T(ỹ). The received signal power can therefore be obtained as:

P (ỹ) =
1
N

E(ỹ) =
1
N
T(ỹ) =

1
N

N

∑
n=1
|ỹ[n]|2 (5.39)

Notice that the term |ỹ[n]|2 in Equation 5.39 is directly related to the instantaneous signal
energy/power and hence the instantaneous SNR. Its variance:

Var
(
|ỹ[n]|2

)
= Var

([
1
N
T(ỹ)

]∣∣∣∣
N=1

)
(5.40)

is therefore associated to σ2
γ , the variance of the instantaneous SNR. The reduction of the

effective SNR variance as N increases, τ(N), can thus be determined based on the variance
of the test statistic as:

τ(N) =

Var

([
1
N
T(ỹ)

]∣∣∣∣
N≥1

)

Var
([

1
N
T(ỹ)

]∣∣∣∣
N=1

) (5.41)

Both variances are related as [211, (2.21)]:

Var

(
1
N

N

∑
n=1
|ỹ[n]|2

)
=

1
N2

N

∑
n=1

Var
(
|ỹ[n]|2

)
+

1
N2

N

∑
m=1

N

∑
n=1
n6=m

Cov
(
|ỹ[m]|2 , |ỹ[n]|2

)

=Var
(
|ỹ[n]|2

)( 1
N
+

N−1
N

ρ

)
(5.42)

where it has been assumed that the samples |ỹ[n]|2 have equal variance (i.e., σ2
γ is constant

over time) and ρ represents the average correlation of distinct signal samples. According to
Equation 5.42:

τ(N)≈ 1
N
+

N−1
N

ρ (5.43)
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Figure 5.4: Empirical and approximated results for ρ and τ(N).

In practice, however, the correlation coefficient ρ is not completely independent of the
sensing period N. Based on the empirical measurements performed in Chapter 4, and by
means of curve fitting procedures, it was verified that the resulting empirical values of the
average correlation coefficient can accurately be approximated as:

ρ≈ Nr−1
N−1

(5.44)

with r being a fitting coefficient. Introducing this approximation into Equation 5.43 yields:

τ(N)≈ N−χ (5.45)

with χ = 1− r, which describes experimental results reasonably well (see Figure 5.4).
The parameter χ determines the rate at which the detection performance for various radio

technologies converge as N increases, and it will henceforth be referred to as the convergence
rate. Notice that χ and r are related to the correlation coefficient ρ2, which means that
the pace at which the detection performance for various radio technologies converge as N
increases in practice depends not only on the number of signal samples collected during the
sensing period, N, but also on the correlation among them, which in turn depends on the
sampling rate at which the samples are collected and its relation with the primary signal
dynamics in the time domain. Let’s denote as Ts the sampling period, i.e. the time period

2In fact, it is interesting to note that r = 0 for ρ = 0, r = 1 for ρ = 1, and r→ ρ as N→ 1.
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between two consecutive signal samples. It is reasonable to assume that the correlation
between two consecutive signal samples decreases as Ts → ∞. If Ts is sufficiently large
to assume that ρ ≈ 0, then r ≈ 0 and τ(N) ≈ 1/N, which is the maximum rate at which
the detection performance can converge as N increases (χ = 1). On the other extreme, for
completely correlated samples (ρ≈ 1), which corresponds to Ts→ 0, it holds that r ≈ 1 and
τ(N)≈ 1, meaning that in such a case the detection performance for various primary signals
would not converge (χ = 0), no matter how long the sensing period is. In other words, for
χ = 0 the convergent trend observed in Figures 4.4, 4.5 and 4.6 as the sensing period N
increases would not be reproduced. Instead, the distance between the performance curves
for various radio technologies would remain constant, regardless of the value of N, as shown
in Figure 5.3 (notice that this figure assumes a relation of the form σ2

γ = βγ2
0, i.e. τ(N) = 1).

In summary, the overall model for the detection performance of ED under variable pri-
mary transmission power patterns is given by Equation 5.18, where the average SNR γ0 and
the SNR variance σ2

γ are related as σ2
γ = βN−χ γ2

0. The signal uncertainty parameter, β≥ 0,
represents the variability of the transmission power, while the convergence rate parameter,
χ ∈ [0,1], determines the pace at which the detection performance for various primary sig-
nals converge as N increases and it is related to the correlation among the signal samples.

5.2.6 Model validation

The overall model is validated in Figures 5.5 and 5.6, where the experimental detection
performance of ED is compared with the theoretical prediction of Equation 4.21–4.22 as
well as the performance predicted by the model of Equation 5.18 based on the values of β

and χ derived from empirical measurements. The results are shown for N = 100, under the
assumption of perfect calibration of the noise power in Figure 5.5 and with 1-dB noise un-
certainty in Figure 5.6. As opposed to the classical theoretical result of Equation 4.21–4.22
which predicts the same detection performance for all the considered radio technologies, the
proposed model is capable to capture and reproduce the impact of the variability of different
transmission power patterns on the experimental performance of ED. As a result, the model
of Equation 5.18 provides a more accurate estimation of the real performance of ED in prac-
tice. It is worth noting that for very short sensing periods (e.g., N = 10) the model provides
a slightly worse accuracy since in this case the performance curves lie in a region of SNR
values (see Figures 4.4, 4.5 and 4.6) for which the assumption γ� 1 on which the proposed
model relies is not perfectly valid. On the other hand, as the sensing period increases, the
experimental performances converge on a single curve that matches with the prediction of
Equation 4.21–4.22 and so does the detection performance predicted by Equation 5.18.

5.3 Signal and noise uncertainties

Based on the developed model, this section analyzes the impact of the unknown variability
of the primary transmission power pattern (signal uncertainty) on the detection performance
of ED, with and without noise uncertainty, and compares the practical consequences of both
degrading effects. The design and configuration of ED is discussed as well.
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Figure 5.5: Probability of detection as a function of the SNR (Pf a = 0.01, 10log10 α = 0 dB, N
= 100): Classical theoretical performance (light thick line), experimental performance
(solid line) and proposed model (dashed line).
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Figure 5.6: Probability of detection as a function of the SNR (Pf a = 0.01, 10log10 α = 1 dB, N
= 100): Classical theoretical performance (light thick line), experimental performance
(solid line) and proposed model (dashed line).
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5.3.1 Performance analysis without noise uncertainty
The maximum interference constraint for a DSA/CR network can be mapped to a minimum
detection probability requirement that must be satisfied for SNR values above a predefined
threshold, i.e. Pd(γ0)≥ Pmin

d for all γ0 ≥ γmin
0 . The example of this section assumes that the

DSA/CR system is designed to guarantee Pmin
d = 0.9 at a given γmin

0 . This requirement im-
plies a minimum sensing period for the DSA/CR network, Nmin, which could be estimated
as a function of γmin

0 based on the classical result of Equation 4.17–4.18 (α = 1 in Equa-
tion 4.21–4.22, assuming a perfectly calibrated noise power), denoted as Nmin

classic. Based on
this discourse, the equality Pd(γ0) = Pmin

d should be true for N = Nmin
classic. To verify this

statement, and based on the model of Equation 5.18, Figure 5.7 plots the resulting Pd(γ0) at
the SNR values γ0 = γmin

0 for which Nmin
classic equals 101, 102, 103 and 104, when the target

probability of detection is Pmin
d = 0.9 and N = Nmin

classic. As it can be appreciated, when Nmin

is computed with Equation 4.17–4.18, the equality Pd(γ0) = Pmin
d holds for constant-power

transmitters only (β→ 0). For primary signals of uncertain power variability (β > 0), the
resulting Pd(γ0) is lower than the target Pmin

d = 0.9. It is interesting to note that Pd(γ0) first
decreases below Pmin

d as the primary signal variability β increases, but after reaching a min-
imum value it increases again. If β were made arbitrarily large, Pd(γ0) would also increase.
However, it is worth noting that the maximum signal variability observed empirically in the
measurements performed in Chapter 4 was β = 2.29. This indicates that for practical values
of β, the resulting Pd(γ0) is lower than Pmin

d and the signal uncertainty phenomenon always
is a degrading effect in practice, as illustrated in Figure 5.7 for various operating parameters.
It is also interesting to note that the minimum value of Pd(γ0) is reached at different values of
β (depending on the operating parameters), but it is always constant. In fact, it was verified
that for Pmin

d ≥ 0.9, the worst-case performance is min
{

Pd(γ0)
}
≈ 0.8 ·Pmin

d , i.e. the worst
detection probability is about 80% of the target value (this is however an optimistic estima-
tion based on the assumption of perfectly calibrated noise power). This means that if signal
uncertainty is not taken into account and the spectrum sensing function of a DSA/CR net-
work is designed according to the classical result of Equation 4.17–4.18 , then there would
be a potential and unacceptable risk of harmful interference to the primary system.

5.3.2 Performance analysis with noise uncertainty
The results of Figure 5.7 correspond to the ideal case of no noise uncertainty, which is never
true in reality. The example of this section considers that the DSA/CR terminals are assumed
to operate with a small noise power calibration error (10 log10 α = 0.1 dB) and the required
Nmin is selected accordingly based on Equation 4.21–4.22. In this case, the comparison of
Figures 5.7 and 5.8 indicates that the detection performance degradation due to the signal
uncertainty phenomenon may become more severe in the presence of noise uncertainty. The
most unfavorable case corresponds to low convergence rates, where the worst-case detection
performance degrades as the sensing period increases (see Figure 5.8). This aspect should
carefully be taken into account in the design of DSA/CR systems since DSA/CR devices
are expected to operate in low SNR regimes, where the required sensing periods are usually
high, and in the unavoidable presence of noise uncertainty.
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Noise uncertainty can arguably be considered as a more severe degrading phenomenon
than signal uncertainty. If the noise uncertainty α increased arbitrarily, the SNR wall would
increase unceasingly and the resulting detection probability would tend to zero. On the other
hand, signal uncertainty may result in a noticeable but bounded performance degradation,
which would not increase for arbitrarily large values of β (see Figures 5.7 and 5.8). In any
case, the degrading effects of the signal uncertainty phenomenon have been shown to be
of notable importance and become more severe in the presence of noise uncertainty, even
for very small noise power calibration errors. This highlights the importance of carefully
taking into account not only the noise uncertainty phenomenon but also the primary signal
uncertainty in the design and configuration of spectrum sensing in real DSA/CR systems.

5.3.3 Design and configuration of energy detection

To effectively achieve the desired Pmin
d , the required sensing period Nmin should be com-

puted taking into account not only the presence of noise uncertainty but also the potential
primary signal variability (i.e., the signal uncertainty). To this end, the model of Equation
5.18 constitutes a suitable tool and more adequate alternative than the classical theoretical
result of Equations 4.17–4.18 and 4.21–4.22. Notice that Equation 5.18 and the simplified
version of Equation 5.24 cannot be solved analytically for N in closed form but they can be
solved numerically in order to find the minimum sensing period required for a desired target
performance under various operating conditions.

As an example, Figure 5.9 shows the Nmin required in a worst-case design (with and
without noise uncertainty) as a function of the experienced γ0 for a target Pmin

d = 0.9 and
assuming a maximum expected primary signal variability of β = 1.0. The prediction of the
classical theoretical result of Equations 4.17–4.18 and 4.21–4.22 is also shown, indicating
the SNR values γ0 = γmin

0 for which Nmin
classic equals 101, 102, 103 and 104. As it can be

appreciated, the required Nmin should be increased with respect to the Nmin
classic prediction, for

which it has been shown that Pd(γ0)≤Pmin
d . However, the required increment depends on the

convergence rate parameter χ, being greater for lower convergence rates and vice versa. This
can be explained by the fact that Pd(γ0) increases with N, but faster for higher convergence
rates (χ = 0.8,1.0), in which case a lower increment of Nmin may be enough to meet Pmin

d .
Since the convergence rate χ is related to the correlation among the primary signal samples (r
or ρ), this means that the number of additional signal samples required for loosely correlated
samples is lower than for highly correlated samples under the same operating conditions.
In fact, Figure 5.7 indicates that a small number of loosely correlated samples (N = 101,
χ= 0.8) may result in the same detection performance as a large number of highly correlated
samples (N = 104, χ = 0.2). It is worth noting, however, that low values for the inter-
sample correlation can be associated to large sampling periods Ts as discussed in Section
5.2.4, meaning that the absolute sensing period in time units might require a significant
increase (for both low and high correlation values) with respect to the value predicted by the
classical theoretical results of Equations 4.17–4.18 and 4.21–4.22. In the worst case, Figure
5.9 indicates an increase by a factor from 2 to 4 with respect to Nmin

classic under perfectly
calibrated noise power and even several orders of magnitude for large sensing periods under
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Figure 5.9: Required Nmin as a function of the experienced SNR without (10log10 α = 0.0 dB) and
with (10log10 α = 0.1 dB) noise uncertainty (Pmin

d = 0.9, Pf a = 0.01, β = 1.00).

noise uncertainty, where the impact of the signal uncertainty phenomenon becomes more
severe. This numerical example not only highlights the importance of carefully taking into
account both noise and signal uncertainties in the design of the spectrum sensing function
of a DSA/CR network but also illustrates how the model proposed in this chapter can be
employed to adequately configure the ED algorithm in real DSA/CR systems.

5.4 Summary

While the noise uncertainty phenomenon (i.e., the inability to perfectly know the system
noise properties to infinite precision) has widely been studied, the impact of the signal un-
certainty concept introduced in this chapter (i.e., the inability to perfectly know beforehand
the primary signals that may be present in the sensed band and their properties) has not
been taken into account in the analysis and performance evaluation of spectrum sensing in
DSA/CR networks. In this context, this chapter has contributed a mathematical model for
signal uncertainty. The proposed model is capable to capture and reproduce the impact of
the variability of different transmission power patterns on the experimental performance of
ED. Based on this model, the impact of signal uncertainty on the detection performance
of ED has been evaluated and analyzed under the assumption of perfectly calibrated noise
power and in the presence of noise uncertainty. The practical consequences of both degrad-
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ing effects (noise and signal uncertainty) have been assessed and compared. Although noise
uncertainty can be considered as a more severe degrading effect, the obtained results have
shown that the signal uncertainty phenomenon may also result in significant performance
degradations, specially in the presence of noise uncertainty even for very small noise power
calibration errors. These findings highlight the importance of carefully taking into account
not only the noise uncertainty phenomenon but also the primary signal uncertainty in the
design and configuration of spectrum sensing in real DSA/CR systems.





CHAPTER

6

IMPROVED ENERGY DETECTION

6.1 Introduction

Signal detection based on ED is probably the spectrum sensing approach most widely em-
ployed in DSA/CR research. The main attractiveness of the ED method is its wide field
of application since it can be employed irrespective of the signal format to be detected.
Moreover, the simplicity of its operating principle results in low computational and imple-
mentation costs, specially when compared to other more sophisticated alternatives. The
main drawback of the ED method, however, is its limited practical performance. Taking
into account the demanding requirements imposed by the need to reliably detect the pres-
ence of primary licensed signals, ED provides a modest detection performance. Moreover,
and based on the results obtained in Chapter 4, the ED performance may be particularly
low for radio technologies characterized by transmission power patterns with a high level
of variability, specially when employing short sensing periods. The need to guarantee a
minimum detection performance implies that the sensing period cannot be shortened below
a certain limit, which imposes a fundamental trade-off between detection performance and
spectral agility1. A possibility to overcome these drawbacks would be to employ other more
sophisticated spectrum sensing algorithms. As mentioned in Chapter 4, a wide variety of
spectrum sensing methods and techniques have been proposed and proven to outperform the
conventional ED scheme [151–155, 180–191]. Nevertheless, such methods have normally
been devised to provide an improved detection performance for particular signal formats
and structures, which restricts their field of application to a few primary radio technolo-
gies. Furthermore, the performance improvement attained by more sophisticated methods is

1The term spectral agility is employed in the context of DSA/CR to refer to the ability of a DSA/CR terminal
to exploit spectrum holes across several channels by detecting their existence as soon as possible and switching
seamlessly among them as fast as necessary to avoid interference. An important aspect in spectrum agility is
therefore the ability to reliably detect the presence of a primary signal within the shortest possible time.
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normally obtained at the expense of a significant increase of the algorithm complexity and
computational cost. An ideal spectrum sensing algorithm should be able to provide detection
performance improvements for any primary signal and radio technology without incurring
in excessive implementation and computational costs. In this context, this chapter proposes
and evaluates, both analytically and experimentally, an improved spectrum sensing scheme
based on the ED method. The main interest of the proposed solution relies on its capabil-
ity to outperform the conventional ED scheme and cope with its degraded performance for
short sensing periods while preserving a similar level of complexity and computational cost
as well as the main advantages of the conventional ED method, namely its simplicity and
general applicability regardless of the particular signal format or structure to be detected.
The performance improvement is assessed analytically and corroborated with experimen-
tal results. The proposed algorithm will be of great utility in the processing of spectrum
data in order extract the busy/idle state information for the development and validation of
appropriate models.

The rest of this chapter is organized as follows. First, Section 6.2 reviews the main
aspects of the Classical Energy Detection (CED) scheme and introduces the mathematical
notation employed throughout this chapter. The novel ED-based spectrum sensing technique
is then presented in two steps. Firstly, a Modified Energy Detection (MED) scheme moti-
vated by the experimental results of Chapter 4 is presented in Section 6.3. Afterwards, a
refined and Improved Energy Detection (IED) method is described in Section 6.4. The sam-
ple and computational complexities of the proposed IED algorithm are analyzed in Section
6.5, while a discussion on its practical use is provided in Section 6.6. Finally, Section 6.7
summarizes and concludes the chapter.

6.2 Classical energy detection

The CED method was presented in Chapter 4 (see Section 4.4). In order to make this chapter
self-contained, this section summarizes the main aspects of the CED scheme and introduces
the mathematical notation used in the remainder of this chapter. As mentioned in Section
4.4, the CED principle (see Algorithm 6.1) measures the energy received on a primary band
during an observation interval of N samples and declares the channel state Si as busy (hy-
pothesis H1) if the measured energy is greater than a properly predefined threshold λ, or
idle (hypothesis H0) otherwise. This operating principle can formally be formulated (see
Equation 4.9) as:

Ti(ỹi) =
N

∑
n=1
|ỹi[n]|2

H1
≷
H0

λ (6.1)

where Ti(ỹi) is the test statistic computed in the i-th sensing event over the signal vector
ỹi = (ỹi[1], ỹi[2], . . . , ỹi[N]). Note that the sub-index i has been introduced in order to make
an explicit distinction between the values of the test statistic for different sensing events.
The CED operating principle can alternatively be described as shown in Algorithm 6.1.

Assuming a sufficiently large sensing period (N � 1), which is a reasonable assump-
tion in practice as discussed in Section 4.4, the central limit theorem can be employed to
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Algorithm 6.1 Classical Energy Detection (CED) scheme

Input: λ ∈ R+, N ∈ N
Output: Si ∈ {H0,H1}

1: for each sensing event i do
2: Ti(ỹi)← Energy of N samples
3: if Ti(ỹi)> λ then
4: Si←H1
5: else
6: Si←H0
7: end if
8: end for

approximate the test statistic as Gaussian (see Equation 4.13):

Ti(ỹi)∼


N
(
Nσ

2
w̃,2Nσ

4
w̃
)
, H0

N
(
N(σ2

x̃ +σ
2
w̃),2N(σ2

x̃ +σ
2
w̃)

2) , H1

(6.2)

If only AWGN is considered, the probabilities of detection, PCED
d , and false alarm, PCED

f a ,
for the CED algorithm can be obtained based on Ti(ỹi) (see Equations 4.14 and 4.15) as:

PCED
d = P{Ti(ỹi)> λ}H1

= Q

 λ−N(σ2
x̃ +σ2

w̃)√
2N(σ2

x̃ +σ2
w̃)

2

 (6.3)

PCED
f a = P{Ti(ỹi)> λ}H0

= Q

λ−Nσ2
w̃√

2Nσ4
w̃

 (6.4)

where the notation P{A}B ,P(A |B) has been introduced along with the super-index “CED”
to avoid ambiguities among the algorithms treated in this chapter.

As mentioned in Section 4.4, the decision threshold λ is normally chosen to satisfy a
certain target Pf a. The decision threshold required for a specified PCED

f a,target can be obtained
by solving Equation 6.4 for λ (see Equations 4.16 and 4.20):

λ =
(

Q −1 (PCED
f a,target

)√
2N +N

)
ασ

2
w̃ (6.5)

where the sub-index “target” has been introduced in order to make a distinction between
the target and the actually experienced Pf a (while both agree for the CED scheme, this may
not necessarily be the case in the algorithms studied in this chapter as it will be discussed
in detail). Equation 6.5 assumes the noise uncertainty model σ̂2

w̃ ∈ [σ2
w̃,ασ2

w̃] [207] and the
worst possible case where the noise power is overestimated by a factor α > 1.
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Substituting Equation 6.5 into Equation 6.3 yields (see Equations 4.21 and 4.22):

PCED
d (γ) = Q

αQ −1
(

PCED
f a,target

)√
2N−N(γ+1−α)

√
2N(1+ γ)

 (6.6)

≈ Q

(
αQ −1 (PCED

f a,target
)
−
√

N
2
(γ+1−α)

)
(6.7)

which represents the detection probability of the CED algorithm as a function of the SNR.
The approximation in Equation 6.7 assumes low SNR (γ� 1).

Without loss of generality, the results presented in this chapter assume a perfectly cal-
ibrated noise power (i.e., α = 1) in order to simplify the subsequent performance analysis.
Therefore, the comparison of the considered ED methods will be based on numerical and
experimental results obtained under the assumption of no noise uncertainty. Although this
assumption is not completely valid in reality and noise uncertainty affects the performance
of any spectrum sensing algorithm, the results obtained in Chapter 4 indicate that the relative
performance differences of ED-based spectrum sensing among various operating conditions
are preserved for various noise uncertainty levels. Figures 4.4, 4.5 and 4.6 show that when
ED provides a better performance under certain operating conditions (Pf a, N, γ) with no
noise uncertainty (α = 1), it also provides a better performance under the same operating
conditions (Pf a, N, γ) in the presence of noise uncertainty (α > 1). Therefore, the perfor-
mance comparison of the considered ED methods under no noise uncertainty will suffice
to determine whether the proposed ED techniques are able to outperform the CED scheme.
Nevertheless, the noise uncertainty factor α will be included in the analytical study in order
to provide the corresponding mathematical results in their most general form.

6.3 Modified energy detection

6.3.1 MED operating principle

The experimental results obtained in Chapter 4 for the CED scheme indicated that certain
inherent technology-dependent properties may result in different detection performances for
various radio technologies. In particular, for signals characterized by transmission power
patterns with higher levels of variability (variance) there exists a higher probability that
the instantaneous signal power falls below the decision threshold, which results in a lower
detection performance specially when employing short sensing periods. This observation
suggests that the performance of the CED method might be improved if the misdetections
caused by instantaneous signal energy (power) drops could be avoided, which motivates
the development of the MED scheme (see Algorithm 6.2). Every sensing event, the MED
method computes the test statistic Ti(ỹi) as performed by the CED method (see Equation
6.1). The main difference between the MED and the CED algorithms is that the former
additionally maintains an updated list containing the test statistic values of the last L sensing
events (L is a configurable parameter of the MED algorithm), which is used to compute an
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Algorithm 6.2 Modified Energy Detection (MED) scheme

Input: λ ∈ R+, N ∈ N, L ∈ N
Output: Si ∈ {H0,H1}

1: for each sensing event i do
2: Ti(ỹi)← Energy of N samples
3: T avg

i (Ti)←Mean of{Ti−L+1(ỹi−L+1),Ti−L+2(ỹi−L+2), . . . ,Ti−1(ỹi−1),Ti(ỹi)}
4: if Ti(ỹi)> λ then
5: Si←H1
6: else
7: if T avg

i (Ti)> λ then
8: Si←H1
9: else

10: Si←H0
11: end if
12: end if
13: end for

average test statistic value (line 3 in Algorithm 6.2) as follows:

Tavg
i (Ti) =

1
L

L

∑
l=1

Ti−L+l(ỹi−L+l) (6.8)

where Tavg
i (Ti) is the average test statistic value computed in the i-th sensing event based

on the test statistic vector Ti = (Ti−L+1(ỹi−L+1),Ti−L+2(ỹi−L+2), . . . ,Ti−1(ỹi−1),Ti(ỹi)). In
case that the test statistic Ti(ỹi) falls below the decision threshold λ, an additional check
based on Tavg

i (Ti) is then performed (line 7) before deciding the final channel state Si. This
additional check is aimed at preventing a busy channel from being declared to be idle as a
result of an instantaneous signal energy (power) drop (which depends on the particular signal
power variation pattern and radio propagation conditions) combined with a sufficiently short
sensing period (which may be constrained by physical layer features, higher layer protocols
or other circumstances). According to this additional verification, if the last sensing event
reported an idle channel, Ti(ỹi) < λ, but the average test statistic value (i.e., the average
signal energy) of the last L sensing events is greater than the decision threshold, Tavg

i (Ti)>
λ, this means that a signal is most likely present in the sensed channel but the last sensing
event resulted in Ti(ỹi) < λ due to an instantaneous energy (power) drop of the received
signal combined with a sufficiently short sensing period. As a result, the channel should
be declared as busy (hypothesis H1) in such a case (line 8). On the other hand, if the last
sensing event reported an idle channel, Ti(ỹi)< λ, and the average value of the test statistic
based on the last L sensing events also indicates an idle channel, Tavg

i (Ti) < λ, this clearly
means that the channel is actually idle. In such another case hypothesis H0 can reliably be
selected (line 10). With this formulation, the MED scheme aims at reducing the amount of
misdetections caused by instantaneous signal energy (power) drops, which would lead to an
improved detection performance.
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6.3.2 MED theoretical performance

The test statistic values Ti(ỹi) can be assumed to be normally distributed (see Equation 6.2)
and mutually independent since they represent the energy (power) of the sensed signal at
time instants separated by time intervals much greater than the sensing period N over which
the signal energy (power) is computed. Since Tavg

i (Ti) is the average of independent and
identically distributed (i.d.d.) Gaussian random variables, it also is normally distributed:

Tavg
i (Ti)∼N

(
µavg,σ

2
avg
)

(6.9)

where µavg and σ2
avg can be computed based on [211, (2.20) and (2.21)] as:

µavg =
M
L

N
(
σ

2
x̃ +σ

2
w̃
)
+

L−M
L

Nσ
2
w̃ (6.10)

σ
2
avg =

M
L2 2N

(
σ

2
x̃ +σ

2
w̃
)2

+
L−M

L2 2Nσ
4
w̃ (6.11)

where M ∈ [0,L] is the number of sensing events where a primary signal was actually present.
Notice that the exact value of M cannot be assumed to be known in practice. All that can
be known is the output decisions H0/H1 of the spectrum sensing algorithm, which does not
necessarily imply the presence/absence of a primary signal. This means that the performance
of the MED algorithm cannot be predicted in practice since it depends on the particular
channel occupancy pattern of the primary signal, which indeed is unknown. However, it
can be lower- and upper-bounded by analyzing the extreme cases M = 0 and M = L, which
correspond to the case where the channel is always idle (for M = 0) or always busy (for
M = L) during the last L sensing events.

Based on the statistics of Ti(ỹi) and Tavg
i (Ti), the Pd and Pf a for the MED scheme are:

PMED
d = P{Ti(ỹi)> λ}H1

+P
{
Ti(ỹi)≤ λ,Tavg

i (Ti)> λ
}

H1

= P{Ti(ỹi)> λ}H1
+P{Ti(ỹi)≤ λ}H1

·P
{
Tavg

i (Ti)> λ | Ti(ỹi)≤ λ
}

H1
(6.12)

PMED
f a = P{Ti(ỹi)> λ}H0

+P
{
Ti(ỹi)≤ λ,Tavg

i (Ti)> λ
}

H0

= P{Ti(ỹi)> λ}H0
+P{Ti(ỹi)≤ λ}H0

·P
{
Tavg

i (Ti)> λ | Ti(ỹi)≤ λ
}

H0
(6.13)

Notice that Tavg
i (Ti) and Ti(ỹi) are not completely independent since the computation

of the former includes the value of the latter (see Equation 6.8). However, Tavg
i (Ti) needs

to be computed over a representative number of test statistic values in order to provide an
acceptable estimate of the average signal energy in the sensed channel. Since the average
of a relatively large set of values is not significantly affected, in general, by the particular
value of a single element, it is therefore reasonable to assume for L sufficiently large that
Tavg

i (Ti) can be considered to be approximately independent of Ti(ỹi), regardless of the
actual channel state in the i-th sensing event. Therefore, for L sufficiently large:

P
{
Tavg

i (Ti)> λ | Ti(ỹi)≤ λ
}

Hx
≈ P

{
Tavg

i (Ti)> λ
}

Hx
≈ P

(
Tavg

i (Ti)> λ
)

(6.14)
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where Hx may be H0 or H1. Equations 6.12 and 6.13 then become:

PMED
d ≈ PCED

d +
(
1−PCED

d
)

Q
(

λ−µavg

σavg

)
(6.15)

PMED
f a ≈ PCED

f a +
(
1−PCED

f a
)

Q
(

λ−µavg

σavg

)
(6.16)

The value of Q
(
(λ−µavg)/σavg

)
in Equations 6.15 and 6.16 depends on the particular

channel occupancy pattern of the primary signal, which is unknown as already stated above.
However, since Q (·) is confined within the interval [0,1], PMED

d and PMED
f a are bounded by:

PCED
d ≤ PMED

d ≤ 1 (6.17)

PCED
f a ≤ PMED

f a ≤ 1 (6.18)

This means that the MED algorithm is able to improve the detection performance of the
CED algorithm, which was its main motivation as discussed in Section 6.3.1. However,
such improvement is obtained at the expense of a false alarm probability degradation. To
determine whether the MED scheme results in an overall performance improvement taking
into account both Pd and Pf a with respect to the CED principle, Figure 6.1 depicts (based
on Equations 6.3, 6.4, 6.15 and 6.16) the ROC for both algorithms when L = 3, M ∈ [0,L],
N = 1000, α= 1 and the SNR values for which PCED

d = 0.9 (−9.15 dB), PCED
d = 0.8 (−10.06

dB), PCED
d = 0.7 (−10.83 dB) and PCED

d = 0.6 (−11.59 dB) when PCED
f a = 0.12. As it can

be appreciated, the MED performance depends on the activity pattern of the primary signal
(implicitly represented by means of M), but it is always inferior to that of the CED method.

The results of Figure 6.1 can be explained as follows. The MED formulation is able to
reduce the amount of misdetections caused by instantaneous signal energy (power) drops,
which results in a Pd improvement with respect to the CED algorithm as it has been inferred
from Equation 6.15. However, the resulting Pf a increases to a greater extent thus leading to
the degraded ROC observed in Figure 6.1. The Pf a increase can be ascribed to the additional
check performed in line 7 of the MED algorithm. When the primary signal ceases after some
period of activity and the channel is released, there may be some subsequent sensing events
where Ti(ỹi)< λ due to the absence of the primary signal, but Tavg

i (Ti)> λ due to the imme-
diate past sensing events where the signal was still present. As a result, the additional check
of line 7 may result in several consecutive false alarms. In the worst case, up to L sensing
events after the channel is released may result in false alarm decisions, depending on the
particular previous occupancy history and signal energy (power). In fact, as the number of
previous sensing events where the primary signal was present, M, increases, the resulting

2Notice that DSA/CR networks are normally constrained by a maximum interference requirement, which
can be mapped to a minimum detection probability that must be satisfied for SNR values above a predefined
threshold, i.e. Pd(γ) ≥ Pmin

d for all γ ≥ γmin. Selecting N = 1000 and PCED
f a = 0.1, for a target Pmin

d = 0.9
the corresponding SNR is γmin = −9.15 dB (Equation 6.6 with α = 1). Therefore, this SNR value enables the
evaluation of the potential improvements of the MED scheme with respect to the CED scheme in a realistic
worst case. The SNR values for which PCED

d = 0.8, 0.7 and 0.6 enable the evaluation of the MED performance
under more unfavorable operating conditions.
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Figure 6.1: ROC curve for the CED and MED algorithms (L = 3, M ∈ [0,L], N = 1000, α = 1).

Tavg
i (Ti) becomes higher and the number of false alarms after the channel is released in-

creases, as suggested by the ROC degradation observed in Figure 6.1 as M increases. On the
other hand, if the channel was sparsely used by the primary signal in the previous sensing
events (low M), the MED and CED behave similarly and their performances converge.

Based on the results of Figure 6.1, it can be concluded that the MED performance is
upper-bounded by the CED method. However, the previous analysis motivates the develop-
ment of the IED method proposed in Section 6.4 and will make its understanding simpler.

6.4 Improved energy detection

6.4.1 IED operating principle

Based on the analysis and discussion of Section 6.3.2, the IED scheme is proposed (see
Algorithm 6.3) in order to reduce the false alarm rate of the MED scheme while preserving
the detection performance improvement attained with respect to the CED method. The ra-
tionale of this proposal is illustrated in Figure 6.2. Two possible cases of interest are shown
in sensing events number 15 (event A) and number 35 (event B). In both sensing events the
MED scheme would select hypothesis H1 since Ti(ỹi) < λ and Tavg

i (Ti) > λ. While this
decision would result in a detection performance improvement for sensing event A, it would
lead to a more significant false alarm degradation after sensing event number 30, where the
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Algorithm 6.3 Improved Energy Detection (IED) scheme

Input: λ ∈ R+, N ∈ N, L ∈ N
Output: Si ∈ {H0,H1}

1: for each sensing event i do
2: Ti(ỹi)← Energy of N samples
3: T avg

i (Ti)←Mean of{Ti−L+1(ỹi−L+1),Ti−L+2(ỹi−L+2), . . . ,Ti−1(ỹi−1),Ti(ỹi)}
4: if Ti(ỹi)> λ then
5: Si←H1
6: else
7: if T avg

i (Ti)> λ then
8: if Ti−1(ỹi−1)> λ then
9: Si←H1

10: else
11: Si←H0
12: end if
13: else
14: Si←H0
15: end if
16: end if
17: end for

1 5 10 15 20 25 30 35 40 45
Sensing event

T
es

t s
ta

tis
tic

Decision threshold λ

Primary signal is present Primary signal is absent

L

Tavg
i (Ti) > λ

A

L

Tavg
i (Ti) > λ

B

Ti(ỹi) < λ

Ti−1(ỹi−1) > λ

Ti(ỹi) < λ

Ti−1(ỹi−1) < λ

Figure 6.2: Rationale for the IED proposal.
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channel is released, up to L subsequent sensing events (where event B is one of them). To
avoid false alarms as those of event B, the IED scheme performs an additional check (line 8
in Algorithm 6.3) based on the test statistic of the previous sensing event, Ti−1(ỹi−1). When
Ti(ỹi)< λ and Tavg

i (Ti)> λ, the condition Ti−1(ỹi−1)> λ indicates that Ti(ỹi)< λ may be
due to an instantaneous energy (power) drop, in which case hypothesis H1 should be selected
(line 9). On the other hand, the condition Ti−1(ỹi−1) < λ suggests that Ti(ỹi) < λ may be
due to the channel release, in which case hypothesis H0 should be selected (line 11). It is
worth noting that the algorithm decisions could be based simply on Ti(ỹi) and Ti−1(ỹi−1).
However, experimental studies demonstrated that the additional use of Tavg

i (Ti) can avoid
misdetections for highly variable signals where various consecutive sensing events may be
affected by instantaneous energy (power) drops, in which case Ti(ỹi)< λ and Ti−1(ỹi−1)< λ

even though a primary signal is actually present in the channel. Therefore, the MED and IED
schemes would made the same decision in event A (hypothesis H1), thus improving the de-
tection performance of the CED scheme. However, the IED scheme would select hypothesis
H0 in event B, which would also decrease the false alarm ratio of the MED method. The IED
proposal is therefore expected to improve the false alarm performance of the MED algorithm
while still improving the detection performance of the CED method.

6.4.2 IED theoretical performance

The test statistics Ti(ỹi), Ti−1(ỹi−1) and Tavg
i (Ti) can be assumed to be normally distributed

as indicated by Equations 6.2 and 6.9–6.11, respectively. Based on the distributions of
Ti(ỹi), Ti−1(ỹi−1) and Tavg

i (Ti), the Pd and Pf a for the IED algorithm are:

P IED
d = P{Ti(ỹi)> λ}H1

+P
{
Ti(ỹi)≤ λ,Tavg

i (Ti)> λ,Ti−1(ỹi−1)> λ
}

H1
(6.19)

= P{Ti(ỹi)> λ}H1
+P{Ti(ỹi)≤ λ}H1

·P
(
Tavg

i (Ti)> λ
)
·P{Ti−1(ỹi−1)> λ}H1

P IED
f a = P{Ti(ỹi)> λ}H0

+P
{
Ti(ỹi)≤ λ,Tavg

i (Ti)> λ,Ti−1(ỹi−1)> λ
}

H0
(6.20)

= P{Ti(ỹi)> λ}H0
+P{Ti(ỹi)≤ λ}H0

·P
(
Tavg

i (Ti)> λ
)
·P{Ti−1(ỹi−1)> λ}H0

where it has been assumed, following the same argument of Section 6.3.2, that Tavg
i (Ti) can

be considered to be approximately independent of both Ti(ỹi) and Ti−1(ỹi−1), regardless of
the actual channel state (busy or idle) in the i-th and (i−1)-th sensing events, and that the test
statistics of two consecutive sensing events, Ti(ỹi) and Ti−1(ỹi−1), can also be considered to
be mutually independent. Based on such assumptions, Equations 6.19 and 6.20 then become:

P IED
d ≈ PCED

d +PCED
d

(
1−PCED

d
)

Q
(

λ−µavg

σavg

)
(6.21)

P IED
f a ≈ PCED

f a +PCED
f a

(
1−PCED

f a
)

Q
(

λ−µavg

σavg

)
(6.22)



6.4. Improved energy detection 121

0 0.1 0.2 0.3 0.4 0.5
0.5

0.6

0.7

0.8

0.9

1

Pfa

P
d

SNR = −9.15 dB

 

 

CED
IED (M = 0)
IED (M = 1)
IED (M = 2)
IED (M = 3)

0 0.1 0.2 0.3 0.4 0.5
0.5

0.6

0.7

0.8

0.9

1

Pfa

P
d

SNR = −10.06 dB

 

 

CED
IED (M = 0)
IED (M = 1)
IED (M = 2)
IED (M = 3)

0 0.1 0.2 0.3 0.4 0.5
0.5

0.6

0.7

0.8

0.9

1

Pfa

P
d

SNR = −10.83 dB

 

 

CED
IED (M = 0)
IED (M = 1)
IED (M = 2)
IED (M = 3)

0 0.1 0.2 0.3 0.4 0.5
0.5

0.6

0.7

0.8

0.9

1

Pfa

P
d

SNR = −11.59 dB

 

 

CED
IED (M = 0)
IED (M = 1)
IED (M = 2)
IED (M = 3)

Figure 6.3: ROC curve for the CED and IED algorithms (L = 3, M ∈ [0,L], N = 1000, α = 1).

Since Q (·) ∈ [0,1], P IED
d and P IED

f a are therefore bounded by:

PCED
d ≤ P IED

d ≤ 2PCED
d −

(
PCED

d
)2

(6.23)

PCED
f a ≤ P IED

f a ≤ 2PCED
f a −

(
PCED

f a
)2

(6.24)

meaning that the IED algorithm improves the detection performance of the CED algorithm
at the expense of a false alarm probability degradation. Such degradation, however, is not as
significant as in the case of the MED scheme, resulting in the improved ROC curve observed
in Figure 6.3 for the IED algorithm (the figure has been obtained based on Equations 6.3, 6.4,
6.21 and 6.22, and for the same operating conditions as Figure 6.1). As it can be appreciated,
the IED performance is superior to that attained by the CED method. When the channel
is idle in previous sensing events (M = 0), the IED scheme bases its decisions mostly on
the test statistic of the current sensing event, Ti(ỹi), since for M = 0 it is rather unlikely
that Tavg

i (Ti) > λ. In this case the IED scheme behaves similar to the CED scheme and
their performances agree. However, when the channel is busy in previous sensing events
(M > 0), the IED scheme takes profit of this additional information to avoid misdetections
due to instantaneous signal energy (power) drops, as the MED scheme, but with a lower false
alarm rate, which results in an overall improved performance. In fact, as M increases, the
IED method is able to avoid a higher amount of such misdetections. These results indicate
that the IED performance is lower-bounded by the CED method: in the worst case IED
performs as CED, but under favorable conditions it is able to attain significant performance
improvements as highlighted by Figure 6.3.
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6.4.3 IED threshold setting

As mentioned in Sections 4.4 and 6.2, the ED threshold is normally chosen to satisfy a cer-
tain target Pf a, which only requires the noise power to be known. In the particular case of
the CED method this is an straightforward problem that can be solved analytically based on
Equation 6.4. The resulting decision threshold is given by Equation 6.5. In the case of the
IED method, however, the procedure is not so straightforward because Equation 6.22 cannot
be solved for λ analytically. In principle, the decision threshold required to meet a partic-
ular target Pf a could be computed numerically based on Equation 6.22. Nevertheless, this
approach is a rather involved procedure from both computational and practical perspectives.

As an alternative, a simpler approach is proposed and analyzed. Let’s assume that the
decision threshold for the IED algorithm is selected according to the expression obtained for
the CED scheme (see Equation 6.5):

λ =
(

Q −1 (P IED
f a,target

)√
2N +N

)
ασ

2
w̃ (6.25)

where P IED
f a,target represents the target false alarm probability desired for the IED algorithm.

Substituting Equation 6.25 into Equations 6.21 and 6.22 yields:

P IED
d (γ)≈ PCED

d (γ)+PCED
d (γ)

(
1−PCED

d (γ)
)
·

·Q

αQ −1
(

P IED
f a,target

)√
2N +N(α−1)− M

L Nγ√
2N
L

{
1+ M

L [(1+ γ)2−1]
}

 (6.26)

≈ PCED
d (γ)+PCED

d (γ)
(
1−PCED

d (γ)
)
·

·Q
(

αQ −1 (P IED
f a,target

)√
L+

√
NL
2

(α−1)−M

√
N
2L

γ

)
(6.27)

P IED
f a (γ)≈ P IED

f a,target +P IED
f a,target

(
1−P IED

f a,target
)
·

·Q

αQ −1
(

P IED
f a,target

)√
2N +N(α−1)− M

L Nγ√
2N
L

{
1+ M

L [(1+ γ)2−1]
}

 (6.28)

≈ P IED
f a,target +P IED

f a,target
(
1−P IED

f a,target
)
·

·Q
(

αQ −1 (P IED
f a,target

)√
L+

√
NL
2

(α−1)−M

√
N
2L

γ

)
(6.29)

where PCED
d (γ) is given by Equation 6.6, replacing PCED

f a,target with P IED
f a,target, and Equations

6.27 and 6.29 assume low SNR regime (γ� 1). It is interesting to note, as opposed to the
CED scheme, that the Pf a for the IED method depends on the SNR and therefore on the
received primary signal. This dependence can be explained by the fact that each sensing de-
cision depends on the previous sensing results, where a signal may be present even if there
is no signal in the current sensing event. Equations 6.26 and 6.27 indicate that the detec-
tion probability P IED

d (γ) would improve with respect to the CED scheme, but the resulting
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P IED
f a (γ) would be greater than P IED

f a,target according to Equations 6.28 and 6.29. In the worst
possible case, which corresponds to Q (·) = 1 in Equations 6.28 and 6.29, and assuming that
P IED

f a,target� 13, the resulting false alarm rate would be:

max
{

P IED
f a (γ)

}
≈ 2P IED

f a,target−
(
P IED

f a,target
)2 ≈ 2P IED

f a,target (6.30)

To ensure that P IED
f a (γ) does not exceed P IED

f a,target even in the worst case, the required decision
threshold must then be chosen as:

λ =

(
Q −1

(
P IED

f a,target

2

)
√

2N +N

)
ασ

2
w̃ (6.31)

This alternative approach increases the decision threshold with respect to Equation 6.25 and
reduces the experienced P IED

f a (γ), guaranteeing that the amount of lost spectrum opportuni-
ties does not exceed the ratio P IED

f a,target. Due to the trade-off between Pf a and Pd , however,
this also means that the resulting detection probability would be lower than that obtained
when the decision threshold is simply selected according to Equation 6.25, in which case
some potential interference might be caused to the primary system. Equation 6.31 can there-
fore be regarded as an aggressive threshold setting approach where the maximum amount
of lost spectrum opportunities is strictly constrained at the expense of some potential risk of
interference to the primary network. On the other hand, Equation 6.25 can be regarded as a
conservative approach because in this case a minimum detection performance is guaranteed
but at the expense of sacrificing some spectrum opportunities since P IED

f a (γ)> P IED
f a,target.

The previous observations are illustrated and confirmed in Figure 6.4, where Equations
6.26 and 6.28 (IED performance) are depicted for both conservative and aggressive ap-
proaches along with Equation 6.6 (CED performance) for comparison purposes. The MED
performance (Equations 6.15 and 6.16) when the decision threshold is selected according
to the conservative approach is also shown in order to corroborate the discussion of Section
6.3.2. Although P IED

f a (γ) ≥ P IED
f a,target with the conservative approach, it is interesting to note

that the resulting Pf a degradation is appreciable when considering relatively large P IED
f a,target

values such as P IED
f a,target = 0.1. For lower values (e.g., P IED

f a,target = 0.01), the resulting Pf a can
be considered to be P IED

f a (γ)≈ P IED
f a,target in practice. In such a case, the conservative approach

is preferable over the aggressive alternative since it is able to provide the full Pd improve-
ments without a noticeable Pf a degradation with respect to the CED scheme. The practical
consequences of both threshold setting strategies are evaluated experimentally, based on field
measurements of real signals, in Section 6.4.4.

6.4.4 IED experimental performance

The experimental performance of the IED scheme in terms of Pd and Pf a is shown in Fig-
ure 6.5. These results have been obtained based on field measurements performed with the

3For example, the IEEE 802.22 spectrum sensing requirements [200] specify that a DSA/CR terminal must
be able to provide Pf a ≤ 0.1. Lower values may be desirable as well in order to maximize spectrum utilization.
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Figure 6.4: Theoretical performance for the CED, MED and IED algorithms (α = 1).

measurement platform and evaluation methodology described in Chapter 4. The IED perfor-
mance is shown as a function of the algorithm’s parameter L. Notice that the values shown
for L = 1 correspond to the CED performance since the CED and IED schemes are practi-
cally equivalent for L = 1. The performance has been obtained when the decision threshold
is computed according to the conservative (Equation 6.25) and aggressive (Equation 6.31)
approaches described in Section 6.4.3, and for various sensing periods N. For each sens-
ing period, the SNR corresponding to PCED

d = 0.9 and PCED
f a = 0.1 is selected (according to

Equation 6.6, SNR = 4.29 dB for N = 10, SNR = −3.54 dB for N = 100 and SNR = −9.15
dB for N = 1000). The target Pf a for the IED algorithm is P IED

f a,target = 0.1 in all cases.
As it can be appreciated, the IED proposal clearly outperforms the conventional CED

scheme (L = 1 in Figure 6.5) for all the considered sensing periods. As L increases (i.e., the
measured energy (power) of more sensing events are combined when computing Tavg

i (Ti)),
the true average signal energy (power) can be estimated more accurately and the actual chan-
nel state can therefore be determined more reliably, which explains the growth of P IED

d as L
increases. However, for L sufficiently large the true average signal (power) energy can be
estimated with reasonable accuracy. In such a case, further increasing L does not signifi-
cantly contribute to the estimation accuracy. As a result, increasing L beyond certain value
improves P IED

d marginally. Based on Figure 6.5, L = 5 can be considered as an appropri-
ate trade-off between the obtained performance improvement and the amount of memory
required to store the previous test statistic values for the sensed channels.
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Figure 6.5: Experimental detection and false alarm performance for the IED algorithm.

It is interesting to note, as expected from the discussion in Section 6.4.3, that the detec-
tion performance for the aggressive threshold setting approach is in general lower than that
of the conservative approach. This is indeed the price to be paid for the lower Pf a attained
by the aggressive approach, as shown in Figure 6.5. As it can be observed, the aggressive
approach guarantees that P IED

f a,target is never exceeded (which is not the case of the conserva-
tive one) at the expense of a lower detection probability and therefore an increased risk of
potential interference to the primary network. Although P IED

f a ≥ P IED
f a,target for the conservative

approach, as expected from Equation 6.28, it can be observed however that in practice the
resulting P IED

f a can be made to be very similar to the desired target with the conservative
approach if the appropriate L is selected (e.g., the value L = 5 mentioned above constitutes
a reasonable choice). This indicates that the decision threshold of the IED algorithm can
be selected following the same procedure as for the CED scheme (Equation 6.25), which
simplifies the design of the IED spectrum sensing algorithm.

Figure 6.6 compares the performance of the CED and IED (with L = 5) algorithms
in terms of the ROC. The results have been obtained by means of extensive simulations
based on the same set of empirical data used to compute the results shown in Figure 6.5
and considering the same operating conditions. As it can be clearly appreciated, the IED
algorithm is able to outperform the CED scheme for all the considered radio technologies
and sensing periods, providing important performance gains.
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Figure 6.6: Experimental ROC for the CED (solid line) and IED (dashed line) algorithms.

Based on the results of this section, it can be concluded that the IED approach is able to
achieve significant detection performance improvements with respect to the CED method.
It has been shown that the observed detection enhancements are not obtained at the expense
of a noticeable false alarm degradation. Moreover, the decision threshold can be selected
according to the same analytical result employed for the CED method, which simplifies the
design and configuration procedure for the IED scheme in a real DSA/CR system.

6.5 Complexity analysis

6.5.1 Sample complexity

The sample complexity of a spectrum sensing algorithm specifies how the sensing period N
required to meet a certain set of target P IED

d,target and P IED
f a,target scales as the experienced SNR γ

degrades. For the CED method, the sample complexity is given by (see Equation 4.19):

N = 2

[
Q −1(P IED

f a,target)−Q −1(P IED
d,target)(1+ γ)

γ

]2

(6.32)
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Assuming low SNR regime (γ� 1), the required number of samples scales as O(1/SNR2),
which represents the sample complexity of the CED algorithm.

For the IED method, the sample complexity cannot be determined analytically by solv-
ing Equations 6.26 and 6.28 for N. However, Equations 6.21 and 6.22 constitute a system of
two equations that can be solved numerically for N and λ under various SNR values4. The
obtained N versus the considered SNR is depicted in Figure 6.7, which enables the compar-
ison of the sample complexity for the CED and IED approaches. The curves corresponding
to the IED method are a shifted version of the CED curve, meaning that the IED sample
complexity is also given by O(1/SNR2).

6.5.2 Computational complexity

The computational cost of the CED and IED methods can be estimated by comparing the
set of operations performed by Algorithms 6.1 and 6.3. First, the computation of Ti(ỹi) re-
quires N products and N−1 sums, which is common to both algorithms. Additionally, the
IED algorithm computes Tavg

i (Ti), which requires L− 1 sums and one division, performs
two additional comparisons (lines 7 and 8 in Algorithm 6.3), and requires memory to store
the last L− 1 test statistic values for each channel on which the DSA/CR terminal oper-
ates. The computational cost increase of the IED method can therefore be considered to be
negligible, especially when compared to other more sophisticated methods such as cyclo-
stationary feature detectors [182, 183] or covariance-based detectors [185], which require
computationally complex operations as sample autocorrelation and covariance matrices.

To compare the computational costs of the CED and IED schemes, Figure 6.7 shows
the average computation times observed in the simulations performed in the context of this
study, based on Matlab running in a PC with an Intel Core2 Quad processor at 2.4 GHz. As
it can be appreciated, the IED computation time is approximately the same for L = 1 and
L = 100, meaning that the computation of the average test statistic in line 3 of Algorithm 6.3
is negligible and that most of the additional time with respect to the CED scheme is due to
the additional verifications performed in lines 7 and 8 of Algorithm 6.3. The time required
to perform these verifications, however, becomes less significant with respect to the time
required to compute Ti(ỹi) as the sensing period N increases. As a result, the computation
time of the CED and IED algorithms is approximately the same for the sensing periods
normally required in practice (see Figures 4.4, 4.5 and 4.6). Despite the implemented code
was not optimized and a general purpose PC was employed, these results allow to confirm
that the computational cost increase of the IED algorithm is negligible in practice.

6.6 Discussion

The IED spectrum sensing method exploits the history of past spectrum sensing results to
avoid signal misdetections caused by instantaneous energy (power) drops, which may be
caused by the radio channel fading properties or the primary transmission power pattern.
The use of past spectrum sensing results to infer the current channel state is sensible if the

4Notice that all the terms involved in Equations 6.21 and 6.22 implicitly depend on N.
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Figure 6.7: Complexities of the CED and IED algorithms (upper graph: sample complexity; lower
graph: computational complexity).

sensing events are reasonably close in time. This means that the full detection performance
improvement of the IED scheme would be achieved when the target channel is sensed with
enough periodicity. However, if the periodicity at which the channel is sensed increases
while the time period for which the channel is sensed (i.e., the sensing interval N) is kept
constant, the overall time devoted to sensing increases and therefore the remaining time
available for data transmission decreases, which results in a throughput degradation for the
secondary system [212]. To maintain the same average throughput, the sensing interval N
should be decreased along with the period between two consecutive sensing events. How-
ever, if the sensing period N is made sufficiently short, the test statistic values may follow
the instantaneous variations of the received signal energy (power). This might result in some
signal misdetections in the particular case of the CED method as discussed in Section 4.7.2,
which is avoided with the IED method if the spectrum sensing operation is configured prop-
erly. Therefore, the IED improvements would be obtained with high sensing frequencies and
short sensing intervals. Notice that shortening the sensing interval means that the detection
probability in each isolated sensing event decreases, but if several consecutive sensing events
that are sufficiently close in time are combined according to the IED principle, the same de-
tection performance would be achieved as the obtained results indicate. In such a case, the
benefit obtained would be an enhanced spectrum agility as a result of the increased sensing
frequency. In other words, if the channel is sensed more frequently it is possible to provide
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shorter response times in detecting and exploiting white spaces or vacating a channel when a
primary user appears 5. Therefore, a proper configuration of the IED method would be able
to improve the detection performance of the CED method or preserve the same performance
while increasing the spectrum agility, thus enabling DSA/CR users to exploit spectrum gaps
sooner and take profit of shorter spectrum opportunities. The ultimate consequence would
be a notable improvement of the overall spectrum usage efficiency.

6.7 Summary

ED constitutes a preferred approach for spectrum sensing in DSA/CR due to its simplicity
and wide field of application as well as its low computational and implementation costs.
The main drawback, however, is its well known limited detection performance. Various al-
ternative spectrum sensing methods have been shown to outperform ED, but at the expense
of significantly increased complexity and limited field of applicability. In this context, this
chapter has proposed an improved ED-based spectrum sensing technique that is able to out-
perform the conventional ED scheme while preserving a similar level of complexity and
computational cost as well as its general field of application. The performance improvement
has been assessed analytically and corroborated with experimental results, demonstrating
appreciable performance improvements. The proposed method will enable, based on simple
ED-based procedures, a more accurate estimation of the busy/idle state information from
empirical spectrum data for the development and validation of spectrum usage models.

5As a numerical example, and according to Figure 6.7, the number of samples required for SNR = −10 dB,
Pd,target = 0.9 and Pf a,target = 0.1 would be NCED ≈ 1500 and NIED ≈ 1000 for the CED and IED methods,
respectively. If the transmit-to-sensing time ratio is denoted as η, the time between two consecutive sensing
events would be given by NCED(1+η) and NIED(1+η), which is 1.5 times (33%) lower in the case of the IED
method for the same Pd,target, Pf a,target and η.





Part III

Spectrum Usage Models

Remember that all models are wrong;
the practical question is how wrong
do they have to be to not be useful.

George E. P. Box





CHAPTER

7

DISCRETE TIME MODELS

7.1 Introduction

The present chapter initiates a series of studies aimed at developing a holistic set of realis-
tic models capable to accurately capture and reproduce the relevant statistical properties of
spectrum usage in real radio communication systems. Relying on the findings and contribu-
tions of the studies performed in Parts I and II, the studies presented in the remainder of this
dissertation develop spectrum models for the time, frequency and space dimensions.

The focus of this chapter is on the modeling of spectrum occupancy in the time domain.
In particular, a discrete-time two-state Markov chain with novel deterministic and stochastic
Duty Cycle (DC) models is proposed as an adequate means to accurately describe spec-
trum occupancy in the time domain. The validity and accuracy of the proposed modeling
approach is assessed and corroborated with extensive empirical data from the multi-band
spectrum measurement campaign reported in Chapter 3. The obtained results demonstrate
that the proposed approach is able to accurately capture and reproduce the relevant statisti-
cal properties of spectrum usage for various radio technologies. The relevance of accurate
models in DSA/CR research is illustrated with a practical case study.

The remainder of this chapter is organized as follows. First, Section 7.2 reviews the
related previous work on time-dimension models of spectrum usage, identifying the existing
deficiencies that motivate the investigation reported in this chapter. Section 7.3 describes
the methodology employed to capture and process the empirical data used in the validation
of the proposed model. Section 7.4 presents the traditional Markov chain model commonly
used in the existing literature. Since such Markov model is not able to accurately capture
and reproduce some relevant statistical properties of spectrum usage in the time domain,
it is extended with adequate deterministic and stochastic DC models, which are presented
in Sections 7.5 and 7.6, respectively. The validity and accuracy of the developed model
is assessed and verified in Section 7.7. The importance of disposing of accurate models
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of spectrum usage, as the one presented in this chapter, for the design and evaluation of
DSA/CR techniques and solutions is highlighted with a practical case study in Section 7.8.
Finally, Section 7.9 summarizes the research presented in this chapter.

7.2 Related work and motivation

7.2.1 Previous work based on continuous-time Markov chains

From the point of view of a DSA/CR network, spectrum usage can adequately be modeled
by means of a Markov chain with two states, one indicating that the channel is busy (i.e.,
used by a primary user and therefore not available for opportunistic access) and the other
one indicating that it is idle (i.e., available for secondary use). A popular channel model
in DSA/CR research is the well-known two-state Continuous-Time Markov Chain (CTMC)
model, where the channel remains in one state for a random time period before switching
to the other state. The state holding time or sojourn time is modeled as an exponentially
distributed random variable.

The CTMC model has widely been used in the study of various DSA/CR techniques such
as MAC protocols for spectrum sharing [213, 214], MAC-layer sensing schemes [215–217]
and adaptive spectrum sensing solutions [218] as well as to analyze the sensing-throughput
trade-off [219, 220] and the performance of DSA/CR sensor networks [221].

Although the CTMC model has widely been used in the literature, some works based
on empirical measurements [222–226] have demonstrated that state holding times are not
exponentially distributed in reality. In particular, it has been found that state holding times
are more adequately described by means of generalized Pareto [222], a mixture of uniform
and generalized Pareto [223, 224], hyper-Erlang [223, 224], generalized Pareto and hyper-
exponential [225] as well as geometric and log-normal [226] distributions. Based on these
results, a more appropriate model is therefore the Continuous-Time Semi-Markov Chain
(CTSMC) model, where the state holding times can follow any arbitrary distribution. As
a result, some recent works have employed CTSMC models. This is the case for example
of [227, 228], which have considered a CTSMC model where the busy and idle periods are
modeled as exponentially and Erlang-distributed random variables, respectively.

7.2.2 Previous work based on discrete-time Markov chains

In the discrete-time counterpart of the CTMC, i.e. the Discrete-Time Markov Chain (DTMC)
model, the time index set is discrete. According to this model, the channel remains in a
certain state at each step, with the state changing randomly between steps. The behavior of
the channel is described by means of a set of transition probabilities between states1.

The DTMC model has widely been used in the DSA/CR literature as well. For instance,
it has been used to analyze the performance of MAC [229] and joint MAC/sensing [230]
frameworks for opportunistic spectrum access, dynamic channel selection strategies [231],

1A DTMC model could be characterized by discrete-time distributions for state holding times instead of a
set of transition probabilities between states. While the former approach has received some attention [226], the
latter, which has widely been employed in the literature, remains unexplored and is studied in this chapter.
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opportunistic scheduling policies [232], channel selection schemes [233] based on the in-
terference temperature model [234], and to analyze the voice-service capacity of DSA/CR
systems under both ideal [235] and imperfect [236] spectrum sensing conditions as well as
under QoS restrictions [237].

As opposed to the continuous-time case, and to the best of the author’s knowledge, the
suitability of the DTMC channel model in describing the statistical properties of spectrum
occupancy patterns in real systems has not been evaluated and assessed in the literature
before1. This means that an important volume of research in DSA/CR has been based on
assumptions or oversimplifications that have not been validated with empirical measure-
ment data and, more importantly, that future research based on the DTMC channel model
will also suffer from the same drawback due to the lack of appropriate DTMC modeling
approaches capable to capture the relevant statistical properties of spectrum occupancy in
the time domain. In this context, the study reported in this chapter covers such deficiencies
and fills the existing gaps by evaluating the ability of the DTMC model to reproduce the
statistical properties of spectrum usage in real radio communication systems and extending
the conventional DTMC model with appropriate deterministic and stochastic DC models.

7.3 Measurement setup and methodology

The spectrum analyzer measurement platform discussed in Chapter 2 and Appendix A was
employed to perform measurements in several spectrum bands (see Table 7.1). Although this
chapter does not present results for all the spectrum bands shown in Table 7.1, the proposed
model was validated based on channels from all the considered radio technologies. Most
of the selected bands were measured from a building rooftop (see location 1 in Figure 3.1),
which represents a strategic location with direct line-of-sight to several transmitting stations
located a few tens or hundreds of meters away from the antenna and without buildings block-
ing the radio propagation. However, the measurement equipment was placed inside the same
building (see location 2 in Figure 3.1) for the DECT and ISM bands since such radio tech-
nologies are used by short-range devices more commonly deployed in indoor environments.
These measurement locations were carefully selected in order to maximize the receiving
SNR and hence ensure a reliable and accurate estimation of the true busy/idle states.

Based on the configuration shown in Table 3.1, each band was measured across a time
span of 7 days, from Monday midnight to Sunday midnight. This measurement period
enabled not only to capture a high number of signal samples (see Table 7.1), but also to
appreciate any potential pattern on spectrum usage (e.g., channel use variations between
weekdays and weekends as well as variations at different times along days and nights).

The captured data were used to extract the binary channel occupancy patterns from the
measured channels by classifying the spectrum analyzer’s power samples as either busy or
idle states. Due to the heterogeneity of the measured bands and the unavailability of detailed
information, an ED principle was employed to this end. As discussed in Chapter 4, ED
can be applied regardless of the signal to be detected and the lack of prior information. In
particular, the CED scheme described in Section 6.2 was employed to process the spectrum
data on a power-sample basis (i.e., each power sample was processed individually, not in
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Table 7.1: Spectrum bands considered in this study.

Measured Frequency No. of No. of Avg. sweep
band range (MHz) channels samples time (secs)

Amateur 144–146 79 234418 2.58
Paging 157–174 679 186628 3.24

TETRA UL 410–420 399 199013 3.04
TETRA DL 420–430 399 195956 3.08

E-GSM 900 UL 880–915 174 156460 3.86
E-GSM 900 DL 925–960 174 158147 3.82
DCS 1800 UL 1710–1785 374 125986 4.80
DCS 1800 DL 1805–1880 374 128615 4.70

DECT 1880–1900 10 178388 3.39
ISM 2400–2500 13 105940 5.70

groups of N samples as suggested by Equation 6.1). In Chapter 4 it was demonstrated that
the IED scheme studied in Section 6.4 outperforms the CED scheme with a similar level of
complexity. However, note that the IED algorithm makes use of past channel observations
to determine the current channel state. As discussed in Section 6.6, this does not appear
to be sensible when the time period between consecutive observations is in the order of
several seconds as it is the case (see Table 7.1). This circumstance prevents the use of the
IED scheme in this case and, as a result, the CED scheme was employed instead. The energy
decision threshold was selected as the maximum noise power observed in each channel plus a
3-dB margin (i.e., a combination of the MaxNoise and m-dB approaches described in Section
2.5). This criterion was explicitly selected in order to avoid any potential false alarms, which
would have lead to wrong conclusions on the length of busy and idle periods. The detection
performance loss resulting from this relatively high decision threshold was verified to be
negligible since the high SNR conditions under which most of the measured signals were
received guarantee that the probability of missed detections is minimized, thus resulting in
a nearly ideal detection performance under such conditions. The resulting binary sequences
of busy and idle states were employed to extract the lengths of busy and idle periods and
validate the proposed DTMC modeling approach based on empirical data.

It is worth noting that the average sweep times shown in Table 7.1 indicate that the re-
sulting sampling rates of swept spectrum analyzers as the one employed in this study are not
comparable to that of the measurement configurations employed in other modeling studies
[222–225], which may result in under-sampling of the measured signals and thus the missed
detection of channel state changes between consecutive channel observations. The USRP
measurement platform presented in Chapter 4 could be employed in order to increase the
effective time resolution and avoid under-sampling. However, there are several reasons that
motivated the use of a low time-resolution measurement platform instead. First of all, the
high sampling rate of the USRP measurement platform leads to huge amounts of data that
require computation times several orders of magnitude above the actual measurement pe-
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riod, which would have prevented the study of each considered band over long time periods.
On the other hand, the spectrum analyzer-based platform enables the study of spectrum us-
age patterns over several days at affordable computational costs. As it will be shown later
on, the possibility to analyze such long time periods will result in interesting findings and
conclusions. Moreover, the binary occupancy pattern derived from low time-resolution mea-
surements, although inaccurate in strict sense, is still interesting and useful due to two main
reasons. The first one is that such binary pattern can be thought of as the occupancy percep-
tion of a DSA/CR user that periodically senses the channel and observes its state at discrete
time instants. Therefore, spectrum analyzer measurements are useful to model spectrum oc-
cupancy from the point of view of the DSA/CR user perception. Since the overall behavior
of a DSA/CR network is driven by the primary occupancy pattern as perceived by the sens-
ing nodes, analytical studies and simulations of DSA/CR systems should rely on spectrum
usage models that are able to accurately capture and reproduce the channel occupancy pat-
tern in real channels as observed by DSA/CR terminals. On the other hand, short idle periods
resulting from bursty data transmissions are difficult to exploit for secondary usage in prac-
tice2, which from a practical point of view is equivalent to a busy channel state. Exploitable
idle periods normally arise when there is no primary user making use of the channel, which
leads to appreciably longer periods of inactivity that can reliably be detected with a spectrum
analyzer within reasonable accuracy limits in spite of its limited time resolution. Moreover,
it is worth noting that spectrum analyzers have successfully been applied in previous model-
ing studies [226] and have the advantage of enabling high dynamic ranges, high sensitivities
and wideband measurements. The empirical data captured for various radio technologies
enabled an adequate validation of the model developed in this study.

7.4 Discrete-time Markov chain

At a given time instant, a primary radio channel may be either busy or idle, meaning that
the time occupancy pattern of a primary radio channel can adequately be modeled by means
of a two-state Markov chain. The state space for a primary radio channel can be denoted as
S = {s0,s1}, where the s0 state indicates that the channel is idle and the s1 state indicates
that the channel is busy. The channel state S(t) at time t can either be S(t) = s0 or S(t) = s1.
As discussed in Section 7.2, this study focuses on the particular case of DTMCs, where the
time index set is discrete, i.e. t = tk = kTs, where k is a non-negative integer representing the
step number and Ts is the time period between consecutive transitions or state changes3.

The behavior of a DTMC can be described by means of a set of transition probabilities
between states. If the state space S is finite with n states, the transition probability distribu-
tion can be represented by a n× n square matrix P(tk, tl) = [pi j(tk, tl)]n×n, called the tran-
sition matrix, where the (i, j)-th element of P(tk, tl) is pi j(tk, tl) = P(S(tl) = s j|S(tk) = si),
with tk < tl . In other words, pi j(tk, tl) represents the probability that the system goes into state

2For instance, the time-slot duration is 14.167 ms in TETRA, 577 µs in GSM/DCS and 417 µs in DECT.
The IEEE 802.11 protocol, used by wireless local area networks operating in the ISM band, defines inter-frame
spaces in the order of 50 µs or less.

3Ts can be associated to the average sweep times shown in Table 7.1.
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Figure 7.1: Discrete-Time Markov Chain (DTMC) model.

s j at t = tl given that it was in state si at t = tk < tl . If the transition probabilities pi j(tk, tl)
are independent of the time instant t, the Markov chain is said to be time-homogeneous or
stationary. In such a case, the Markov chain is described by a single, time-independent ma-
trix P = [pi j]n×n. Notice that P is a square matrix where each row consists of non-negative
values summing to one, i.e. ∑

n−1
j=0 pi j = 1 ∀i. In the particular case of spectrum occupancy

modeling, and inasmuch as the number of channel occupancy states is n = 2, the resulting
transition matrix is given by:

P =

[
p00 p01
p10 p11

]
(7.1)

The overall DTMC model describing the occupancy of a primary radio channel at discrete
time instants is illustrated in Figure 7.1.

The DC of a channel, denoted as Ψ, is a very straightforward metric and an accurate
reproduction is a minimum requirement for any time-dimension model of spectrum usage.
The DC can be defined from both probabilistic and empirical perspectives. While the for-
mer results more appropriate for theoretical analyses, the latter results more convenient for
validation with empirical data. From an empirical point of view, the DC can be estimated as
the fraction of time that the channel is declared to be busy based on the procedure described
in Section 7.3. From a probabilistic viewpoint, the DC can be defined as the probability that
the channel is busy. The probabilities that the model of Figure 7.1 is in each of its states in
the long term are given by [238]:

P(S = s0) =
p10

p01 + p10
= 1−Ψ (7.2)

P(S = s1) =
p01

p01 + p10
= Ψ (7.3)

Thus, the DTMC model can be configured to reproduce any arbitrary DC, Ψ, by selecting
the transition probabilities as p01 = p11 = Ψ and p10 = p00 = 1−Ψ, which yields:

P =

[
1−Ψ Ψ

1−Ψ Ψ

]
(7.4)

In order to verify the ability of the DTMC model of Equation 7.4 to reproduce the DC
of real channels, the empirical data captured in the measurement campaign were used to
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estimate the transition probabilities of each channel as:

p̂i j =


ηi j
ηi

, ηi > 0

0, ηi = 0 and i = j
1, ηi = 0 and i 6= j

(7.5)

where ηi j represents the number of transitions from state si to s j occurring in the empirical
sequences, and ηi = ∑

n−1
k=0 ηik is the number of times that the channel resides in state si. The

two last cases of Equation 7.5 are included in order to account for channels that are always
busy (Ψ = 1) or always idle (Ψ = 0). The theoretical DC corresponding to the estimated
probabilities p̂i j was estimated based on Equation 7.3 and compared to the true empirical
DC of the channel, appreciating a perfect agreement for channels of all the considered radio
technologies. This indicates that the DTMC model of Equation 7.4 is able to accurately
reproduce the mean DC of real channels4.

Nevertheless, reproducing not only the DC but also the lengths of the busy and idle pe-
riods is an important characteristic of a realistic time-dimension model of spectrum usage.
While this feature is explicitly represented in the case of CTMC and CTSMC models by
means of the sojourn time distributions, there is no means to account for the state holding
times in the case of the DTMC model. Therefore, the DTMC model would not be expected
to reproduce the statistical properties of the lengths of busy and idle periods of real chan-
nels. To verify this statement, the DTMC channel model was simulated with the transition
probabilities p̂i j estimated from empirical data for all the measured channels. During the
simulation of the DTMC model, the durations of the state holding times Ti were computed
as Ti = η̃i ·Ts, where η̃i represents the number of consecutive steps the channel resides in
state si during the simulation before switching to the other state, and Ts is the average sweep
time corresponding to the considered channel (see Table 7.1). The statistical distributions
of busy and idle periods obtained by means of simulation were computed and compared
to the empirical distributions of busy and idle periods observed in the measured channels.
This comparison was performed for each measured channel of every radio technology. Fig-
ures 7.2–7.5 show the results obtained for some selected channels. The results are shown
in terms of the Complementary Cumulative Distribution Function (CCDF) and with axes in
logarithmic scale for a finer detail of appreciation. The time evolution of the DC computed
over 1-hour periods is also shown. In general, the obtained results indicate, as expected, that
the DTMC channel model is not able to reproduce the statistical properties of the lengths of
busy and idle periods of real channels. In some cases, however, the distributions resulting
from simulations show a noticeable agreement with their empirical counterparts (Figure 7.5
shows an example). After analyzing the empirical data in detail, it was observed that the con-
vergence or divergence of empirical and simulation results can be explained in terms of the
channel load variation pattern. When the channel is sparsely used (low load), the length of
idle periods is significantly higher than that of busy ones. On the other hand, when the chan-
nel is subject to an intensive usage (high load), the length of busy periods increases while

4For CTMC and CTSMC models, an arbitrary DC can also be reproduced by properly selecting the param-
eters of the sojourn time distributions in order to provide mean values E{Ti} such that Ψ = E{T1}/(E{T0}+
E{T1}) [238], where E{T0} and E{T1} are the mean sojourn times in the idle and busy states, respectively.
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Figure 7.2: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for DCS 1800 DL channel 70.
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Figure 7.3: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for E-GSM 900 DL channel 23.
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Figure 7.4: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for TETRA DL channel 340.
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Figure 7.5: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for TETRA UL channel 375.
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idle periods become notably shorter. Since the considered DTMC model is parametrized
(i.e., the transition probabilities are configured) based on the long-term average load of the
channel (i.e., the average DC of the whole measurement period), it is not able to capture the
channel load variations and, as a result, the DTMC model cannot reproduce the resulting
lengths of busy and idle periods. This can clearly be appreciated in Figures 7.2–7.4, where
the channel load, characterized in terms of the DC, varies with the time and the distributions
obtained by simulation diverge from the real ones. The exception corresponds to the case of
channels with constant load patterns, where the average DC matches the instantaneous DC
at all times, and simulation and empirical results agree as shown in Figure 7.5.

Since the probabilities of the transition matrix P depend on the DC, Ψ, and Ψ changes
with the time, this means that the binary occupancy pattern of real channels cannot be mod-
eled, in general, by means of a stationary (time-homogeneous) DTMC5 as widely consid-
ered in previous DSA/CR research (see Section 7.2.2). As a result, a non-stationary (time-
inhomogeneous) DTMC should be considered, with a time-dependent transition matrix:

P(t) =
[

1−Ψ(t) Ψ(t)
1−Ψ(t) Ψ(t)

]
(7.6)

where t = tk = kTs as previously defined.
In the stationary case of Equation 7.4, Ψ represents a constant parameter. However,

in the non-stationary case of Equation 7.6, Ψ(t) represents a time-dependent function that
needs to be characterized in order to characterize the DTMC channel model in the time
domain. Appropriate and accurate DC models for Ψ(t) are therefore required.

The results derived from the empirical data indicate the existence of two well-defined
types of channel load variation patterns, namely patterns with an important and remarkably
predominant deterministic component (e.g., Figures 7.2 and 7.3) and patterns where the
carried load appears to vary following a random behavior (e.g., Figure 7.4). Based on this
observation, adequate DC models of Ψ(t) for both cases are developed in Sections 7.5 and
7.6 following deterministic and stochastic modeling approaches, respectively.

7.5 Deterministic duty cycle models

In many interesting and important cases, the load variation pattern of primary radio channels
is characterized by a predominant deterministic component arising from social behavior and
common habits, as it can clearly be appreciated in Figures 7.2 and 7.3. These examples
correspond to cellular mobile communication systems, namely E-GSM 900 and DCS 1800.
Nevertheless, it is interesting to note that similar patterns were also observed in some chan-
nels from other radio technologies such as TETRA. Moreover, deterministic patterns with
different shapes were also identified in other cases. This section focuses on the analysis and
modeling of the spectrum occupancy patterns commonly observed in cellular mobile com-
munication systems, which are a clear example of predominantly deterministic behaviors.

5A stationary DTMC may be appropriate for a limited time period only if the modeled system shows approx-
imately stationary behavior during this period. Otherwise, a non-stationary DTMC is necessary.
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The same modeling approach can be used and extended in order to represent other particular
patterns that may be found in practice.

The load variation pattern of a cellular mobile communication system was studied in
[239] by means of time series analysis and Auto-Regressive Integrated Moving Average
(ARIMA) models. In this section, an alternative approach is developed based on the obser-
vation that the time evolution of Ψ(t) over time periods of certain length exhibits a clear
and predominant deterministic component. Moreover, the analysis of the empirical data
corresponding to E-GSM 900 and DCS 1800 indicated that the variation pattern of Ψ(t)
is periodic with a period of one day and a slightly different shape between weekdays and
weekends due to the lower traffic load normally associated with weekends. Two different
shape types for Ψ(t) were identified in the empirical data. The first shape type was normally
observed in channels with low/medium loads (average DCs) as in the example of Figure 7.2,
while the second one was more frequently observed in channels with medium/high loads as
it is the case of Figure 7.3. Similar patterns were also observed in [240].

7.5.1 Deterministic duty cycle model for low/medium loads

The shape of Ψ(t) in this case can be approximated by the summation of M bell-shaped
exponential terms centered at time instants τm, with amplitudes Am and widths σm:

Ψ(t)≈Ψmin +
M−1

∑
m=0

Ame−(
t−τm
σm )

2

, 0≤ t ≤ T (7.7)

where Ψmin = min{Ψ(t)} and T is the time interval over which Ψ(t) is periodic (i.e., one
day). The analysis of empirical data indicated that Ψ(t) can accurately be described by
means of M = 3 terms with τ1 and τ2 corresponding to busy hours and τ0 = τ2− T , as
illustrated in Figure 7.6(a).

Based on empirical results, the approximations A0 = A1 = A2 = A and σ0 = σ1 = σ2 = σ

are acceptable without incurring in excessive errors, which simplifies the model:

Ψ(t)≈Ψmin +A
M−1

∑
m=0

e−(
t−τm

σ )
2

, 0≤ t ≤ T (7.8)

Notice that A determines the average value of Ψ(t) in the time interval [0,T ], denoted as Ψ,
and it can therefore be expressed as a function of Ψ taking into account that:

Ψ =
1
T

∫ T

0
Ψ(t)dt ≈Ψmin +

A
T

M−1

∑
m=0

∫ T

0
e−(

t−τm
σ )

2

dt (7.9)

Solving Equation 7.9 for A yields:

A =
(
Ψ−Ψmin

)
T

[
M−1

∑
m=0

∫ T

0
e−(

t−τm
σ )

2

dt

]−1

(7.10)
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Figure 7.6: Parameters of the deterministic DC model: (a) low/medium load, (b) medium/high load.

Substituting Equation 7.10 in Equation 7.8 and solving the integral finally yields:

Ψ(t)≈Ψmin +
2T
(
Ψ−Ψmin

)
σ
√

π
· f l/m

exp (t,τm,σ)

f l/m
erf (T,τm,σ)

(7.11)

where Ψ≥Ψmin and:

f l/m
exp (t,τm,σ) =

M−1

∑
m=0

e−(
t−τm

σ )
2

(7.12)

f l/m
erf (T,τm,σ) =

M−1

∑
m=0

[
erf
(

τm

σ

)
+ erf

(
T − τm

σ

)]
(7.13)

Equations 7.11–7.13 constitute the empirical DC model of Ψ(t) for low/medium loads.

7.5.2 Deterministic duty cycle model for medium/high loads

The shape of Ψ(t) in this case can be approximated by an expression based on a single
bell-shaped exponential term centered at time instant τ, with amplitude A and width σ:

Ψ(t)≈ 1−Ae−(
t−τ

σ )
2

, 0≤ t ≤ T (7.14)

where T is the time interval over which Ψ(t) is periodic (i.e., one day). The model is
illustrated in Figure 7.6(b), with τ corresponding to the time with the lowest activity levels.

As in the previous case, A determines the average value of Ψ(t) in the time interval [0,T ]
and it can therefore be expressed as a function of Ψ taking into account that:

Ψ =
1
T

∫ T

0
Ψ(t)dt ≈ 1− A

T

∫ T

0
e−(

t−τ

σ )
2

dt (7.15)

Solving Equation 7.15 for A yields:

A =
(
1−Ψ

)
T
[∫ T

0
e−(

t−τ

σ )
2

dt
]−1

(7.16)
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Figure 7.7: Validation of the deterministic DC model: (a) low/medium load, (b) medium/high load.

Substituting Equation 7.16 in Equation 7.14 and solving the integral finally yields:

Ψ(t)≈ 1− 2T
(
1−Ψ

)
σ
√

π
· f m/h

exp (t,τ,σ)

f m/h
erf (T,τ,σ)

(7.17)

where:

f m/h
exp (t,τ,σ) = e−(

t−τ

σ )
2

(7.18)

f m/h
erf (T,τ,σ) = erf

(
τ

σ

)
+ erf

(
T − τ

σ

)
(7.19)

Equations 7.17–7.19 constitute the empirical DC model of Ψ(t) for medium/high loads.

7.5.3 Deterministic duty cycle models validation and applicability

The objective of this section is to evaluate the ability of the DC models of Sections 7.5.1
and 7.5.2 to describe the time evolution of Ψ(t) with sufficient accuracy. To this end, the
empirical values of Ψ(t) were averaged among 24-hour periods of the same category (i.e.,
weekdays and weekends) in order to reduce the unavoidable random component of empirical
data and extract the deterministic one. The mathematical expressions of Equations 7.11–7.13
and 7.17–7.19 were then fitted to the empirical data by means of curve fitting procedures.
The results are shown in Figure 7.7, indicating that the proposed DC models are able to
accurately reproduce the deterministic component of Ψ(t) in real-world channels.

To facilitate the application of the models in analytical studies and simulations, realis-
tic values of the models’ parameters were estimated based on the empirical measurements
and by means of curve fitting procedures. The fitted results are shown in Table 7.2. The
values are specified in “(minimum; average; maximum)” format. To characterize the load
differences between weekdays and weekends, the following parameter has been included:

κ =
Ψweekends

Ψweekdays
(7.20)
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Table 7.2: Fitted values of the deterministic DC models parameters.

Load Parameter Weekdays Weekends

Low/
/Med

Ψmin (0.00;0.04;0.31) (0.00;0.05;0.35)

τ1 (hours) (10.74;11.65;12.28) (12.04;13.03;14.05)

τ2 (hours) (17.80;18.99;20.09) (19.28;20.42;21.54)

σ (hours) (3.00;3.88;4.31) (2.49;3.59;5.83)

κ (0.18;0.51;0.82)

Med/
/High

τ (hours) (2.94;3.65;4.08) (5.64;6.44;7.82)

σ (hours) (1.99;2.81;6.03) (2.29;3.41;8.00)

κ (0.69;0.97;1.00)

Notice that Ψ has not been specified in Table 7.2 since this parameter is assumed to be
a variable that can be configured in order to reproduce the shape of Ψ(t) with any arbitrary
mean Ψ. Regarding this aspect, it is important to mention that, based on the captured em-
pirical data, it was observed that the DC model for low/medium loads is valid from Ψ = 0
to Ψ≈ 0.60−0.70. The maximum Ψ for which the model is valid depends on the particular
set of selected parameters. For the average values of the fitted parameters in Table 7.2, the
model is valid up to Ψ = 0.58 for weekdays and Ψ = 0.55 for weekends. On the other hand,
the DC model for medium/high loads is valid from Ψ ≈ 0.46− 0.85 to Ψ = 1. Again, the
minimum Ψ for which the model is valid depends on the particular set of selected parame-
ters. For the average values of Table 7.2, the model is valid down to Ψ = 0.80 for weekdays
and Ψ = 0.75 for weekends. Invalid configurations can readily be identified since in these
cases Ψ(t) surpasses the interval [0,1] within which it must mandatorily be confined.

It is worth noting that the values in Table 7.2 correspond to empirical measurements
performed at a particular location and, as such, are unavoidably affected by the local habits.
For example, the usual lunch time in Spain is around 2:00pm and it takes place within a
lunch-break of a couple of hours. This schedule may usually be delayed about one hour
on weekends. This behavior is indeed clearly appreciated in Figure 7.7(a). Habits may be
different in other countries (e.g., see Figure 2 of [241] and Figure 4 of [242]), which may
result in distinct shapes for Ψ(t). The DC models of Equations 7.11–7.13 and 7.17–7.19 can
still be valid by fitting the mathematical equations to different empirical data. For instance,
an earlier lunch time would result in a lower value of τ1 while a shorter lunch-break (if any)
would result in τ1 and τ2 being closer each other. The models however would still be valid.

Finally, the DC models of Sections 7.5.1 and 7.5.2 are envisaged to reproduce the de-
terministic pattern normally observed in cellular mobile communication systems such as
E-GSM 900 and DCS 1800, which may also be present in other systems. Nevertheless, this
does not imply that the model is always applicable to such type of systems. For instance,
if the system is studied over a relatively short time period (e.g., a few hours), social behav-
ior and external events, which may not be easily predicted, may have significant short-term
impact on channel usage. This may cause the deterministic component of Ψ(t) to loss im-
portance with respect to the random one and, as a result, the occupancy of a single channel
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may experience high and unpredictable variations (e.g., see [243]). In such a case, deter-
ministic DC models may be no longer valid and stochastic modeling approaches, as the one
discussed in Section 7.6, may be a more appropriate alternative.

7.6 Stochastic duty cycle models

The traffic load experienced in a radio channel is normally the consequence of a significant
number of random factors such as the number of incoming and outgoing users, the resource
management policies employed in the system, and so forth. As a result, the channel usage
level, represented by means of Ψ(t), is itself a random variable (see the example of Figure
7.4). In such a case, a stochastic modeling perspective becomes a more convenient approach.

The following discussion assumes ergodicity on Ψ(t), meaning that the expected values
of its moments, such as its mean and variance, can be estimated as the time averages of
the moments, which can be computed from a single sample (i.e, realization) of the process
provided that it is sufficiently long. Notice that the sequence of Ψ(t) values empirically
derived from the measurements for a given channel represents a single realization of the
underlying stochastic process, which is not enough to draw any conclusions on its ergodicity.
Nevertheless, as it will be shown later on, the model developed under this assumption results
valid and accurate in practice.

In order to determine the statistical properties of the underlying stochastic process based
on the captured empirical data, Ψ(t) was obtained for each channel as the time evolution
of the DC computed over periods of various lengths, ranging from a few minutes up to one
hour. Assuming ergodicity, the PDF of the underlying stochastic process can be estimated
as the empirical PDF resulting from the empirical Ψ(t) values for the considered channel.
The empirical PDFs obtained with this procedure were compared to various bounded PDF
models. Based on curve fitting procedures, it was found that the empirical PDFs of Ψ(t)
can accurately be fitted with the beta distribution [210] and the Kumaraswamy distribution
[244], as it can be appreciated in the examples of Figures 7.8–7.13. The PDF for the former
is given by:

f B
x (x;α,β) =

1
B(α,β)

xα−1(1− x)β−1, x ∈ (0,1) (7.21)

where α > 0 and β > 0 are shape parameters and B(α,β) is the beta function [201, 6.2.1]:

B(α,β) =
∫ 1

0
zα−1(1− z)β−1dz (7.22)

while the PDF for the latter is given by:

f K
x (x;a,b) = abxa−1(1− xa)b−1, x ∈ (0,1) (7.23)

where a > 0 and b > 0 are shape parameters.
The beta distribution is a well-known and widely used distribution that can be found

in many popular software simulation packages, thus facilitating the implementation of the
stochastic DC model in simulation tools. However, it might present some difficulties in
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analytical studies due to the complex expression of its PDF. The Kumaraswamy distribution
is similar to the beta distribution, but much simpler to use in analytical studies due to the
simpler closed form of its PDF [245]. Therefore, while the former may be more appropriate
for simulations, the latter may be more convenient for analytical studies.

Both distributions can be configured to reproduce any arbitrary mean DC, Ψ, by prop-
erly selecting the distribution’s parameters. In particular, the mean value of the beta and
Kumaraswamy distributions are related with their shape parameters as [210, 244]:

Ψ =

{
α

α+β
for beta distribution

bB
(
1+ 1

a ,b
)

for Kumaraswamy distribution
(7.24)

with B(·, ·) given by Equation 7.22. Notice that Equation 7.24 can be satisfied for a given Ψ

with different combinations of shape parameters α,β and a,b. The particular selection of the
shape parameters determines the resulting shape of the distributions. In order to facilitate to
researchers the application of the models and their configuration, an exhaustive analysis of
the empirical data was performed in order to identify any potential relation between the shape
parameters and the resulting channel occupancy pattern in the time domain. Based on such
analysis, it was found that the PDF shapes observed in real channels can be classified into
six elemental archetypes, each with a characteristic time-domain pattern. Each archetype is
defined by its load level (L: low, M: medium, and H: high) as well as its load pattern (type I:
very bursty, and type II: moderately bursty, but not constant). The range of shape parameters
for each archetype and the corresponding time-domain pattern are (see Figures 7.8–7.13):

• Case L.I (α < 1, β ≥ 1): The channel is used (Ψ(t) > 0) sporadically and remains
unused (Ψ(t)≈ 0) most of the time.

• Case L.II (1 < α < β): The channel is used (Ψ(t) > 0) regularly by traffic with low
activity factors.

• Case M.I (α< 1, β< 1): The channel is subject to an intermittent use, where high-load
periods are followed by low-load periods in a similar proportion.

• Case M.II (α > 1, β > 1, α ∼ β): The channel usage level oscillates weakly around
the average level.

• Case H.I (α≥ 1, β < 1): The channel is used (Ψ(t)≈ 1) most of the time, with some
periods of lower occupancy levels (Ψ(t)< 1).

• Case H.II (α > β > 1): The channel is not fully used (Ψ(t) < 1) but subject to a
constant, intesive usage.

The range of values indicated for the parameters of the beta distribution is also valid for the
Kumaraswamy distribution by replacing α with a and β with b in type-I cases. In type-II
cases, the resulting Kumaraswamy distribution is more difficult to control since the same
constraints on a and b may hold for various load levels. Based on the above archetypes and
the corresponding range of shape parameters, along with Equation 7.24, the parameters of
the models can be configured in order to reproduce not only arbitrary mean load levels but
also various occupancy patterns observed in real channels.
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Figure 7.8: Stochastic DC models: case L.I.
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Figure 7.9: Stochastic DC models: case L.II.
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Figure 7.10: Stochastic DC models: case M.I.
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Figure 7.11: Stochastic DC models: case M.II.
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Figure 7.12: Stochastic DC models: case H.I.

0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

Duty cycle, Ψ

P
D

F

 

 

Empirical (Mean DC = 0.86)
Beta (α = 43.04, β = 6.63)
Kumaraswamy (a = 19.81, b = 10.59)

0 24 48 72 96 120 144 168

0

0.2

0.4

0.6

0.8

1

Time, t (hours)

D
ut

y 
cy

cl
e,

 Ψ
(t

)

Figure 7.13: Stochastic DC models: case H.II.
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7.7 Model validation

The aim of this section is to assess the ability of the overall model, composed of the DTMC
along with the deterministic and stochastic DC models, to reproduce with sufficient accuracy
not only the mean DC but also the statistical properties of the busy and idle periods.

To this end, the DTMC model of Figure 7.1 was simulated for a sufficiently high num-
ber of iterations (transitions) and at different iterations during the simulation, the transition
matrix P(t) (see Equation 7.6) was updated based on the DC models of Sections 7.5 and 7.6.
In the deterministic case, Ψ(t) is computed based on Equations 7.11 and 7.17, and taking
into account the simulation time instant. In the stochastic case, Ψ(t) is drawn from a beta
distribution whose parameters are estimated based on the sample mean and sample variance
of the empirical Ψ(t). The stationary case widely considered in previous DSA/CR research
(see Equation 7.4), where the DC is fixed and equal to the mean value, i.e. Ψ(t) = Ψ ∀t, was
also simulated. The statistical distributions obtained in both cases were compared to the real
ones derived from empirical data. The obtained results are shown in Figures 7.14–7.16.

As it can be appreciated in Figures 7.14 and 7.15, the deterministic DC models are able
to closely follow and reproduce the deterministic component of Ψ(t) in the time domain
and, as a result, the overall model is able to reproduce not only the mean DC of the channel,
Ψ, but also the statistical properties of busy and idle periods, which does not occur with the
stationary case where the DTMC is simulated without appropriate DC models.

In the case of the stochastic DC model, the generated sequence of Ψ(t) values does not
follow the empirical Ψ(t) values of the channel in the time domain, as it can be appreciated
in Figure 7.16. However, it is important to note that the stochastic approach is not aimed
at reproducing the time evolution of a particular realization of the stochastic process Ψ(t),
but the statistical properties thereof. The results shown in Figure 7.16 demonstrate that this
modeling approach is also a valid and significantly accurate alternative to reproduce the
statistical properties of busy and idle periods of real channels.

Taking into account the logarithmic axes representation of Figures 7.14–7.16, it can be
appreciated that the distributions of busy and idle periods are reproduced with a significant
level of precision. In order to objectively assess the accuracy, the Kolmogorov-Smirnov
(KS) test [246] was performed over the obtained simulation results in order to compute
the KS distances DKS(T0) and DKS(T1), for idle and busy periods respectively, between the
empirical distribution functions and the corresponding counterparts obtained by means of
simulation6. Such study indicated for the proposed non-stationary modeling approach that
DKS(T0) = 0.08 and DKS(T1) = 0.09 (Figure 7.14), DKS(T0) = 0.13 and DKS(T1) = 0.06
(Figure 7.15), while DKS(T0) = 0.06 and DKS(T1) = 0.09 (Figure 7.16), which highlights
that the proposed modeling approach is able to achieve remarkably good accuracy levels.

Before concluding this section, it is worth noting that the practical implementation of the
stochastic DC model in simulation tools may not lead to accurate results if some observations
are not carefully taken into account. In particular, the DTMC has to be iterated a sufficient
number of times, N, before updating P(t) according to the stochastic DC model. During

6The KS test and its associated distance metric DKS ∈ [0,1] are defined in Section 8.6. In general, the lower
the DKS, the better the fit. A value DKS = 0 would indicate an absolutely perfect fit.
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Figure 7.14: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for DCS 1800 DL channel 70.
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Figure 7.15: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for E-GSM 900 DL channel 23.
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Figure 7.16: Empirical and DTMC-simulated distributions of busy and idle periods along with DC
time evolution for TETRA DL channel 340.

such amount of iterations, the transition probabilities of the DTMC must remain unaltered.
After such N iterations, a new value of Ψ(t) can be generated from a beta or Kumaraswamy
distribution, and used to update the transition matrix P(t) for the next N iterations. If the
transition matrix is updated excessively fast (e.g., every iteration) the overall model may not
be able to accurately reproduce the lengths of busy and idle periods.

In summary, the obtained results demonstrate that the non-stationary DTMC model
along with the proposed deterministic and stochastic DC models is able to accurately re-
produce not only the mean occupancy level but also the statistical properties of busy and
idle periods observed in real channels.

7.8 Case study

The aim of this section is to demonstrate and illustrate the importance of employing realis-
tic and accurate spectrum occupancy models in the design and evaluation of DSA/CR tech-
niques. To this end, this section considers a simple medium access scheme where a DSA/CR
terminal senses a primary radio channel periodically and accesses the channel whenever it is
sensed as idle. Although the case study of this section may be considered to be trivial, it will
suffice to illustrate the impact of the realism and accuracy of spectrum occupancy models
on the design and performance evaluation of more sophisticated solutions such as adaptive
spectrum sensing techniques, MAC protocols, MAC-layer sensing schemes, dynamic chan-
nel selection algorithms and opportunistic scheduling policies.
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Figure 7.17: Case study description.

The considered case study assumes that the DSA/CR terminal senses and accesses the
channel on a frame basis as illustrated in Figure 7.17. Each frame is composed of K slots
with duration Ts. The DSA/CR terminal senses the channel in the first slot of the frame and
decides to transmit or not in the following K− 1 slots based on the sensing result (perfect
sensing is assumed). If the DSA/CR terminal senses the channel as busy and decides not to
transmit, the following slots may be classified as respected slots if the primary user transmits
in such slots, or missed slots otherwise. On the other hand, a secondary transmission may
result in interfered slots if the primary user is also active, or exploited slots otherwise, as
illustrated in Figure 7.17.

The objective is to evaluate the performance of the considered medium access scheme
when the sequence of channel occupancy states corresponds to: a) empirical measure-
ments of real channels, b) occupancy sequences generated with the non-stationary DTMC
model along with DC models, and c) occupancy sequences generated with the stationary
DTMC model alone (see Section 7.4). The comparison of the results obtained in these cases
will provide a quantitative illustration of the consequences of considering (un)realistic and
(in)accurate spectrum occupancy models in DSA/CR research.

Table 7.3 shows the channel access statistics obtained for the above mentioned sequences
of channel occupancy states in the case of a DECT channel. As it can be appreciated, the
proposed non-stationary approach (labeled as “DTMC+DC”) is able to provide accurate esti-
mations of the true channel usage statistics. The results provided by the stationary approach
(labeled as “DTMC”), although less accurate, can be considered acceptable as well. This can
be explained by the fact that the considered metrics represent the average number of slots for
each type in the long term. As such, they depend on the average number of busy/idle slots
or, in other words, the average DC of the channel. Since both DTMC models (stationary
and non-stationary) are able to accurately reproduce the channel’s average DC, the obtained
average values for the considered metrics agree in both cases with the empirical, real ones.
However, it is worth noting that in M.I-type channels (referring to the nomenclature used
in Section 7.6), the stationary DTMC model was observed to fail in providing acceptable
results while the proposed non-stationary DTMC model was still able to do so, as illustrated
in Table 7.4. Therefore, although the stationary DTMC model is able to reproduce the true
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Table 7.3: Channel access statistics for DECT channel 9 (stochastic DC model and K = 5)

Slot type Empirical DTMC+DC DTMC

Respected 2.67% 2.75% 1.16%

Missed 8.34% 8.31% 9.95%

Interfered 8.25% 8.30% 9.73%

Exploited 80.74% 80.64% 79.16%

Table 7.4: Channel access statistics for TETRA DL channel 340 (stochastic DC model and K = 5)

Slot type Empirical DTMC+DC DTMC

Respected 41.37% 41.15% 23.84%

Missed 7.39% 7.23% 25.25%

Interfered 7.20% 7.81% 24.72%

Exploited 44.04% 43.81% 26.19%

mean DC value of the channel, this does not guarantee the reliability of average performance
metrics obtained when applying such model. On the other hand, the proposed non-stationary
DTMC approach provides accurate estimates of average performance metrics.

The average value of performance metrics, although useful, may not provide a full im-
pression on the real performance of a DSA/CR technique under study. For example, let’s
assume that a primary user tolerates a short communication disruption provided that its du-
ration is below a given threshold δd . In such a case, the probability that the duration of
interference periods exceeds δd would be a more useful performance metric than the aver-
age number of interfered slots. As shown in Figure 7.18, the distribution of interference
periods resulting from the medium access technique under study is accurately reproduced
by the proposed non-stationary DTMC modeling approach, which is not the case of the
stationary DTMC model. As a result, the real interference to a primary user is accurately es-
timated with the former, while it is significantly underestimated with the latter. Concretely,
Figure 7.18 indicates that the predicted interference probability estimated with the station-
ary DTMC model may differ up to 0.09 with respect to the real value obtained from the
real channel occupancy pattern (i.e., up to 9% error), while the prediction error provided
by the proposed non-stationary DTMC model is around 1% in the worst case. Therefore,
even when the stationary DTMC approach is able to provide accurate estimates of average
metrics, it fails in providing acceptable results for other more sophisticated performance
metrics. These results demonstrate and highlight the importance of employing realistic and
accurate spectrum occupancy models, as the one proposed in this chapter, for the analysis,
design and performance evaluation of DSA/CR techniques.
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Figure 7.18: Interference results for DECT channel 9. Upper graph: distribution of interference
periods (K = 5). Lower graph: Probability of interference as a function of the sensing
frequency (δd = 4 secs).

7.9 Summary

Due to the opportunistic nature of the DSA/CR principle, the behavior and performance of
a secondary network depends on the spectrum occupancy patterns of the primary system. A
realistic and accurate modeling of such patterns becomes therefore essential. This chapter
has demonstrated that the stationary DTMC model widely used in the DSA/CR literature in
order to the describe the binary occupancy pattern of primary channels in the time domain
is not able to reproduce relevant properties of spectrum usage. As a result, a non-stationary
DTMC model with deterministic and stochastic DC models has been developed. The pro-
posed approach has been validated with extensive empirical measurement results, demon-
strating that it is able to accurately reproduce not only the mean occupancy level but also the
statistical properties of busy and idle periods observed in real-world channels. The impor-
tance of realistically and accurately modeling spectrum usage in the design and evaluation
of DSA/CR techniques has been illustrated with a practical case study.





CHAPTER

8

CONTINUOUS TIME MODELS

8.1 Introduction

The modeling of spectrum occupancy in discrete-time by means of a Discrete-Time Markov
Chain (DTMC) channel model has extensively been analyzed an discussed in Chapter 7.
In contrast, this chapter focuses on modeling spectrum usage in the time domain from a
continuous-time perspective. The continuous-time counterpart of the DTMC model is the
well-known Continuous-Time Markov Chain (CTMC) model, where the state holding times
are modeled as exponentially distributed random variables. As mentioned in Chapter 7, the
CTMC model has widely been used in the literature to study various aspects of DSA/CR net-
works [213–221]. However, some works based on empirical measurements [222–226] have
demonstrated that the lengths of busy and idle periods in real systems are not exponentially
distributed, meaning that the CTMC model is unrealistic. Based on such conclusions, a more
appropriate model is therefore the Continuous-Time Semi-Markov Chain (CTSMC) model,
where the state holding times can follow any arbitrary distribution. Previous modeling stud-
ies have tried to find the probability distributions that can be employed for the sojourn times
of the CTSMC model to accurately describe the statistical properties of spectrum usage
in real systems [222–226]. Although such works are based on appropriate methodologies
and procedures, they unfortunately lack of a sufficiently comprehensive treatment of the
problem. The objective of the study reported in this chapter is to cover such deficiencies
by performing a comprehensive, systematical and rigorous study on the probability distribu-
tions that can be employed to accurately describe the statistical properties of spectrum usage.
The main drawbacks and limitations of previous studies reported in the literature are identi-
fied and the methodological approaches and procedures on which they rely are substantially
extended and complemented in this study. Furthermore, this chapter also analyzes the time-
correlation properties of spectrum use in real systems and develops appropriate means to
capture and reproduce such correlations, an important aspect in the field of spectrum usage
modeling that has not received an adequate treatment in the existing literature.
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The remainder of this chapter is organized as follows. First, Section 8.2 reviews some
previous studies on spectrum modeling and provides a detailed description of their main
characteristics. Section 8.3 then summarizes the main novelties of the study presented in
this chapter, highlighting the differences with respect to other similar works. The methodol-
ogy employed to process the empirical data captured with the low and high time-resolution
measurement platforms is described in Section 8.4. The considered probability distribu-
tion models and the goodness-of-fit metrics employed to assess their suitability in fitting the
empirical data sets are presented in Sections 8.5 and 8.6, respectively. The most suitable
distributions to describe the lengths of busy and idle periods in real systems are analyzed,
based on low and high time-resolution measurements, in Sections 8.7 and 8.8 respectively.
The study on continuous-time models is complemented in Section 8.9 with an analysis of the
time-correlation properties of spectrum occupancy and the development of appropriate math-
ematical models as well as a simulation algorithm to reproduce such features. Based on the
obtained results, Section 8.10 proposes two novel modeling approaches to simultaneously
describe spectrum occupancy at both short and long time scales, including time-correlation
structures. Finally, Section 8.11 summarizes and concludes the chapter.

8.2 Previous work

Several previous works have investigated the problem of finding the probability distribu-
tions that best fit the durations of busy and idle periods observed in various real systems
and radio technologies. In [222–224], a model is proposed based on a CTSMC that statisti-
cally describes the busy and idle periods of an IEEE 802.11b Wireless Local Area Network
(WLAN). The model is based on data obtained from real measurements with a vector signal
analyzer in the 2.4 GHz ISM band over an experimental controlled setup and under high
SNR conditions. The experimental setup considers a traffic source of UDP packets with
a constant packet length of 512 bytes and with Poisson distributed inter-departure times at
different rates [222], as well as more realistic traffic sources such as FTP [223], VoIP [223]
and HTTP [224] streams generated by real applications. The busy and idle duration statistics
are extracted considering two different sensing strategies, namely an energy-based detection
approach where the detection threshold and sensing period are determined so as to obtain
the desired detection performance in terms of error probability, and a feature-based detec-
tion approach where the gathered base-band data are processed in order to detect packets
more reliably and to extract the length information that is provided in the packet header.
The high sampling rate provided by vector signal analyzers enable time accuracies down to
the symbol level and thereby the identification of the IEEE 802.11b MAC protocol behav-
ior in the captured traces. The sequence of states corresponding to data transmission and
acknowledgment is found in [222–224] to be essentially deterministic, which results in a
deterministic sojourn time in the busy state. The sojourn time in the idle state is fitted to
a generalized Pareto distribution [222], a mixture of uniform distribution (associated to the
effects of the contention window) and generalized Pareto distribution (associated to truly
unused channels) [223, 224], and a hyper-Erlang distribution [223, 224], which represents a
good trade-off between accuracy and tractability of the model.
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While [222–224] considers an interference-controlled environment with a single packet
flow artificially generated, [225] analyzes the distribution of busy and idle periods in a real
environment with heterogeneous wireless devices operating in the 2.4 GHz ISM band. The
study reported in [225] concludes that complex models such as the hyper-exponential distri-
bution provide excellent fits, but simpler models such as the generalized Pareto distribution
still lead to good matches with empirical data, thus providing a reasonable trade-off between
complexity and accuracy.

The work reported in [226] performs a similar study over a wider set of allocated spec-
trum bands and based on a spectrum analyzer setup. Spectrum analyzers are characterized
by significantly lower sampling rates, which may result in under-sampling of the measured
signals, but enable high dynamic ranges, high sensitivity levels and wide band measure-
ments. The work performed in [226] concludes that state holding times can appropriately
be described by means of geometric distributions. For channels with low (high) loads, the
duration of idle (busy) periods increases notably, leading to heavy-tailed distributions for
which a log-normal model is found to provide more accurate fits.

8.3 Novelties of this study

Previous modeling works reported in the literature can arguably be considered to suffer from
a number of drawbacks and limitations. This section identifies such deficiencies and explains
how they are overcome in the study presented in this chapter.

• High time resolution measurement equipments have been employed in [222–224]
(vector signal analyzer) and [225] (wireless transceiver in a laptop) in order to obtain
spectrum occupancy data in the 2.4 GHz ISM band. Although high time resolutions
enable more accurate models, the studies performed in [222–225] focus on the 2.4
GHz ISM band exclusively. A wider set of spectrum bands have been embraced by
the study performed in [226], but making use of a low time resolution measurement
equipment (spectrum analyzer). The study reported in this chapter makes use of both
low and high time resolution devices to measure the spectral activity in a wide range
of allocated spectrum bands and radio technologies, and discusses the consequences
of different levels of time resolution on the resulting models.

• As opposed to some previous works [222–224] where a single traffic flow is generated
and measured, this chapter exhaustively measures the occupancy patterns of a signifi-
cantly high number of channels for each analyzed spectrum band, which ensures that
the resulting models are sufficiently representative of the true spectrum occupancy of
channels in real wireless systems.

• Previous works have tried to fit a low number of probability distributions to empiri-
cal data, in some cases considering complex models such as phase-type distributions
(e.g., hyper-Erlang or hyper-exponential) that are obtained as a linear (weighted) com-
bination of a number of simpler distributions of the same class. Such complex models
have shown to provide good accuracy levels and can be employed to provide accurate
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and realistic results in simulation tools. However, their applicability to analytical stud-
ies appears to be difficult due to their complex mathematical expressions and the high
number of model parameters involved. By contrast, the study in this chapter analyzes
the suitability of a wider set of simpler distributions, some of which have not been
considered before, showing that adequate fits can be achieved as well.

• The parameters of various distribution models have usually been derived from the em-
pirical data based on Maximum Likelihood Estimation (MLE) techniques [222–225].
Additionally, this chapter employs the Method Of Moments (MOM) and evaluates the
resulting fits under both inference methods.

• The fits for various distribution models have solely been evaluated based on distance-
type metrics (e.g., the KS distance metric). This type of metrics provide a single
indication on the goodness of the fit for a certain probability model over the whole
range of values of the parameter under study (i.e., the duration of busy and idle periods
in this case). Although this type of metrics is also considered in the study presented
in this chapter, the fit of the considered models in particular regions of the parameter
under study (i.e., short and long periods) is evaluated as well.

In summary, this chapter provides a adequate treatment of the problem by performing
a comprehensive, systematical and rigorous study on the probability distributions that can
be employed to accurately describe the statistical properties of spectrum usage in real radio
communication systems.

8.4 Measurement setup and methodology

Two measurement platforms, providing low and high time resolutions, are employed in this
study. The first measurement setup relies on the spectrum analyzer configuration discussed
in Chapter 2 and Appendix A, while the second one is based on the USRP/GNU Radio plat-
form presented in Chapter 4. Both measurement setups were employed to record the spectral
activity in the same spectrum bands studied in Chapter 7 (see Table 7.1) and considering the
same measurement locations, namely a building rooftop (see location 1 in Figure 3.1) and a
room inside the same building (see location 2 in Figure 3.1). The spectrum analyzer setup
was employed to measure each entire band for a continuous time period of 7 days (beginning
on Monday midnight and ending on Sunday midnight) with a time resolution in the order
of few seconds as shown in Table 7.1. The USRP/GNU Radio platform was employed to
measure selected channels within each band1 for a total time period of 20 minutes with an
effective sampling rate of 106 signal samples per second.

The spectrum data were used to extract the binary channel occupancy patterns by classi-
fying the captured samples as either busy or idle channels. As in Chapter 7, an ED principle
was employed to this end making use of the same threshold-setting strategy. Each power

1While a spectrum analyzer is capable to handle several tens to hundreds of megahertz, the bandwidth of the
USRP version 1 employed in this study is 8 MHz, which allows to observe very few channels at the same time.
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sample provided by the spectrum analyzer was processed independently, which leads to ef-
fective time resolutions equal to the average sweep times shown in Table 7.1. The samples
provided by the USRP/GNU Radio platform were processed in blocks of 128 samples (i.e.,
a sensing period of N = 128 samples was applied), which results in an effective time resolu-
tion of one channel state observation every 128 µs. Notice that this time resolution enables a
highly accurate estimation of the true channel activity pattern for most radio technologies2.
Spectrum analyzer data were processed based on the CED scheme described in Section 6.2,
while the IED scheme developed in Section 6.4 (with L = 5) was used to extract binary oc-
cupancy information from the USRP/GNU Radio data. Note that the IED algorithm makes
use of past channel observations to determine the current channel state. As discussed in
Section 6.6, this does not appear to be sensible when the time period between consecutive
observations is in the order of several seconds as it is the case of the spectrum analyzer,
which prevents the use of the IED scheme in this case. On the other hand, the high time
resolution of the USRP/GNU Radio platform enables the application of the IED method,
which results in an improved detection performance. As illustrated in Figure 8.1, some
signal missed detections may result from the selected short sensing period when the CED
method is employed, which would lead to wrong conclusions on channel usage statistics
(concretely, a high number of short busy/idle periods would incorrectly be extracted from a
single true busy period). On the other hand, the IED algorithm is able to avoid such signal
missed detections, which results in an improved detection performance and hence a more
reliable and accurate estimation of the true channel occupancy periods.

Before concluding this section, it is worth discussing the impact and consequences of
various time resolutions on the resulting spectrum occupancy models. On one hand, USRP
measurements can be used to extract the true channel occupancy patterns with high time
accuracies. On the other hand, the low effective sampling rates of spectrum analyzers re-
sult, in general, in a significant under-sampling of the measured signals, meaning that the
true channel state may change between two consecutive channel observations as illustrated
in Figure 8.2. The occupancy pattern observed in such a case, although inaccurate, is in-
teresting since it can be thought of as the perception of a DSA/CR user that periodically
senses the channel and observes its state at discrete time instants. Therefore, while USRP
measurements are useful to accurately describe the true channel occupancy pattern at short
time scales, spectrum analyzer measurements are useful to model spectrum occupancy from
the point of view of the DSA/CR user perception (i.e., the spectrum occupancy pattern that
would be perceived by a DSA/CR node) at longer time scales.

8.5 Considered probability distributions

Based on the binary occupancy patterns extracted from empirical data, the length of busy
and idle periods is computed for each channel and the corresponding CDF is derived. The

2For instance, the time-slot duration is 14.167 ms in TETRA, 577 µs in GSM/DCS and 417 µs in DECT.
Some systems may have shorter busy/idle periods, as it is the case of the MAC protocol employed by the IEEE
802.11 standard, which defines inter-frame spaces in the order of 50 µs or less. The activity patterns observed
under this protocol have extensively been studied in [222–225] and will not be considered in this study.
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Figure 8.1: Comparison of channel occupancy patterns extracted by the CED and IED algorithms.
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empirical CDFs are then compared to a wide set of probability distribution models, which
are summarized in Table 8.1. The set of analyzed CDF models includes the probability dis-
tributions analyzed in previous works plus some additional distributions that have not been
considered before (generalized exponential, gamma and Weibull). Notice that some complex
distributions studied in previous works (phase-type distributions such as the hyper-Erlang or
hyper-exponential models) are not considered. Such distributions involve complex mathe-
matical expressions with a high number of parameters and although they have been proven
to be very accurate, their application to analytical studies seems to be difficult in practice.
By contrast, the focus of this study is on simpler and more tractable models. Nevertheless,
the considered CDF models are able to provide adequate fits as it will be shown later on.

The first considered model is the exponential distribution. This distribution is analyzed
in order to determine whether the CTMC channel model, widely used in the literature, can be
considered to be valid and realistic. It is worth noting that the study in [226] considers the ge-
ometric distribution, which represents a discrete distribution and, as such, can be employed
to describe the length of busy/idle periods in terms of the number of slots. In this chapter
the continuous counterpart of the geometric distribution, i.e. the exponential distribution, is
considered instead. The second considered model is the generalized exponential distribution
[247], a three-parameter extension to the conventional exponential distribution that has not
been considered before. The interest of this distribution relies on its ability to reproduce
other distributions with a single analytical expression. For example, for α = 1 it becomes
the exponential distribution. Moreover, for certain ranges of the shape and scale parameters
its distribution function can be very close to the corresponding distribution functions of the
log-normal, gamma, and Weibull distributions. These three distributions are considered as
well. The log-normal distribution has been suggested as an adequate alternative for heavy-
tailed behaviors [226], while the suitability of the gamma and Weibull distributions has not
been studied before. The Pareto and generalized Pareto distributions, considered in previous
studies, are also included in the study performed in this chapter.

It is worth noting that the exponential and Pareto distributions represent particular cases
of their generalized counterparts when α = 1 and µ = λ/α, respectively. In such cases, the
relations µGE = µE and λGE = λE hold for the former, while λGP = λP/αP and αGP = 1/αP

hold for the latter (see Table 8.1). The reason for explicitly considering the particular cases
is to determine whether it is possible to fit the empirical data using simpler distributions
with fewer parameters. Note that even when the particular cases are sufficient to provide an
accurate fit, the numerical methods employed to estimate the parameters of the generalized
distributions do not always necessarily lead to results that satisfy the relations α = 1 and
µ = λ/α, hence the need to explicitly consider the particular cases in order to identify those
situations where simpler distributions are enough. It is also worth noting that, in some
cases, a better accuracy may be obtained with the particular cases than with the generalized
distributions. This seemingly contradiction is merely an artifact of the employed numerical
methods and indicates that the particular cases of the general distributions are enough to
accurately fit the empirical data. This circumstance also highlights the need for explicitly
considering the particular cases of the more general distributions in order to ensure obtaining
the optimum fits, an aspect that seems to have been neglected in previous works.
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As mentioned in Section 8.3, the parameters of various distribution models have usu-
ally been derived from the empirical data based on MLE techniques [222–225]. The MLE
method is also employed in this chapter in order to estimate the best fitting parameters for
the exponential [248–250], generalized exponential [247], Pareto [251], generalized Pareto
[252–254], log-normal [248, 249, 255, 256], gamma [248, 249, 255, 256], and Weibull [248–
250] distributions. Additionally, MOM inference techniques are also considered, which con-
sist in equating statistical moments with sample moments and then solving those equations
for the parameters to be estimated. As shown in Table 8.1, the MOM parameter estimates are
computed based on the sample mean and sample variance of the length of busy/idle periods.
MLE is widely accepted as the preferred method for estimating distribution parameters since
maximum likelihood estimators have higher probability of being close to the quantities to
be estimated. However, as it will be shown, the MLE method not always provides the best
results since the MOM approach provides better fits to empirical CDFs in some cases.

8.6 Goodness-of-fit metrics

In order to assess the suitability of the considered probability distributions in fitting the
empirical data sets, several tests and their underlying Goodness-Of-Fit (GOF) metrics are
employed. Based on the Kolmogorov-Smirnov (KS) test, the KS distance between the em-
pirical CDF Femp(Ti) of period lengths Ti (i ∈ {0,1} denotes the period type, with T0 and T1
being idle and busy periods respectively) and the CDF model Ff it(Ti) is computed as [246]:

DKS = max
Ti

{∣∣Femp (Ti)−Ff it (Ti)
∣∣} (8.1)

A symmetric version of the Kullback-Leibler (KL) divergence [246] is also employed:

Dsym
KL = DKL ( femp (Ti) || f f it (Ti))+DKL ( f f it (Ti) || femp (Ti)) (8.2)

=
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where femp
(
T k

i
)

and f f it
(
T k

i
)

represent the empirical PDF and the evaluated PDF model, re-
spectively, assumed to be computed for a discrete number of K values of the period length Ti,
T k

i (k = 1,2, . . .K) represents the k-th value of Ti and DKL( fA|| fB) denotes the KL divergence
between PDFs fA and fB.

Finally, the Bhattacharyya distance is employed as well, which is defined as [257]:

DB =− ln

(
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√
femp
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T k

i

)
· f f it

(
T k

i

))
(8.4)

As mentioned in Section 8.3, these metrics provide a single numerical value indicating
the GOF of a certain probability model over the whole range of values of Ti. Additionally,
the GOF of the considered models in particular regions of the CDF corresponding to low
and high values of Ti is evaluated as well.
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8.7 Low time resolution models

This section analyzes the suitability of the considered CDF models in describing the length
of busy and idle periods based on spectrum analyzer measurements. The analysis to be per-
formed in this section involves a high number of factors and parameters. There are seven
different distributions to be fitted to the empirical length of both busy and idle periods.
Moreover, the fitting needs to be performed for every channel within every measured band,
by means of the MLE and MOM methods, and evaluated based on the three GOF metrics
described in Section 8.6. In order to undertake the analysis, the following procedure was
applied. First, the CDF models were fitted to the empirical CDFs of busy and idle periods of
every individual channel within the measured bands by employing the MLE and MOM infer-
ence methods, and the resulting GOF was evaluated for each channel and inference method
with the metrics described in Section 8.6. The GOF metrics obtained for each channel were
then averaged over channels belonging the same spectrum band (radio technology). The
average GOF results obtained for every spectrum band were observed to be in the same or-
der of magnitude and, more importantly, the best fitting CDF model observed for individual
bands agreed with the conclusions derived from the GOF metrics averaged over all bands.
As an example, Table 8.2 shows the KS distance obtained for the considered distributions
and some selected bands, when the idle periods are fitted based on the MLE method. As it
can be appreciated, and based on the KS distance, the generalized Pareto distribution pro-
vides the best fit for idle periods for all the considered bands, which can also be concluded
based on the average KS distance. Similar trends were observed for other GOF metrics and
inference methods, for both busy and idle periods, thus indicating that the analysis can be
performed in terms of average values since such values are sufficiently representative of the
results observed for individual bands. Based on this appreciation, the GOF metrics were
averaged over all bands in order to obtain the average GOF metrics shown in Table 8.3.

As it can be appreciated in Table 8.3, the three analyzed GOF metrics indicate that the
MLE method results in the best fitting results for almost all the considered distributions, for
both busy and idle periods. The only exception is the Weibull distribution, for which the
best overall fit was observed when the distribution parameters are estimated based on the
MOM. An exhaustive analysis of the GOF metrics for all the channels within every band
indicated that approximately 75% of the analyzed channels were best fitted with the MLE
method. In some particular cases of all the considered distributions and measured bands,
the MOM approach was observed to provide a better fit. Although the MLE method does
not provides the best fit always, it outperforms, in average, the MOM approach for all the
considered cases excepting the Weibull distribution.

In order to compare the fitting accuracy of the considered distributions, the minimum
value of the GOF metrics resulting from the MLE and MOM approaches was selected as the
representative result. Notice that the best possible fit (either MLE or MOM) is the one that
really indicates the ability of a distribution function to describe a set of empirical data. Thus,
the comparison among the considered distributions is performed based on the minimum
values obtained for each GOF metric, which are shown in bold in Table 8.3. As it can
be appreciated, all the considered GOF metrics indicate that the best fit for idle periods is
attained with the generalized Pareto distribution. For busy periods, the generalized Pareto
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Table 8.2: KS metric of idle periods for various distributions and bands based on the MLE method.

Band/Technology E GE P GP LN G W
Amateur 0.22 0.14 0.17 0.08 0.12 0.14 0.23
Paging 0.26 0.17 0.23 0.13 0.15 0.16 0.25

TETRA UL 0.25 0.13 0.17 0.06 0.10 0.13 0.17
TETRA DL 0.20 0.13 0.24 0.13 0.13 0.13 0.26

DCS 1800 DL 0.24 0.16 0.16 0.12 0.16 0.15 0.30
DECT 0.25 0.15 0.19 0.07 0.09 0.14 0.15
ISM 0.18 0.18 0.22 0.16 0.21 0.18 0.43

Average 0.23 0.15 0.20 0.11 0.14 0.15 0.26

Table 8.3: GOF metrics for low time resolution measurements.

E GE P GP LN G W

B
us

y
pe

ri
od

s DKS
MOM 0.20 0.23 0.35 0.18 0.21 0.22 0.19
MLE 0.20 0.19 0.23 0.16 0.20 0.19 0.43

Dsym
KL

MOM 2.00 2.32 2.55 1.96 1.88 2.29 2.11
MLE 2.00 1.89 2.22 1.93 1.94 1.91 2.63

DB
MOM 0.25 0.30 0.32 0.24 0.32 0.30 0.27
MLE 0.25 0.23 0.29 0.24 0.28 0.24 0.34

Id
le

pe
ri

od
s DKS

MOM 0.23 0.26 0.39 0.17 0.19 0.25 0.16
MLE 0.23 0.15 0.20 0.11 0.14 0.15 0.26

Dsym
KL

MOM 1.59 1.88 2.41 1.39 1.34 1.82 1.46
MLE 1.59 1.38 1.64 1.29 1.32 1.38 1.70

DB
MOM 0.19 0.28 0.31 0.17 0.23 0.27 0.19
MLE 0.19 0.18 0.23 0.16 0.20 0.18 0.22

distribution is also the most accurate model according to the KS metric, but not from the
point of view of the symmetric KL divergence and the Bhattacharyya distance. However,
in these two cases it is interesting to note that the generalized Pareto distribution is able to
achieve a slightly worse fit than the best possible fit, thus indicating that the GOF of the
generalized Pareto distribution in these cases can be considered to be acceptable as well.
Therefore, and based on these observations, it can be concluded that the generalized Pareto
distribution can be selected as an appropriate model for the lengths of busy and idle periods
in real systems. Although other alternative models such as the generalized exponential, log-
normal, gamma and Weibull distributions are able to achieve comparable GOFs in some
particular cases, the generalized Pareto distribution provides, in average, the best overall fit
over a wide range of spectrum bands and radio channels, for both busy and idle periods.
The possibility to employ a single CDF model to characterize the lengths of busy and idle
periods irrespective of the considered band and radio technology, makes of the generalized
Pareto distribution an attractive alternative.
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The previous analysis has been based solely on distance metrics, which provide a single
numerical value as an indication of the GOF of a certain probability model over the whole
range of values of Ti. The fitting accuracy in particular regions of the CDF is analyzed in
the following. Figures 8.3 and 8.4 illustrate the fitting accuracy of the considered proba-
bility models when the distribution parameters are estimated based on the MLE and MOM
methods, respectively. These figures correspond to a single selected channel from a par-
ticular spectrum band. However, they are representative of the behavior observed for other
channels from other bands. Each figure is composed of four graphs. Upper graphs show the
statistics of busy periods, while lower graphs show the statistics of idle periods. The graphs
on the left-hand side show the empirical and fitted CDFs with the abscissa axis in logarithmic
magnitude, which enables a finer detail of appreciation of the fitting accuracy for low values
of Ti (i.e., short periods). The graphs on the right-hand side show the same information in
terms of the CCDF with both axes in logarithmic magnitude, which allows for a finer detail
of appreciation of the fitting accuracy for high values of Ti (i.e., long periods).

It is worth noting that the results shown in Figures 8.3 and 8.4 correspond to a highly
loaded channel with an average DC of 0.89. Under high load conditions, channels remain
busy most of the time and the probability of observing long busy periods increases. As a
result, the distribution of busy periods shows a heavy-tailed behavior, which is not the case
of idle periods as it can clearly be appreciated in Figures 8.3 and 8.4.

The first interesting observation from Figures 8.3 and 8.4 is that the exponential distri-
bution is not able to describe with sufficient accuracy the length of busy and idle periods
observed in real channels, meaning that the CTMC channel model widely employed in the
literature is unrealistic3. In particular, the exponential distribution is especially unsuitable
for heavy-tailed behaviors, i.e. for busy (idle) period lengths in channels with high (low)
loads, where it provides one of the worst fitting accuracies. Moreover, it is important to
note that the exponential distribution considered in this study (see Table 8.1) includes a lo-
cation parameter µ that is not usually considered in the conventional exponential distribution
widely employed in the literature. Without such location parameter (i.e., µ = 0), the result-
ing accuracy was observed to be appreciable worse, thus confirming that the CTMC channel
model does not constitute an adequate alternative. In terms of fitting accuracy, similar com-
ments can be made for the Pareto distribution, which suggests that simple one/two-parameter
distributions do not seem to be able to describe the busy and idle periods in real channels.

For the rest of distributions, it is interesting to note, with some particular exceptions, that
the best fitting accuracies in the region of short periods is normally achieved by the MLE
method, while the best fit for long periods is in general attained with the MOM approach.
Each inference method improves the fitting accuracy in one particular region at the expense
of degrading the fit in the opposite region. From among the considered probability distri-
butions, however, the generalized Pareto distribution is the only model that simultaneously
provides a reasonable level of accuracy for both short and long periods, regardless of the in-
ference method applied, which is not observed for any other of the considered distributions.
This observation confirms the suitability of the generalized Pareto distribution in modeling

3Previous work [240] has shown that the PDF of channel vacancy durations can be fitted with an exponential-
like function of the form f (Ti)≈ a+b · exp(−c ·Ti), with a,b,c ∈ R+, which is not an exponential distribution.
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Figure 8.3: Empirical CDF and fitted distributions based on the MLE approach.
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Figure 8.4: Empirical CDF and fitted distributions based on the MOM approach.
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Table 8.4: Parameters of the generalized Pareto distribution for busy and idle periods extracted from
empirical measurement results by means of MLE (Ti in Table 8.1 expressed in seconds).

Load Duty cycle
Busy periods Idle periods

µµµ (secs) λλλ ααα µµµ (secs) λλλ ααα

Very low 0.09 3.5150 1.6960 0.0284 3.6100 38.3633 0.2125
Low 0.29 3.5150 2.6240 0.1884 3.5780 10.9356 0.1784

Medium 0.51 3.5150 5.1483 0.1978 3.5160 4.6583 0.2156
High 0.71 3.5470 10.7968 0.1929 3.5310 2.6272 0.2119

Very high 0.93 3.5940 52.8611 0.2377 3.5160 1.6609 0.0068

the state holding times of the CTSMC channel model. The generalized Pareto distribution
provides a remarkably good fitting accuracy for both short/long busy/idle periods in channels
with low/high loads over a wide range of spectrum bands and radio technologies. In order to
facilitate to researchers the application of the CTSMC model, Table 8.4 provides the values
of the distribution parameters extracted from field measurements for various channel loads
expressed in terms of the average DC. To reproduce other arbitrary DCs, Ψ, the parameters
of the distribution need to be chosen in such a way that the following equality holds [238]:

Ψ =
E{T1}

E{T0}+E{T1}
(8.5)

where E{T0} and E{T1} represent the mean idle and busy periods, respectively, which are
related with the parameters µ, λ and α as shown in Table 8.1. It is worth noting that the values
shown in Table 8.4 for the location parameter µ are determined by the time resolution of the
spectrum analyzer. In a DSA/CR system design, theoretical analysis or simulation tool, this
parameter should be tailored to the particular scenario in accordance with the considered
spectrum sensing period or the minimum period of activity/inactivity of a primary user.

8.8 High time resolution models

This section analyzes the suitability of the considered CDF models in describing the length
of busy and idle periods based on measurements performed with the USRP/GNU Radio
platform. Given the limited bandwidth capabilities of the USRP hardware, selected chan-
nels were analyzed instead of entire bands as in Section 8.7. An individual analysis for each
channel was feasible in this case and, as a result, the GOF metrics were not averaged over
channels belonging to the same band. Moreover, as opposed to Section 8.7, it was observed
that the same distribution does not always provide an acceptable fit for all bands, thus indi-
cating the need of an individual analysis for each considered band. Another difference with
respect to the results obtained in Section 8.7 is that there is no clear predominance of an in-
ference method over the other. The study of Section 8.7 indicated that the best fit is obtained
in general when the parameters of the distributions are estimated based on the MLE method
(except for the Weibull distribution) and the best accuracy for short/long periods is obtained
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with the MLE/MOM methods, respectively. Since none of these clear trends was observed
in the analysis of the USRP/GNU Radio measurements, the results shown for each distribu-
tion correspond to the inference method providing the best fitting accuracy in each case. In
general, the three considered GOF metrics indicated that the best fit is attained by the same
inference method. In those cases where some disagreement was observed, the inference
method indicated by any two of the three GOF metrics was selected (i.e., a majority vote
criterion was applied). An individual analysis for each band is performed in the following.

8.8.1 Amateur bands

Figure 8.5 and Table 8.5 show the fitted distributions and the corresponding GOF metrics for
a channel measured in the amateur band. These results are representative of other channels
measured within the same band. According to Table 8.5, two of the three GOF metrics indi-
cate that the generalized Pareto distribution can be considered as the best fit for busy periods.
The KS distance metric, however, indicates that the best fit corresponds to the log-normal
distribution. As appreciated in Figure 8.5, this distribution provides the best fit for long
busy periods, but it cannot accurately model the minimum period duration. Therefore, it
can be concluded that the generalized Pareto distribution provides a better fit over the whole
range of busy period durations. For idle periods, the most precise models are the generalized
Pareto and Weibull distributions, but similar accuracies are attained with the generalized ex-
ponential and gamma models, which can be considered as appropriate models as well. It is
interesting to note that the exponential distribution seems to provide a reasonable fit for idle
periods, which would indicate the validity of the CTMC model in this case. Nevertheless,
this circumstance is due to the location parameter µ considered in this study for the expo-
nential distribution (see Table 8.1), which is not included in the conventional exponential
distribution widely employed in the literature. Without such location parameter (i.e., µ = 0),
the resulting accuracy would be appreciable worse. Table 8.6 provides the values of the fitted
distribution parameters.

8.8.2 Paging bands

Figure 8.6 and Table 8.7 show the fitted distributions and the corresponding GOF metrics for
a channel measured in the paging band. These results are representative of other channels
measured within the same band. The numerical results of Table 8.7 indicate that the best fit
for busy periods is attained with the Weibull distribution. Nevertheless, Figure 8.6 suggests
that the generalized exponential and the gamma distributions are able to provide a compa-
rable fitting accuracy, even slightly better, over the whole range of busy period lengths. For
idle periods, both Figure 8.6 and Table 8.7 agree that the best fit corresponds to the Pareto
distribution. Table 8.8 provides the values of the fitted distribution parameters.

8.8.3 Private/public access mobile radio bands

Figure 8.7 and Table 8.9 show the fitted distributions and the corresponding GOF metrics for
a channel measured in the TETRA DL band, which represents an example of a PMR/PAMR
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Figure 8.5: Empirical CDF and fitted distributions for amateur bands.

Table 8.5: GOF metrics for amateur bands.

E GE P GP LN G W

B
us

y DKS 0.23 0.21 0.28 0.15 0.09 0.13 0.14
Dsym

KL 2.88 2.88 2.97 2.80 2.85 2.98 2.89
DB 0.36 0.36 0.40 0.35 0.38 0.37 0.36

Id
le

DKS 0.10 0.07 0.36 0.07 0.11 0.07 0.07
Dsym

KL 1.16 1.15 2.26 1.13 1.49 1.15 1.13
DB 0.15 0.14 0.42 0.14 0.17 0.14 0.14

Table 8.6: Parameters of busy and idle period distributions for amateur bands (Ti in Table 8.1 ex-
pressed in milliseconds).

Period Fitted Parameters Duty
type distribution µµµ (msecs) λλλ ααα cycle
Busy GP 6.8659 ·102 6.0417 ·102 −0.4559

0.09
Idle

GP 2.2208 ·102 1.0230 ·104 −0.1395
W 2.2208 ·102 9.7262 ·103 1.1801
GE 2.2208 ·102 1.3271 ·10−4 1.3263
G 2.2208 ·102 7.0195 ·103 1.2790
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Figure 8.6: Empirical CDF and fitted distributions for paging bands.

Table 8.7: GOF metrics for paging bands.

E GE P GP LN G W

B
us

y DKS 0.34 0.16 0.15 0.28 0.17 0.14 0.13
Dsym

KL 0.97 0.26 0.30 0.61 0.70 0.26 0.25
DB 0.13 0.11 0.05 0.08 0.19 0.10 0.05

Id
le

DKS 0.31 0.24 0.05 0.21 0.18 0.28 0.20
Dsym

KL 0.73 1.00 0.15 0.27 0.55 0.63 0.59
DB 0.08 0.12 0.02 0.03 0.15 0.08 0.07

Table 8.8: Parameters of busy and idle period distributions for paging bands (Ti in Table 8.1 ex-
pressed in milliseconds).

Period Fitted Parameters Duty
type distribution µµµ (msecs) λλλ ααα cycle

Busy
W 0.2560 0.5922 0.5866

0.46
GE 0.2560 0.4204 0.2808
G 0.2560 3.0029 0.3058

Idle P — 0.2560 1.2233
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system. These results are representative of other channels measured within the same band.
The best fit for busy periods is attained with the generalized Pareto distribution. Neverthe-
less, the simpler Pareto distribution is able to attain a similar level of accuracy as well. For
idle periods, the Weibull distribution provides the best fit to empirical data. It is worth not-
ing that other channels within the TETRA DL band showed a slightly better fit with Weibull
distributions for busy periods and (generalized) Pareto distributions for idle ones. This cir-
cumstance indicates that both busy and idle periods in the TETRA DL band can indistinctly
be modeled with the Weibull and (generalized) Pareto distributions (in some cases, however,
the Pareto distribution was observed not to be accurate enough and only the generalized
Pareto distribution was acceptable). Table 8.10 provides the values of the fitted distribution
parameters. The results in this case are shown for two different channels of the TETRA DL
band with the same average DC.

8.8.4 Cellular mobile communication bands

Figure 8.8 and Table 8.11 show the fitted distributions and the corresponding GOF met-
rics for a channel measured in the E-GSM 900 DL band, which represents an example of a
cellular mobile communication system. These results are representative of other channels
measured within the same band and also the band allocated to the DCS 1800 system. The
obtained results clearly indicate that the generalized Pareto distribution provides the best fit
for busy periods over the whole range of period durations. For idle periods, the best fit is
attained with the generalized exponential distribution, although the gamma distribution pro-
vides a similar accuracy. Table 8.12 provides the values of the fitted distribution parameters.
The location parameter, which represents the minimum period duration, should be equal to
the GSM/DCS time-slot duration (i.e., µ = 0.577 ms). The value obtained in Table 8.12,
however, is affected by the measurement time resolution of 0.128 ms (see Section 8.4).

It is worth noting that the stair-shaped empirical CDF in Figure 8.8 is a natural con-
sequence of the time-slotted structure employed by the multiple access mechanism of the
GSM/DCS system, which defines a frame structure with 8 time slots of 577 µs each. This
circumstance suggests the possibility of modeling busy/idle periods in time-slotted systems
from a discrete perspective, where period lengths are described in terms of the number of
time-slots. Based on this observation, and considering a time-slot duration of of 577 µs, the
empirical CDF of Figure 8.8 was discretized and compared to several discrete-time CDF
models. In particular, geometric, Poisson, binominal and negative binomial distributions
(see Table 8.13) were fitted to the empirical data. Figure 8.9 and Table 8.14 show the fitted
distributions and GOF metrics obtained in this case (the binomial distribution was proven to
be unable to fit empirical data and it is therefore not shown). As it can be appreciated, the
best fit for both busy and idle periods is attained with the negative binominal distribution,
which closely resembles the empirical CDF. For busy periods, the Poisson distribution pro-
vides the same fit as the negative binominal (both distributions are indistinguishable from
each other in Figure 8.9)4. For busy periods, the optimum fit with the Poisson distribution

4The negative binomial distribution converges to the Poisson distribution as its parameter r tends towards
infinity. Hence, they may closely resemble each other for r sufficiently large.
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Figure 8.7: Empirical CDF and fitted distributions for PMR/PAMR bands.

Table 8.9: GOF metrics for PMR/PAMR bands.

E GE P GP LN G W

B
us

y DKS 0.20 0.38 0.12 0.08 0.27 0.36 0.24
Dsym

KL 0.45 0.74 0.24 0.21 0.81 0.71 0.51
DB 0.06 0.22 0.03 0.03 0.27 0.20 0.10

Id
le

DKS 0.27 0.09 0.11 0.12 0.08 0.16 0.04
Dsym

KL 0.79 0.28 0.35 0.34 0.35 0.36 0.23
DB 0.10 0.08 0.08 0.05 0.08 0.06 0.05

Table 8.10: Parameters of busy and idle period distributions for PMR/PAMR bands (Ti in Table 8.1
expressed in milliseconds).

Period Fitted Parameters Duty
type distribution µµµ (msecs) λλλ ααα cycle

Busy
GP 0.2560 0.0621 0.3861

0.06P — 0.2560 3.5311
Idle W 0.2560 3.1084 0.5451

Busy W 0.2560 0.4192 0.6656
0.06

Idle P — 0.2560 1.0186
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Figure 8.8: Empirical CDF and fitted distributions for cellular mobile communication bands.

Table 8.11: GOF metrics for cellular mobile communication bands.

E GE P GP LN G W

B
us

y DKS 0.18 0.32 0.22 0.13 0.16 0.19 0.18
Dsym

KL 3.17 3.28 3.51 3.09 3.30 3.31 3.20
DB 0.38 0.40 0.44 0.37 0.41 0.40 0.39

Id
le

DKS 0.23 0.05 0.13 0.20 0.13 0.07 0.12
Dsym

KL 2.70 2.12 2.32 2.54 2.42 2.13 2.25
DB 0.33 0.26 0.31 0.31 0.36 0.26 0.27

Table 8.12: Parameters of busy and idle period distributions for cellular mobile communication
bands (Ti in Table 8.1 expressed in milliseconds).

Period Fitted Parameters Duty
type distribution µµµ (msecs) λλλ ααα cycle
Busy GP 0.5120 1.3692 −0.2669

0.23
Idle

GE 0.5120 0.1141 0.4502
G 0.5120 10.3225 0.4805



8.8. High time resolution models 177

Ta
bl

e
8.

13
:D

is
cr

et
e

di
st

ri
bu

tio
ns

co
ns

id
er

ed
in

th
is

st
ud

y
an

d
es

tim
at

io
n

of
th

ei
rp

ar
am

et
er

s
ba

se
d

on
th

e
m

et
ho

d
of

m
om

en
ts

.D
is

tr
ib

ut
io

n
na

m
es

:
G

eo
m

(g
eo

m
et

ri
c)

,
Po

is
(P

oi
ss

on
),

B
in

o
(b

in
om

in
al

),
an

d
N

bi
n

(n
eg

at
iv

e
bi

no
m

ia
l)

.
k

re
pr

es
en

ts
th

e
pe

ri
od

le
ng

th
in

te
rm

s
of

th
e

nu
m

be
r

of
tim

e
sl

ot
s.

E
{ ·
}

an
d
V
{ ·
}

re
pr

es
en

tt
he

m
ea

n
an

d
th

e
va

ri
an

ce
of

th
e

di
st

ri
bu

tio
n,

re
sp

ec
tiv

el
y.

x̂
re

pr
es

en
ts

th
e

es
tim

at
e

of
th

e
di

st
ri

bu
tio

n
pa

ra
m

et
er

x
ba

se
d

on
th

e
em

pi
ri

ca
ls

am
pl

e
m

ea
n

m̃
an

d
sa

m
pl

e
va

ri
an

ce
ṽ.
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Figure 8.9: Empirical CDF and fitted distributions for cellular mobile communication bands (dis-
crete-time models).

Table 8.14: GOF metrics for cellular mobile communication bands (discrete-time models).

Geometric Poisson Neg. binominal

B
us

y DKS 0.13 0.09 0.09
Dsym

KL 0.64 0.27 0.27
DB 0.09 0.01 0.01

Id
le

DKS 0.14 0.28 0.14
Dsym

KL 0.36 1.49 0.29
DB 0.13 0.32 0.10

is obtained with parameter λ = 2.9239. With the negative binomial distribution, the opti-
mum fit is obtained with parameters r = 3.0294 · 103 and p = 0.9990 for busy periods and
parameters r = 0.7430 and p = 0.0734 for idle periods5.

5In its original definition, the negative binomial distribution is a discrete probability distribution of the num-
ber of successes in a sequence of Bernoulli trials before a specified (non-random) number of failures occurs. The
distribution is characterized by two parameters: r ∈ N∗ (the number of failures until the experiment is stopped)
and p ∈ [0,1] (the success probability in each experiment). The original definition can be extended to real values
of the parameter r, which is sometimes referred to as the Pólya distribution. For the purposes of this study, the
distribution is regarded as a discrete probability distribution with two parameters that are fitted to empirical data.
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8.8.5 Cordless telephone bands

The continuous-time distributions presented in Section 8.5 were fitted to the channels mea-
sured in the DECT band, which represents an example of a cordless telephone system. How-
ever, no satisfactory fits were observed for this particular system with the considered proba-
bility distributions. Since DECT employs a time-slotted frame structure6, the discrete-time
distributions considered in Section 8.8.4 were then fitted to the empirical data following a
similar procedure for the discretization of the continuous-time empirical CDF. As an ex-
ample of the results obtained in this other case, Figure 8.10 shows the fitted distributions
for a channel measured in the DECT band. These results are representative of other chan-
nels measured within the same band. As it can be appreciated, busy periods appear to be
perfectly fitted with a geometric distribution. This result, however, should be interpreted
carefully. The empirical CDF of Figure 8.10 indicates that the busy periods observed in the
field measurements were always one time-slot long, and in this particular case the geometric
distribution perfectly fits the resulting simple CDF. Nevertheless, the suitability of the geo-
metric distribution for longer busy periods of two or more time-slots cannot be concluded
from the results of Figure 8.10. Unfortunately, this statement could not be verified with em-
pirical data since busy periods were always one time-slot long for all the measured DECT
channels, which on the other hand suggests that this may be the most common case in prac-
tice. Concerning idle periods, the results of Figure 8.10 indicate that the channel inactivity
periods may either be 11 or 23 time-slots long. None of the considered distributions can be
fitted to the resulting empirical CDF with a reasonable level of accuracy.

Although the previous discussion indicates that a probabilistic modeling of busy and
idle period lengths does not seem to be valid for DECT channels, the results of Figure 8.10
suggest an alternative, simpler modeling approach. In particular, two well-defined cases
can be inferred from Figure 8.10. The first case corresponds to a base station transmitting
broadcast information. A DECT base station is continuously transmitting, on at least one
channel, information about the base station identity, system capabilities, status and paging
information for incoming call set-up. This information is transmitted in one (busy) time-
slot. If there are no active communications, the rest of downlink and uplink time-slots in
the frame will be empty until the next broadcast message (time-slot). Therefore, in this
case the channel occupancy pattern is composed of one busy time-slot followed by 23 idle
time-slots. According to Figure 8.10, this occupancy pattern was observed for about 10%
of the time in the considered channel. The second inferrable case corresponds to a single
communication link between the base station and one portable device. In this case, two time-
slots are used for communication, one in the downlink part of the frame and the other one in
the uplink part. In this other case, the channel occupancy pattern is composed of one busy
time-slot followed by 11 idle time-slots. According to Figure 8.10, this occupancy pattern
was observed for about 90% of the time in the considered channel.

6The DECT radio interface [258] is based on a Multi Carrier, Time Division Multiple Access, Time Division
Duplex (MC/TDMA/TDD) radio access methodology. The basic DECT frequency allocation defines 10 carrier
frequencies. In the time domain, each carrier frequency is divided in 10-ms frames, which are composed of 24
time-slots of 417 µs each. The first (last) 12 time-slots of a frame are used for downlink (uplink) transmissions.
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Figure 8.10: Empirical CDF and fitted distributions for cordless telephone bands (discrete-time).

Note that the two possible occupancy patterns inferred from the results of Figure 8.10
are characterized by a completely deterministic sequence of busy and idle periods, for which
a probabilistic modeling may not be well suited. In the eventual case of busy periods of
two or more time-slots (i.e., two or more communication links with the base station), the
length of busy and idle periods would depend on the particular position of busy time-slots
within the DECT frame structure. In this other case, a probabilistic modeling would be more
appropriate. However, as mentioned above, busy periods of one time-slots appear to be the
most common situation in real DECT systems and in such a case the deterministic modeling
approach discussed before results more convenient.

Before concluding this section, it is worth noting that DECT makes use of a continuous
dynamic channel selection and allocation mechanism. All DECT equipment is obliged to
regularly scan its local radio environment at least once every 30 seconds. After that period
of time, the system may decide to switch to a different operating carrier frequency. As a
result, a particular carrier frequency may exhibit in practice long inactivity periods (while
the system is operating over other carrier frequencies) followed by periods of activity (while
the system is operating over that carrier frequency). During these activity periods, the carrier
frequency exhibits busy/idle intervals at a much shorter time scale (i.e., at the slot level),
which is due to the the two aforementioned occupancy patterns. This observation suggests
that the real activity pattern of a channel may be more appropriately described by means of a
two-layer approach: one modeling level would describe channel usage at a high time scale,
while another modeling level would describe in detail the true occupancy pattern at a low
time scale. This modeling approach will be further discussed in Section 8.10.
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8.9 Time correlation models

The results obtained in previous sections have indicated that the CTSMC model is able to
explicitly capture and reproduce the statistical distributions of busy and idle periods as well
as the mean channel occupancy level, which is also implicitly included since it depends on
the mean value of the distributions (see Equation 8.5). Nevertheless, previous studies [226]
have indicated that in some cases the lengths of busy and idle periods can be correlated,
a feature that the CTSMC model cannot reproduce. This circumstance indicates the need
of novel modeling approaches or the extension of the existing ones in order to account for
more sophisticated features of spectrum usage. A modeling approach based on the aggre-
gation and superposition of the realizations of several CTSMC processes was proposed in
[259]. Although such simple model was shown to qualitatively reproduce correlations be-
tween consecutive idle periods, it suffers from some practical limitations. In particular, the
resulting correlation depends on the number of aggregated processes as well as their distri-
butions. By appropriate parameter selection various correlation values can be reproduced.
However, if a particular correlation level needs to be reproduced, the number of processes to
be aggregated and the required model parameters is something that cannot be determined in
a straightforward manner. To this end, the use of external simulations would be required to
find an adequate configuration, which complicates the application of the model in practice.
Therefore, there is a clear need for simple primary user activity models featuring correlated
busy/idle periods. This section explores the autocorrelation properties not only of idle pe-
riods but also of busy ones as well as the correlation properties of consecutive busy-idle
periods. Based on the observed correlation properties, adequate models are developed. Fur-
thermore, a simulation method is proposed, which is able to reproduce the observed correla-
tion properties between consecutive busy-idle, busy-busy or idle-idle periods along with any
arbitrary statistical distributions for both busy and idle periods.

8.9.1 Correlation metrics

The correlation properties of busy/idle periods are quantified in this section by means of the
Pearson’s product-moment correlation coefficient ρ, the Kendall’s rank correlation coeffi-
cient τ, and the Spearman’s rank correlation coefficient ρs, which are defined as [260]:

ρ(Ti,Tj) =
C
{

Ti,Tj
}√

V{Ti}V{Tj}
=

E
{
(Ti−E{Ti})(Tj−E{Tj})

}√
V{Ti}V{Tj}

(8.6)

τ(Ti,Tj) = P
(
(T ′i −T ′j )(T

′′
i −T ′′j )> 0

)
−P

(
(T ′i −T ′j )(T

′′
i −T ′′j )< 0

)
= 2P

(
(T ′i −T ′j )(T

′′
i −T ′′j )> 0

)
−1 (8.7)

ρs(Ti,Tj) = ρ(Fi(Ti),Fj(Tj)) (8.8)

where Ti and Tj represent the busy/idle period lengths with CDFs Fi(Ti) and Fj(Tj), (T ′i ,T
′
j )

and (T ′′i ,T
′′
j ) are two random observations of Ti and Tj, and E{·}, V{·}, and C{·} denote

their expected value (mean), variance and covariance, respectively. If the state space of a
primary radio channel is denoted as S = {s0,s1}, with s0 being the idle state and s1 being
the busy state, then the previous correlation coefficients represent the autocorrelation of idle
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periods when Ti = Tj = T0, the autocorrelation of busy periods when Ti = Tj = T1, and the
correlation between consecutive busy-idle periods when Ti 6= Tj, i, j ∈ {0,1}.

Based on K empirical samples of the period lengths Ti and Tj, the previous correlation
metrics can be estimated as:

ρ̂(Ti,Tj) =
∑

K
k=1 T k

i T k
j −Km̃im̃ j

(K−1)
√

ṽiṽ j
(8.9)

τ̂(Ti,Tj) =
C −D
C +D

=
S(K
2

) = 2S
K(K−1)

(8.10)

ρ̂s(Ti,Tj) = ρ̂(Fi(Ti),Fj(Tj)) (8.11)

where T k
i or T k

j (k = 1,2, . . . ,K), m̃i or m̃ j, and ṽi or ṽ j represent the k-th value, the sample
mean and the sample variance of Ti or Tj, respectively, and S = C −D is the difference
between the number C of concordant pairs with (T ′i −T ′j )(T

′′
i −T ′′j )> 0 and the number D

of discordant pairs with (T ′i −T ′j )(T
′′

i −T ′′j )< 0 observed in the sample set.
The above mentioned correlation coefficients have some similarities. All of them take

values within the interval [−1,+1]. If both random variables Ti and Tj increase or decrease
together, the correlation coefficients are positive. However, if one variable increases as the
other decreases, then the correlation coefficients are negative. If the variables are indepen-
dent, the correlation coefficients are zero (or approximately zero), but the converse is not
true in general. There are, however, some important differences. First, ρ is only sensitive to
linear dependence relations between random variables. Thus, if the association between two
random variables is purely non-linear, then ρ = 0 even though they are not independent. On
the other hand, τ and ρs are sensitive and can detect some non-linear associations between
variables. Moreover, ρ has the unfortunate property of being sensitive (i.e., variant) under
non-linear transformations of the random variables. However, τ and ρs are invariant under
monotone transformations. Thus, given two random variables with correlation coefficients
ρ, τ and ρs, a transformation of the variables could (and usually does) change the value of ρ,
but it will not affect the values of τ and ρs under strictly monotone transformations.

8.9.2 Correlation properties of spectrum usage

8.9.2.1 Correlation between busy and idle periods

Based on the results obtained from field measurements, the correlation between busy and idle
periods was evaluated for all channels within each measured band as a function of various
parameters such as the channel DC as well as the mean period duration. The obtained results
indicated that there is no clear relation between the empirical correlation coefficients and the
considered parameters. However, consecutive busy-idle periods frequently showed non-zero
correlations, meaning that they are not completely independent in reality and, as such, need
to be modeled as correlated random variables.

Figure 8.11 shows the empirical PDF of the considered correlation coefficients for the
channels measured within the DCS 1800 DL band with the spectrum analyzer-based plat-
form, which constitutes a representative example of the results obtained for other spectrum
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Figure 8.11: Empirical PDF of the correlation coefficients for DCS 1800 DL.

bands. As it can be appreciated, the values obtained for the three considered correlation
coefficients are frequently close to zero, meaning that consecutive busy-idle periods are not
tightly correlated. However, the correlation values are mostly non-zero and in some par-
ticular cases they show noticeable correlation levels. An accurate and realistic model of
spectrum usage should therefore take this feature into account. In order to characterize
the correlation properties of busy and idle periods, Table 8.15 shows the correlation coeffi-
cients observed for some selected spectrum bands. The results provided in Table 8.15 also
correspond to field measurements performed with the spectrum analyzer-based platform.
Although the number of channels measured with the USRP/GNU Radio platform did not
enable the reliably computation of a similar table, it is worth noting that the correlation lev-
els derived from the USRP measurements for individual channels were comprised within the
intervals shown in Table 8.15 for each analyzed spectrum band.

It is worth noting in Figure 8.11 and Table 8.15 that empirical correlation coefficients
normally take negative values, meaning that when the length of a busy period increases,
the length of the next idle period tends to decrease and vice versa. This can be explained
by the fact that when the channel load increases, then the fraction of time that it remains
in use increases and, as a result, the duration of busy periods increases while idle periods
become shorter. On the other hand, the opposite behavior is observed when the channel load
decreases (i.e., the length of busy periods decreases and idle periods become longer).

8.9.2.2 Autocorrelation of busy and idle periods

The correlation between the sequence of periods of the same type (either busy or idle) of a
channel and a shifted version of itself (i.e., the autocorrelation) was also evaluated based on
the considered correlation metrics as a function of the distance (lag) between them. Two dif-
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Table 8.15: Busy-idle correlation coefficients for the measured bands.

Band Metric (min; mean; max)

TETRA DL
ρ(T0,T1) (−0.19; −0.03; 0.14)
τ(T0,T1) (−0.36; −0.03; 0.13)
ρs(T0,T1) (−0.53; −0.04; 0.20)

E-GSM 900 DL
ρ(T0,T1) (−0.17; −0.04; 0.01)
τ(T0,T1) (−0.27; −0.16; 0.01)
ρs(T0,T1) (−0.39; −0.24; 0.01)

DCS 1800 DL
ρ(T0,T1) (−0.27; −0.07; 0.24)
τ(T0,T1) (−0.47; −0.08; 0.07)
ρs(T0,T1) (−0.64; −0.12; 0.11)

DECT
ρ(T0,T1) (−0.15; −0.10; −0.05)
τ(T0,T1) (−0.13; −0.09; −0.04)
ρs(T0,T1) (−0.20; −0.14; −0.06)

ISM
ρ(T0,T1) (−0.10; −0.05; −0.02)
τ(T0,T1) (−0.04; −0.01; 0.02)
ρs(T0,T1) (−0.05; −0.02; 0.03)

ferent autocorrelation behaviors were empirically observed, namely one periodic and another
non-periodic. While the periodic behavior was observed in the low time resolution measure-
ments only, the non-periodic behavior was observed in the measurements performed with
both the low and high time resolution measurement platforms. As an example, Figure 8.12
shows the autocorrelation function of idle periods as a function of the lag number, m, based
on the Spearman’s correlation coefficient, i.e. ρs(T0,T0;m). Similar trends were observed
for busy periods and the rest of correlation metrics.

For channels with non-periodic autocorrelation functions (upper part of Figure 8.12),
the correlation coefficient takes its maximum value ρmax

s at m = 1 and decreases linearly
with m until m = M, beyond which the correlation is approximately zero. This behavior can
adequately be modeled as:

ρs(Ti,Ti;m) =


1, m = 0
ρmax

s
(M−m

M−1

)
, 1≤ m≤M

0, m > M

(8.12)

Based on results from field measurements, it was empirically observed that ρmax
s ∈ [0.1,0.4]

and M ∈ [2000,8000] in the low time resolution measurements, while the high time resolu-
tion measurements showed a higher variability with experimental values comprised within
the intervals ρmax

s ∈ [0.1,0.8] and M ∈ [200,10000] approximately.
For channels with periodic autocorrelation functions (lower part of Figure 8.12) with

period M, the correlation coefficient can be expressed as the summation of two bell-shaped
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Figure 8.12: Spearman’s autocorrelation functions of idle periods.

exponential terms centered at lags m = 1 and m = M+1, with amplitudes A and widths σ:

ρs(Ti,Ti;m) =

{
1, m = 0

ρmin
s +Ae−(

m−1
σ )

2

+Ae−(
m−M−1

σ )
2

, 1≤ m≤M
(8.13)

where ρmin
s is the minimum correlation. This behavior was frequently observed in cellu-

lar mobile communication systems (and some TETRA channels) where the experienced
loads, and thus the busy/period lengths, show a relatively similar and periodic behavior ev-
ery day. The empirical results derived from the measurements performed with the spectrum
analyzer-based platform indicated that ρmin

s ≈ −0.1 in most cases, A ∈ [0.2,0.5], M is very
approximately equal to the average number of lags equivalent to 24 hours, and σ≈M/4.

As it can clearly be appreciated in Figure 8.12, the models of Equations 8.12 and 8.13
are able to accurately describe the time-domain autocorrelation properties of spectrum usage
empirically observed in real radio communication systems.

8.9.3 Random variate generation principles

In addition to the models of Equations 8.12 and 8.13, a simulation method to reproduce the
time-correlation properties of spectrum usage is also proposed, which will be described in
Section 8.9.4. This section provides an overview of some fundamental results and principles
from the theory of random variate generation on which such simulation method relies.

8.9.3.1 The inversion method

The inversion method [260, p. 28] can be used to generate random variates with any arbitrary
distribution. This method is based on the following property. Let F(·) be a continuous CDF
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on R with inverse CDF given by F−1(·). If U is a uniform random variable within the interval
[0,1], then the CDF of F−1(U) is F(·). Moreover, if X is a random variable with CDF F(·),
then F(X) is uniformly distributed on [0,1]. Based on this property, any distribution F(·)
can be generated based on random variates with uniform or any other distributions.

8.9.3.2 Generation of correlated random variates

If Y and Z are independent and identically distributed (iid) random variables and a new
random variable X is defined as:

X = ρ0Y +
√

1−ρ2
0 Z (8.14)

with ρ0 ∈ [−1,+1], then X and Y have a Pearson’s correlation coefficient ρ(X ,Y ) = ρ0 [260,
p. 567]. This property, which can be verified from Equation 8.6, can be used to generate
random variates with a specified Pearson’s correlation coefficient.

It is worth mentioning that the normal distribution is one of the few distributions that is
stable, meaning that a linear combination of two independent variables of such distribution
also has the same distribution, up to the location and scale parameters. Therefore, if Y
and Z are normally distributed, then X is also normally distributed. Moreover, if Y and Z
are standard (zero-mean, unit-variance) normal random variables, then X is also a standard
normal random variable.

A sequence X = x1,x2, . . . ,xM of M standard normal random values with specified Pear-
son’s autocorrelation function ρ(X ,X ;m) can be generated based on the property:

F {ρ(X ,X ;m)}= |F {X}|2 (8.15)

derived from the Wiener-Khinchin theorem, where F {·} denotes the Fourier transform.
Subjecting a standard Gaussian process to a linear operation (including filtering) yields an-
other standard Gaussian process with a different autocorrelation function. Thus, an appropri-
ate filter (derived from Equation 8.15) can be used to induce correlation on an uncorrelated
Gaussian process. Concretely, if Y = y1,y2, . . . ,yM is a sequence of iid complex standard
normal random values, then [261]:

X = Re
{

F −1
{

Y �
√
|F {ρ(X ,X ;m)}|

}}
(8.16)

is a sequence X = x1,x2, . . . ,xM of standard normal random values with Pearson’s autocor-
relation function ρ(X ,X ;m), where � stands for Hadamard’s element-wise multiplication.

8.9.3.3 Relation among correlation metrics

For normally distributed random variables X and Y , the correlation metrics defined in Equa-
tions 8.6–8.8 are related as [262]:

ρ(X ,Y ) = sin
(

π

2
τ(X ,Y )

)
= 2sin

(
π

6
ρs(X ,Y )

)
(8.17)

Equation 8.17 holds if X and Y are normally distributed. If a monotone transformation
is applied to X and/or Y , τ(X ,Y ) and ρs(X ,Y ) will remain unchanged but ρ(X ,Y ) might not.
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8.9.4 Simulation of correlation properties

8.9.4.1 Simulation method

Based on the principles reviewed in Section 8.9.3, a simulation method is proposed in order
to reproduce any arbitrary distribution of busy/idle period lengths along with the correlation
properties of spectrum usage observed in Section 8.9.2 (see Algorithm 8.1). The proposed
algorithm requires as input information the CDF of idle and busy periods, denoted as F0(·)
and F1(·) respectively, the Kendall or Spearman correlation coefficient between busy/idle pe-
riods, denoted as τ(T0,T1) and ρs(T0,T1) respectively, as well as the autocorrelation function
(periodic or non-periodic) of idle periods in terms of the Kendall or Spearman correlation
coefficients as a function of the lag number m, i.e. τ(T0,T0;m) or ρs(T0,T0;m) respectively.
Notice that the desired correlations to be reproduced need to be specified in terms of the
Kendall or Spearman metrics since the algorithm involves some transformations of random
variables that would change any specified Pearson’s correlation value. The same algorithm
can be used to reproduce the autocorrelation properties of busy periods, i.e. τ(T1,T1;m) or
ρs(T1,T1;m), instead of idle ones, if desired. However, idle periods represent the real spec-
trum opportunities for secondary users and modeling their autocorrelation properties results
therefore more convenient. The proposed algorithm outputs sequences of period durations
for idle periods (T0) and busy periods (T1) in blocks of M values.

For periodic idle autocorrelation functions, M corresponds to the function’s period and
determines the periodicity with which the process is repeated. For non-periodic idle autocor-
relation functions, M represents the lag number beyond which autocorrelation is negligible.
In such a case, after generating a sequence of M period lengths, a new one is generated based
on different (independent) random variates.

First of all, the correlation properties specified in terms of the Kendall or Spearman
metrics are converted to their Pearson counterpart based on Equation 8.17 (lines 1 and 2).
Afterwards, and for every block of M values, a sequence ϑ of M iid complex standard normal
variates is generated (line 4) and converted, based on Equation 8.16, into a sequence ξ0 (line
5) of standard normal variates with autocorrelation function ρ(T0,T0;m). A sequence χ of
M iid standard normal variates is generated (line 6) in order to produce, based on Equation
8.14, a sequence ξ1 (line 7) that has a correlation ρ(T0,T1) with ξ0. Since ξ0 and ξ1 are
standard normal variates, the new random variables Φ(ξ0) and Φ(ξ1), where:

Φ(x) =
1
2

[
1+ erf

(
x√
2

)]
(8.18)

is the standard normal CDF, are uniformly distributed. Thus, by the inversion principle, the
transformations of lines 8 and 9 produce sequences T0 and T1 of M period lengths with the
desired CDFs. Moreover, since ξ0 and ξ1 are normally distributed, the desired Kendall and
Spearman correlations hold between them as inferred from Equation 8.17. As a result, the
monotone transformations of lines 8 and 9 preserve such correlations on T0 and T1. As a
result, this procedure yields a sequence of idle and busy periods, T0 and T1 respectively, that
follow the specified distributions F0(·) and F1(·), where idle periods are characterized by an
autocorrelation function τ(T0,T0;m) or ρs(T0,T0;m) and the correlation between busy-idle
periods is given by τ(T0,T1) or ρs(T0,T1).
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Algorithm 8.1 Proposed method for simulating time correlation properties

Input: F0(·), F1(·), τ(T0,T1) or ρs(T0,T1), τ(T0,T0;m) or ρs(T0,T0;m)
Output: T0, T1

1: ρ(T0,T1)← f ({τ(T0,T1) |ρs(T0,T1)})
2: ρ(T0,T0;m)← f ({τ(T0,T0;m) |ρs(T0,T0;m)})
3: for every block of M values do
4: Generate ϑ = ϑ1,ϑ2, . . . ,ϑM ∼ CN (0,1)
5: ξ0← Re{F −1{ϑ�

√
|F {ρ(T0,T0;m)}|}}

6: Generate χ = χ1,χ2, . . . ,χM ∼N (0,1)
7: ξ1← ρ(T0,T1) ·ξ0 +

√
1− [ρ(T0,T1)]2 ·χ

8: T0← F−1
0 (Φ(ξ0))

9: T1← F−1
1 (Φ(ξ1))

10: end for

8.9.4.2 Validation

The proposed method was employed to generate sequences of idle/busy periods following
generalized Pareto distributions with locations µ0 = 3.5780 s and µ1 = 3.5150 s, scales λ0 =
10.9356 and λ1 = 2.6240 and shapes α0 = 0.1784 and α1 = 0.1884. All these values were
extracted from observations of empirical measurements (see Table 8.4). The algorithm was
configured in order to reproduce ρs(T0,T1)=−0.3 with both non-periodic (ρmax

s = 0.25, M =
3000) and periodic (ρmin

s =−0.1, A = 0.4, M = 1000, σ = M/4 = 250) idle autocorrelation
functions. Figure 8.13 shows the results obtained by averaging 10 simulations (ρs(T0,T1)≈
−0.29). As it can clearly be appreciated, the proposed method is able to accurately reproduce
not only the specified statistical distributions for both busy and idle periods (shown in Figure
8.13 in terms of the CCDF), but also the desired time-correlation properties.

8.10 Proposed modeling approaches

As mentioned in Section 8.4, the models derived from high time resolution measurements
are useful to accurately describe real channel occupancy patterns at short time scales, while
the models obtained from low time resolution measurements can be employed to character-
ize the spectrum occupancy patterns perceived by DSA/CR nodes that periodically sense the
channel and observe its state at discrete time instants. In both cases, the sequence of channel
states can be described by a two-state CTSMC model where the idle and busy state holding
times are described by two distribution functions F(T0) and F(T1) respectively. This section
explores two different extensions to this simple modeling approach to simultaneously repro-
duce the statistical properties of spectrum usage at long (Section 8.7) and short (Section 8.8)
time scales along with the correlation properties observed in Section 8.9.

The first proposed method comprises four distribution functions, two of them are used
to describe the channel usage pattern in terms of the lengths of inactivity and activity pe-
riods at long time scales, FL(T0) and FL(T1) respectively, while the other two describe the
lengths of idle and busy periods at short time scales, FS(T0) and FS(T1) respectively. Ac-
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Figure 8.13: Validation of the proposed simulation method.

cording to this modeling approach, and as illustrated in Figure 8.14(a), the distribution func-
tion FL(T0) would be used to model long inactivity periods, while the distribution function
FL(T1) would be used to characterize the length of the periods over which some primary
activity exists. During such activity periods, a sequence of idle and busy periods would be
present at a shorter time scale as described by the distribution functions FS(T0) and FS(T1).
The functions FL(T0) and FL(T1) can be generalized Pareto distributions as derived from the
low time resolution measurements in Section 8.7, while the distribution functions FS(T0)
and FS(T1) depend on the particular radio technology under study as observed in the results
obtained from high time resolution measurements in Section 8.8.

The previous modeling approach is motivated by the following observation. Low time
resolution measurement devices, such as spectrum analyzers, constitute a reasonable choice
to determine the length of long inactivity periods7. It is true that the real state of a chan-
nel might change between consecutive channel observations without being detected by the
spectrum analyzer. However, this situation can be considered to be rather unlikely in most
cases since the effective time period between observations is not excessively long and the
lengths of the observed idle periods are significantly larger than those of busy periods and
the effective time resolution. Therefore, it is reasonable to assume that the length of the
idle periods reported by the spectrum analyzer can be considered as an acceptable estima-
tion of the channel inactivity periods and hence FL(T0). Spectrum analyzer measurements

7It is worth noting that the use of high time resolution devices for long measurement periods in order to
extract the length of long inactivity periods would lead to huge amounts of data requiring processing times
several orders of magnitude above the measurement period, even with current state-of-the-art computers. For
example, the USRP/GNU Radio platform generates data files of nearly 500 MB for a measurement period of
60 seconds. Therefore, a measurement period of 7 days as performed with the spectrum analyzer would lead to
more than 10000 data files summing to more than 5 TB of data for every measured channel. This would require
several months of computation for every single channel.
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Figure 8.14: Proposed modeling approaches for spectrum occupancy patterns in the time domain: (a)
general modeling approach, (b) modeling approach for cellular mobile communication
systems such as GSM/DCS.

can also be employed to determine when a primary transmitter is active and therefore the
length of its activity periods FL(T1), although in this case the length of the real busy and idle
periods at short time scales cannot be determined due to the limited time resolution8. High
time resolution measurements can then be employed to extract the real channel occupancy
pattern in terms of busy and idle periods when a primary transmitter is active, i.e. FS(T0)
and FS(T1). Based on this discussion, the models derived from low and high time resolution
measurements can be combined as mentioned above in order to jointly describe the channel
occupancy patterns at different time scales.

The above modeling approach is suitable for channels that remain inactive for relatively
long periods of time until a transmitter becomes active, in which case a sequence of shorter
busy/idle periods follows as depicted in Figure 8.14(a). Based on the channel occupancy
patterns observed for various radio technologies, it can be concluded that this modeling ap-
proach is appropriate for channels of amateur bands, paging bands, PMR/PAMR bands and

8The employed spectrum analyzer, with the selected configuration, sweeps at an approximated rate of 25 ms
per megahertz of scanned bandwidth. This means, for instance, that a 200-kHz GSM/DCS channel is observed
for a time period of 5 ms (i.e., more than one GSM/DCS frame) and a 1.728-MHz DECT channel is observed
for several DECT frames. If a single or a few time-slots are busy within the frame with a sufficiently high power
level the spectrum analyzer will report the carrier frequency as busy. However, the exact time-slot(s) that are
actually active cannot be determined.
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cordless telephone bands. For channels of cellular mobile communication systems such as
E-GSM 900 and DCS 1800, the existence of idle periods lasting for several seconds is rather
unlikely. For this particular case, a second modeling approach is proposed. This alternative
considers two distribution functions to describe the length of idle and busy periods at short
time scales, FS(T0) and FS(T1) respectively. The behavior at long time scales is included
by means of a DC model that describes the channel load variation over time as illustrated
in Figure 8.14(b). The DC models proposed in Section 7.5 for cellular mobile communi-
cation systems can be employed to this end. Based on this approach, the parameters of the
distribution functions FS(T0) and FS(T1) are regularly adjusted according to Equation 8.5
so as to meet the corresponding DC, Ψ(t), at any time. Based on field measurements, it can
be concluded that this alternative modeling approach results more appropriate in the case
of GSM/DCS systems, where at least a few slots are frequently busy with a periodicity that
depends on the load supported by the channel (i.e., the higher the load, the shorter the idle
periods and the longer the busy ones and vice versa).

Finally, it is worth noting that the modeling approaches depicted in Figure 8.14 are per-
fectly compatible with the models and the algorithm proposed in Section 8.9 to capture and
reproduce the time correlation properties of spectrum usage. In particular, the modeling
approaches of Figure 8.14 determine how the distribution functions F(T0) and F(T1) are
combined at different time scales or adjusted along time to meet a specified DC. The distri-
bution functions F(T0) and F(T1) obtained as a result of the application of such modeling
approaches can be combined with the models developed in Section 8.9.2 in analytical stud-
ies or used as an input parameter of Algorithm 8.1 in simulation studies. In summary, the
models developed in Sections 8.7, 8.8 and 8.9 can be combined in order to account for the
statistical properties of spectrum usage at both short and long time scales, along with time
correlation features, thus providing a holistic and realistic modeling of spectrum occupancy
patterns in real radio communication systems.

8.11 Summary

This chapter has analyzed the spectrum occupancy patterns of various radio technologies in
the time domain from a continuous-time perspective. The study reported in this chapter has
overcome the deficiencies of previous works by performing a comprehensive, systematical
and rigorous study on the set of probability distributions that can be employed to accurately
describe the lengths of busy and idle periods in real radio communication systems. The
study has been based on field measurements with various degrees of time resolution. In
general, it has been corroborated that the assumption of exponentially distributed busy and
idle periods is invalid, meaning that the CTMC model widely employed in the literature is
unrealistic. In real systems, other distributions result more adequate. At long time scales, a
single distribution function (generalized Pareto) has been proven to be capable to describe
the channel usage patterns for all the considered bands. At short time scales, however, the
obtained results indicate that the same distribution does not always provide the best fit, which
is a attained by a particular set of distributions depending on the considered radio technology.
For time-slotted systems, channel occupancy patterns can also be described from a discrete-
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time viewpoint where period lengths are expressed as an integer number of time-slots. While
a probabilistic approach has been proven to be adequate for most radio technologies, it may
not be appropriate in some particular cases where channel usage patterns are characterized
by a strong deterministic behavior as it has been observed in this study for the DECT system.
In such cases, other alternative modeling approaches taking into account technology-specific
features at the physical and higher layers may result more convenient. The study has been
complemented with an analysis of the time-correlation properties of spectrum occupancy
and the development of appropriate mathematical models as well as a simulation algorithm
to reproduce such features. Finally, a two-layer modeling approach combining the use of
different models at long and short time scales has been proposed as an adequate means to
describe the spectrum occupancy patterns observed in real radio communication systems.







CHAPTER

9

TIME-FREQUENCY MODELS

9.1 Introduction

This chapter addresses the problem of jointly modeling spectrum occupancy in the time and
frequency domains. Chapters 7 and 8 dealt with the question of modeling and reproducing
spectrum occupancy patterns of individual channels in the time domain from discrete- and
continuous-time modeling perspectives, respectively. This chapter extends the studies per-
formed in such chapters by including the frequency dimension. The objective is to develop
adequate models capable to capture and reproduce the time evolution of the occupancy pat-
terns observed in a group of channels belonging to the same allocated spectrum band. The
joint behavior of the set of channels within the same band is a statistical characteristic that
should be accurately reproduced by spectrum usage models since it has a direct impact on
the amount of consecutive vacant spectrum that a DSA/CR user may find as well as the time
period for which spectrum holes can be exploited for opportunistic use. Realistic joint time-
frequency models can also provide significant accuracy improvements in the performance
evaluation of DSA/CR techniques such as, for example, adaptive and MAC-layer spectrum
sensing algorithms, where DSA/CR nodes operate over a set of channels dynamically and
the decisions made by every DSA/CR node may depend on the instantaneous state of the
set of sensed channels. In this context, this chapter analyzes the statistical time-frequency
characteristics of spectrum usage based on empirical data from extensive spectrum measure-
ment campaigns. Based on the obtained results, adequate models are proposed. Moreover, a
sophisticated procedure is developed in order to generate artificial spectrum occupancy data
for simulation or other purposes. The proposed method is able to accurately capture and
reproduce the statistical time-frequency characteristics of spectrum usage in real systems.

The rest of this chapter is organized as follows. First, Section 9.2 provides a brief
overview of previous related works and their contributions. Afterwards, Section 9.3 de-
scribes the measurement setup and methodology considered in this study while Section 9.4
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presents the considered system model. The statistical properties of spectrum usage are then
explored, first considering the time and frequency dimensions from a joint perspective in
Section 9.5 and then focusing on the frequency dimension in Section 9.6. Based on the ob-
served properties, adequate models are developed for each case. Section 9.7 discusses the
applicability of the developed models and proposes a simulation method relying on such
models to generate artificial spectrum data for simulation purposes or other studies. Finally,
Section 9.8 summarizes and concludes the chapter.

9.2 Previous work

Although the work in this field is not as abundant as in the case of models for the time
domain, several studies reported in the literature have addressed the problem of jointly char-
acterizing and modeling spectrum occupancy in the time and frequency dimensions.

A joint time-frequency study is presented in [263, 264], where the continuous-time dis-
tribution of the Opportunity Time (OT) across several frequency channels is analyzed. In
such study, the OT is defined as the time period elapsed between the instance when an un-
used channel is first available (idle) over the considered spectrum band to the instance when
all channels just become unavailable for secondary usage (busy). It is found in [263, 264]
that the theoretical PDF of the OT is hyper-exponentially distributed when the primary radio
activities in each channel follow independent and exponentially distributed busy/idle pro-
cesses. The study is extended in [265] by considering heavy-tailed distributions, more con-
cretely Pareto and hyper-Erlang distributions for busy and idle periods, respectively. In such
a case, it is found that the resulting OT PDF can be described by a gamma distribution when
the primary radio activities in each channel are statistically identical and a hyper-gamma
distribution in the case of statistically non-identical primary radio activities.

The study shown in [266] considers a multi-state Discrete-Time Markov Chain (DTMC)
incorporating the frequency dimension. Assuming that a primary band is divided into n ra-
dio channels, the DTMC model is composed of n+1 states, where one state is employed to
represent the inactivity of the DSA/CR user due to the unavailability of transmission oppor-
tunities (the n primary channels are busy), while the other n states represent the opportunistic
transmission of the DSA/CR user in one of the n channels. Note that this DTMC model is
not a primary activity model in strict sense (i.e., a channel occupancy model), but rather a
secondary activity model, which is related to the former but out of the scope of this study.

Another related work is the study presented in [218], where a parametric adaptive spec-
trum sensing framework is proposed and evaluated based on a Continuous-Time Markov
Chain (CTMC) with exponentially distributed busy periods and assuming that the mean oc-
cupancy times are uniformly distributed among the channels of the same spectrum band.

The study carried out in [226] is probably the most directly related to the objectives
of this chapter. Based on field measurements, [226] analyzes the statistical properties of
spectrum usage in the time and frequency domains. However, the characteristics of both
domains are treated and studied in a rather isolated manner, without explicit consideration
of the simultaneous time evolution of a group of channels. By contrast, this chapter performs
an exhaustive analysis that takes into account this aspect.
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9.3 Measurement setup and methodology

The study performed in this chapter relies entirely on field measurements performed with the
spectrum analyzer measurement platform discussed in Chapter 2 and Appendix A. Although
the USRP/GNU Radio platform presented in Chapter 4 was initially considered as well, the
spectrum analyzer-based platform was finally selected as discussed below.

On one hand, the limited bandwidth capabilities of the USRP hardware (8 MHz max-
imum) do not allow to measure all the channels within an entire spectrum band simulta-
neously. In principle, this limitation could be overcome to some extent by sweeping the
desired band in frequency. For example, a 80-MHz band could be scanned by dividing it
into 10 chunks of 8 MHz each and then measuring each chunk consecutively, tuning the
USRP hardware to the center frequency of the new chunk every time the analysis of the pre-
vious frequency chunk is completed. On other hand, a spectrum analyzer can handle several
tens and hundreds of megahertz simultaneously and can therefore measure complete bands.
Nevertheless, in strict sense, the observations of different channels within the same band are
not simultaneous due to the swept nature of spectrum analyzers. In spite of this, and for the
bandwidths of the spectrum bands analyzed in this study, the spectrum analyzer in general
performs better than sweeping the USRP in frequency as explained below.

The spectrum analyzer employed in this study provides an effective sweeping speed of
about 25 ms per megahertz of scanned bandwidth, which is automatically adjusted based
on the selected configuration parameters to the fastest speed that is able to provide reliable
results. The USRP hardware, after tuning to a new center frequency, needs some transitory
time before providing valid signal samples, which is caused by many delays along the digiti-
zation path (RF synthesizer settling time, FPGA processing time and USB transferring time).
This means that after tuning to a new frequency it is necessary to drop the first incoming sig-
nal samples received over a specified period of time, which depends on the particular USRP
daughter board. For example, for the TVRX board the minimum settling time for the RF
synthesizer is around 100 ms. Taking into account the bandwidths of the considered bands,
the spectrum analyzer platform provides in general shorter effective sweeping times over
frequency. Given the objectives of this study, the spectrum measurements need to provide
the shortest possible difference among the time instants at which the state of the channels of
a band are observed. As a result, the spectrum analyzer platform was employed to perform
the measurements on which the study presented in this chapter relies.

The spectrum analyzer was employed to record the spectral activity in the same spectrum
bands studied in Chapters 7 and 8 (see Table 7.1) and considering the same measurement
locations, namely a building rooftop (see location 1 in Figure 3.1) and a room inside the
same building (see location 2 in Figure 3.1). Based on the configuration shown in Table 3.1,
each band was measured across a time span of 7 days, from Monday midnight to Sunday
midnight. The captured data were used to extract the binary channel occupancy patterns
from the measured channels by classifying the spectrum analyzer’s power samples as either
busy or idle states. To this end, the CED scheme described in Section 6.2 was employed to
process the spectrum data on a power-sample basis, as in Chapters 7 and 8. The resulting
binary sequences of busy and idle states for each individual channel were compared and
analyzed as detailed in the following sections.
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9.4 System model

The considered system model assumes that the DSA/CR network operates over a set of C
radio channels, denoted as ϒ = {υ1,υ2, . . . ,υc, . . . ,υC}. Let’s denote as S = {s0,s1} the
state space for a primary radio channel, where s0 indicates that the channel is idle and s1
that the channel is busy. The state of the C channels is simultaneously observed at dis-
crete time instants t = tk = kTs, where k is a non-negative integer and Ts is the time period
elapsed between two consecutive observations. Assuming that the set of channels ϒ is ob-
served for a time period KTs, each channel is characterized by a binary occupancy sequence
{Sc(t1),Sc(t2), . . . ,Sc(tk), . . . ,Sc(tK)}, where Sc(tk) denotes the state of channel υc at time
instant tk and it can either be Sc(tk) = s0 or Sc(tk) = s1.

9.5 Statistical time-frequency characteristics of spectrum usage

The aim of this section is to analyze the statistical properties of spectrum usage in the time
and frequency dimensions from a joint perspective. Concretely, the first objective is to deter-
mine whether the binary time-occupancy pattern of a radio channel depends on other chan-
nels within the same band or, on the contrary, the individual channel occupancy patterns are
mutually independent. In case of dependence, the second objective is to adequately model
dependence relations. To this end, several metrics based on correlations and probabilistic
properties are employed in order to assess the degree to which the occupancy patterns of a
group of channels is mutually related.

9.5.1 Correlation metrics

The dependence between the occupancy patterns of any two channels, υi and υ j, can be
evaluated by means of the correlation metrics defined in Section 8.9.1 [260], namely the
Pearson’s product-moment correlation coefficient ρ(υi,υ j), the Kendall’s rank correlation
coefficient τ(υi,υ j) and the Spearman’s rank correlation coefficient ρs(υi,υ j). If the patterns
are independent, the correlation coefficients must be zero (or approximately zero), although
the converse is not true in general. This means that non-zero correlations in empirical data
would imply the existence of some dependence relations, which could be characterized by
means of the considered correlation coefficients.

In order to apply such correlation metrics to channel occupancy sequences, the idle and
busy states of every channel need to be represented by numerical values. To this end, the
equivalences s0 ≡ 0 and s1 ≡ 1 are employed. Taking into account these equivalences, the
following correlation matrix can be computed:

R = [ri j]C×C =


r11 r12 · · · r1C

r21 r22 · · · r2C
...

...
. . .

...
rC1 rC2 · · · rCC

 (9.1)



9.5. Statistical time-frequency characteristics of spectrum usage 199

where ri j (i, j = 1,2, . . . ,C) represents the correlation between the binary occupancy se-
quences of channels υi and υ j. The elements of R could be computed based on the Pear-
son, Kendall and Spearman correlation coefficients, i.e. ri j = ρ(υi,υ j), ri j = τ(υi,υ j) and
ri j = ρs(υi,υ j), thus leading to correlation matrices Rρ = [ρ(υi,υ j)]C×C, Rτ = [τ(υi,υ j)]C×C
and Rρs = [ρs(υi,υ j)]C×C, respectively. For binary sequences, however, the three correlation
coefficients are equivalent and provide the same results (i.e., the computation of anyone of
them is enough). Notice that R is a symmetric matrix since ri j = r ji for all i, j. Moreover,
the main diagonal of R is composed of ones (i.e., ri j = 1 for i = j) since the correlation of a
sequence with an identical copy of itself is equal to one. The rest of elements of R (i.e., ri j

for i 6= j) will enable the correlation between all possible pairs of channels to be determined.

9.5.2 Correlation results

Based on spectrum analyzer measurements, the matrix of Equation 9.1 was computed for
various spectrum bands (see Table 7.1). Figure 9.1 shows, as an example, the results ob-
tained for the TETRA DL band, where the elements of R are plotted as a function of the
channel indexes i and j. This figure is also representative of the results obtained for the rest
of analyzed spectrum bands. It can be appreciated, as expected, that the matrix is symmet-
ric and its main diagonal is composed of ones. More importantly, it can also be observed
that most channel pairs show a correlation coefficient equal (or very close) to zero, except
for a few particular isolated cases for which significant correlation levels are observed. The
number of such cases, however, is not relevant with respect the overall number of possible
channel pairs. It is also interesting to mention the existence of a region (around channel
indexes 200 and 250) where the observed correlation levels, although not specially signif-
icant, are appreciably higher than in the rest of cases. The mentioned region is very close
to the main diagonal, meaning that such correlation levels are observed between adjacent or
nearby channels. It is also worth noting that this circumstance was not observed for other
spectrum bands. Except for these particular cases, the rest of values of matrix R indicate that
the correlation level between the occupancy patterns of any two channels within a spectrum
band is in general approximately equal to zero. It is important to highlight, however, that
this observation is not enough to draw any conclusions on independence since independence
implies null correlation, but the opposite is not true in general. The probabilistic metrics
discussed in Section 9.5.3 will determine conclusively whether the occupancy patterns for
channels within a spectrum band can be considered to be mutually independent in practice.

9.5.3 Probabilistic metrics

The probabilistic metric defined in this section is based on the fact that two events A and B are
independent if and only if their joint probability P(A,B) equals the product of their individual
probabilities P(A) and P(B), i.e. P(A,B) = P(A) ·P(B). Based on this simple result from the
basic theory of probability, the independence between the occupancy patterns of a pair of
channels can be determined as follows. First, compute the elements of matrix P = [pi j]C×C,
where pi j = P(Si(tk) = s1,S j(tk) = s1) represents the joint probability that channels υi and
υ j are simultaneously observed as busy at any time instant tk. Then, compute the elements
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Figure 9.1: Elements of matrix R for TETRA DL based on Pearson’s correlation coefficient.

of matrix Q = [qi j]C×C, where:

qi j =


Ψi ·Ψ j, i 6= j

Ψi = Ψ j, i = j

(9.2)

where Ψi and Ψ j represent the DC of channels υi and υ j, respectively. Finally, compute
the difference between both matrices. If P−Q = 0C×C, where 0C×C denotes a C×C square
matrix whose elements are all zero, then the occupancy patterns of channels within the same
band are mutually independent. However, if an appreciable number of elements is non-zero,
then this would imply that independence is not a completely realistic assumption.

The proposed procedure is justified as follows. The elements of P can be expressed as
pi j = P(Si(tk) = s1 |S j(tk) = s1) ·P(S j(tk) = s1). If the occupancy patterns of channels υi and
υ j are independent, then it must be true that P(Si(tk) = s1 |S j(tk) = s1) = P(Si(tk) = s1) and
in such a case pi j = P(Si(tk) = s1) ·P(S j(tk) = s1). Notice that the terms of the last equality
represent the probability that the channels are observed as busy or in other words their DCs,
i.e. P(Si(tk) = s1) = Ψi and P(S j(tk) = s1) = Ψ j. Therefore, if the occupancy patterns
of channels υi and υ j are independent, it holds that pi j = qi j and therefore pi j − qi j = 0.
Notice, however, that this is only true for i 6= j since the elements of the main diagonal
of P are given by pii = P(Si(tk) = s1,Si(tk) = s1) = P(Si(tk) = s1) = Ψi, which requires a
particular definition of qi j in Equation 9.2 for i = j in order to guarantee that the equality
P−Q = 0C×C holds for all elements in case of independence.
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Figure 9.2: Elements of matrix abs(P−Q) for TETRA DL.

9.5.4 Probabilistic results

Matrices P and Q were estimated based on field measurements performed with the spec-
trum analyzer measurement platform. The elements of P were computed as the number of
observations with busy states in each pair of channels divided by the total number K of ob-
servations. The elements of Q were derived based on the empirical DCs of each individual
channel, obtained as the quotient between the number of observations with busy state and
the total number K of observations. The difference between both matrices was computed
for various spectrum bands. Figure 9.2 shows, as an example, the results obtained for the
TETRA DL band, where the absolute values of the elements of the resulting difference ma-
trix are plotted as a function of the channel indexes i and j. This figure is also representative
of the results obtained for the rest of analyzed spectrum bands. As it can be appreciated, the
difference matrix is composed of zeros for all channel pairs, except for the same particular
cases for which appreciable correlation levels were observed in Figure 9.1. The number
of such cases, as previously mentioned, is not relevant with respect the overall number of
possible channel pairs. As a result, and based on Figure 9.2, it can be concluded that the
occupancy patterns for channels within a spectrum band can be considered to be mutually
independent. This is a result with important implications for joint time-frequency model-
ing, since it implies that the instantaneous occupancy state of a channel is unrelated to the
instantaneous state of the rest of channels within the considered band and, consequently,
the occupancy patterns of a group of channels can be modeled independently of each other.
On one hand, this enables the direct application of the time-domain models developed in
Chapters 7 and 8 without any modifications or additional considerations. On the other hand,
this enables the statistical properties of spectrum usage over frequency to be analyzed and
studied independently of the time-dimension statistics, which is performed in Section 9.6.
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9.6 Statistical characteristics of spectrum usage over frequency

The results obtained in Section 9.5 indicate that the occupancy patterns of a set of channels
within the same band can be modeled independently of each other. Nevertheless, there are
some frequency aspects that need to be taken into account for a realistic and accurate time-
frequency modeling of spectrum usage. Concretely, and after extensive analysis of empirical
measurement data, two aspects deserving explicit consideration were observed. The first one
is the probability distribution of DC values for channels within the same band. The second
one is the DC clustering over frequency, i.e. the existence of groups of contiguous channels
with similar DC values. Both aspects are discussed in detail in the following sections.

9.6.1 Duty cycle distribution

Given the set ΨΨΨ= {Ψ1,Ψ2, . . . ,Ψc, . . . ,ΨC}, where Ψc is the DC of channel υc, the probabil-
ity distribution of the elements of ΨΨΨ was computed for all the analyzed bands and compared
to various models. It was found that the empirical DC CDFs can accurately be fitted with
the beta [210] and Kumaraswamy [244] distributions. The CDF for the former is given by:

FB(x;α,β) = Ix(α,β) =
Bx(α,β)

B(α,β)
, x ∈ (0,1) (9.3)

where α > 0 and β > 0 are shape parameters, Ix(α,β) is the regularized incomplete beta
function [201, 6.6.2], Bx(α,β) is the incomplete beta function given by [201, 6.6.1]:

Bx(α,β) =
∫ x

0
zα−1(1− z)β−1dz (9.4)

and B(α,β) is the beta function [201, 6.2.1] given by Equation 9.4 with x = 1 (see Equation
7.22). The CDF for the latter is given by:

FK(x;a,b) = 1− (1− xa)b , x ∈ (0,1) (9.5)

where a > 0 and b > 0 are shape parameters.
As mentioned in Section 7.6, the beta distribution is a well-known and widely used

distribution that can be found in many popular software simulation packages. However,
it may present some difficulties in analytical studies due to the complex expression of its
CDF. The Kumaraswamy distribution is similar to the beta distribution, but easier to use in
analytical studies due to its simpler form [245]. Therefore, while the former may be more
appropriate for simulations, the latter may be more convenient for analytical studies.

Figure 9.3 shows some examples of empirical DC distributions and their corresponding
beta and Kumaraswamy fits. The selected bands represent examples for a wide variety of
load levels, including very low (E-GSM 900 UL), low (DECT), medium (ISM) and very high
(E-GSM 900 DL) average band DCs. As it can be appreciated, the beta and Kumaraswamy
distributions are able to provide reasonably accurate fits in all cases. In order to facilitate
the application of these models, Table 9.1 provides some reference values for the param-
eters of these distributions, extracted from empirical measurement data by means of MLE
techniques, along with the average band DCs, computed as Ψ = (1/C)∑

C
c=1 Ψc.
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Figure 9.3: Empirical DC distributions and their corresponding beta and Kumaraswamy fits.

Table 9.1: Fitted values for the Beta and Kumaraswamy DC distributions.

Measured Average band Beta Kumaraswamy
band duty cycle Ψ ααα βββ a b

Amateur 0.17 0.5796 2.8963 0.6311 2.5599

Paging 0.28 1.4867 3.9601 1.3449 4.2382

TETRA UL 0.03 0.7105 44.0554 0.7849 26.9302

TETRA DL 0.36 0.1840 0.2837 0.1389 0.4223

E-GSM 900 UL 0.02 1.6044 116.6408 1.2690 208.5805

E-GSM 900 DL 0.96 0.9119 0.0778 0.8970 0.0786

DCS 1800 UL 0.02 0.2023 6.0738 0.2545 2.6118

DCS 1800 DL 0.44 0.4525 0.6118 0.4463 0.6846

DECT 0.12 2.3217 17.5170 1.7434 34.2432

ISM 0.42 0.2022 0.3418 0.1426 0.4155
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9.6.2 Duty cycle clustering

The second aspect of interest of spectrum occupancy in the frequency domain is the DC
clustering over frequency, i.e. the existence of groups of contiguous channels with similar
DC values. The analysis of empirical measurement data indicated that channels with similar
load levels rarely occur alone, but in groups of certain size. Clearly, this aspect is a statistical
property that a realistic and accurate model needs to capture and reproduce because of its
direct impact on the amount of consecutive vacant spectrum that a secondary user may find.

In order to analyze and characterize the DC clustering over frequency, a set of five
DC archetypes was defined, namely very low Ψ ∈ [0,0.05], low Ψ ∈ (0.05,0.40], medium
Ψ ∈ (0.40,0.60], high Ψ ∈ (0.60,0.95] and very high Ψ ∈ (0.95,1] levels. The DCs ob-
served in the analyzed spectrum bands were computed and classified into the aforementioned
archetypes. Figures 9.4 and 9.5 show some examples for the TETRA UL and TETRA DL
bands, respectively. In each figure, the upper graph shows the instantaneous spectrum occu-
pancy for each channel for a time period of 60 minutes (white/black points indicate idle/busy
observations, respectively), while the lower graph shows the channel DCs and their corre-
sponding classification into the considered archetypes (each archetype is represented by a
different color). As it can clearly be appreciated, channels with similar occupancy levels
appear together in blocks of certain size, i.e. the DC is clustered in the frequency domain.
It is worth noting that this behavior was also observed for the rest of analyzed spectrum
bands. To statistically characterize this aspect, the number of contiguous channels within
each cluster (i.e., group of channels belonging to the same DC archetype) was evaluated for
each measured spectrum band. The probability distribution of the resulting cluster sizes was
evaluated and compared to several discrete models, from which it was observed that the em-
pirical DC CDFs can accurately be fitted with a shifted version of the geometric distribution
[210] (see Table 8.13), whose CDF is given by:

FGeom(k; p) = 1− (1− p)k , k ∈ N∗ = {1,2,3, . . .} (9.6)

where k represents the number of channels belonging to the same group (i.e., the cluster
size) and 1/p (0≤ p≤ 1) represents its expected (mean) value, i.e. E{k}= 1/p.

Figure 9.6 shows some examples of empirical distributions of the number of channels
per cluster and their corresponding geometric fits. Since the number of clusters within each
band is significantly low, the distribution fitting does not provide highly reliable results but
clearly indicates that the geometric distribution provides reasonably accurate fits. In order
to facilitate the application of this model, Table 9.2 provides some reference values for the
parameter p of the geometric distribution, extracted from empirical measurement data as the
inverse of the average number of channels per cluster. The value of the parameter p can be set
following other alternative methods. For example, if a particular average number of channels
per cluster, M, needs to be reproduced, then it can be configured as p = 1/M. Moreover, it
was empirically observed that the relation p≈C ·10−3, with C being the number of channels,
holds for many of the analyzed spectrum bands, which can also be used to select the value of
the geometric distribution parameter as long as the resulting value satisfies p ≤ 1. Another
option would be to draw the value of p from a uniform distribution in [0.1,0.6].
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Figure 9.4: Empirical spectrum data for the TETRA UL band.
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Figure 9.5: Empirical spectrum data for the TETRA DL band.
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Figure 9.6: Empirical distributions of the number of channels per cluster and their corresponding
geometric fits.

Table 9.2: Fitted values for the geometric distribution of number of channels per cluster.

Measured Parameter ppp of the
band geometric distribution

Amateur 0.5625

Paging 0.3491

TETRA UL 0.0752

TETRA DL 0.2857

E-GSM 900 UL 0.2011

E-GSM 900 DL 0.1322

DCS 1800 UL 0.3824

DCS 1800 DL 0.6096

DECT 0.2000

ISM 0.3846
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9.7 Applicability of the models and simulation method

The study carried out in Sections 9.5 and 9.6 reveals three important conclusions on the
statistical properties of spectrum usage in the time-frequency domain. First, the binary time-
occupancy patterns of the channels within a given spectrum band are mutually independent.
Second, the DC of the channels within a given spectrum band follow beta or Kumaraswamy
distributions. Third, the DC is clustered over frequency and the number of channels per
cluster follows a geometric distribution.

These findings and the corresponding statistical models can readily be employed and ap-
plied in analytical studies involving the time-frequency dimensions of spectrum usage. How-
ever, the applicability of such models is not restricted to analytical studies. The proposed
models can also be used and implemented in simulation tools for the design and dimen-
sioning of secondary DSA/CR networks as well as the performance evaluation of DSA/CR
techniques. In order to illustrate the applicability of such models in the context of simula-
tion tools, a procedure to generate artificial spectrum data is described below. The proposed
method is composed of three phases, each of which ensures that the generated data satisfy
the three statistical properties mentioned above.

• Phase 1: Generation of DC values.

– Step 1.1: Specify the number C of channels within the considered spectrum
band.

– Step 1.2: Select a DC distribution function F(Ψ) (beta or Kumaraswamy) and
select appropriate values for the distribution parameters. The values
provided in Table 9.1 can be used as a reference.

– Step 1.3: Based on the probability distribution resulting from Step 1.2, generate
a set of C independent random numbers, which will constitute the set
Ψ̂ΨΨ = {Ψ̂1,Ψ̂2, . . . ,Ψ̂c, . . . ,Ψ̂C} of DC values to be assigned to the C
channels of the considered spectrum band.

• Phase 2: Assignment of DC values to channels.

– Step 2.1: Define a set A = {A1,A2, . . . ,An, . . . ,AN} of N DC archetypes along
with the corresponding set ΛΛΛ = {Λ0,Λ1, . . . ,Λn, . . . ,ΛN} of N +1 DC
thresholds, where Λ0 = 0 and ΛN = 1. A DC Ψ̂c belongs to archetype
An if Λn−1 < Ψ̂c ≤ Λn.

– Step 2.2: Based on the probability distribution resulting from Step 1.2, com-
pute the elements of the set ΠΠΠ = {Π1,Π2, . . . ,Πn, . . . ,ΠN}, where
Πn = P(An) = P(Λn−1 < Ψ̂c ≤ Λn) = F(Λn)−F(Λn−1) represents the
probability that a channel belongs to archetype An.

– Step 2.3: Classify the values of set Ψ̂ΨΨ into the archetypes of set A based on
the threshold set ΛΛΛ. This produces N subsets {Ψ̂ΨΨn}n=1,...,N (one per
DC archetype) with ηn = |Ψ̂ΨΨn| elements each satisfying the conditions⋃N

n=1 Ψ̂ΨΨn = Ψ̂ΨΨ and
⋂N

n=1 Ψ̂ΨΨn = /0.
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– Step 2.4: Select an appropriate value for the parameter p of the geometric distri-
bution of the number of channels per cluster. The values provided in
Table 9.2 as well as the alternative methods proposed in Section 9.6.2
can be used as a reference.

– Step 2.5: Set to zero the elements of ΨΨΨ = {Ψ1,Ψ2, . . . ,Ψc, . . . ,ΨC}, where Ψc

represents the DC value finally assigned to channel υc. Set to zero the
elements of the set ααα= {α1,α2, . . . ,αn, . . . ,αN}, where αn represents a
counter of the number of channels belonging to DC archetype An with
an assigned final DC value. Define the counter αC = ∑

N
n=1 αn for the

overall number of channels with an already assigned DC value. Repeat
the following points until αn = ηn for all n (i.e., αC = ∑

N
n=1 ηn =C):

1. Decide the DC archetype A′=An for the next cluster (i.e., the next
group of channels) by generating a uniformly distributed U(0,1)
random variate and comparing against the probabilities of set ΠΠΠ.

2. If this is not the first iteration of the process and the archetype A′

resulting from point 1 is of the same type as the archetype A′′ of
the previously generated cluster, or if the number of channels for
archetype A′ = An has already been reached (αn = ηn), go back to
point 1 and recompute A′ until the conditions A′ 6=A′′ and αn <ηn

are met. The condition A′ 6= A′′ is not necessary when there is a
single DC archetype for which αn < ηn.

3. Decide the number χ of channels that belong to the new cluster
of type A′ = An as a random number drawn from the geometric
distribution obtained in Step 2.4. If αn + χ > ηn, then perform
the correction χ = ηn−αn in order to meet the total number of
channels per archetype.

4. Select randomly χ DC values from subset Ψ̂ΨΨn (archetype An)
that have not been assigned yet in order to form the subset
Ψ̃ΨΨ = {Ψ̃1,Ψ̃2, . . . ,Ψ̃χ} ⊆ Ψ̂ΨΨn. Append subset Ψ̃ΨΨ to the set of
DC values already assigned, i.e. {ΨαC+1,ΨαC+2, . . . ,ΨαC+χ} =
{Ψ̃1,Ψ̃2, . . . ,Ψ̃χ}= Ψ̃ΨΨ.

5. Update counters αn = αn +χ and αC = αC +χ. Go to point 1.

• Phase 3: Generation of time-domain occupancy sequences.

– Step 3.1: Select appropriate distributions F0(T0) and F1(T1) for the length T0 of
idle periods and the length T1 of busy periods, respectively.

– Step 3.2: Configure the parameters of the distributions selected in Step 3.1 in
such a way that the channels’ average DCs meet the DC values ob-
tained in Step 2.5, i.e. E{T c

1 }/(E{T c
0 }+E{T c

1 }) = Ψc, where E{T c
0 }

and E{T c
1 } are the mean length of idle and busy periods, respectively,

for the c-th channel, υc.
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– Step 3.3: Generate for every channel a sequence of consecutive idle/busy peri-
ods whose lengths are drawn from the properly configured distributions
F0(T0) and F1(T1). The sequences generated for every channel must be
independent from each other. It is worth noting that the more sophis-
ticated simulation method proposed in Section 8.9.4 can be used here
in order to reproduce not only the distributions F0(T0) and F1(T1), but
also the correlation properties of spectrum usage observed in real radio
communications systems.

As it can be inferred from the proposed method, the steps conducted in the first phase
guarantee that the DC values of the band follow an appropriate beta or Kumaraswamy distri-
bution and consequently reproduce the corresponding average band DC. The second phase
ensures that the DCs of contiguous channels respect the clustering properties observed in
empirical measurements. Finally, the third phase provides the lengths of busy and idle peri-
ods for each channel so that not only the desired period length distributions are reproduced
but also the appropriate DC distribution over frequency channels (and additionally the time-
correlation properties of spectrum usage if the method of Section 8.9.4 is employed).

In order to illustrate the proposed method, artificial spectrum data were generated for
the TETRA UL and TETRA DL bands. The number of channels C was set according to
the spectrum regulation specifications and the parameters for the beta and geometric dis-
tributions were configured as shown in Tables 9.1 and 9.2. It is worth noting that these
values correspond to the empirical measurements depicted in Figures 9.4 and 9.5. The DC
archetypes considered in Section 9.6.2 were also employed in this case. Based on the con-
clusions reached in Section 8.7, generalized Pareto distributions were selected for both the
idle and busy period lengths. For the parameters of the busy periods distribution, F1(T1), the
values shown in Table 8.4 for very high DCs were selected. For the idle periods distribution,
F0(T0), the location and shape parameters were configured as the mean of the values shown
in Table 8.4, while the scale parameter was computed in order to meet the appropriate DC
value as described in Step 3.2. For those channels for which this procedure resulted in neg-
ative period lengths, the scale parameter was set to 0.01 and the shape parameter was then
recomputed in order to provide the required channel DC. The sequences of busy and idle
periods were then generated using the simulation method described in Section 8.9.4 in order
to reproduce time-correlation properties. Artificial spectrum data were generated for a time
period of 60 minutes. The obtained spectrum data are shown in Figures 9.7 and 9.8 in the
same format as in Figures 9.4 and 9.5. The visual inspection and comparison of these two
pairs of figures suggests that the proposed method is able to reproduce the statistical prop-
erties of spectrum in the time and frequency domains. To rigorously verify this statement,
the artificial spectrum data were analyzed in the same manner as the field measurement data.
The analysis conducted indicated that the generated spectrum data had the same statistical
properties as the empirical data in terms of the average band DC, the probability distribution
for the channel DCs, the DC clustering distributions, the probability distribution for busy and
idle period lengths and the time-correlation properties. This highlights the capability of the
proposed models and simulation method to accurately capture and reproduce the statistical
properties of spectrum usage observed for real systems in the time and frequency domains.
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Figure 9.7: Artificially generated spectrum data for the TETRA UL band.
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Figure 9.8: Artificially generated spectrum data for the TETRA DL band.
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9.8 Summary

This chapter has addressed the problem of jointly modeling spectrum occupancy in the time
and frequency domains. The joint behavior of a set of channels within the same band is a
feature that needs to be accurately reproduced by spectrum usage models since it has a di-
rect impact on the amount of consecutive vacant spectrum that a DSA/CR user may find, as
well as the time period for which spectrum gaps can be exploited for opportunistic use. This
chapter has analyzed the statistical time-frequency characteristics of spectrum usage based
on empirical data from extensive spectrum measurement campaigns. The study conducted
has revealed three important aspects to be taken into account for a realistic and accurate mod-
eling of spectrum usage. First, the binary time-occupancy patterns of the channels within
a given spectrum band are mutually independent. Second, the DC of the channels within
the same spectrum band follow beta or Kumaraswamy distributions. Third, the DC is clus-
tered over frequency and the number of channels per cluster follows a geometric distribution.
Based on these findings, a sophisticated procedure has been developed in order to generate
artificial spectrum occupancy data for simulation and other purposes. The proposed method
is able to accurately capture and reproduce the statistical time-frequency characteristics of
spectrum usage observed in real radio communication systems.





CHAPTER

10

SPATIAL MODELS

10.1 Introduction

The present chapter extends and complements the studies performed in Chapters 7, 8 and 9
by addressing the problem of modeling spectrum occupancy in the spatial dimension. While
previous works in this area have mainly faced the problem from statistical modeling perspec-
tives, the study reported in this chapter introduces a novel spatial model based on a different,
simple, clear and intuitive theoretical approach. The proposed models are envisaged to de-
scribe the average level of occupancy (expressed in terms of the DC) that would perceived
by DSA/CR users at various geographical locations based on the knowledge of some simple
primary signal parameters. Moreover, an extension is proposed in order to characterize not
only the average occupancy perception but also the simultaneous observations of various
DSA/CR users on the spectrum occupancy pattern of the same transmitter. This extension
can be useful in the study of cooperative techniques (e.g., cooperative spectrum sensing)
as well as the development of innovative simulation tools. The validity and correctness of
the theoretical models is evaluated and corroborated with extensive empirical measurement
results. Some illustrative examples of their potential applicability are discussed as well.

The rest of this chapter is organized as follows. First, Section 10.2 reviews the related
previous work on space-dimension models of spectrum usage, describing their modeling
approaches and main characteristics. Section 10.3 describes the methodology employed
to capture and process the empirical data used in the validation of the proposed models,
which are presented in Sections 10.4 and 10.5. First, Section 10.4 presents a set of spectrum
models envisaged to characterize the average spectrum occupancy perceived at different
geographical locations. Section 10.5 then extends the models by including some additional
considerations to characterize the concurrent observations of different DSA/CR users. The
potential applicability of the developed models is illustrated in Section 10.6. Finally, Section
10.7 summarizes and concludes the investigation carried out in this chapter.
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10.2 Previous work

The spatial dimension of spectrum occupancy has frequently been analyzed and modeled in
the existing DSA/CR literature in terms of the interference from a secondary network to a
primary system as a function of relative locations, distances, transmission powers and radio
propagation conditions [267]. Thus, previous works have studied for example the aggregated
interference power from DSA/CR users surrounding a primary receiver [268–270], the out-
age probability of a primary system caused by interference from DSA/CR networks for the
cases of both underlay and overlay spectrum sharing [271], the region of communication
and interference for the users of a DSA/CR network that coexists with a cellular network
[272], the interference to wireless microphones operating in TV bands [273] and further re-
finements including shadowing and fading effects [274, 275] as well as power control in the
secondary network [276].

The scope of this chapter is on the busy/idle binary occupancy pattern observed by
DSA/CR users as a function of their spatial location. This relevant aspect has received
less attention in DSA/CR research. For example, the spatial distribution of the spectral oc-
cupancy was analyzed in [241] in the context of a cellular mobile communication system. In
contrast to other similar works where a cellular network is monitored from outside the sys-
tem by means of field measurements and in a limited geographical region [167, 168, 277],
the study reported in [241] monitors the arrival of calls from inside the system and over
hundreds of base stations simultaneously in the period of three weeks. Based on such mea-
surements and making use of variograms, the study presented in [241] analyzes the spatial
variability of the spectral occupancy for sectors of the same and different cells as well as the
correlation among various cells based on the traffic supported during the minute of maxi-
mum load. Although the analyses carried out in [241] show interesting spatial properties of
the spectrum utilization in cellular mobile communication systems, no model enabling the
reproduction of the analyzed statistics is proposed.

The possibility to analyze and characterize the spectrum occupancy in the spatial do-
main by means of the PSD utilizing spatial statistics and random fields is explored in [278].
A modeling procedure based on the spatial statistics studied in [278] is proposed in [279]
and complemented in [280]. The modeling procedure described in [279, 280] consists in
determining the average PSD value over a set of points with a certain spatial distribution on
a specified geographical area. This information can be obtained by means of field measure-
ments as described in [279] (empirical model) or by means of simulators or radio planning
software tools as detailed in [280] (deterministic model). Once the spatial values of aver-
age PSD are determined, the resulting values are employed to fit an analytic semivariogram
model, which permits to reproduce the statistical properties of the average PSD values ob-
served on a certain geographical area.

While previous works in the area of spectrum occupancy modeling in the spatial dimen-
sion have faced the problem from a statistical perspective, the study reported in this chapter
introduces a novel spatial spectrum usage model based on a different, simple, clear and
intuitive theoretical approach that enables modeling the occupancy level perceived at any
geographical location based on the knowledge of some simple primary signal parameters.
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10.3 Measurement setup and methodology

The spectrum analyzer measurement platform discussed in Chapter 2 and Appendix A was
employed to perform measurements in several spectrum bands (see Table 7.1) in an urban
environment. Figure 3.1 shows the different geographical locations considered in this study,
which embrace a wide variety of scenarios including indoor (location 2) and outdoor en-
vironments at high points (location 1), narrow streets (locations 3–7), between buildings
(locations 8–10) and in open areas (locations 11–12). The considered measurement loca-
tions represent various physical scenarios of practical interest that embrace a wide range of
receiving conditions and levels of radio propagation blocking, ranging from direct line of
sight to severely blocked and faded signals. This variety of measurement conditions allowed
to observe the same set of transmitters under different propagation conditions and with dif-
ferent SNR levels. Based on the configuration shown in Table 3.1, each band was measured
for time periods of at least 1 hour1. The captured data were used to extract the binary chan-
nel occupancy patterns from the measured channels by classifying the spectrum analyzer’s
power samples as either busy or idle states. To this end, the CED scheme described in Sec-
tion 6.2 was employed to process the spectrum data on a power-sample basis, as in Chapters
7, 8 and 9. The resulting binary sequences of busy and idle states for each individual channel
at various locations were compared and analyzed as detailed in the following sections.

In order to validate the spectrum usage models developed for simultaneous observations
of DSA/CR users in various geographical locations, some additional field measurements
were performed by making use of two identical measurement suites. One measurement suite
was placed in the outdoor high point (location 1 in Figure 3.1), where the receiving SNR is
maximum for most of the analyzed bands, while the second measurement suite was displaced
along the rest of outdoor measurement locations at the ground level (locations 3–12 in Figure
3.1). Making use of the same measurement configuration, measurements were performed
concurrently for every possible pair of locations. As explained in Appendix A, the developed
measurement platform is able to run synchronously with other identical units by making use
of the time reference provided by an external GPS receiver. This feature can be employed
when two or more measurement suites are deployed at different locations and need to be
time-synchronized, which results useful to determine and compare the instantaneous activity
pattern of a given transmitter as perceived at different locations. The empirical data captured
with this measurement configuration were processed following the same methodological
procedures as the rest of field measurements.

10.4 Models for average spectrum occupancy perception

The models presented in this section describe the spatial distribution of the DC. The interest
of employing the DC lies in its ability to summarize the overall spectrum occupancy within

1Note that most of the measurement locations considered in this study (see Figure 3.1) are public places,
which prevented unattended operation of the measurement equipment for long time periods. Since the presence
of an operator was required in every measurement session, periods of 7 consecutive days as in Chapters 7, 8 and
9 were infeasible and were therefore shortened to 1 hour in this case.
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a certain time interval and frequency range in a single numerical value. The DC has been
employed in many past spectrum occupancy studies to quantify and compare the occupancy
level of several spectrum bands or to compare the occupancy of the same band under dif-
ferent conditions or at different locations. The spatial distribution of the DC is employed
in this chapter as a means to describe the spectrum occupancy that would be perceived by
secondary DSA/CR terminals at different geographical locations.

It is important to make a clear distinction between the Activity Factor (AF) of a primary
transmitter in a certain channel and the DC perceived by secondary DSA/CR terminals in that
channel. The AF of a primary transmitter represents the fraction of time that the transmitter
is active (i.e., transmitting in the channel). A DSA/CR terminal in an arbitrary location with
good radio propagation conditions with respect to the primary transmitter would observe
the channel as busy whenever the primary transmitter is active. However, at other locations
where the propagation conditions are not so favorable, the primary signal might not be de-
tected. In such a case, the level of spectrum activity perceived by the DSA/CR terminal in
terms of the DC would be lower than the actual AF of the primary transmitter. While the AF
is unique for a given transmitter, the DC perceived at different locations may be different.
Since the propagation conditions strongly vary with the geographical location, the perceived
DC will vary over space accordingly. The aim of this section is to develop a model able to
describe the spatial distribution of the DC as a function of the radio propagation conditions.

10.4.1 Received average power distribution

The occupancy state of a channel as perceived by a DSA/CR terminal depends on the em-
ployed spectrum sensing method. The models developed in this chapter assume ED. Due to
its simplicity, wide range of application and relevance, ED has been the preferred choice for
DSA/CR and also constitutes the spectrum sensing method considered in this study.

According to ED, a DSA/CR terminal measures the power received in a certain fre-
quency band over a predefined time period 2T , which can be expressed as:

PR =
1

2T

∫ +T

−T
PR(t)dt (10.1)

where PR(t) is the instantaneous power received by the DSA/CR terminal (including noise)
and PR is the average power employed as a test statistic to decide whether a primary signal
is present in the sensed channel. The spectrum occupancy perception of a DSA/CR user at a
particular location depends on the statistics of the received average power, PR, which in turn
depends on the radio propagation conditions resulting from the surrounding environment.
The perceived spectrum occupancy can therefore be related to the received average power
and studied based on the statistics of PR, which can be inferred as discussed below.

The PDF of PR(t) is in general unknown since it is the result of the combined effects
of the primary transmission power pattern, which in principle is unknown, and the radio
propagation mechanisms. However, it is reasonable to assume that the mean value of PR(t),
denoted as µR,t , and its variance, denoted as σ2

R,t , can be computed at any arbitrary location
by employing appropriate radio propagation models.
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The instantaneous power PR(t) is a stochastic process2 that can be thought of as a non-
countable infinity of independent and identically distributed random variables, one for each
time instant t, with mean µR,t and variance σ2

R,t . Since PR is obtained as the average of an
infinite number of random variables, the central limit theorem can therefore be employed to
approximate the PDF of PR as a normal distribution, regardless of the actual PDF of PR(t),
with mean µR and variance σ2

R given by [210, pp. 523–525]:

µR = E{PR}=
1

2T

∫ +T

−T
E{PR(t)}dt = µR,t (10.2)

σ
2
R = V{PR}=

1
T

∫ 2T

0
CR(τ)

(
1− τ

2T

)
dτ

≈ 1
T

∫ 2T

0
CR(τ)dτ≈ 1

T

∫
∞

0
CR(τ)dτ

≈ τc

T
CR(0) =

τc

T
σ

2
R,t (10.3)

where T has been assumed to be sufficiently large, CR(τ) is the autocovariance of PR(t) and
τc is a constant called the correlation time, which satisfies that CR(τ) ≈ 0 for τ > τc and is
defined as the ratio [210, p. 389]:

τc =
1

CR(0)

∫
∞

0
CR(τ)dτ (10.4)

As it can be appreciated, the received average power distribution can be modeled as a
Gaussian PDF. Its mean value equals the mean value of the instantaneous received power
and its variance is directly related to the variance of the instantaneous power and depends on
the sensing period and the primary signal’s autocorrelation properties.

The validity of the Gaussian approximation is verified in Figure 10.1 for various ra-
dio technologies and also for the thermal noise’s average power (measured by replacing the
antenna with a matched load). It is worth noting that the PSD values provided by swept
spectrum analyzers are obtained by sequentially tuning a narrow band filter to a set of con-
secutive frequency points. Every frequency point is measured for a certain time interval,
thus causing some unavoidable averaging effect over the measured signal. Therefore, due to
the inherent operating principle, the PSD values provided by spectrum analyzers implicitly
include the averaging effect of Equation 10.1. Figure 10.1 compares the distribution of the
PR values captured by the spectrum analyzer at some selected channels3 and the Gaussian
curve corresponding to the sample mean and sample variance of the PR values. Although
signals from different radio technologies received at different frequencies are expected to
exhibit various instantaneous power patterns PR(t), Figure 10.1 indicates that the received
average power PR can be modeled as a Gaussian random variable for all cases regardless of
the particular instantaneous power distributions, thus verifying the formulated assumption.

2Note that even if the primary transmission power is perfectly constant, the radio propagation channel results
in some random variation of the received power PR(t). Moreover, PR(t) includes the unavoidable effects of the
receiver’s noise, which also introduces some random component.

3Spectrum analyzers normally provide power measurements in logarithmic magnitudes (e.g., dBm). For
convenience, to simplify the validation with field measurements, it is assumed hereinafter that all power values,
means and variances are expressed in logarithmic magnitudes.
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Figure 10.1: Validation of the Gaussian approximation for the PDF of the received average power.
The approximation is valid for line-of-sight measurements (location 1) as well as non
non-line-of-sight measurements (locations 2–12).

10.4.2 Spatial duty cycle models

This section presents a set of models to describe and predict the spectrum occupancy per-
ceived at various locations in terms of the DC. The DC can be defined as the probability that
the channel is observed as busy. Note that the ED method will report the channel as busy
whenever the average power PR is above a certain decision threshold λ. Since ED is not able
to distinguish between intended signals and undesired noise, the channel will be reported as
busy not only if a primary signal is received above the decision threshold but also if there is
no signal (or it is received below the threshold) and the noise power exceeds the threshold.

Let’s denote the distribution of the noise power as fN(PN) ∼ N (µN ,σ
2
N) and the dis-

tribution of the signal power (received in the presence of noise) as fS(PS) ∼ N (µS,σ
2
S).

According to this formulation, µN represents the noise floor of the DSA/CR receiver and
σN denotes the standard deviation of the noise powers PN experienced at various sensing
events (the effective noise power may be different between sensing events due to the finite
averaging period T or other reasons such as temperature variations). The primary power PS

received in the presence of noise is characterized by an average value µS that depends on
the transmission power and radio propagation conditions and a standard deviation σS that is
additionally affected by the noise of the DSA/CR receiver.

If the sensed channel is idle, the PDF of the observed average power, fR(PR), will be that
of the noise, fN(PN). In such a case, the probability that the observed power is above the
threshold (i.e., the perceived DC) is given by (see Figure 10.2):

Ψidle =
∫

∞

λ

fR(PR)dPR =
∫

∞

λ

fN(PN)dPN = Pf a (10.5)

where it has been assumed that the decision threshold λ is set so as to meet a specified target
probability of false alarm Pf a (see Section 4.4.3).
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Figure 10.2: Model considered to compute the DC (shaded area).

On the other hand, if the channel is busy when it is sensed, the PDF of the observed av-
erage power, fR(PR), will be that of the received signal, fS(PS). Assuming an ideal situation
where there is no noise, the DC perceived by the DSA/CR user would be given by:

Ψ
ideal
busy =

∫
∞

λ

fR(PR)dPR =
∫

∞

λ

fS(PS)dPS

=
1√

2πσS

∫
∞

λ

e−
1
2

(
PS−µS

σS

)2

dPS = Q
(

λ−µS

σS

)
(10.6)

where Q (·) represents the Gaussian Q-function [201, (26.2.3)]. Notice that Equation 10.6
indicates that the perceived occupancy in terms of the DC would tend to zero as the re-
ceived power decreases (i.e., µS → −∞). However, if the received signal power is below
the receiver’s noise, this situation would be equivalent to an idle channel where the receiver
observes only noise. In such a case, the perceived DC should be Pf a as indicated by Equa-
tion 10.5. A more realistic model for fR(PR) when the channel is busy, taking into ac-
count the presence of noise, would be fR(PR) = M { fN(PN), fS(PS)}, where M {·} denotes
a realization-wise maximum operator defined as follows. If A = {xa1 ,xa2 , . . . ,xan , . . . ,xaN}
and B = {xb1 ,xb2 , . . . ,xbn , . . . ,xbN} represent two sets of N random numbers (realizations)
drawn from distributions fa(xa) and fb(xb), respectively, then fc(xc) = M { fa(xa), fb(xb)}
represents the distribution of the elements of the set C = {xc1 ,xc2 , . . . ,xcn , . . . ,xcN}, where
xcn = max{xan ,xbn} for n = 1,2, . . . ,N, when N tends towards infinity. Notice that this op-
erator reproduces the effect of the noise floor on the observed power (i.e., the DSA/CR user
observes the received signal power when it is above the noise floor or the noise power oth-
erwise). Therefore, this definition of fR(PR) provides a more realistic model for the average
power PR actually observed by the DSA/CR receiver. Based on this model, the DC perceived
by the DSA/CR user when the channel is busy will then be given by:

Ψ
real
busy =

∫
∞

λ

fR(PR)dPR =
∫

∞

λ

M { fN(PN), fS(PS)}dPR

= max
{∫

∞

λ

fN(PN)dPN ,
∫

∞

λ

fS(PS)dPS

}
= max

{
Pf a,Q

(
λ−µS

σS

)}
(10.7)

As it can be appreciated, this model rightly predicts that the perceived activity level is never
lower than the target Pf a. The average DC perceived by the DSA/CR user will depend on the
transmission power of the primary transmitter and its particular activity pattern. The next
sections provide closed-form expressions for various general cases.
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10.4.2.1 Constant-power continuous transmitters

This section considers the particular case of constant-power primary transmitters with an AF
of 100% (e.g., TV and DAB-T). This case provides the basis for a simple occupancy model
that will be extended in the next sections for variable-power transmitters and/or discontinu-
ous transmission patterns.

If the primary transmitter is always active, the PDF of the received average power fR(PR)
will be that of the primary signal (with noise) at the location of the DSA/CR terminal, i.e.
fR(PR) = M { fN(PN), fS(PS)}. The probability that the received average power PR is above
the decision threshold λ and the DSA/CR user observes the channel as busy is given by
Equation 10.7. Assuming that the decision threshold is set to meet a certain Pf a:

Pf a =
∫

∞

λ

fN(PN)dPN =
1√

2πσN

∫
∞

λ

e−
1
2

(
PN−µN

σN

)2

dPN = Q
(

λ−µN

σN

)
(10.8)

Solving in Equation 10.8 for λ yields the decision threshold:

λ = Q −1(Pf a)σN +µN (10.9)

where Q −1(·) denotes the inverse of Q (·). Substituting Equation 10.9 into Equation 10.7
finally yields the DC model:

Ψ = max
{

Pf a,Q
(

Q −1(Pf a)σN−Γ

σS

)}
(10.10)

where Γ = µS−µN represents the average SNR expressed in decibels, while σS and σN are
the standard deviation of the signal and noise average powers also in decibels.

To validate Equation 10.10, Figures 10.3, 10.4, 10.5 and 10.6 depict, for selected analog-
ical TV, digital TV, E-GSM 900 broadcast and DCS 1800 broadcast channels4, the empirical
DC obtained for the 12 locations measured in Figure 3.1. Each empirical point corresponds
to the result of one location in Figure 3.1. The empirical DC has been computed for the
decision thresholds corresponding to Pf a = 1% and Pf a = 10%, and it is shown as a function
of the difference between the empirically measured average signal power µS and average
noise power µN in dBm, i.e. the SNR Γ in dB. The dependence of the perceived spectral
activity with the geographical location is reflected in the different SNR values observed at
each location. The theoretical curve of Equation 10.10 corresponding to the empirical sam-
ple means (µS,µN) and sample standard deviations (σS,σN) is also shown for comparison. As
it can be appreciated, the model agrees with the empirical values in all cases. These results
demonstrate that Equation 10.10 is able to accurately predict the spectral activity that would
be perceived by a DSA/CR user at any position based on some basic signal parameters.

4Although GSM/DCS traffic channels cannot be considered as a case of constant-power continuous trans-
mission, GSM/DCS broadcast channels can be classified into this category.
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Figure 10.3: Validation of DC model for constant-power continuous transmitters (analogical TV).
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Figure 10.4: Validation of DC model for constant-power continuous transmitters (digital TV).
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Figure 10.5: Validation of DC model for constant-power continuous transmitters (E-GSM 900
broadcast channels).
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Figure 10.6: Validation of DC model for constant-power continuous transmitters (DCS 1800 broad-
cast channels).
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10.4.2.2 Constant-power discontinuous transmitters

This section extends the model of Equation 10.10 by including the case of constant-power
but non-continuous transmitters. If the primary transmitter is characterized by a certain AF,
denoted as 0 < α < 1, the PDF of the received average power fR(PR) will be that of the
primary signal (with noise) M { fN(PN), fS(PS)} whenever the transmitter is active (which
will occur with probability α) or noise fN(PN) otherwise. Hence:

fR(PR) = (1−α) fN(PN)+αM { fN(PN), fS(PS)} (10.11)

and the resulting expression for the DC becomes:

Ψ =
∫

∞

λ

fR(PR)dPR

= (1−α)
∫

∞

λ

fN(PN)dPN +α

∫
∞

λ

M { fN(PN), fS(PS)}dPR

= (1−α)
∫

∞

λ

fN(PN)dPN +α max
{∫

∞

λ

fN(PN)dPN ,
∫

∞

λ

fS(PS)dPS

}
= (1−α)Pf a +α max

{
Pf a,Q

(
Q −1(Pf a)σN−Γ

σS

)}
(10.12)

Notice that Equation 10.10 is a particular case of Equation 10.12 with α = 1.
The validation of Equation 10.12 based on empirical measurements is not as straightfor-

ward as in the case of Section 10.4.2.1. While the values of µN and σN (receiver’s noise) can
be obtained by replacing the antenna with a matched load, the values of µS and σS cannot
be obtained from the captured data sequences as in Section 10.4.2.1 because in the case of
transmitters with α < 1 the captured data is composed of both signal and noise samples,
which cannot be distinguished reliably. Similarly, the actual AF α of the transmitter is also
unknown and cannot reliably be derived from the received power values without additional
information. To estimate µS, σS and α, an alternative procedure was followed. First, the
empirical PDFs of the captured data sequences were computed and, based on curve-fitting
procedures, the PDF of Equation 10.11, where µN and σN are known, was fitted to the empir-
ical PDFs. The set of values (µS, σS, α) minimizing the Root Mean Square Error (RMSE) of
the fits was then selected. As shown in the example of Figure 10.7, the theoretical PDF cor-
responding to the empirically measured (µN , σN) and the estimated set (µS, σS, α) perfectly
agrees with the empirical PDF, thus indicating that this procedure is able to provide accurate
estimates of the true signal parameters (µS, σS, α). Applying these values to Equation 10.12,
the theoretical DC curve was obtained.

To obtain the empirical DC curve, it is important to notice that the locations considered in
the measurement campaign were measured at different time instants. The actual AFs of the
measured transmitters may experience some variations along time and may not be the same
over different measurement sessions even for the same transmitter. When this occurs, the
DC values obtained for each location/SNR are the result of different AFs and are therefore
unrelated. As a result, the empirical curve obtained by plotting the empirical DC values as
a function of the experienced SNR is characterized by a completely random behavior. Since
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this phenomenon was observed in the empirical data sequences, a different approach was
employed to obtain the empirical DC curve. One possibility would be to deploy 12 identical
measurement suites, one for each location, and perform synchronous measurements. Since
this solution was infeasible, the measurements performed at location 1 (the location with
the highest SNR for most of the measured bands) were selected and processed in order to
emulate the corresponding signals that would be received at other locations with different
SNR values. Based on the data sequence captured at location 1 with the highest SNR,
different SNR values were artificially emulated by subtracting the adequate amplitude value
from all the samples of the original sequence. Since signal amplitudes below the noise
floor cannot be detected and are reported as noise, all the samples lying below the noise
floor after subtracting the adequate amplitude value were replaced with the corresponding
noise power value. However, the instantaneous noise power is not constant as discussed
in Section 10.4.2. To emulate this effect, the sequence of noise power values employed
in this procedure was generated as a random variable drawn from a Gaussian distribution
whose mean µN and standard deviation σN were obtained from the empirical measurements
of the receiver’s noise. This procedure enables to emulate the same primary signal received
at various SNR levels. Since the primary signal is exactly the same for each simulated
SNR value, the AF remains constant, thus overcoming the problem of field measurements
performed at various time instants. The sequences obtained following this procedure were
employed to compute the corresponding empirical DC value for several SNR values. This
method was proven to provide realistic results. The DC curves obtained with this procedure
are shown in Figure 10.8 (denoted as empiric simulated) and compared to the theoretical DC
curves obtained as described above. As it can be appreciated, both curves agree perfectly,
thus validating the model of Equation 10.12.

10.4.2.3 Variable-power discontinuous transmitters

This section extends the model to account for variable-power transmitters. In this case, the
average transmission power is not constant but characterized by a certain PDF. To simplify
the model, let’s assume that the variability of the transmission power can adequately be de-
scribed by a discrete set of K average transmission power levels, instead of a continuous
PDF. This assumption not only simplifies the analytical expressions of the model, but also
enables the application of the model to the case in which a channel is time-shared by K trans-
mitters with different power levels as it may be the case of various TDMA-based systems
such as GSM/DCS, TETRA, etc. The model will be developed considering both cases, i.e.
a single variable-power transmitter with K transmission power levels and K constant-power
transmitters time-sharing the channel. In both cases, the problem reduces to the possibility
of observing K different transmission powers in the channel.

Let’s denote as fSk(PSk), with mean µSk and standard deviation σSk , the PDF of the re-
ceived average power at certain location when the k-th transmission power level is present in
the channel (k = 1,2, . . . ,K). In general it can be assumed that µSp 6= µSq and σSp 6= σSq for
p 6= q. Let’s define an AF αk for each transmission power representing the fraction of time
(empirical definition) or the probability (probabilistic definition) that the k-th transmission
power level is present in the channel. In the case of a single-transmitter with K transmission
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Figure 10.7: Validation of the approach employed to estimate the signal parameter’s for constant-
power discontinuous transmitters (TETRA channels).
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Figure 10.8: Validation of the DC model for constant-power discontinuous transmitters (TETRA
channels).
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power levels, only one out of the K power levels can be selected at a time. Moreover, in the
case of K transmitters time-sharing the channel it is reasonable to assume that there exists
some MAC mechanism so that when one primary transmitter accesses the channel the rest
of potential primary transmitters remain inactive. In both cases, the K average power levels
are mutually exclusive events. Hence:

K

∑
k=1

αk ≤ 1 (10.13)

where the equality holds when the channel is always busy.
The left-hand side of Equation 10.13 represents the probability that any of the K trans-

mitters is active, i.e. the probability that the channel is busy, and its complementary proba-
bility 1−∑

K
k=1 αk is the probability that the channel is idle. The PDF of the received average

power fR(PR) will be that of the k-th primary signal (with noise) M { fN(PN), fSk(PSk)}when-
ever the k-th transmission power is active (which will occur with probability αk) or it will be
noise fN(PN) otherwise. Hence:

fR(PR) =

(
1−

K

∑
k=1

αk

)
fN(PN)+

K

∑
k=1

αk M { fN(PN), fSk(PSk)} (10.14)

and the resulting expression for the DC becomes:

Ψ =
∫

∞

λ

fR(PR)dPR

=

(
1−

K

∑
k=1

αk

)∫
∞

λ

fN(PN)dPN +
K

∑
k=1

αk

∫
∞

λ

M { fN(PN), fSk(PSk)}dPR

=

(
1−

K

∑
k=1

αk

)∫
∞

λ

fN(PN)dPN +
K

∑
k=1

αk max
{∫

∞

λ

fN(PN)dPN ,
∫

∞

λ

fSk(PSk)dPSk

}

=

(
1−

K

∑
k=1

αk

)
Pf a +

K

∑
k=1

αk max
{

Pf a,Q
(

Q −1(Pf a)σN−Γk

σSk

)}
(10.15)

where Γk = µSk − µN is the SNR resulting from the k-th average transmission power level
expressed in decibels.

To validate Equation 10.15, the same approach of Section 10.4.2.2 was followed. First,
the parameters required for Equation 10.15 were obtained by measuring the receiver’s noise
(µN , σN) and estimating the rest of parameters (µSk , σSk , αk) by fitting Equation 10.14 to the
empirical PDF of the captured sequences. The number of transmitters K could readily be
determined by counting the number of peaks in the empirical PDF others than that of the
noise. The validity of this approach is verified in Figure 10.9 (notice the presence of several
transmitters in the channel, denoted as S1,S2, . . .). For the part of the empirical PDF corre-
sponding to the receiver’s noise (the leftmost peak) some divergence is observed between the
empirical and fitted curves. This can be explained by the presence of ambient noise. The val-
ues of µN and σN employed in the fitting procedure were obtained by replacing the antenna
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with a matched load in order to measure the receiver’s noise. In this case the ambient noise
was not captured and the noise part of the fitted curve resembles that of the receiver’s noise.
However, when connecting the antenna, the signal captured when no primary transmission
was active also included the ambient noise, thus leading to a slightly higher noise level than
when measuring with the matched load. In any case, the fitting for the rest of peaks of the
empirical PDF (i.e., the primary signals denoted as S1,S2, . . .) is shown to be satisfactory,
indicating that primary signal parameters are estimated accurately. By applying these esti-
mated parameters to Equation 10.15, a theoretical DC curve was obtained. The empirical
DC curve was obtained as in Section 10.4.2.2. Both curves are compared in Figure 10.10.
Since several primary signals are present with different SNR values each, the DC is shown
in this case as a function of the SNR offset, i.e. the amplitude correction factor applied to
the original sequence to obtain various SNR values. As it can be appreciated, the theoretical
and empirical curves agree perfectly, thus validating the model of Equation 10.15.

The validity of Equation 10.15 was corroborated by means of an additional procedure
based on the field measurements performed for a time-shared TETRA channel. The em-
pirical PDF of the power values received for such channel is shown in Figure 10.11. The
figure also depicts Equation 10.14 after performing the corresponding fit to the empirical
PDF curve along with the values obtained for the fitted parameters (µSk , σSk , αk) as well
as the noise curve corresponding to the noise parameters (µN , σN) obtained by means of
measurements of the receiver’s noise. As it can be appreciated, α1 +α2 = 1 meaning that
the measured channel was always busy during the measurement session and therefore all
the power samples captured for this channel belong to primary signals. Moreover, all the
received power levels are well above the noise power, which ensures that none of the cap-
tured samples correspond to noise power samples. More interestingly, both signals are far
away enough from each other to reliably classify the different received power levels as sam-
ples from each signal. For example, all power samples below −85 dBm can be classified
as samples belonging to the first transmitter while all power samples above −80 dBm can
be classified as samples corresponding to the second one. This observation allows to divide
the original sequence of received power samples into two different sequences corresponding
to each of the signals on the channel. Both sequences can then be processed separately in
order to simulate any arbitrary combination of SNR values (Γ1,Γ2) and compute the result-
ing DC. Following this procedure, a wide range of combinations of SNR values between –5
and 10 dB were simulated as already described above, and the corresponding DC was then
computed. The obtained simulation results are shown in Figures 10.12(a) and 10.12(b) for
target Pf a values of 1% and 10%, respectively. The DC corresponding to each simulated
pair (Γ1,Γ2) was also predicted based on Equation 10.15, making use of the fitted parame-
ters (µSk , σSk , αk) shown in Figure 10.11. The differences between the DC values obtained
by means of simulations and Equation 10.15 are shown in Figures 10.12(c) and 10.12(d) for
the considered target Pf a values. As it can be appreciated, the maximum absolute error for
a target Pf a = 1% is below 1.5%, while the value of the same parameter for a target Pf a =
10% is below 8%. These results not only corroborate the ability of the developed model to
predict the average DC perceived by a DSA/CR user based on some basic signal parameters,
but also demonstrate the accuracy attained with the proposed modeling approach.
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Figure 10.9: Validation of the approach employed to estimate the signal parameter’s for variable-
power discontinuous transmitters (TETRA channels).
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Figure 10.10: Validation of the DC model for variable-power discontinuous transmitters (TETRA
channels).
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Figure 10.11: Empirical and fitted PDF of the received power for a time-shared TETRA channel.
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Figure 10.12: Validation of the DC model for variable-power discontinuous transmitters: (a) empir-
ical simulated DC for Pf a = 1%, (b) empirical simulated DC for Pf a = 10%, (c) DC
model prediction error for Pf a = 1%, (d) DC model prediction error for Pf a = 10%.
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10.5 Models for concurrent snapshots observations

The models developed in Section 10.4 are envisaged to describe the average level of oc-
cupancy (expressed in terms of the DC) that would perceived by DSA/CR users at various
geographical locations based on the knowledge of some simple primary signal parameters.
In some cases it can be useful to characterize not only the average level of perceived spec-
trum occupancy but also the simultaneous observations of several DSA/CR users at various
locations. This is the case, for instance, of cooperative techniques such as cooperative spec-
trum sensing where the nodes of a DSA/CR network exchange sensing information (e.g., the
channel state observed by each DSA/CR terminal) in order to provide, based on an appropri-
ate processing of the gathered information, a more reliable estimation on the actual busy/idle
channel state. The gain of cooperative spectrum sensing and other cooperative techniques
can be characterized and analyzed in terms of simultaneous observations. For example, a
group of DSA/CR nodes behind the same building would be affected by the same level of
shadowing. In such a case, they would probably experience a similar average SNR and all
them might not detect the presence of a primary transmission. However, other DSA/CR
nodes not affected by the same building and experiencing higher SNRs might be able to de-
tect the presence of the licensed transmission and avoid situations of harmful interference.
The characterization of the simultaneous observations of various DSA/CR users as a func-
tion of their geographical locations or experienced SNRs would be of great utility in this
type of studies. To this end, the model developed in Section 10.4 is extended with some
additional considerations to characterize the concurrent observations of different users.

The simultaneous observations at two different locations can be characterized in terms
of the joint probability that the channel is observed at both locations in certain states or the
conditional probability that it is observed in a certain state in one location given that it has
been observed in a specified state at the other location. This probabilistic characterization
can be extended to any arbitrary number of locations by taking one location as a reference
point and comparing to the rest of considered locations in pairs. The study presented in this
section analyzes the joint and conditional probabilities between any two locations where
one of them, the reference location, corresponds to the location where the primary signal is
received at a SNR higher than that of any other location inside the geographical area under
study (i.e., at the maximum experienced SNR).

The state space for a primary radio channel can be denoted as S= {s0,s1}, where the s0
state indicates that the channel is idle and the s1 state indicates that the channel is busy. Let’s
denote as P(si,s∗j), with i, j ∈ {0,1}, the joint probability that the channel is simultaneously
observed in state si at an arbitrary location and in state s j at the reference location. Let’s
denote as P(si |s∗j) the conditional probability that the channel is observed in state si at an
arbitrary location given that it has been observed in state s j at the reference location. As
previously mentioned, the SNR Γ∗ at the reference location is greater than the SNR Γ at any
other location (Γ∗ ≥ Γ), which implies that the DC Ψ∗ perceived at that location satisfies the
condition Ψ∗ ≥Ψ for all the Ψ values observed at all the other locations over the geograph-
ical area under study. The objective of this section is to derive the expressions of P(si,s∗j)
and P(si |s∗j) for any arbitrary location as a function of the average DCs perceived at that
location (Ψ) and the reference location (Ψ∗).
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The set of conditional probabilities P(si |s∗j) can be derived as follows. When the channel
is observed as idle at the reference location, this means that the channel is actually idle or
the power received at the reference location is below the decision threshold. In the latter
case, the power received at any location whose receiving SNR is lower will also be below
the decision threshold and the channel will also be observed as idle. However, there exists
a probability Pf a that the channel is observed as busy because of noise samples above the
threshold. Thus, P(s1 |s∗0) = Pf a and its complementary probability is P(s0 |s∗0) = 1−Pf a.
On the other hand, when the channel is observed as busy at the reference location, this means
that there has been a false alarm at the reference receiver or the channel is actually busy and
it has been received at the reference location with a power level above the decision threshold.
In this case, the probability that the channel is observed as busy/idle at an arbitrary location
depends not only on the probability of false alarm but also the experienced SNR Γ and its
relation to the reference SNR Γ∗. The conditional probability P(s0 |s∗1) can be derived by
writing the probability P(s0) that the channel is observed as idle at the arbitrary location as:

P(s0) = P(s0 |s∗0)P(s∗0)+P(s0 |s∗1)P(s∗1)
= (1−Pf a)(1−Ψ

∗)+P(s0 |s∗1)Ψ∗ = 1−Ψ (10.16)

where P(s∗j) represents the probability that the channel is observed in state s j at the reference
location and it has been made use of the equivalence P(s0) = 1−Ψ. Solving Equation 10.16
for the desired term yields:

P(s0 |s∗1) =
1−Ψ− (1−Pf a)(1−Ψ∗)

Ψ∗
(10.17)

Following a similar procedure:

P(s1) = P(s1 |s∗0)P(s∗0)+P(s1 |s∗1)P(s∗1)
= Pf a(1−Ψ

∗)+P(s1 |s∗1)Ψ∗ = Ψ (10.18)

which yields:

P(s1 |s∗1) =
Ψ−Pf a(1−Ψ∗)

Ψ∗
(10.19)

The joint probabilities can readily be obtained based on their conditional counterparts as
P(si,s∗j)=P(si |s∗j)P(s∗j), where P(s∗0)= 1−Ψ∗ and P(s∗1)=Ψ∗. Table 10.1 shows the whole
set of joint and conditional probabilities. These expressions combined with the analytical
models developed in Section 10.4 can be employed to characterize not only the average
probability that a channel is observed as busy as a function of the DSA/CR user location
and some basic primary signal parameters but also the joint and conditional probability that
the channel is observed in any of its states with respect to the simultaneous observation of
another node at a reference location.

The validity of the expressions shown in Table 10.1 was assessed following a similar
procedure as in previous sections. First, the sequence of received powers observed at location
1 (the location with the highest SNR Γ∗ for most of the measured bands) was selected as a
reference. This sequence was then processed in order to simulate the same sequence at
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Table 10.1: Joint and conditional probabilities of simultaneous observations.

sssiii sss∗jjj PPP(((sssiii,,,sss∗jjj))) PPP(((sssiii |||sss∗jjj)))

s0 s∗0 (1−Pf a)(1−Ψ∗) 1−Pf a

s1 s∗0 Pf a(1−Ψ∗) Pf a

s0 s∗1 1−Ψ− (1−Pf a)(1−Ψ∗)
1−Ψ− (1−Pf a)(1−Ψ

∗)
Ψ
∗

s1 s∗1 Ψ−Pf a(1−Ψ∗)
Ψ−Pf a(1−Ψ

∗)
Ψ
∗

lower SNR values Γ≤ Γ∗. The reference and simulated sequences of received powers were
then converted to sequences of busy/idle states by applying an ED method as mentioned in
Section 10.3. Based on a direct comparison of both sequences, the joint and conditional
probabilities were extracted. This procedure was repeated for a sufficiently large set of
simulated SNR values Γ. The obtained results, denoted as empiric simulated, are shown in
Figures 10.13 and 10.14 as a function of the SNR difference Γ∗−Γ. The theoretical curves
were obtained by first estimating the required signal parameters (µSk , σSk , αk) by means of
curve fitting procedures and the noise parameters (µN , σN) by means of measurements of the
receiver’s noise, and then employing the corresponding analytical expressions presented in
Section 10.4 along with the expressions shown in Table 10.1. The obtained predictions are
also shown in Figures 10.13 and 10.14 for comparison. As it can be appreciated, both curves
exhibit a perfect agreement, thus indicating the validity of the proposed modeling approach.

In addition to validation procedures based on the combination of field measurements
and simulation techniques, the proposed modeling approach was also validated based on
measurements performed with synchronized measurement suites. As described in Section
10.3, one measurement suite was placed in the outdoor high point (location 1 in Figure 3.1)
while the second measurement suite was displaced along the rest of outdoor locations at the
ground level (locations 3–12 in Figure 3.1). This allowed to compare the occupancy patterns
simultaneously perceived at various pairs of locations with different SNR levels. As it has
already been mentioned, the main inconvenient of measuring various locations at different
time instants is that the actual AF of the measured transmitter may experience some varia-
tions along time and may not be the same over different measurement sessions. However,
in this case it was possible to identify a channel with a constant activity pattern (i.e., the
AF inferred from the measurements was approximately constant for all measurement ses-
sions). Based on the measurements performed over this channel it was possible to compute
the curves for the joint and conditional probabilities relying solely on field measurements.
The obtained empirical results are shown in Figures 10.15 and 10.16 along with the cor-
responding theoretical predictions. As it can be appreciated, there exists a nearly perfect
agreement between the empirical and theoretical results, which confirms the validity of the
proposed modeling approach and highlights its capability to provide accurate predictions of
the spectrum occupancy perceived in real environments.
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Figure 10.13: Validation of the joint probabilities.
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Figure 10.14: Validation of the conditional probabilities.
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Figure 10.15: Empirical validation of the joint probabilities.
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Figure 10.16: Empirical validation of the conditional probabilities.
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10.6 Applicability of the models

The models proposed in this chapter are theoretical in essence and provide closed-form ex-
pressions that can be employed in analytical studies. However, the applicability of the mod-
els is not restricted to analytical studies as they could find more practical applications. One
possible example is the simplification of spectrum measurement campaigns in the context of
DSA/CR as those detailed in Chapters 2 and 3. To obtain statistically accurate results on the
occupancy level of various bands it is necessary to capture a sufficiently high number of data
samples, which normally requires long measurement periods in the order of several hours,
even days. If the measurements need to be repeated at different locations, the measurement
campaign might require several weeks/moths. Instead of performing a high number of long
measurements sessions, it would be possible to perform a single long measurement at a
high-position with direct line of sight to the transmitters of interest (high SNR conditions) in
order to accurately estimate the AFs αk of the desired transmitters, and then perform some
relatively short measurements at the locations of interest in order to obtain reasonable esti-
mates of the means µSk and standard deviations σSk . The models proposed in this chapter
could then be employed to estimate the occupancy levels that would be observed at each
location. Therefore, in order to evaluate the occupancy level at L locations, the model could
be employed to reduce the overall measurement time from L long measurement sessions to
only one long measurement session and L short measurement sessions.

The proposed models can find other interesting fields of application. This section pro-
vides two detailed examples. The first example shows how the spatial models developed
in this chapter can be combined with radio propagation models in order to provide a sta-
tistical characterization of the spectrum occupancy perceived at various locations within a
realistic environment, while the second example illustrates how they can be implemented
and employed in simulation tools.

10.6.1 Statistical prediction of spectrum occupancy perception

The behavior of a DSA/CR network, and consequently its impact on the primary network
performance, depends on the spectrum occupancy perceived by each DSA/CR node at its
local environment. The possibility of estimating the user’s perceived spectrum occupancy
at different realistic locations as a function of the considered scenario and the surrounding
radio propagation environment can provide a valuable tool for the design, dimensioning and
performance evaluation of DSA/CR networks.

The impact of considering various scenarios and propagation environments on the per-
ceived spectrum occupancy could be estimated by means of field measurements performed
at different locations. Based on experimental measurements, it is possible to infer how dif-
ferent operating conditions affect the perceived spectrum occupancy. One example is the
study presented in Sections 3.5.3 and 3.5.4, which performed a multi-band spectrum mea-
surement campaign and evaluated the percentage of time that various bands were observed
as busy over a wide diversity of practical scenarios including indoor locations, outdoor high
points and outdoor locations at the ground level (in narrow streets, between buildings and
in open areas). The main advantage of field measurement-based approaches is that they im-
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plicitly account for all the potential propagation phenomena and affecting factors present in
real environments. However, the user’s perception as a function of the considered scenario
and propagation environment can be characterized in a merely qualitative manner since the
impact of particular factors or parameters (e.g., primary transmission power, operating fre-
quency, building height, street width, etc.) cannot be isolated and quantified separately.

Another alternative approach would be to use appropriate radio propagation models in
order to predict the primary signal power that would be received at various locations. As-
suming that DSA/CR nodes decide on spectrum use based on ED, the power levels predicted
by the propagation model would be compared to a properly set decision threshold in order
to determine if the DSA/CR node would observe the sensed spectrum as busy at the con-
sidered location. Notice that this approach enables the impact of every factor or parameter
considered by the propagation model to be analyzed and quantified separately. However,
this method results in an oversimplified characterization of the perceived occupancy where
at a given location the spectrum is always observed either as busy or idle. In practice, radio
propagation phenomena such as fast (multipath) fading or slow (shadowing) fading provoke
momentary signal fades. Under low SNR conditions, which is of particular interest in the
study of DSA/CR, this may sometimes result in signal misdetections. Thus, the probability
that the spectrum is observed as busy constitutes a more realistic parameter to characterize
the spectrum occupancy perceived at various locations.

This section proposes a novel and practical approach combining radio propagation mod-
els with the developed spatial spectrum usage models in order to provide together the benefits
of the aforementioned alternatives. Firstly, the proposed approach provides a probabilistic
(not binary) characterization of the spectrum occupancy that would be perceived by DSA/CR
nodes for different scenarios and locations. Secondly, the impact on the perceived spectrum
occupancy of particular parameters of the considered scenario and radio environment can
easily be isolated, quantified and analyzed. Moreover, it is possible to include the potential
propagation phenomena of real environments by means of a few input parameters that can
readily be obtained experimentally in practice with common general-purpose measurement
devices such as off-the-shelf spectrum analyzers, thus enabling more accurate and reliable
estimations. The potentials of the proposed approach are illustrated with an application to a
complex and realistic scenario in a generic urban environment.

10.6.1.1 Statistical prediction approach

The proposed statistical prediction approach (illustrated in Figure 10.17) makes use of radio
propagation models along with the developed DC models. In the first step, the radio prop-
agation model is used to estimate, based on a set of input parameters p = (p1, p2, . . . , pM)
such as operating frequency, distance, etc., the radio propagation loss L between the primary
transmitter and the DSA/CR receiver that is sensing the spectrum. Notice that the propaga-
tion model is neither specified nor constrained by the proposed method. Any model capable
to estimate the radio propagation loss L as a function of the scenario and environment param-
eters p can be employed. This flexibility allows the selection of the propagation model that
best fits the scenario under study. The parameters p required to estimate L are model-specific
and therefore depend on the selected model.
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Figure 10.17: Statistical prediction approach.

Based on the primary transmission power PT , the obtained losses L are then employed
to compute the primary powers PS that would be observed by DSA/CR nodes at various
locations. The received PS values are translated to SNR values Γ by making use of the noise
power PN at the DSA/CR receiver. The resulting SNR values are then fed along with an
additional set of input parameters p′ = (p′1, p′2, . . . , p′N) to the DC model, which outputs an
estimation Ψ of the DC that would be perceived by the DSA/CR nodes at the considered
geographical locations. The DC model, in its most general form, is given by Equation 10.15
and all the involved variables and parameters constitute the input vector p′.

The received SNR is given by Γ(dB) = PS(dBm)−PN(dBm), where the received signal
power is computed as:

PS(dBm) = PT (dBm)−L(dB) (10.20)

while PN , which represents the DSA/CR terminal’s noise floor created from the sum of all
the receiver’s noise sources (including thermal noise), can be expressed as:

PN(dBm) =−174dBm/Hz+10log10 B(Hz)+NF(dB) (10.21)

where −174dBm/Hz is the thermal noise power spectral density at 290K, B is the radio
bandwidth of the sensed channel and NF is the DSA/CR terminal’s noise figure.

The instantaneous values of signal and noise power experienced at various sensing events
may suffer some fluctuations around the true mean values PS and PN , respectively. In the case
of the instantaneous noise power, such fluctuations are due to finite sensing times, which may
not be long enough to average the instantaneous oscillations of noise. In the case of the in-
stantaneous signal power, this may additionally be due to the fading properties of the radio
channel as well as the primary transmission power pattern (i.e., the primary station may be
a variable-power transmitter). To account for such fluctuations, σS and σN need to be con-
sidered5. Such values can be estimated or obtained experimentally in practice with common
general-purpose measurement devices such as off-the-shelf spectrum analyzers. Table 10.2
shows some examples of σS and σN for various bands, which have been derived from the
field measurements. Notice that the received signal is always affected by the receiver’s noise
and, as a result, σS > σN . The spectrum analyzer employed in this study is characterized
by an approximated average sweep speed of 25 ms/MHz, which results in the sensing times
shown in Table 10.2. As it can be appreciated, there is a clear and direct relation between

5Notice that σS and σN are some of the input parameters of vector p′ = (p′1, p′2, . . . , p′N) in Figure 10.17.
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Table 10.2: Experimental values of σS and σN .

Band B (Hz) Sensing time (ms) σσσSSS (dB) σσσNNN (dB)
TV 8 ·106 200 0.5252 0.1679

UMTS 5 ·106 125 0.4138 0.2093
DAB-T 1.7 ·106 42.5 0.8298 0.3640

GSM/DCS 200 ·103 5 1.6421 0.8921
TETRA 25 ·103 0.625 2.0469 1.3624

the effective sensing time per channel and the resulting σN . The trend is not so well-defined
for σS because in this case the obtained values also depend on the channel fading properties
at various frequencies as well as the particular power pattern of each radio technology.

10.6.1.2 Considered scenario and propagation models

The considered scenario consists on a generic urban environment where buildings of height
hr(m) are deployed following a uniform layout with inter-building separation b(m) and street
width w(m) as shown in Figure 10.18. The area under study comprises a grid of 5×5 build-
ings. A TV transmitter with height hb(m) and operating frequency f = 800 MHz is located
d(km) apart (taking as a reference the geometrical center of the area under study). Within
this scenario, DSA/CR nodes with antenna height hm = 2 m may be located at the center of
building rooftops (height is hr +hm), at the ground level between buildings (height is hm) or
inside buildings at any floor (height is n · h+ hm, with n being the floor number and h = 3
m/floor). The considered locations represent various cases of practical interest and embrace
a wide range of receiving conditions, ranging from direct line-of-sight at rooftops to severely
blocked and faded signals at the ground level and inside buildings.

DSA/CR nodes intend to opportunistically access the spectrum band used by the primary
transmitter and to this end they sense the spectrum. The aim is to determine the spectrum
occupancy that would be perceived by the DSA/CR nodes within this scenario based on the
approach presented in Section 10.6.1.1.

The propagation losses L between the TV station and the different scenario’s locations
are estimated as follows. For DSA/CR nodes in building rooftops, the Okumura-Hata model
[281, 282] is employed. This model is intended for receivers at the ground level or low
heights. However, since it does not take into account the receiver’s environment, it has been
employed to estimate the received power at building rooftops. In order to reduce the estima-
tion error, the Hata’s correction factor for open areas [282, (19-20)] has been employed. For
DSA/CR nodes at the ground level, the received power is computed based on the COST231
Walfisch-Ikegami model [283], which accounts for the receiver’s surrounding environment
to provide more accurate estimations. Both models were envisaged for cellular mobile com-
munication systems but are valid for the considered operating frequency. In both cases, the
expressions corresponding to large metropolitan areas are considered. For indoor DSA/CR
nodes, losses are estimated based on the building penetration loss model for non-line-of-
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Figure 10.18: Considered scenario.

sight conditions described in [283]:

L(dB) = Loutside(dB)+We +Wge +β · l−h ·Gh (10.22)

where Loutside is the outside loss from the TV transmitter to the building’s external wall at
hm = 2 m height above the ground (based on the COST231 Walfisch-Ikegami model), We = 7
dB is the loss in the externally illuminated wall at perpendicular penetration of φ = 90◦,
Wge = 4 dB is the additional loss in the external wall when φ = 0◦, β = 0.6 dB/m is the loss
per distance between adjacent walls, l(m) is the perpendicular distance from the externally
illuminated wall, h = 3 m/floor and Gh = 1.6 dB/m is the height gain.

10.6.1.3 Numerical results

This section analyzes how the proposed approach characterizes and describes the spectrum
occupancy perceived by the nodes of a DSA/CR network. Moreover, the users’ perceived
spectrum occupancy at different realistic locations as a function of the considered scenario
and the surrounding radio propagation environment is also investigated.

Figure 10.19 shows the primary signal power PS(dBm) received at various locations
within the area under study, which has been computed based on the radio propagation mod-
els mentioned in Section 10.6.1.2. As it can be appreciated, the highest power level is ob-
served at rooftops. It is interesting to note that the signal strength at that locations is slightly
above the sensitivity of conventional TV receivers (≈ −85 dBm), meaning that the area un-
der study (with the selected configuration parameters) can be considered to correspond to
the border of the coverage area intended for the primary transmitter. As a result, primary
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users may be present within the area under study. The results of Figure 10.19 also indi-
cate that the primary signal power received at the ground level and inside buildings suffers
important attenuations with respect to rooftops, in the order of 10 and 20 dB respectively.
This suggests that DSA/CR nodes within the same geographical area may experience quite
dissimilar perceptions depending on their particular locations and propagation conditions.

To estimate the spectrum occupancy perceived within the considered scenario, and as a
first approach, the power levels PS(dBm) of Figure 10.19 are compared to a decision thresh-
old in order to determine at which locations a DSA/CR node would decide that the spectrum
is being used by the primary network. The decision threshold is set according to Equation
10.9 in order to provide a probability of false alarm Pf a = 1%, which yields λ ≈ −96 dBm
for the considered parameters’ values. The results are shown in Figure 10.20, where the
white and gray colors indicate that the primary signal is declared to be present or absent,
respectively, at the corresponding location. At rooftops, where the highest power levels are
observed, the primary signal is always detected according to this prediction approach. On
the other hand, the signal appears to always be undetected in all indoor locations, where the
lowest power levels are observed (excepting some buildings where the signal can be detected
in indoor locations near to the externally illuminated wall). At the ground level, the consid-
ered prediction approach indicates that the primary signal may be detected depending on the
DSA/CR node’s location. These results indicate that the considered simple approach is able
to predict that, in the border of the primary coverage area (i.e., under low SNR conditions),
there may be situations where primary users are present but secondary DSA/CR nodes may
misdetect their transmissions, which would lead to potential situations of harmful interfer-
ence. It is important to note, however, that the resulting characterization of the perceived
spectrum occupancy is not only excessively simple but also unrealistic. In fact, Figure 10.20
shows, at the ground level, that this prediction approach indicates the existence of a hard
limit such that the primary signal is always detected at locations slightly above but never
detected at locations slightly below.

In order to provide a more sophisticated and realistic characterization of the perceived
spectrum occupancy, the statistical prediction approach of Section 10.6.1.1 is proposed. As
shown in Figure 10.17, the PS(dBm) values of Figure 10.19 are further processed in order to
compute the probability that the sensed spectrum is observed as busy at various locations,
based on the DC model of Equation 10.15. This approach has been applied to the considered
scenario with the same configuration parameters of Figure 10.20, resulting in the spectrum
occupancy characterization shown in Figure 10.21. The same results are shown in Figure
10.22 in a three-dimensional view for ease of appreciation. Comparing Figure 10.20 with
Figures 10.21 and 10.22 it can be observed that the two considered prediction approaches
agree for locations at building rooftops and indoor environments, which can be considered as
extreme cases in the sense that the highest and lowest primary signal powers are observed, re-
spectively, at such locations. Thus, at rooftops (highest primary power), the simple approach
predicts that the sensed spectrum is always observed as busy while the proposed approach
indicates that this occurs with probability equal to one. At indoor locations (lowest primary
power), the simple approach indicates that spectrum is always observed as idle, which is
also corroborated by the proposed approach with a probability of observing the spectrum as
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Figure 10.19: Primary signal power PS(dBm) received at various locations in the area under study
(PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, d = 4.8 km, b = 40 m, w = 20 m, hb
= 50 m, hr = 40 m, hm = 2 m, n = 3).
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Figure 10.20: Binary spectrum occupancy pattern perceived at various locations in the area under
study (PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d =
4.8 km, b = 40 m, w = 20 m, hb = 50 m, hr = 40 m, hm = 2 m, n = 3).
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Figure 10.21: Probabilistic spectrum occupancy pattern perceived at various locations in the area
under study (PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, Pf a = 0.01, NF = 8.6
dB, d = 4.8 km, b = 40 m, w = 20 m, hb = 50 m, hr = 40 m, hm = 2 m, n = 3).
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Figure 10.22: Probabilistic spectrum occupancy pattern perceived at various locations in the area
under study (PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, Pf a = 0.01, NF = 8.6
dB, d = 4.8 km, b = 40 m, w = 20 m, hb = 50 m, hr = 40 m, hm = 2 m, n = 3).
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busy approximately equal to zero. The differences between both approaches are observed in
the spectrum occupancy perception predicted at the ground level. While the simple approach
provides a simple binary characterization with a hard borderline, the proposed approach pro-
vides a more sophisticated characterization by means of the probability that the spectrum is
observed as busy, which increases progressively as the considered location approaches the
primary transmitter (without observing any abrupt transitions). It is also interesting to note
that, in some locations where the simple approach predicts the channel as always idle (busy),
the proposed approach indicates that the probability of observing the channel as busy is low
(high) but not equal to zero (one). This example shows how the proposed statistical predic-
tion approach is able to provide a sophisticated and realistic characterization of the perceived
spectrum occupancy as a function of the considered propagation scenario.

The proposed approach can also be used to study the impact of certain scenario and
propagation parameters on the user’s perception. Figures 10.23, 10.24 and 10.25 show some
examples. Figure 10.23 evaluates the impact of the transmitter and receiver antenna heights
when the DSA/CR node is at the ground level. As expected, the detection performance
improves as antenna heights increase, which results from the reduction of the radio propa-
gation blocking caused by buildings. However, there are other interesting observations that
can be inferred from the prediction provided by the proposed approach, and that would not
have been possible with the simple approach considered as a reference. For example, Figure
10.23 indicates that the primary signal would not be detected for hb < 42 m, but it would
always be detected for hb > 46 m, regardless of hm. To guarantee that the primary signal is
detected at the ground level with a probability of 0.9, the primary antenna height should be
around 10 m above the rooftop level (i.e., hb ≈ hr +10 m) for the selected parameters. For
fixed hb, the detection performance can be improved by increasing hm. In this sense, it is
interesting to note that Figure 10.23 indicates that the DSA/CR node’s antenna height, hm,
should be increased about 1m for Medium-Small Cities (MSC) with respect to Large Cities
(LC) in order to obtain the same detection performance. This can be explained by the fact
that the COST231 Walfisch-Ikegami model employed to obtain Figure 10.23 includes an
additional attenuation factor for the higher amount of vegetation usually present in MSCs.

Figure 10.24 shows the impact of building height and street width on the perceived spec-
trum occupancy for DSA/CR nodes at the ground level. Again, the detection performance
improves as the radio propagation blocking becomes less significant, which in this case oc-
curs for smaller buildings and wider streets. For example, for a fixed building height (e.g., hr

= 40 m), the primary signal might be detected with probability close to one in wide streets (w
= 25 m) but it might be completely undetected in narrower streets (w = 15 m). In general, the
perceived spectral activity is higher in open areas than in narrow streets between buildings.
It is worth noting that the trend shown in Figure 10.24 was also observed qualitatively in the
experimental study presented in Section 3.5.4.

Finally, Figure 10.25 explores the spectrum occupancy perceived in indoor environments
as a function of the distance from the externally illuminated wall l and floor number n.
Compared to the user’s perception at the ground level, the received primary signal strength
in the indoor environment decreases faster with the distance. In fact, the signal would be
detected close to the wall, but would be missed a few meters apart. The exact point where
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Figure 10.23: Perceived spectrum occupancy at the ground level (PT = 60 dBm, σS = 0.5252 dB, σN
= 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d = 5 km, b = 40 m, w = 20 m, hr = 35 m).
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Figure 10.24: Perceived spectrum occupancy at the ground level (PT = 60 dBm, σS = 0.5252 dB, σN
= 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d = 5 km, b = 40 m, hb = 50 m, hm = 2 m).
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Figure 10.25: Perceived spectrum occupancy at indoor locations (PT = 60 dBm, σS = 0.5252 dB, σN
= 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d = 5 km, b = 40 m, w = 20 m, hb = 50 m, hr =
40 m, hm = 2 m).

the signal begins to be undetected depends on the considered floor. As it can be observed,
the perceived spectral activity is more significant in higher floors, which again can be related
to a lower radio propagation blocking.

These few examples illustrate how the proposed approach can be employed not only to
provide a statistical prediction of the spectral activity perceived by DSA/CR nodes but also to
quantify and analyze the impact of certain particular scenario and propagation parameters on
the user’s perception, which constitutes an important aspect in the design and dimensioning
of DSA/CR systems in real deployments.

10.6.2 Snapshot-based simulation of spatial spectrum usage

Another illustrative example of the applicability of the models developed in this chapter is
the simplification of simulation platforms. Let’s assume two system level simulators inte-
grated into a single simulation platform and running together. One of them emulates a whole
primary network in order to know what primary channels are actually busy at any time in-
stant during the simulation. This information is used by the second simulator reproducing
a secondary DSA/CR network to decide if the DSA/CR terminals at different locations ob-
serve the primary channels as busy or idle and therefore if they transmit or remain inactive.
The models developed in this chapter can be used to replace the primary network simulator
and simplify the overall simulation platform. Based on the locations of the primary trans-
mitters, the knowledge of some basic signal parameters and the use of radio propagation
models, it is possible to determine the average DC that would be perceived at each location
inside the simulation scenario as illustrated in Figures 10.21 and 10.22. This value can be
thought of as the probability that the primary channel is observed as busy at each location.
Based on the perceived DC, the local decisions of DSA/CR terminals can be obtained for
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example by comparing the DC value Ψ computed at their locations with a random value X0
drawn from a uniform distribution U(0,1). If X0 ≤ Ψ, then the DSA/CR terminal would
observe the channel as busy. Otherwise, the channel would be observed as idle. Replacing
the primary network simulator with this simulation model would result in a more efficient
simulation platform and therefore in significantly reduced simulation times.

Although the aforementioned simulation approach would provide the right average level
of perceived spectrum occupancy in terms of the DC in the long-term, the simultaneous
observations of various DSA/CR users at particular time instants would be independent of
each other. The described simulation approach can be refined by additionally taking the
expressions shown in Table 10.1 into account. The refined approach consists in identifying
the location within the simulated geographical region where the received SNR is maximum.
Selecting such location as a reference, the instantaneous channel state observed in the rest
of the simulated locations is determined as follows. When the channel is observed as idle at
the reference location, the rest of locations may observe the channel as busy with probability
P(s1 |s∗0) = Pf a and idle with probability P(s0 |s∗0) = 1−Pf a. On the other hand, when the
channel is perceived as busy at the reference location, the rest of locations may observe the
channel as busy with probability P(s1 |s∗1) = [Ψ−Pf a(1−Ψ∗)]/Ψ∗ and idle with probability
P(s0 |s∗1) = [1−Ψ− (1−Pf a)(1−Ψ∗)]/Ψ∗. These probabilities can be used to generate a
sequence of random simulation snapshots that can adequately characterize the simultaneous
observations at various locations and are able to reproduce, in the long-term, the average DC
corresponding to each location within the simulation scenario.

An open question in this simulation approach is how to decide the observed channel
state at the reference location. One possibility is to make use of random values X0 drawn
from a uniform distribution U(0,1). If X0 ≤Ψ∗, then the channel is observed as busy at the
reference location. Otherwise, it is observed as idle. Based on the channel state observed
at the reference location and following a similar procedure the observations in the rest of
locations can be generated based on the corresponding conditional probabilities P(si |s∗j).
Another possibility is to make use of a time-dimension model to generate the sequence of
channel states observed at the reference location and then decide the observations in the rest
of geographical locations. This alternative as well as other integrated approaches will be
further discussed in Chapter 11.

As an illustrative example, Figures 10.26 and 10.27 show some random simulation snap-
shots obtained by means of the aforementioned simulation method. When the channel is idle
at the reference location (Figure 10.26), it is also observed as idle in most locations excepting
some particular cases where it is observed as busy as a result of some false alarms. On the
other hand, when the channel is perceived as busy at the reference location (Figure 10.27),
the rest of locations may observe the channel as busy or idle depending on the particular
user location and the corresponding conditional probabilities. In general, in areas close to
the primary transmitter the probability to observe the channel as busy is higher and as a re-
sult there is a higher number of locations where it is detected in such state. This example
illustrates how the proposed models can be combined and employed in the implementation
and development of simulation tools for DSA/CR networks.
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Figure 10.26: Random simulation snapshot when the channel is observed as idle at the reference
location (PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d
= 4.8 km, b = 40 m, w = 20 m, hb = 50 m, hr = 40 m, hm = 2 m, n = 3).
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Figure 10.27: Random simulation snapshot when the channel is observed as busy at the reference
location (PT = 60 dBm, σS = 0.5252 dB, σN = 0.1679 dB, Pf a = 0.01, NF = 8.6 dB, d
= 4.8 km, b = 40 m, w = 20 m, hb = 50 m, hr = 40 m, hm = 2 m, n = 3).
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10.7 Summary

This chapter has addressed the problem of modeling spectrum usage in the spatial domain
by introducing a novel set of models that describe the average spectrum occupancy level (ex-
pressed in terms of the DC) that would be perceived by DSA/CR users at any geographical
location based on the knowledge of some simple primary signal parameters. An extension
has also been proposed in order to characterize not only the average occupancy perception
but also the simultaneous observations of various DSA/CR users on the spectrum occupancy
pattern of the same transmitter. The validity and correctness of the proposed modeling ap-
proaches have been evaluated and corroborated with extensive empirical measurement re-
sults. Some illustrative examples of their potential applicability have been presented as well.







CHAPTER

11

UNIFIED MODELING APPROACH

11.1 Introduction

Chapters 7, 8, 9 and 10 have dealt with the development of realistic and accurate models
for the time (from both discrete- and continuous-time perspectives), frequency and space
dimensions of spectrum usage, respectively. The validity and correctness of the proposed
modeling approaches have been evaluated with extensive empirical measurements and the
obtained results have demonstrated that the developed models are able to precisely reproduce
relevant statistical properties of spectrum usage in real radio communication systems. How-
ever, each dimension of spectrum usage has been analyzed separately in its corresponding
chapter. The purpose of this short chapter is to discuss how the models that have been pro-
posed and developed separately can been combined and integrated into a unified modeling
approach where the time, frequency and space dimensions of spectrum usage can simultane-
ously be taken into account and accurately reproduced. This chapter analyzes the integration
of the proposed models in the context of two important fields of application, namely the re-
alization of analytical studies, which is discussed in Section 11.2, and the development of
simulation tools, which is treated in Section 11.3.

11.2 Integration of the proposed models in analytical studies

The models developed in this dissertation are characterized by closed-form expressions de-
scribing relevant aspects and properties of spectrum usage, which can be employed in an-
alytical studies of DSA/CR systems. Chapter 7 has presented deterministic and stochastic
DC models to be combined with DTMCs. While the deterministic models are characterized
by their particular mathematical expressions, the considered stochastic models (i.e., beta
and Kumaraswamy distributions) are characterized by the corresponding PDFs and CDFs,
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which can be expressed in closed-form. Similarly, in Chapter 8 it has been analyzed the
suitability of various probability distributions to describe the statistical properties of busy
and idle periods in real systems. The mathematical expressions for the associated PDFs and
CDFs can be employed in analytical studies as well. The time-correlation properties of spec-
trum usage have also been analyzed in Chapter 8 and adequate mathematical expressions for
the observed correlation patterns have been proposed. In Chapter 9 it has been highlighted
the existence of two important aspects to be accounted for in the frequency dimension of
spectrum usage, namely the DC distribution over frequency, which can be characterized by
means of beta and Kumaraswamy distributions, and the DC clustering over frequency, which
can be described by means of a geometric distribution. The mathematical expressions for the
associated PDFs and CDFs can be employed in analytical studies related to the frequency
domain of spectrum usage. Finally, the study reported in Chapter 10 has contributed a set of
mathematical expressions to characterize and predict not only the average level of spectrum
occupancy (expressed in terms of the DC) but also the simultaneous observations that would
be perceived by DSA/CR users at various geographical locations.

The mathematical expressions developed or presented throughout this dissertation can
be employed to study and analyze the behavior and performance of a DSA/CR technique in
the time, frequency and space dimensions. An analytical study taking together into account
aspects of various dimensions should rely on an adequate use and combination of the math-
ematical expressions associated to each dimension of spectrum usage (i.e., time, frequency
and space). However, the concrete way in which such expressions should be combined and
employed in an analytical study is a problem-specific aspect that depends on the particular
scenario under consideration. It is worth noting that the availability of models capable to
describe separately the relevant statistical properties of spectrum usage in its various dimen-
sions is something that can facilitate and simplify their combination and joint use. If the
relevant statistical properties of spectrum usage and their corresponding mathematical mod-
els are taken into account and adequately combined in the context of an analytical study, the
obtained results and conclusions will be more realistic and reliable.

11.3 Integration of the proposed models in simulation tools

Another important field of application of spectrum usage models is the development of sim-
ulation tools for the performance evaluation of DSA/CR networks and their associated tech-
niques. Some simulation methods have already been proposed throughout this dissertation
in order to illustrate the implementation of the proposed models in simulation tools. This
section provides a more detailed description of how the developed models can be combined
and used together in order to generate artificial spectrum data capable to reproduce the sta-
tistical properties of spectrum usage in the time, frequency and space dimensions. It is worth
noting that the procedure described in this section should not be interpreted as a dogmatic
method but rather as an illustrative example. The spectrum usage models developed in this
dissertation could be combined and used together following other approaches. Moreover,
some aspects of the simulation methodology proposed in this section are based on arbitrary
decisions and might need some modifications in order to meet particular simulation needs.
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Figure 11.1: Generic simulation scenario.

The main objective of this section is to highlight the possibility to combine the spectrum
usage models that have been developed independently into a unified simulation procedure
that takes into account all the aspects analyzed in separate studies.

A generic simulation scenario is shown in Figure 11.1. The simulation scenario con-
siders a specified geographical region where secondary DSA/CR users are assumed to be
present. There exists a set of N primary transmitters whose intended coverage areas overlap,
totally or partially, with the considered geographical region. The activity of these primary
transmitters needs therefore to be taken into account. Each primary transmitter is charac-
terized by a certain location within the simulation scenario and a particular time-frequency
transmission pattern as illustrated in Figure 11.1. Primary transmitters may be located inside
or outside the geographical area under study and may be fixed or mobile. A mobile trans-
mitter would imply that its location needs be recomputed periodically during the simulation
according to a certain mobility model (see e.g. [284, 285]). The time-frequency pattern of
each primary transmitter is defined by the set of radio channels over which the transmitter
operates (note that a single primary transmitter may operate over several radio channels),
the binary busy/idle occupancy sequence of each radio channel as well as the employed
transmission powers. Notice that the transmission power may not be unique, for example,
in the case of a time-slotted downlink channel where various slots are allocated to various
receivers at different locations requiring different transmission powers. The objective is to
determine the time-frequency pattern that would be perceived by a DSA/CR user over the
whole spectrum band, at any arbitrary location within the simulated scenario, based on the
time-frequency patterns of all primary transmitters.
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The simulation method proposed in order to generate artificial spectrum data based on
the developed models is illustrated in Figure 11.2. The first step is to generate a time-
frequency map of spectrum usage based on the simulation method described in Section 9.7.
Such method is divided in three phases. The first two phases ensure that the generated spec-
trum data reproduce two relevant properties of spectrum usage in the frequency domain,
namely the DC distribution (first phase of the algorithm) and the DC clustering (second
phase of the algorithm). The third phase deals with the generation of individual busy/idle
occupancy sequences for each of the radio channels within the considered spectrum band
according to the average DC assigned to each channel as a result of the two previous phases.
In this third phase, the simulation method described in Section 8.9.4 can be employed in
order to reproduce not only certain specified statistical distributions for the lengths of busy
and idle periods but also the desired time-correlation properties. The two-level modeling
approaches proposed in Section 8.10 can also be employed in conjunction with the simula-
tion method of Section 8.9.4 in order to generate time-occupancy sequences with specific
characteristics in the short- and long-terms, including the desired statistical distributions
and time-correlation properties for busy and idle periods (see Section 8.10 for details). The
final result of the aforementioned simulation methods is a single time-frequency map con-
sisting of a time-domain binary occupancy sequence for each of the radio channels within
the considered primary spectrum band. As an illustrative example, Figure 11.3 shows a
time-frequency map of spectrum usage generated for the TETRA DL band along with the
corresponding DC distribution over frequency. Figure 11.3 has been generated based on the
simulation method of Section 9.7 (including the algorithm presented in Section 8.9.4) and
making use of the same configuration parameters employed to generate Figure 9.8.

The occupancy sequence observed in each radio channel of the obtained time-frequency
map is the result of the activity pattern of at least one primary transmitter. The next step
is to decide the primary transmitter(s) associated to each radio channel along with the cor-
responding location(s) and transmission power(s). These parameters can be selected so as
to reproduce specific network deployments or in order to meet particular configurations or
simulation needs. Another option is to select them randomly1. In the illustrative example
of this section it is assumed that all radio channels belong to a single primary transmitter.
Therefore, the location and transmission power associated to each channel is the same for
all of them. The consequence of this simplistic assumption is that a change in the con-
sidered DSA/CR user location will result in the same SNR increase/reduction for all radio
channels. In a more realistic configuration where different radio channels belong to vari-
ous primary transmitters at different locations, a displacement of the DSA/CR user would
result in approaching or moving away from various transmitters and hence different SNR
increases/reductions for each radio channel. Although more realistic configurations are pos-
sible, this simple approach will suffice to illustrate the proposed modeling approach.

1It is interesting to mention that some works have recently proposed the use of image processing techniques
to estimate the location of a primary transmitter based on spatially distributed power measurements [286, 287].
The application of such techniques to the field measurements performed in the context of this dissertation might
be considered in order to statistically characterize the spatial distribution of primary transmitters in real systems.
This information would be useful in simulation tools in order to randomly select the location of the primary
transmitters. Although this is an interesting aspect, it is out of the scope and main objectives of this dissertation.
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It is worth noting that the generated time-frequency map can be thought of as the su-
perposition of the spectrum occupancy patterns of all the primary transmitters, where the
individual occupancy sequence at each radio channel is indeed the transmission sequence of
one primary transmitter.

After generating the time-frequency map and selecting the primary transmitters, loca-
tions and transmission powers, the next step is to determine how the time-frequency map
(i.e., the set of primary transmissions) is perceived by DSA/CR users at arbitrary locations
within the area under study. This can be accomplished by means of the spatial simulation
method described in Section 10.6.2, where the perceptions at arbitrary locations are de-
termined based on the observations at one reference location where the receiving SNR is
maximum. If the locations of the primary transmitters can be assumed to be known, then
the simulation method is greatly simplified since (for each radio channel) the reference loca-
tion is indeed the location of the primary transmitter (i.e., where the SNR is maximum) and
the AF and reference DC values are identical (i.e., α = Ψ∗) and equal to the average DC ob-
served in the time-frequency map. The only unknown parameter is the average DC perceived
at each location of interest, which can be computed based on the locations and transmission
powers of the primary transmitters by making use of the expressions presented in Section
10.4.2. The time-frequency map perceived at every location can then be determined based on
the method of Section 10.6.2 as follows: whenever the time-frequency map indicates a busy
state, the channel may be observed as busy at an arbitrary location with probability P(s1 |s∗1)
and whenever the map indicates an idle state, the channel may be observed as busy with
probability P(s1 |s∗0). Following this procedure, the time-frequency map can be extrapolated
to any arbitrary location within the area of study based on the corresponding conditional
probabilities P(si |s∗j), which are provided in Table 10.1.

As an example, Figures 11.4, 11.5 and 11.6 show the time-frequency map of Figure 11.3
as perceived at arbitrary locations where the receiving SNR is 10 dB, 3 dB and 0 dB, respec-
tively. These results have been obtained by making use of the values shown in Table 10.2 for
TETRA and assuming Pf a = 10% (the target Pf a has intentionally be set to this high value to
clearly show its impact). As it can be appreciated in Figure 11.4, under high SNR conditions
the channels are observed as busy whenever they are actually busy. However, there is an
appreciable number of points indicating that, in some cases, the channel is detected as busy
when it is actually idle. These points correspond to false alarms where the noise power of the
receiver surpasses the decision threshold. In fact, while the DC shown in Figure 11.3 takes
values within the interval [0,1], in Figure 11.4 it is above 10% (i.e., the Pf a). For locations
where the experienced SNR is low, the primary signal may be received below the decision
threshold, in which case it is misdetected. This is clearly shown in Figure 11.5 where the
perceived DC is notably lower than in Figure 11.4. Finally, at locations with very low SNRs
as in the example of Figure 11.6 the primary signals can hardly be detected and only false
alarms are observed (i.e., Ψ≈ Pf a). It is worth noting in the examples of Figures 11.4, 11.5
and 11.6 that all channels experience a similar reduction of the DC as the SNR decreases be-
cause all them have been assumed to belong to the same primary transmitter. As mentioned
above, in a more realistic scenario the DC may increase for some channels and decrease for
some others at the same time as the DSA/CR user moves along the area under study.
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Figure 11.3: Time-frequency map of spectrum occupancy.
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Figure 11.4: Time-frequency map of spectrum occupancy as perceived at 10-dB SNR.
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Figure 11.5: Time-frequency map of spectrum occupancy as perceived at 3-dB SNR.
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Figure 11.6: Time-frequency map of spectrum occupancy as perceived at 0-dB SNR.
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Regarding the implementation of the unified modeling approach in simulation tools, it
is worth noting that time-frequency maps can be precomputed off-line for a set of prede-
fined locations within the simulated scenario (for example according to a regular grid) and
loaded into the simulator during its initialization. During the execution of the simulator,
the location of each DSA/CR user can be approximated to the nearest location for which a
time-frequency map has been precomputed and, based on the associated map, the spectrum
occupancy that would be perceived by each DSA/CR user can be determined. Another op-
tion is to implement the whole map generation method in the simulation tool and compute
on-demand time-frequency maps during the execution as required. While the former ap-
proach may result in more efficient simulations and hence shorter execution times, the latter
may provide more accurate results since the exact location of the DSA/CR user is employed
instead of the closest point of a grid. However, both approaches would be valid in order to
include in the simulations the statistical properties of spectrum usage observed for real radio
communication systems in the time, frequency and space domains.

11.4 Summary

The models contributed by this dissertation have been developed by analyzing the statistical
properties of each spectrum usage dimension (i.e., time, frequency and space) independently
and in an isolated manner. Nevertheless, the proposed models can been combined and inte-
grated into a unified modeling approach where the time, frequency and space dimensions of
spectrum usage can simultaneously be taken into account and accurately reproduced. This
chapter has discussed the integration of the proposed models in the context of two impor-
tant fields of application, namely the realization of analytical studies and the development
of simulation tools. Some illustrative examples have been provided as well. In summary,
and in spite of the independent modeling studies carried out throughout this dissertation,
the proposed models can be gathered into a unified modeling approach in order to provide
a complete and holistic characterization of spectrum usage in real systems for the analysis,
design and simulation of DSA/CR networks.
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Conclusions and Future Work

There is a way to do it better – find it.

Thomas A. Edison

All of old. Nothing else ever. Ever tried. Ever failed.
No matter. Try again. Fail again. Fail better.

Samuel Beckett





CHAPTER

12

CONCLUSIONS AND FUTURE WORK

The DSA/CR concept has received increasing attention in the last years for its promising
potential to conciliate the existing conflicts between the ever-increasing spectrum demand
growth and the currently inefficient spectrum utilization. DSA/CR aims at improving spec-
trum use efficiency by allowing unlicensed (secondary) users to access in an opportunistic
and non-interfering manner some licensed bands temporarily unoccupied by the licensed
(primary) users. This conceptually simple but innovative and challenging spectrum access
paradigm is expected to enable a more efficient use and exploitation of the spectrum bands
with commercially attractive radio propagation characteristics, thus providing the means for
the commercial rollout of new emerging services, radio access technologies and operators.

Due to the opportunistic operating principle of the DSA/CR concept, the behavior and
performance of a secondary network depends on the spectrum occupancy patterns of the
primary system. A realistic and accurate modeling of such patterns becomes therefore es-
sential and extremely useful in the domain of DSA/CR research. The potential applicability
of spectrum usage models ranges from analytical studies to the design and dimensioning
of secondary networks as well as the development of innovative simulation tools and more
efficient DSA/CR techniques. However, the utility of such models depends on their real-
ism and accuracy. Unfortunately, the models for spectrum usage commonly used to date in
DSA/CR research are limited in scope and based on oversimplifications or assumptions that
have not been validated with empirical measurement data. In this context, this dissertation
has addressed the problem of modeling spectrum usage in the context of DSA/CR networks.
A comprehensive and holistic set of realistic models has been contributed. The proposed
models are capable to accurately capture and reproduce the relevant statistical properties of
spectrum usage observed in real radio communication systems in the time, frequency and
space dimensions. This chapter summarizes the main conclusions derived from the investi-
gation carried out in this dissertation and discusses possible directions for future work.
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12.1 Conclusions

The first part of this dissertation has addressed the development of a unified methodolog-
ical framework for spectrum measurements in the context of DSA/CR. Although several
spectrum measurement campaigns have been performed in the context of DSA/CR, there is
a lack of common and appropriate evaluation methodology, which would be desirable not
only to prevent inaccurate results but also to enable the direct comparison of results from
different sources. In this sense, this dissertation has presented a comprehensive and in-depth
discussion of several important methodological aspects that need to be carefully taken into
account when evaluating spectrum occupancy. A quantitative evaluation of the impact of
different individual factors on the obtained results along with various useful guidelines have
been provided as well. Relying on the findings of such study, this dissertation has presented
the results of a broadband spectrum measurement campaign conducted in the frequency
range 75–7075 MHz over a wide variety of scenarios in the metropolitan area of Barcelona,
Spain. To the best of the author’s knowledge, this is the first study of these characteristics
performed under the scope of the Spanish spectrum regulation and one of the earliest studies
in Europe. The obtained results have indicated that the actual utilization of spectrum is not
uniform: some spectrum bands are subject to intensive usage while some others show mod-
erate utilization levels, are sparsely used and, in some cases, are not used at all. However,
the overall level of utilization has been verified to be significantly low. Most of allocated
spectrum offers interesting deployment possibilities for DSA/CR systems, even those bands
with the highest observed activity levels.

The second part of this dissertation has dealt with the study of various specific aspects
related to the processing of the measurements in order to extract the spectrum occupancy pat-
terns, which is largely similar to the problem of spectrum sensing in DSA/CR systems. The
performance of ED, the most widely employed spectrum sensing technique in DSA/CR, has
been assessed experimentally. Despite the simplicity and generality of its operating princi-
ple, the obtained results have indicated that certain inherent technology-dependent properties
may result in different detection performances for various radio technologies. The detection
performance differences are more noticeable for short sensing periods, where it has been
observed that transmission power patterns with higher (lower) levels of variability result in
a lower (higher) detection performance. As the sensing interval increases, the ED perfor-
mance becomes more similar for different radio technologies and thus more independent of
the signal to be detected. The outcome of this study has highlighted two important practical
aspects. Firstly, the classical theoretical results are not able to predict the dependence of the
ED performance on the variability of the primary transmission power pattern, which limits
their applicability in the design of real DSA/CR systems. This drawback has been over-
come by contributing a more accurate theoretical-empirical model for the performance of
ED, which has introduced the concept of signal uncertainty in spectrum sensing. Secondly,
the dependence of the ED performance on the variability of the sensed signal may result in
a specially degraded detection performance for highly variable signals. This another incon-
venient has been solved by developing an improved ED scheme capable to cope with the
degraded performance of the classical ED scheme for short sensing periods while providing
a similar level of complexity, computational cost and field of application.
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The findings of the aforementioned studies have been applied in the third part of this
dissertation to the development of innovative spectrum usage models. The developed mod-
els have been proven to accurately capture and reproduce relevant statistical properties of
spectrum usage in the time, frequency and space domains.

First, this dissertation has addressed the problem of modeling spectrum usage in the time
domain from a discrete-time perspective. The stationary DTMC model widely used in the
DSA/CR literature in order to the describe the binary occupancy pattern of primary channels
in the time domain has been proven to be unable to reproduce important characteristics of
spectrum usage. As a result, a non-stationary DTMC model with deterministic and stochas-
tic DC models has been developed. The proposed modeling approach has been validated
with extensive empirical measurement results, demonstrating that it is able to accurately re-
produce not only the mean occupancy level but also the statistical properties of busy and idle
periods observed in real-world channels.

The continuous-time case has then been treated by performing a comprehensive, sys-
tematical and rigorous study on the set of probability distributions that can be employed to
accurately describe the lengths of busy and idle periods in real radio communication systems.
The study has been based on field measurements with various degrees of time resolution. In
general, it has been corroborated that the assumption of exponentially distributed busy and
idle periods is invalid, meaning that the CTMC model widely employed in the literature is
unrealistic. In real systems, other distributions result more adequate. At long time scales, a
single distribution function (generalized Pareto) has been proven to be capable to describe
the channel usage patterns for all the considered bands. At short time scales, however, the
obtained results indicate that the same distribution does not always provide the best fit, which
is a attained by a particular set of distributions depending on the considered radio technology.
For time-slotted systems, channel occupancy patterns can also be described from a discrete-
time viewpoint where period lengths are expressed as an integer number of time-slots. The
study has been complemented with an analysis of the time-correlation properties of spectrum
occupancy and the development of appropriate mathematical models as well as a simulation
algorithm to reproduce such features. A two-layer modeling approach combining the use of
different models at long and short time scales has been proposed as an adequate means to
describe the spectrum occupancy patterns observed in real radio communication systems.

The joint analysis of the statistical time-frequency properties of spectrum usage has re-
vealed three important aspects to be taken into account for a realistic and accurate modeling
of spectrum usage. First, the binary time-occupancy patterns of the channels within a given
spectrum band are mutually independent. Second, the DC of the channels within the same
spectrum band follow beta or Kumaraswamy distributions. Third, the DC is clustered over
frequency and the number of channels per cluster follows a geometric distribution. Based on
these findings, a sophisticated procedure has been developed in order to generate artificial
spectrum occupancy data for simulation and other purposes.

The study performed for the spatial domain of spectrum usage has contributed a set
of novel models that describe the average spectrum occupancy level (expressed in terms
of the DC) that would be perceived by DSA/CR users at any geographical location based
on the knowledge of some simple primary signal parameters. An extension has also been
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proposed in order to characterize not only the average occupancy perception but also the
simultaneous observations of various DSA/CR users on the spectrum occupancy pattern of
the same transmitter. The applicability of the developed models has been illustrated by
proposing a novel approach for the statistical prediction of spectrum occupancy perception
and developing a method for snapshot-based simulations.

Finally, the integration of the proposed models has been discussed in the context of two
important fields of application, namely the realization of analytical studies and the devel-
opment of innovative simulation tools. Although each dimension of spectrum usage (i.e.,
time, frequency and space) has been analyzed and modeled independently, the proposed
models can been combined and integrated into a unified modeling approach where the time,
frequency and space dimensions can simultaneously be taken into account and accurately
reproduced, thus providing a complete and holistic characterization of spectrum usage in
real systems for the analysis, design and simulation of DSA/CR networks.

12.2 Future work

The research conducted in the context of this dissertation opens new horizons for future
works. The discussion below suggests some possible directions to extend the studies per-
formed in each of the three parts of this dissertation.

One important aspect in the practical development of the DSA/CR technology, in gen-
eral, and realistic spectrum usage models, in particular, is the need for a clear understanding
of the dynamic use of spectrum in real radio communication systems. In this context, the
measurement of real network activities constitutes a valuable tool. Spectrum utilization has
already been evaluated and analyzed in various measurement campaigns all over the world.
However, there are some aspects not covered in this work that still remain unexplored. One
of them is the perceived spectrum occupancy as a function of the time resolution of the mea-
surements. High time resolution measurements allow to extract the true occupancy pattern
of a channel with high time accuracies. However, the amount of spectrum data generated
under high sampling rates may require processing times several orders of magnitude above
the actual measurement period. On the other hand, low effective sampling rates enable the
possibility to perform long measurements (in order to appreciate potential daily or weekly
patterns) and process the captured data within reasonable computation times. However, this
may result in a significant under-sampling of the measured signals, meaning that the true
channel state may change between two consecutive channel observations. This dissertation
has discussed a novel two-level modeling approach envisaged to simultaneously describe the
statistical properties and occupancy patterns of spectrum usage at both short and long time
scales. This modeling approach, however, has been developed based spectrum measure-
ments performed independently with low and high time resolutions. It would be extremely
useful to have spectral occupancy measurements performed over long time periods (e.g.,
several days, weeks or even months) with high levels of temporal resolution. On one hand,
this would enable to appreciate potential long-term or seasonal trends on spectrum usage
that otherwise would not be noticed in short measurement sessions. On the other hand,
the high time resolution would enable an accurate estimation of the true channel occupancy
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patterns at short time scales and their study and analysis as a function of the long-term or
seasonal characteristics. In summary, this would enable the development of spectrum occu-
pancy models able to simultaneously describe the properties of spectrum usage at short and
long time scales. The main drawback, however, is that the amount of data generated after
performing high time resolution measurements over several days, weeks or months would
incur in extremely high computational costs. This study is proposed as a future work.

Another important aspect in the development of spectrum usage models based on field
measurements is the need to process the captured spectrum data in order to extract the chan-
nel occupancy patterns. This problem is related to the problem of spectrum sensing in
DSA/CR networks, where an abundant amount of literature exists. A significant number
of spectrum sensing techniques for DSA/CR has been proposed and new methods and vari-
ations thereof still continue to appear in the literature with relative frequency. Most of the
existing proposals have been aimed at improving the detection performance of the conven-
tional ED scheme. However, this has frequently been accomplished by exploiting particular
features of specific radio technologies and making use of significantly complex methods and
signal processing techniques, which have normally lead to a limited field of applicability
of the proposed solutions and a significantly increased computational cost. By contrast, this
dissertation has proposed an improved ED scheme that outperforms the conventional scheme
while preserving a similar level of complexity, computational cost and field of application.
This spectrum sensing method should serve as a motivation for the development of new
spectrum sensing techniques in the future following similar approaches, where the objective
should be to improve the detection performance but bearing in mind the need to preserve a
wide field of application (in order to detect the presence of any primary signal irrespective of
its radio technology and signaling format) as well as a reasonable computational cost (in or-
der to reduce the complexity and manufacturing cost of DSA/CR terminals and thus enable
a large scale deployment of the DSA/CR technology).

The main approach employed in this dissertation when developing spectrum occupancy
models has been to design generic models that can be employed to describe the spectrum
occupancy pattern of any radio technology by simply configuring the models’ parameters
according to the radio technology under study. However, some systems may exhibit partic-
ular properties for which generic modeling approach might not be the optimum solution. In
such cases, other alternative modeling alternatives taking into account detailed technology-
specific features at the physical and higher layers might result more convenient. The de-
velopment of this type of models, however, is out of the scope of this dissertation and is
therefore proposed as a future work.

Finally, the utility of the models developed in this dissertation has extensively been il-
lustrated with discussions on their applicability to analytical studies as well as a wide range
of numerical examples and detailed algorithms for their implementation in simulation tools.
However, it is worth noting that the field of application of the proposed models is not con-
fined within these examples. On the contrary, the models presented in this dissertation open
new research possibilities in the context of the DSA/CR technology. Realistic spectrum us-
age models can be exploited in the development of new DSA/CR techniques envisaged to
predict the spectrum occupancy pattern of a primary system, or some statistical properties
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thereof, in the time, frequency and space dimensions. The availability of some predictions
on the behavior of the primary system could be exploited by the secondary network in order
to anticipate to the potential release of spectral resources or the appearance of primary users
within certain time intervals, spectrum bands or geographical regions. Spectrum usage mod-
els can indeed constitute a key element in the development of the recently emerging concept
of Radio Environment Map (REM). REM is envisaged as a broad integrated database that
characterizes the environment of a DSA/CR terminal. REM consists of multi-domain envi-
ronmental information such as geographical features, available services, spectral regulations
or locations of relevant entities and their properties (e.g., primary transmitters along with
their estimated locations, radio technologies, transmission powers, radio propagation con-
ditions and spectrum occupancy patterns). REM information may be updated periodically
with observations from DSA/CR nodes and disseminated through the DSA/CR network.
Knowledge of the radio environment can be exploited to significantly enhance the associated
decision-making and radio resource management processes (e.g., selection of transmission
power and modulation, guiding of the sensing process or configuration of the MAC-layer pa-
rameters, to name a few examples). In the context of REMs, spectrum usage models can be
employed to concisely characterize and represent the statistical properties of the spectrum in
the radio environment surrounding a DSA/CR network. The REM concept can enormously
benefit from the availability of realistic and accurate spectrum usage models, as those devel-
oped in this dissertation, which can be used not only to predict possible future trends on the
utilization of spectrum but also to support the associated decision-making and radio resource
management processes of the DSA/CR network, which would ultimately result not only in
an enhanced performance but also in a more efficient use of the spectrum.
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APPENDIX

A

SPECTRUM MEASUREMENT PLATFORM

A.1 Introduction

The utilization of appropriate measurement equipment for the evaluation of spectrum occu-
pancy is essential to ensure accurate and reliable results. This appendix presents a sophisti-
cated radio spectrum measurement platform that has explicitly been designed for spectrum
surveys and studies in the context of DSA/CR. The developed platform constitutes a flexible
measurement tool that combines a powerful RF measurement system with intelligent com-
puter control and data processing. An exhaustive and in-depth description is provided, with
a special emphasis on implementation details and lessons learned during the development.

The description of this appendix corresponds to the measurement platform considered
in Part I. The measurement platform considered in Part II is presented in Chapter 4.

A.2 Measurement platform overview

The presented platform is based on a spectrum analyzer setup, where different external de-
vices have been added in order to improve the detection capabilities of the system and hence
obtain more reliable and accurate results. A detailed scheme is shown in Figure A.1. The
design is composed of two broadband discone-type antennas covering the frequency range
from 75 to 7075 MHz, a switch to select the desired antenna, several filters to remove unde-
sired signals, a low-noise pre-amplifier to enhance the overall sensitivity and thus the ability
to detect weak signals, a high-performance spectrum analyzer to record the spectral activ-
ity, and a laptop (not shown in Figure A.1) running a tailor-made software that controls the
measurement process. All the components integrating the platform can be divided into four
modules (see Figure A.2), namely the antenna subsystem, the RF subsystem, the capturing
subsystem, and the control subsystem, which are detailed in the following sections.
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A.3 Antenna subsystem

When covering small frequency ranges or specific licensed bands a single antenna may suf-
fice. However, in broadband spectrum measurements from a few megahertz up to several gi-
gahertz, two or more broadband antennas are required in order to cover the whole frequency
range. The antenna subsystem, shown in Figure A.2(a), is composed of two broadband
discone-type antennas covering the frequency range from 75 to 7075 MHz. The first an-
tenna (AOR DN753) is used between 75 and 3000 MHz, while the second antenna (A-INFO
JXTXPZ-100800/P) covers the frequency range 1–8 GHz but is employed between 3000
and 7075 MHz. Discone antennas are broadband antennas with vertical polarization and
omni-directional receiving pattern in the horizontal plane. Even though some transmitters
may be horizontally polarized, they usually are high-power stations (e.g., TV stations) that
can be detected even with vertically polarized antennas. The exceptionally wide band cover-
age (allowing a reduced number of antennas in broadband studies) and the omni-directional
feature (allowing the detection of licensed signals coming for any directions) make discone
antennas an attractive option in radio scanning and monitoring applications.

A.4 Radio frequency subsystem

The RF subsystem is in charge of performing antenna selection, filtering and amplification.
The RF module is shown in Figure A.2(b).

The desired antenna is selected by means of a Single Pole Double Throw (SPDT) switch.
An electromechanical switch (MiniCircuits MSP2T-18) has been selected because of its high
isolation (90–100 dB) and low insertion loss (0.1–0.2 dB). When compared to other switch
types, electromechanical switches in general provide slower switching times and shorter
lifetimes. Nevertheless, this choice results appropriate since antenna switching is always
performed off-line by turning the switch on/off between measurement sessions.

To remove undesired signals, three filters are employed. A band stop filter (MiniCircuits
NSBP-108+) blocks signals in the frequency range of Frequency Modulation (FM) broadcast
stations (87.5–108 MHz). Such stations usually are high power transmitters that may induce
overload in the receiver, thus degrading the reception performance with an increased noise
floor (which prevents the receiver from detecting the presence of weak signals) or with the
appearance of spurious signals (which may be misinterpreted as true signals). Since the FM
band is of presumably low interest for opportunistic use due to its usually high transmission
powers and occupancy rates, a FM band stop filter is employed in order to remove FM signals
and avoid overload problems, improving the detection of weak signals at other frequencies.
Low pass (MiniCircuits VLF-3000+) and high pass (MiniCircuits VHP-26) filters have been
used to remove out-of-band signals and reduce potential intermodulation products.

To compensate for device and cable losses and increase the system sensitivity, a low-
noise pre-amplifier is employed. It is important to note that higher amplification gains result
in better sensitivities at the expense of reduced dynamic ranges. Since very different sig-
nal levels may be present in broadband spectrum surveys, the existing trade-off between
sensitivity and dynamic range must therefore be taken into account. The selected mid-gain
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amplifier (MiniCircuits ZX60-8008E+) provides significant sensitivity improvements while
guaranteeing a SFDR [148] of 75 dB, which was observed to be enough in practical mea-
surement conditions. Although the employed spectrum analyzer includes a high-gain built-
in amplifier, the use of an additional external pre-amplifier closer to the antenna subsystem
results in an improved overall noise figure (8–9 dB lower than in the case where only the
internal amplifier is employed). For measurements below 3 GHz, where some overloading
signals may be present, only the external amplifier is used. For measurements above 3 GHz,
where the received powers are lower due to the attenuation of higher frequencies, both the
external and the spectrum analyzer’s internal amplifier are employed.

A.5 Capturing subsystem

A high performance handheld spectrum analyzer (Anritsu Spectrum Master MS2721B) is
employed to provide power spectrum measurements and record the spectral activity over
the complete frequency range (see Figure A.2(c)). This spectrum analyzer provides a mea-
surement range from 9 kHz to 7.1 GHz, low noise levels and a built-in pre-amplifier (which
facilitates the detection of weak signals), fast sweep speeds automatically adjusted, and var-
ious communication interfaces enabling the connection of external USB storage devices as
well as controlling instruments. Moreover the handheld, battery-operated design simplifies
the displacement of the equipment to different measurement locations.

In spectrum analyzers, a tunable receiver tunes continuously across the selected fre-
quency span, beginning at the lowest frequency of the span and increasing in frequency
until the highest frequency of the span is reached. Due to the swept operating principle of
spectrum analyzers, the time interval between two consecutive samples of a given frequency
channel may be notably high, in the order of several seconds depending on the width of the
selected frequency span and the bandwidth of the selected intermediate frequency filter (re-
ferred to as resolution bandwidth). This means that the effective sampling rate of individual
channels cannot be compared to that attained with other capturing devices such as vector
signal analyzers or digital sampling cards. Nevertheless, spectrum analyzers have the ad-
vantage of providing high sensitivity levels (ability to detect the presence of weak licensed
signals), high dynamic ranges (ability to simultaneously detect the presence of signals with
very dissimilar power levels) and wide band measurements (ability to observe the occupancy
state of all the radio channels within an entire band), which are fundamental requirements in
order to obtain a meaningful and comprehensive picture of spectrum usage.

A.6 Control subsystem

The control subsystem, shown in Figure A.3, is in charge of supervising the measurement
process, retrieving the measurement data from the spectrum analyzer and saving the results
in an appropriate format for off-line data post-processing.

The control subsystem is mainly composed of a laptop, which is connected to the spec-
trum analyzer via an Ethernet interface. The laptop runs a tailor-made script under Matlab’s
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Figure A.3: Control subsystem.

software environment, which controls the measurement process. The control script com-
municates with the spectrum analyzer by means of the Matlab’s Instrument Control Toolbox
and making use of commands in SCPI (Standard Commands for Programmable Instruments)
format with the VISA (Virtual Instrument Standard Architecture)-TCP/IP interface.

The script receives the following data as input parameters from the user:

• ip_address: The IP address configured in the spectrum analyzer.

• f_start: The lowest frequency in MHz of the band/span to be measured.

• f_stop: The highest frequency in MHz of the band/span to be measured.

• t_start: The time instant to begin measurements, specified in year-month-day-hour-
minute-second (YYYY/MM/DD/HH/MM/SS) format.

• t_stop: The time instant to end measurements, specified in year-month-day-hour-
minute-second (YYYY/MM/DD/HH/MM/SS) format.

• file_name: The root/base name for the generated data files.

• nof_traces_per_file: Number of traces/sweeps saved in each generated file. To avoid
excessively large (computationally intractable) files when the measurement period is
long (e.g., hours or days), the data are split into several files.

Based on the received input information, the measurement process is controlled as fol-
lows (see Algorithm A.1). First of all, the script tries to establish communication with the
spectrum analyzer at the specified IP address (line 1) by sending the appropriate commands
[288]. If the connection establishment is successful, the set of configuration parameters (in-
cluding the specified frequency band to be measured and some others) are then sent to the
spectrum analyzer (line 2). After initializing the counters and variables employed in the
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measurement process (lines 3–7), the script then waits until the time for beginning the mea-
surement session is reached (lines 8–10). When the start time is reached, the measurement
process begins and it is performed repeatedly until the specified stop time is reached (lines
11–30). Every cycle consists in the realization of one sweep and its storage. The current
time at the beginning of the cycle is stored and used as a time stamp for the current sweep
(line 12). A new sweep is then immediately commanded to the spectrum analyzer (line 13).
The script then waits for the sweep to be complete by continuously monitoring the corre-
sponding status bits of the spectrum analyzer (lines 14–16). When the sweep is complete, the
measured data are retrieved (line 17). After removing headers, the measured power values
are extracted from the data provided by the spectrum analyzer in comma-separated ASCII
format (line 18). The measured power values (line 19) along with the corresponding time
stamp (line 20) are concatenated to the appropriate matrices. Since one sweep is completed
at this time, the trace counter is increased (line 21) and compared to the number of traces to
be saved in each generated file (line 22). In case that a new file needs to be created, the file
counter is updated (line 23) and the matrices containing the measured power values (line 24)
and their corresponding time stamps (line 25) are then saved, after which the counter and
the matrices are reset (lines 26–28). When one cycle (lines 11–30) is finished, another one
is started immediately, and the process is repeated cyclically until the stop time is reached.
The set of remaining traces/sweeps at this time, lower than nof_traces_per_file, is saved
into new files (lines 32–34) along with the frequency vector containing the exact values for
the frequency points that have been measured within the band of interest (line 36). The
communication with the spectrum analyzer is finally closed and terminated (line 37).

The time reference employed to determine the beginning and the ending of the mea-
surement session, as well as the time stamps, is obtained from the laptop’s internal clock.
Alternatively, the time reference can be obtained from an external GPS receiver. This option
is useful when two or more measurement suites are deployed at different locations and need
to be synchronized among them. In this case, the control script is slightly different (see
Algorithm A.2). First, an additional input parameter T_sweep indicating the time period
between two consecutive sweep cycles needs to be specified by the user. A new variable
(line 8) is used to store the start time for the next sweep cycle and control the exact time
instant at which a new sweep cycle is initiated. Before a new sweep cycle is started, the
control script remains idle waiting for the next_sweep_time instant (lines 10–12). When
the next_sweep_time instant is reached, a new sweep is then initiated and the time instant
for the next sweep is updated (line 14) according to the specified T_sweep. The specified
time period must be long enough to allow for a complete cycle (lines 9–32) to be performed
and enables various measurement suites to be synchronized on a sweep basis. This type
of measurements is interesting, for example, in spatial spectrum occupancy studies where
the objective is to determine how several nodes of a DSA/CR network at different loca-
tions would perceive the spectral activity of the same primary transmitter, thus identifying
potential dependence and/or correlation patterns among the observations. Additionally, the
external GPS receiver can also be used to easily determine the location where a measure-
ment is being performed and study such patterns as a function of the distance between the
DSA/CR nodes. This operation mode may find other interesting applications as well.
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Algorithm A.1 Control script (without GPS)

Input: ip_address, f_start, f_stop, t_start, t_stop, file_name, nof_traces_per_file
Output: power_file, time_file, frequency_file

1: Establish communication with the spectrum analyzer→ ip_address
2: Send configuration to the spectrum analyzer→ ip_address

{Including f_start, f_stop and others}
3: file_counter← 0
4: trace_counter← 0
5: power_matrix← [ ] {Empty}
6: time_matrix← [ ] {Empty}
7: frequency_vector← Set of 551 frequency points between f_start and f_stop
8: while current_time < t_start do
9: Nothing {Wait for t_start}

10: end while
11: while current_time < t_stop do
12: t← current_time
13: Initiate new sweep→ ip_address
14: while Performing sweep← ip_address do
15: Nothing {Wait for the sweep to be completed}
16: end while
17: Retrieve sweep data← ip_address
18: power_values← Retrieved sweep data
19: power_matrix← [power_matrix; power_values]
20: time_matrix← [time_matrix; t]
21: trace_counter← trace_counter + 1
22: if trace_counter == nof_traces_per_file then
23: file_counter← file_counter + 1
24: Save file power_file(file_counter)← power_matrix
25: Save file time_file(file_counter)← time_matrix
26: trace_counter← 0
27: power_matrix← [ ] {Empty}
28: time_matrix← [ ] {Empty}
29: end if
30: end while
31: if trace_counter > 0 then
32: file_counter← file_counter + 1
33: Save file power_file(file_counter)← power_matrix
34: Save file time_file(file_counter)← time_matrix
35: end if
36: Save file frequency_file← frequency_vector
37: Close communication with the spectrum analyzer→ ip_address
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Algorithm A.2 Control script (with GPS)

Input: ip_address, f_start, f_stop, t_start, t_stop, file_name, nof_traces_per_file, T_sweep
Output: power_file, time_file, frequency_file

1: Establish communication with the spectrum analyzer→ ip_address
2: Send configuration to the spectrum analyzer→ ip_address

{Including f_start, f_stop and others}
3: file_counter← 0
4: trace_counter← 0
5: power_matrix← [ ] {Empty}
6: time_matrix← [ ] {Empty}
7: frequency_vector← Set of 551 frequency points between f_start and f_stop
8: next_sweep_time← start_time
9: while current_time < t_stop do

10: while current_time < next_sweep_time do
11: Nothing {Wait for next_sweep_time}
12: end while
13: t← current_time
14: next_sweep_time← t + T_sweep
15: Initiate new sweep→ ip_address
16: while Performing sweep← ip_address do
17: Nothing {Wait for the sweep to be completed}
18: end while
19: Retrieve sweep data← ip_address
20: power_values← Retrieved sweep data
21: power_matrix← [power_matrix; power_values]
22: time_matrix← [time_matrix; t]
23: trace_counter← trace_counter + 1
24: if trace_counter == nof_traces_per_file then
25: file_counter← file_counter + 1
26: Save file power_file(file_counter)← power_matrix
27: Save file time_file(file_counter)← time_matrix
28: trace_counter← 0
29: power_matrix← [ ] {Empty}
30: time_matrix← [ ] {Empty}
31: end if
32: end while
33: if trace_counter > 0 then
34: file_counter← file_counter + 1
35: Save file power_file(file_counter)← power_matrix
36: Save file time_file(file_counter)← time_matrix
37: end if
38: Save file frequency_file← frequency_vector
39: Close communication with the spectrum analyzer→ ip_address
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The device employed in the presented implementation (Garmin GPS 18x USB) is a small
and highly accurate GPS receiver with high sensitivity levels (–184 dBW) and a maximum
acquisition time of around 45 seconds. As shown in Figure A.3, the GPS receiver requires
a specific USB driver to be installed in the controlling laptop. This driver is used by a set
of three executable files, written in C source code, containing a low-level implementation of
the proprietary Garmin USB communication protocol [289]. Each file executes a different
set of commands, depending on its finality. The first file checks the connectivity with the
GPS receiver to verify that it is properly connected and working. The other two files retrieve
the current GPS location and current GPS time, respectively, from the GPS receiver. These
files are executed from the operating system’s command line and invoked from Matlab by
means of a system call with the system function. Each executable file returns the result
of the corresponding operation (i.e., GPS receiver status, GPS location or GPS time) as a
character string with a predefined format, which is processed by the control script in order
to extract the desired information. While the files providing the GPS receiver status and
location are invoked once at the beginning of each measurement session, the GPS time is
requested repeatedly in order to obtain the desired time reference.

As shown in Algorithm A.1, the control script generates, for each measurement session,
one file storing the frequency points measured within the band of interest (frequency_file)
and a set of files containing the measured power values (power_file) and the corresponding
time stamps (time_file). The data formats for each file and the corresponding relations are
illustrated in Figure A.4. The frequency_file contains a 1× 551 row vector including the
frequency points, in MHz, that have been measured by the spectrum analyzer. This vector
length corresponds to the number of points per sweep provided by the selected spectrum an-
alyzer. Each generated power_file contains a nof_traces_per_file×551 matrix whose values
correspond to the power level recorded at each one of the 551 measured frequency points for
a total amount of nof_traces_per_file sweeps. The default unit for expressing the recorded
power levels is dBm but it can be modified to represent both power and voltage amplitude
values in various orders of magnitude (e.g., mW and W) and either in linear or logarithmic
magnitude (e.g., mW and dBm). For each generated power_file there exists a corresponding
time_file containing a nof_traces_per_file×6 matrix, where the n-th row contains the time
stamp (in YYYY-MM-DD-HH-MM-SS format) for the sweep reported in the n-th row of
the associated power_file.

Notice that the selected data formats provide some interesting advantages for data stor-
age and data post-processing. On one hand, the frequency_file and the time_file can be
employed to search for the empirical data corresponding to particular time periods and fre-
quency ranges. Since these matrices are significantly small, the files where they are stored
can be loaded and processed very fast. This enables particular sets of empirical data of in-
terest to be rapidly found within the set of matrices contained in the power_file files, which
are of significantly higher sizes. Once the subset of empirical data of interest is identified by
exhaustive searching within the corresponding set of frequency_file and time_file files, only
the power_file file(s) containing the desired data need to be loaded and processed. More-
over, the size of each power_file depends on the value of the parameter nof_traces_per_file
provided as an input to the control script, which can be flexibly configured depending on the
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Figure A.4: Data formats.

available computational capabilities. For powerful computers able to simultaneously handle
very high data volumes, this parameter can be set to higher values, thus reducing the amount
of required data files and storage space. In conclusion, the selected data formats enable large
volumes of empirical data not only to be stored and structured systematically, but also to be
accessed and processed in an easy, fast and efficient manner.

A.7 Summary

This appendix has presented a sophisticated radio spectrum measurement platform specifi-
cally envisaged and designed for spectrum occupancy surveys in the context of the DSA/CR
technology. The presented tool is a very flexible system combining a powerful radio mea-
surement design with intelligent computer control and data processing. The developed plat-
form can be employed to carry out extensive spectrum measurement campaigns, with signif-
icant sensitivity levels, and providing a set of structured empirical data that can be analyzed
and processed in an easy, fast and efficient manner. An exhaustive and in-depth descrip-
tion of the developed measurement platform has been provided, with a special emphasis
on implementation details that may result helpful to other researchers and engineers in the
development of similar radio spectrum measurement tools.
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B

DUTY CYCLE COMPUTATION

This appendix provides a detailed description of the procedure employed to compute the
Duty Cycle (DC) based on field measurements. The DC is used throughout this dissertation
as an evaluation metric to quantify to degree to which a channel or spectrum band is used.

The DC is computed based on a finite set of discrete measurements collected along a
range of frequencies Fspan = fstop− fstart (frequency span) and over a period of time Tspan =
tstop− tstart (time span).

The measured discrete time instants ti (tstart ≤ ti < tstop) are given by:

ti = tstart +(i−1) ·Tr, i = 1,2, . . . ,Nt (B.1)

where Tr represents the time resolution and is given by the spectrum analyzer’s sweep time,
which in turn depends on the selected configuration parameters. For a given time resolution
Tr, the number of traces Nt collected within a time span Tspan is given by Nt = Tspan/Tr.

The measured discrete frequency points f j ( fstart ≤ f j < fstop) are given by:

f j = fstart +( j−1) ·Fr, j = 1,2, . . . ,N f (B.2)

where the frequency resolution Fr = Fspan/N f is given by the frequency bin, determined by
the selected frequency span Fspan and the number of points N f measured by the spectrum
analyzer (as mentioned in Appendix A, N f = 551 for the employed spectrum analyzer).

The set of PSD samples collected by a spectrum analyzer over a time span Tspan and
along a frequency span Fspan can be represented by a Nt ×N f matrix M as:

M = [M(ti, f j)]Nt×N f (B.3)

where each element M(ti, f j) represents the PSD sample captured at time instant ti (i =
1,2, . . . ,Nt) and frequency point f j ( j = 1,2, . . . ,N f ).
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To compute the DC, the presence or absence of a signal needs to be determined for each
PSD sample M(ti, f j). In other words, for each captured PSD sample it is necessary to deter-
mine whether the sample corresponds to a licensed signal sample or a noise sample. Several
signal detection principles have been proposed in the literature to perform such task. How-
ever, as discussed in Chapter 2, when only power measurements of the spectrum utilization
are available, the ED method is the only possibility left. ED compares the received signal
energy in a certain frequency range to a predefined threshold. If the signal energy lies above
the threshold, a licensed signal is declared to be present. Otherwise, the measured frequency
range is supposed to be idle. Following this principle, a binary spectral occupancy matrix

ΩΩΩ = [Ω(ti, f j)]Nt×N f (B.4)

is defined, where each element Ω(ti, f j) ∈ {0,1} is computed as:

Ω(ti, f j) = ξ(M(ti, f j),λ( f j)) (B.5)

with λ( f j) being an energy decision threshold for frequency point f j and ξ(x,y) a function
defined as:

ξ(x,y) =

{
0, x < y
1, x≥ y

(B.6)

Each element Ω(ti, f j) of ΩΩΩ represents the presence Ω(ti, f j) = 1 or absence Ω(ti, f j) = 0
of a licensed signal at time instant ti and frequency point f j, according to the ED principle
based on an energy decision threshold λ( f j). Unless otherwise stated, the decision threshold
is set according to the PFA 1% criterion (see Chapter 2).

For each measured frequency point f j, the DC Ψ f j is computed as the proportion of PSD
samples, out of all the PSD samples recorded at that frequency, that lie above the decision
threshold λ( f j) and thus are considered as samples of busy channels:

Ψ f j =
1
Nt

Nt

∑
i=1

Ω(ti, f j) (B.7)

For a frequency point f j, this metric represents the fraction of time that the frequency is con-
sidered to be busy. For a certain frequency span (i.e., range of frequencies j = 1,2, . . . ,N f ),
the average DC Ψ of the band is computed by averaging the DC Ψ f j of all the N f frequency
points measured within the band:

Ψ =
1

N f

N f

∑
j=1

Ψ f j =
1
Nt

1
N f

Nt

∑
i=1

N f

∑
j=1

Ω(ti, f j) (B.8)

This metric represents the average degree of spectrum utilization within certain time (Tspan)
and frequency (Fspan) spans. The DC, Ψ ∈ [0,1], is sometimes specified as a percentage.
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C

APPROXIMATION TO THE
GAUSSIAN Q-FUNCTION

C.1 Introduction

The Gaussian Q-function Q (x) [201, (26.2.3)], the directly related error function erf(x) [201,
(7.1.1)], and its complementary error function erfc(x) [201, (7.1.2)] are of paramount im-
portance in many practical problems found in electrical engineering and other related fields,
where unknown factors under study are frequently modeled as Gaussian random variables
in order to make them mathematically tractable (the most clear example is the thermal noise
present in any communication system). Unfortunately, no exact and simple closed-form
expressions, appropriate for mathematical manipulations, are known for these functions. In
many cases it is useful (and enough) to have closed-form approximations in order to facilitate
analytical manipulations. As a result, and besides efficient numerical methods and infinite
series proposed for the calculation of the Q-function [201, 290–294], several empirical ap-
proximations have been presented in the literature [295–300] providing different trade-offs
between estimation accuracy and analytical tractability. Some of them offer simple mathe-
matical expressions that can easily be employed in analytical studies, at the cost of a limited
accuracy [296]. On the other hand, some others are able to provide accurate estimates of the
true Q-function’s values [295]. These approximations have been developed bearing in mind
applications that require high estimation accuracies (e.g., derivation of the error probability
for digital modulation schemes in fading channels, which may be in the order of 10−6 to
10−9). Unfortunately, the associated mathematical expressions are too complex to be easily
employed in many other analytical studies, even if they do not require such a high accu-
racy. In this appendix, a simple, yet accurate mathematical approximation to the Gaussian
Q-function is developed. Its simplicity enables its application over a wide range of analytical
studies at reasonable accuracy levels. As an illustrative example, the proposed approxima-
tion is employed to obtain a new and simple closed-form expression for the probability of
detection of an energy detector under Rayleigh fading channels.
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C.2 Previous work

Previous approximations for the Gaussian Q-function are reviewed in this section. In 1979,
Börjesson et al. proposed the following tight approximation [295, (13)]:

Q (x)≈ 1√
2π
· 1
(1−a)x+a

√
x2 +b

· e−x2/2, x≥ 0 (C.1)

where a = 0.339 and b = 5.510 are computed to minimize the maximum absolute relative
error. A simpler, but less accurate approximation, was proposed by Chiani et al. [296, (14)]:

erfc(x)≈ 1
6

e−x2
+

1
2

e−4x2/3, x≥ 0 (C.2)

Prony (sum-of-exponentials) approximations were also proposed by Loskot et al. [297,
(13c–d)]:

Q (x)≈ 0.208e−0.971x2
+0.147e−0.525x2

, x≥ 0 (C.3)

Q (x)≈ 0.168e−0.876x2
+0.144e−0.525x2

+0.002e−0.603x2
, x≥ 0 (C.4)

A novel approximation aimed at increasing the tightness in the region of small function’s
arguments was contributed by Karagiannidis et al. [298, (6)]:

erfc(x)≈ 1− e−Ax

B
· e−x2

√
πx

, x≥ 0 (C.5)

where A and B are computed so as to minimize the integral of the absolute error (for x ∈
[0,20], A = 1.98 and B = 1.135). A modified version of Equation C.5 was proposed by
Isukapalli et al. with the aim of providing an easily integrable expression for any m of a
Nakagami-m fading distribution while preserving the tightness of the approximation [299,
(3)]:

Q (x)≈ e−x2/2
na

∑
n=1

(−1)n+1(A)n

B
√

π(
√

2)n+1n!
xn−1, x≥ 0 (C.6)

where na is the number of terms considered after truncating the infinite series.
A polynomial approximation, based on the observation that a Gaussian random variable

can be represented by a sum of n uniform random variables, was proposed by Chen et al.
[300, (4)] for analytical derivations of error rates in log-normal channels:

Q (x)≈ 1−
n

∑
m=0

n

∑
p=0

(−1)m+p
(n

p

)
m!(n−m)!
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12
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(

x−
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12
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(n
2
−m

))
, |x|<

√
3n (C.7)

where U(·) represents the unit step function [201, (29.1.3)].
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C.3 Proposed approximation

The existing approximations are well suited for their particular applications. However, they
are too complex to be easily employed over a wide variety of analytical studies. To cope
with this drawback, a mathematical model based on a second-order exponential function is
here proposed:

Q (x)≈ eax2+bx+c, x≥ 0 (C.8)

where a,b,c ∈ R are fitting parameters. The main attractiveness of Equation C.8 is its an-
alytical simplicity. Notice, for instance, that the extension to any power of Q (x) is trivial.
However, the interest of this approximation lies not only on its mathematical simplicity but
also, as it will be shown, in its ability to capture the behavior of the Q-function with signifi-
cant accuracy levels.

The proposed model is characterized by only three fitting parameters, the optimum value
of which can be determined according to different criteria. Two different fitting criteria are
considered in this appendix to this end. The first one computes the optimum values of fitting
parameters (a∗,b∗,c∗) so as to minimize the Sum of Square Errors (SSE):

(a∗,b∗,c∗) = arg min
(a,b,c)

{
N

∑
n=1

[
Q (xn)− eax2

n+bxn+c
]2
}

(C.9)

where N is the number of numerical values xn employed for the argument x in the fitting pro-
cess. This approach, which minimizes the overall absolute error over the range of considered
arguments, will henceforth be referred to as the min-SSE criterion.

The second fitting criterion consists in minimizing the Maximum Absolute Relative Er-
ror (MARE). The optimum values of fitting parameters (a∗,b∗,c∗) are thus computed as:

(a∗,b∗,c∗) = arg min
(a,b,c)

{
max

n

{∣∣∣∣∣Q (xn)− eax2
n+bxn+c

Q (xn)

∣∣∣∣∣
}}

(C.10)

This approach, which minimizes the MARE observed for all n, will henceforth be referred
to as the min-MARE criterion.

C.4 Accuracy analysis and comparison

The optimum values of fitting parameters (a∗,b∗,c∗) are shown in Table C.1. The fitting
process has been performed over different argument ranges, denoted as x̂. These argument
ranges represent the interval for which the obtained fit is optimum according to the corre-
sponding criterion. The Goodness-Of-Fit (GOF) is evaluated in Figure C.1 in terms of the
absolute relative error as a function of the argument x. As it can be appreciated, the GOF for
the min-MARE criterion is clearly dependent on the argument range x̂ for which the fit is op-
timized, while in the case of the min-SSE criterion it is significantly independent, excepting
the case x̂ ∈ [0,2] where a slightly different result is observed. The accuracy attained with
min-SSE is noticeably good for small arguments (x ≤ 1.5), but degrades as the argument
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Table C.1: Optimum values of fitting parameters (a∗,b∗,c∗) for different fitting criteria and opti-
mized argument ranges x̂.

x̂ ∈ [0,2] x̂ ∈ [0,4] x̂ ∈ [0,6] x̂ ∈ [0,8] x̂ ∈ [0,10] x̂ ∈ [0,20]

min-SSE

a∗ −0.3807 −0.3847 −0.3846 −0.3846 −0.3845 −0.3842

b∗ −0.7674 −0.7632 −0.7633 −0.7634 −0.7635 −0.7640

c∗ −0.6960 −0.6966 −0.6966 −0.6966 −0.6966 −0.6964

min-MARE

a∗ −0.3976 −0.4369 −0.4577 −0.4698 −0.4774 −0.4920

b∗ −0.7418 −0.6511 −0.5695 −0.5026 −0.4484 −0.2887

c∗ −0.7019 −0.7358 −0.7864 −0.8444 −0.9049 −1.1893
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Figure C.1: Absolute relative error of the proposed exponential approximations for various opti-
mized argument ranges x̂.



C.4. Accuracy analysis and comparison 293

values increase. On the other hand, the min-MARE criterion in general provides coarser, yet
reasonably accurate estimates over a wider range of arguments. It is interesting to note, in
the latter case, how the accuracy degrades for argument values above the optimized interval
x̂. Moreover, as the length of the optimized interval x̂ decreases, the overall relative error
within the interval x̂ improves.

The proposed approximation is compared with other existing solutions in Figures C.2,
C.3 and C.4 within an optimized interval x̂ = [0,6]. The impact of larger optimized inter-
vals is discussed where appropriate. Among the previously proposed approximations, the
Börjesson’s approximation can arguably be considered as the most accurate one for almost
all arguments. Other proposed approximations, in general, are not able to provide its level
of accuracy. Nevertheless, it is interesting to note, for small arguments (x ≤ 1.5), that the
min-SSE criterion provides similar accuracy levels and within a limited region (x ≤ 0.8)
even outperforms the Börjesson’s approximation. From the comparison of Equations C.1
and C.8 it is clear that the proposed exponential approximation provides a much simpler and
analytically tractable expression at a reasonable accuracy.

The Chen’s polynomial approximation was proposed for analytical derivations in log-
normal channels, for which exponential and rational approximations are not well suited.
Besides this particular scenario, the simpler proposed approximation appears to be applica-
ble over a wider range of analytical problems. In terms of accuracy, Figure C.2 shows that
the proposed approximation with the min-SSE criterion is comparable (x & 1.75) or even
better (x . 1.75). The accuracy of the Chen’s approximation can be improved by increasing
n in Equation C.7. However, an important increase of n does not seem to provide a signif-
icant accuracy improvement. Therefore, the proposed approximation is able to provide a
comparable (even better) accuracy level with a much simpler mathematical expression (see
Equations C.7 and C.8).

When compared to the Karagiannidis’ approximation, the obtained accuracy depends on
the considered configuration and argument range. The min-SSE criterion provides better ac-
curacy for low arguments (x≤ 1.88) while the min-MARE criterion provides better accuracy
for large arguments (x≥ 2.14 for x̂ ∈ [0,6], x≥ 3.21 for x̂ ∈ [0,10], x≥ 6.33 for x̂ ∈ [0,20]).
Between both argument ranges, there exists a limited region where the Karagiannidis’ ap-
proximation provides a slightly better accuracy, which is comparable to that of the proposed
exponential approximation. Depending on the particular argument range involved in the
problem under study, the proposed exponential approximation can be configured to provide
a comparable level of accuracy with a simpler and more tractable analytical expression (see
Equations C.5 and C.8).

The Isukapalli’s approximation constitutes a simplification of the Karagiannidis’ ap-
proximation, by means of a truncated infinite series, with the explicit purpose of analytical
tractability. Hence, it is expected that the former cannot outperform the latter in terms of
accuracy, which is corroborated in Figure C.3. In fact, it can be verified, as expected, that
the accuracy of Equation C.6 tends asymptotically to that of Equation C.5 as na→ ∞. As a
result, accuracy improvements observed for the proposed approximation with respect to the
Karagiannidis’ approximation are also guaranteed with respect to the Isukapalli’s one. In
terms of analytical complexity, the proposed approximation provides a mathematical expres-
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Figure C.2: Absolute relative error of the proposed exponential, Börjesson et al., and Chen et al.
approximations (x̂ ∈ [0,6]).
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Figure C.3: Absolute relative error of the proposed exponential, Karagiannidis et al., and Isukapalli
et al. approximations (x̂ ∈ [0,6]).
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Figure C.4: Absolute relative error of the proposed exponential, Chiani et al., and Loskot et al. ap-
proximations (x̂ ∈ [0,6]).

sion simpler than the Isukapalli’s approximation, thus resulting in a more adequate balance
between accuracy and analytical tractability.

Finally, the main attractiveness of the Chiani’s approximation is its analytical simplicity,
which comes at the cost of limited accuracy (see Figure C.4). The obtained results indicate
that the proposed exponential approximation with the min-MARE criterion provides a math-
ematical expression with a similar complexity, in some cases even slightly simpler (only one
single exponential term), that clearly outperforms the Chiani’s approximation for almost all
arguments. The Loskot’s approximation with two exponential terms outperforms the Chi-
ani’s approximation with the same analytical complexity. However, the proposed approxi-
mation still provides a more adequate balance between accuracy and analytical tractability
since it attains a comparable level of accuracy with a single exponential term. The accu-
racy of the Loskot’s approximation can be enhanced with a third term (see Equation C.4).
However, the improvement obtained in this case comes at the expense of a slightly increased
complexity.

Based on the previous analysis, it can be concluded that the proposed exponential ap-
proximation for the Gaussian Q-function constitutes an adequate balance between accuracy
and analytical tractability. On one hand, such approximation provides a simpler analytical
expression than other proposals, thus enabling its use over a wider range of analytical stud-
ies. On the other hand, the resulting accuracy is similar or even better than that attained by
other existing proposals based on more complex mathematical expressions.
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C.5 Applicability example

Previous approximations to the Gaussian Q-function have mainly been developed to evaluate
the bit, symbol or block error probabilities in many communication theory problems. The
approximation proposed in this appendix could be employed to solve many of such problems
as well. However, in order to illustrate its versatility and applicability, this section considers
a different problem related to the field of DSA in CR networks. Concretely, this section
employs the approximation proposed in this appendix to easily compute the ED’s average
probability of detection under Rayleigh fading environments. This problem was studied in
[197], resulting in mathematical expressions of notable complexity. This section obtains a
much simpler alternative closed-form expression and illustrates the potential applicability
and usefulness of the proposed approximation with a practical case study.

The probability of detection of ED can be approximated (see Chapter 4) as:

Pd(γ) = Q

(
Q −1(Pf a)

√
2N−Nγ√

2N(1+ γ)

)
= Q (ζ(γ)) (C.11)

where N is the number of signal samples collected during the sensing interval, Pf a is the
target probability of false alarm, γ is the SNR and, assuming the common case of low SNR
regime in DSA/CR (γ� 1), ζ(γ) can be approximated as:

ζ(γ) =
Q −1(Pf a)

√
2N−Nγ√

2N(1+ γ)
≈ Q −1(Pf a)−

√
N
2

γ (C.12)

Equation C.11 gives the probability of detection conditioned on the instantaneous value
of γ. Under varying SNR, a more useful performance parameter is the average probability
of detection Pd experienced for an average SNR γ0, which may be derived by averaging
Equation C.11 over the SNR statistics:

Pd(γ0) = E [Pd(γ)] =
∫

γ

Pd(γ) fγ(γ)dγ =
∫

γ

Q (ζ(γ)) fγ(γ)dγ (C.13)

where fγ(γ) is the PDF of the received SNR. If the signal amplitude follows a Rayleigh
distribution, the SNR then follows an exponential PDF given by:

fγ(γ) =
1
γ0

exp
(
− γ

γ0

)
, γ≥ 0 (C.14)

Equation C.13 can be simplified and solved by applying the approximation of Equation
C.8. Notice that ζ(γ), the argument of Q (x), may take both positive and negative values even
though γ≥ 0 (Equation C.12). Since the approximation in Equation C.8 is valid for positive
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arguments, the property Q (x) = 1−Q (−x) must be used for negative values of ζ(γ). Thus:

Pd(γ0) =
∫

ζ(γ)<0
[1−Q (−ζ(γ))] fγ(γ)dγ+

∫
ζ(γ)≥0

Q (ζ(γ)) fγ(γ)dγ

≈
∫

∞

√
2
N Q −1(Pf a)

1
γ0

exp
(
− γ

γ0

)
dγ

−
∫

∞

√
2
N Q −1(Pf a)

1
γ0

exp
(
− γ

γ0

)
exp
(
a[ζ(γ)]2−b ζ(γ)+ c

)
dγ

+
∫ √ 2

N Q −1(Pf a)

0

1
γ0

exp
(
− γ

γ0

)
exp
(
a[ζ(γ)]2 +b ζ(γ)+ c

)
dγ

≈
∫

∞

√
2
N Q −1(Pf a)

1
γ0

exp
(
− γ

γ0

)
dγ

−
∫

∞

√
2
N Q −1(Pf a)

1
γ0

exp
(
−Ωγ

2−Ξγ−Θ
)

dγ

+
∫ √ 2

N Q −1(Pf a)

0

1
γ0

exp
(
−Ωγ

2−Ψγ−Φ
)

dγ (C.15)

where

Ω = −aN/2 (C.16)

Ξ = aQ −1(Pf a)
√

2N−b
√

N/2+1/γ0 (C.17)

Ψ = aQ −1(Pf a)
√

2N +b
√

N/2+1/γ0 (C.18)

Θ = −a[Q −1(Pf a)]
2 +bQ −1(Pf a)− c (C.19)

Φ = −a[Q −1(Pf a)]
2−bQ −1(Pf a)− c (C.20)

Taking into account the approximation in Equation C.12, Equation C.15 is composed of
three definite exponential integrals that can readily be solved in terms of exponential, error
and complementary error functions:

Pd(γ0)≈exp

(
− 1

γ0

√
2
N

Q −1(Pf a)

)

− 1
2γ0

√
π

Ω
exp
(

Ξ2

4Ω
−Θ

)
erfc

(√
2Ω

N
Q −1(Pf a)+

Ξ

2
√

Ω

)

+
1

2γ0

√
π

Ω
exp
(

Ψ2

4Ω
−Φ

)[
erf

(√
2Ω

N
Q −1(Pf a)+

Ψ

2
√

Ω

)
− erf

(
Ψ

2
√

Ω

)]
(C.21)

Although the analytical result of Equation C.21 is slightly complex for mathematical
manipulations, it is important to note that solving Equation C.13 with some of the approxi-
mations presented in Section C.2 would have lead to much more complex solving procedures
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Table C.2: Comparison of the exact and approximated probability of detection of an energy detector
under Rayleigh fading (Pf a = 0.01 and N = 1000).

SNR (dB)

−20 −15 −10 −5 0 5 10

A
pp

ro
xi

m
at

io
n

Exact 0.0205 0.0929 0.3886 0.7263 0.9019 0.9677 0.9896

min-SSE 0.0210 0.0931 0.3887 0.7263 0.9019 0.9677 0.9896

min-MARE 0.0219 0.0935 0.3884 0.7263 0.9019 0.9677 0.9896

Börjesson 0.0206 0.0929 0.3886 0.7263 0.9019 0.9677 0.9896

Chiani 0.0255 0.0998 0.3916 0.7269 0.9020 0.9677 0.9896

Loskot (2 terms) 0.0203 0.0927 0.3883 0.7263 0.9019 0.9677 0.9896

Loskot (3 terms) 0.0206 0.0906 0.3865 0.7259 0.9019 0.9677 0.9896

Karagiannidis 0.0202 0.0930 0.3888 0.7264 0.9019 0.9677 0.9896

Isukapalli (na = 8) 0.0196 0.0926 0.3888 0.7265 0.9020 0.9677 0.9896

Isukapalli (na = 20) 0.0202 0.0930 0.3888 0.7264 0.9019 0.9677 0.9896

Chen (n = 8) 0.0198 0.0931 0.3890 0.7264 0.9019 0.9677 0.9896

Chen (n = 20) 0.0203 0.0930 0.3788 0.7264 0.9019 0.9677 0.9896

and resulting mathematical expressions. This indicates the ability of the approximation pro-
posed in Equation C.8 to simplify the analytical resolution of some problems for which the
approximations of Section C.2 were not envisaged. It is worth noting, moreover, that the
two last terms of Equation C.21 lead to similar numerical values, specially for high values of
SNR, so that they approximately cancel out each other. As a result, the simplification given
in Equation C.22, which is valid over a wide range of SNR values (and tighter for high N
and low Pf a values), can be employed in analytical studies:

Pd(γ0)≈ exp

(
− 1

γ0

√
2
N

Q −1(Pf a)

)
(C.22)

To comparatively assess the accuracy of the proposed approximation in evaluating the
performance of ED under Rayleigh fading, Equation C.13 was solved numerically employ-
ing the exact values of the Gaussian Q-function as well as the approximated values provided
by Equations C.1–C.8. The results are shown in Table C.2. As it can be appreciated, all the
analyzed approximations provide exact values for high SNR values but diverge as the SNR
value decreases. This can be explained by the fact that ζ(γ), the argument of the Q-function
in Equation C.13, increases as the SNR decreases and some of the considered approxima-
tions provide higher estimation errors for larger arguments (see Figures C.2, C.3 and C.4).
Therefore, in the case study of this section, the accuracy of the analyzed approximations is
better appreciated at low SNR values. In such region, it can be observed that the Börjes-
son and Chiani approximations result, respectively, in the most and least accurate estimates,
which is in accordance with the relative errors observed in Figures C.2 and C.4. Regarding
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the proposed approximation, the best estimate is provided in this case by the min-SSE crite-
rion. Although other approximations are able to provide more accurate results, the accuracy
of the proposed approximation can arguably be considered as sufficient for most practical
problems. Moreover, it is worth emphasizing that the analytical evaluation of Equation C.13
with other approximations would have resulted in much more complex solving procedures,
which highlights the ability of the proposed approximation to simplify analytical studies at
reasonable accuracy levels.

C.6 Summary

This appendix has presented a novel exponential approximation for the Gaussian Q-function
providing an adequate balance between accuracy and analytical tractability. The approxi-
mation provides a simple mathematical expression that enables its use over a wide range
of analytical studies. The resulting accuracy is similar or even better than that attained by
other existing proposals based on more complex mathematical expressions. As an example
of its versatility, the proposed approximation has been used to derive a new closed-form
approximation to the probability of detection of an energy detector under Rayleigh fading.
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