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A Comparative Study on the Photochemistry of
Two Bipyridyl Derivatives: [2,2'-Bipyridyl]-3,3'-
diamine and [2,2'-Bipyridyl]-3,3'-diol

Juan Manuel Ortiz-Sdnchez, Ricard Gelabert, Miquel Moreno,* and

José M. Lluch®

The two isoelectronic bipyridyl derivatives, [2,2-bipyridyl]-3,3"-dia-
mine and [2,2"-bipyridyl]-3,3'-diol, are experimentally known to
undergo very different excited-state double-proton-transfer pro-
cesses, which result in fluorescence quantum yields that differ by
four orders of magnitude. Herein, density functional theory (DFT),
time-dependent DFT (TDDFT), and complete active space self-
consistent field (CASSCF) calculations are used to study the
double-proton-transfer processes in the ground and first singlet
w—a* excited state. The quantum-chemistry calculations indi-

1. Introduction

Photoinduced intramolecular proton transfer is a ubiquitous
process in chemistry and biology."™ Excited-state intramolecu-
lar proton-transfer (ESIPT) processes are usually ultrafast (r<
10 ?s) and reversible. These properties lead to a huge
number of applications in the technological world based on
ESIPT, such as rewritable molecular memories, photostabilizers,
and UV-filter materials.””™”

Even if there is a large diversity of molecules known to expe-
rience ESIPT, it is well-accepted that ESIPT processes are usually
initiated by a HOMO(rt)—LUMO(rt*) electronic excitation
(HOMO: highest occupied molecular orbital; LUMO: lowest un-
occupied molecular orbital) that reverses the acid-base charac-
teristics of the H-donor and H-acceptor fragments of the mole-
cule. In other words, the potential energy surfaces of the
ground (Sp) and first singlet excited (S,) electronic states are
very different, so that the more stable tautomer in S, becomes
less stable (or even unstable) in S,.

The use of modern experimental techniques such as time-re-
solved laser spectroscopy or coherent transient data has pro-
vided a wealth of knowledge about these ultrafast processes.
However, the vast majority of studies have dealt with single
ESIPT processes. Excited-state intramolecular double proton
transfer (ESIDPT) is far less well-known. In ESIDPT, the reaction
is expected to be more complicated, since two possible limit-
ing mechanisms can be envisaged. In the first limiting mecha-
nism, the two protons transfer in a single step (concerted
mechanism), whereas in the second, one proton transfer pre-
cedes the other so that the mechanism involves a zwitterionic
intermediate (stepwise mechanism).
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cate 1) the existence of only one energy minimum in the ground
electronic state corresponding to reactants (thus avoiding the
possibility of a fast fluorescent relaxation process from the photo-
products region), 2) an endoergic process of the complete
double proton transfer, and 3) the presence of a conical intersec-
tion in the excited intermediate region of [2,2'-bipyridyl]-3,3"-dia-
mine. These facts explain the very low fluorescence quantum
yield in [2,2'-bipyridyl]-3,3'-diamine compared to [2,2'-bipyridyl]-
3,3'-diol.

A few years ago, some of us reported a theoretical study on
the ESIDPT in [2,2-bipyridyl]-3,3"-diol [hereafter referred to as
BP(OH),]." This molecule had been carefully studied by Glas-
beek and co-workers,”'¥ who carried out a series of time-re-
solved experiments in the sub-picosecond time range. From
these studies it was concluded that the ESIDPT in BP(OH), was
a branched mechanism and consisted of: 1) a concerted reac-
tion channel, where both protons exchange sites simultane-
ously and 2) a stepwise channel, where one proton transfers
first and the other proton transfers upon completion of the
first step. The two processes involve three different chemical
species (Scheme 1) named by Glasbeek and co-workers as
dienol (DE), monoketo (MK), and diketo (DK) after the reactant,
intermediate, and product tautomers, respectively. The same
nomenclature was used in our previous theoretical work on
BP(OH),),”™ and it is also used herein. The characteristic times
of both concerted and stepwise channels were very different:
the concerted path was completed in about 100 fs, and the
same timescale was reported for the first step of the stepwise
mechanism, whereas the second step needed a much longer
time (10 ps). Electronic-structure calculations based on density
functional theory (DFT) and time-dependent DFT (TDDFT)
methodology showed that the stepwise mechanism was ener-

[a] J. M. Ortiz-Sdnchez, Dr. R. Gelabert, Dr. M. Moreno, Prof. J. M. Lluch
Departament de Quimica
Universitat Autonoma de Barcelona
08193 Bellaterra, Barcelona (Spain)
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Scheme 1. Concerted and stepwise mechanism for double proton transfer in
[2,2"-bipyridyl]-3,3"-diol, including atom numbering. The charges shown are
formal charges in the context of a Lewis structure and do not necessarily
correspond to the actual charge distribution.

getically favored over a concerted process.” However, quan-
tum dynamical simulations performed on a representation of
the S, potential-energy surface showed branching of the wave-
packet between the two routes, thus confirming the experi-
mental findings. Also, the reasons behind the longer timescale
of the second step in the stepwise mechanism were identified
as intramolecular vibrational energy redistribution (IVR).”!
Recently, the group of Glasbeek reported on a very similar
system, [2,2"-bipyridyl]-3,3"-diamine [henceforth BP(NH,),] in
which the two hydroxyl groups are replaced by amine groups
(Scheme 2)."¥ A femtosecond fluorescence upconversion study

b 1
NS
y N M
Diamine (DA) \L o

H

Diimine (DI)

Scheme 2. Concerted and stepwise mechanism for double proton transfer in
[2,2'-bipyridyl]-3,3'-diamine, including atom numbering. The charges shown
are formal charges in the context of a Lewis structure and do not necessarily
correspond to the actual charge distribution.

of BP(NH,), revealed two fluorescent bands, band | (425 nm)
and band Il (585 nm) with a rise time faster than 100 fs, and
both bands presenting a 250 fs emission decay. The quantum
yield (QY) for both emission bands was estimated to be as low
as 107°, irrespective of the solvents used. This finding is in
sharp contrast with the fluorescence spectrum of BP(OH), in
cyclohexane (QY =0.32)." These results have been interpreted
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in terms of a branched mechanism leading to the ESDIPT prod-
uct. On the one hand, there is a concerted double proton
transfer within about 100 fs, followed by a twisting of the
product that takes place in around 250 fs. On the other hand,
there is a slower process involving simultaneous twisting and
double proton transfer with an overall reaction time of approx-
imately 250 fs. In the case of BP(NH,),, there is no evidence of
an intermediate single-proton-transfer state being involved in
the process. Scheme 2 depicts the hypothetical concerted and
stepwise mechanisms for BP(NH,),. The chemical species in-
volved have been named employing a similar terminology to
that used for BP(OH),: diamine (DA), monoimine (Ml), and dii-
mine (DI) for the reactant, intermediate, and product tauto-
mers, respectively.

Despite the molecular structural similarities between
BP(OH), and BP(NH,),, the notable differences experimentally
detected for the respective ESIDPT process and the very dis-
similar quantum yields are striking, so we have carefully ana-
lyzed the ESIDPT process in BP(NH,), from a theoretical point
of view. As some of the theoretical techniques and analysis to
be performed here for BP(NH,), are different from those used
in our previous study of BP(OH),™ we will also carry out some
comparative calculations on the BP(OH), system.

2. Results and Discussion

2.1. Comparison of the Potential Energy Profiles of Double
Proton Transfer

The topology of the proton-transfer process in both the S, and
the S, state has been obtained and compared for BP(NH,), and
BP(OH),. The stationary points in the S, state have been local-
ized by full minimization and characterized at the DFT level of
calculation, while only the zeroth-order stationary points in the
S, state have been directly located at the TDDFT level. At pres-
ent, to characterize stationary points in the TDDFT scheme, nu-
merical second derivatives should be computed (due to the
unavailability of analytic second derivatives), which is a fairly
expensive calculation. Instead of using this method, relaxed
potential-energy profiles for both concerted and stepwise
proton transfer in BP(NH,), and BP(OH), were computed, using
as a reaction coordinate the distance between the hydrogen
and the acceptor atoms and encompassing the full range from
the minimum of the reactants to that of the products.

2.1.1. BP(NH,),

Exploration of the electronic ground state at the DFT level led
to the localization of a sole stationary point corresponding to
the diamine (DA) energy minimum. This structure is character-
ized by a small out-of-plane torsion of the pyridyl rings (C2—
C1-C6-N2=11.4°, see Scheme 2 for atom numbering) and
pyramidalization of the NH, groups (H1-N3—C2—H2=145.9°).
The calculated value of the vertical excitation energy for the
So—$S, transition is 3.17 eV (A =391 nm), which is in reasonable
agreement with the experimental value (ca. 370 nm)." All at-
tempts to locate energy minima corresponding to the inter-

ChemPhysChem 2007, 8, 1199 - 1206
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mediate of the stepwise mechanism and the product of the
double transfer, the monoimine (MI) and diimine (DI) tauto-
mers, respectively, reverted to the DA minimum.

Our first approach to the topology of the S, state led to the
direct optimization of the DA and DI tautomers. The DA struc-
ture presents (as observed in the S, state) a small out-of-plane
torsion angle of the pyridyl rings (C2—C1-C6-N2=12.2°),
while the DI structure (6.60 kcalmol ' above DA) is planar.

Optimization of the proton-transfer intermediate was not
straightforward. All attempts to obtain an energy minimum in
the MI region by free optimization in S, led to a twisted con-
formation of the two pyridyl rings (C2—C1-C6—N2~90°), with
a relative energy 50 kcalmol™' below the energy minimum of
the reactants: a highly unphysical situation, where the energy
of this conformation almost matches the electronic ground-
state energy. Visual inspection of the molecular orbitals in-
volved in the excitation that leads to S, for such a twisted
structure (Figure 1) reveals a clear intramolecular charge-trans-

e f’l ».Mh
o, gt 2
px g5 - e

Figure 1. Probability isodensity surfaces corresponding to the molecular or-
bitals involved in the S;—S, excitation for the twisted (ca. 90° torsion in the
pyridyl rings; top) and planar (bottom) conformations of the monoimine
(MI) tautomer of [2,2"-bipyridyl]-3,3"-diamine.

fer state, described by a single-electron excitation from the
HOMO () located on the (donor) pyridyl ring to the LUMO ()
located on the other (acceptor) ring. It has been stated in sev-
eral theoretical reports"*'? that TDDFT overstabilizes charge-
transfer states. To our knowledge, few semiquantitative proce-
dures have been proposed to correct this shortcoming of
TDDFT,"7?" but optimization turns out to be cumbersome,
and the correct TDDFT description of such a state is still an un-
solved problem.

We have observed, however, that forcing absolute planarity
(i.e. Cssymmetry) in the geometry optimizations causes the
molecular orbitals involved in the description of the charge-
transfer state to become delocalized over the two pyridyl rings
(see comparison of molecular orbitals in Figure 1). The relative
energy of the DA tautomer with respect to DI does not vary
substantially when planarity is imposed, thus not appreciably
modifying the endoergic nature of the double-proton-transfer
process (6.60 kcalmol™" in non-planar conformation instead of
6.40 kcalmol™ in planar conformation). Besides, the MI struc-
ture was reoptimized at the CIS level. The result was a struc-

ChemPhysChem 2007, 8, 1199 - 1206
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ture with a small out-of-plane torsion angle (C2—C1-C6—-N2=
20.5°), thus suggesting that the approximation of forcing pla-
narity in the intermediate of the double proton transfer is ac-
ceptable.

Moreover, ESIDPT in BP(NH,), has been described as an ultra-
fast process, and considering that the reactants are almost
planar, it is a reasonable approximation to consider that pro-
tons will transfer before the two pyridyl rings can undergo a
twist with respect to the central C—C bond. In order to main-
tain homogeneity in our results, the stationary points in the S,
and S, states were recalculated within Cs symmetry. In the dis-
cussion below, we restrict ourselves to the C; (planar) symme-
try group. Thus, the stationary points located are not true sta-
tionary points. However, the planar approximation allows us to
estimate the energy of the hypothetical zwitterionic intermedi-
ate, ML

Within the planar restriction, the DA tautomer in S, shows
few differences in its relative energy and Franck—-Condon exci-
tation (3.22 eV, 1=385 nm), and neither the MI nor the DI tau-
tomer exists as an energy minimum. In contrast, the S,-state
topology exploration shows three different C; “minima”, corre-
sponding to the DA, MI, and DI structures. The most stable
structure is the MI tautomer, which lies only 0.95 kcalmol™'
below the DA minimum, whereas, as noted above, the DI tau-
tomer lies 6.40 kcalmol™" above the DA tautomer. Thus, forcing
planarity does not change the endoergodicity of the double
proton transfer in S,, whereas the single proton transfer is
slightly exoergic.

To complete this electronic-structure study, relaxed poten-
tial-energy profiles have been computed for both concerted
and stepwise proton-transfer mechanisms in order to estimate
the locations of the energy maxima for the different mecha-
nisms. These maxima can be considered a good estimation of
the transition states of the processes in S,. Different reaction
coordinates have been considered for each mechanism, as de-
picted in Figure 2. For the first proton-transfer process, the
N4—H3 distance has been gradually modified from a DA-like
conformation to a Ml-like conformation. For each point of the
profile, the optimal energy has been computed by allowing
the structure to relax, and the energy has been represented as
a function of the difference between the N4—H3 and N1-H3
distances. Analogously, for the second proton-transfer process,
the N3—H2 distance has been lengthened from a MI-like con-
formation to a DI-like conformation. The energy of each point
in the profile has been represented in terms of the difference
between the N3—-H2 and N2—H2 distances. For the concerted
mechanism, both N4—H3 and N3-H2 distances have been
modified synchronously, so that their value is the same at
every point. The energy of the profile has been represented in
terms of the difference between the N4A—H3 and N1—H3 distan-
ces (which is equivalent to the difference between the N3—H2
and N2—H2 distances).

As seen in Figure 2, the energy barriers along the relaxed
potential-energy surface for the DA—MI and MI—DI processes
lie 2.96 kcalmol™" and 7.97 kcalmol™', respectively, above the
DA minimum. In contrast, the direct transformation DA —DI
lies 11.60 kcalmol™" above the DA minimum. It is likely that the
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Figure 2. Relaxed potential-energy profiles in S, for proton transfer in [2,2'-
bipyridyl]-3,3"-diamine. a) Reaction coordinates used for each profile. b) Pro-
file for the concerted mechanism. ¢) Profile for the first proton transfer in
the stepwise mechanism. d) Profile for the second proton transfer in the
stepwise mechanism. All profiles have been referred to the diamine (DA)

minimum.
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Figure 3. Relative energies [kcalmol™"] of the planar structures in S, relevant
to double proton transfer in [2,2"-bipyridyl]-3,3"-diamine, referred to the dia-
mine (DA) minimum. Dashed lines depict the concerted transformation dia-
mine —diimine (DA —DI). The monoimine (MI) tautomer only exists as an
energy minimum when C; symmetry is imposed.

DA —DI process goes through a second-order transition state
(according to the Murrell-Laidler theorem) and is thus not in
the topological reaction path.

We summarize in Figure 3 the general landscape for the
proton-transfer process in the BP(NH,), molecule in the
S, state. It can be seen that the most stable structure is the Ml
tautomer, which lies only 0.95 kcalmol™' below the DA mini-
mum, but we must note that we can only locate the MI tauto-
mer as an energy minimum using TDDFT when planar symme-

try is imposed.

2.1.2. BP(OH),

As mentioned in the Introduction, some of us previously re-
ported a theoretical study on the ESIDPT in BP(OH),”® and
hence the exploration of the topology in S, and S, has already

www.chemphyschem.org
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been reported (see Figure 2 in ref. [8]). However, only unopti-
mized S;-state energies were obtained by vertical excitation
energy calculations, The TURBOMOLE package allows us to re-
visit and update these results with TDDFT minimizations in S,.
Results on S, (presented in ref. [8]) are briefly overviewed.

In contrast with the BP(NH,), results, three energy minima
exist for BP(OH), in S,. The most stable structure is the dienol
(DE) tautomer (Figure 4). The monoketo tautomer (MK), that is,

S, 1290
1103 1113
i o —.
1 DE \\
i \
\
,' \\ 5.65
2581 \ / \ 258
= \ —_—
DK / DK
4 0.00 /
MK
s, 1220 _
o == 10.74
887 ¢ \ / \8.87
\ 6.87 / _—
DK \ ——_ 811/ DK
v00o MK
DE

Figure 4. Relative energies [kcalmol '] of the structures in S, (bottom) and
S, (top) relevant to the double proton transfer in [2,2"-bipyridyl]-3,3'-diol, re-
ferred to the monoketo (MK) minimum. Dashed lines depict the concerted
transformation dienol—diketo (DE—DK). The monoketo (MK) tautomer only
exists as an energy minimum in S; when C; symmetry is imposed.

the intermediate in the stepwise mechanism, lies 6.77 kcal
mol~' above the DE structure, and the diketo (DK) tautomer
(final product of the double proton transfer), lies 8.87 kcal
mol™' above the DE tautomer. All three optimized structures
present a coplanar conformation of the two aromatic rings.
The higher-order stationary points correspond to the transi-
tion-state structures for the transformations DE—MK (6.87 kcal
mol™') and MK—DK (10.74 kcalmol™") and to a second-order
saddle point, where a tentative transition state for the concert-
ed mechanism should be, with an energy of 12.20 kcalmol™
with respect to the DE structure. The double-proton-transfer
reaction happens to be an endoergic process in S,.

The update of our previously published results in S, with
TDDFT optimizations leads to a situation very similar to that for
BP(NH,), described in the previous section. While energy
minima were directly obtained for the DE and DK tautomers
(already in planar conformations), the free TDDFT optimization
of the MK tautomer suffered from the same problems encoun-
tered while optimizing the MI tautomer in BP(NH,),. For this
reason, the MK tautomer has been optimized with imposed
Cs symmetry.

As can be seen in the upper half of Figure 4, the TDDFT opti-
mizations on the S, state unveil an exoergic profile for the
double proton transfer, with important decreases in the energy
barriers as compared to S,. The MK tautomer appears to be
the most stable structure, 11.03 kcalmol™' below the DE mini-

ChemPhysChem 2007, 8, 1199 - 1206
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mum and 2.58 kcalmol™' below the DK minimum. As in
BP(NH,),, the energy maxima in S, have been located through
relaxed potential-energy profiles (Figure 5). For the first and
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Figure 5. Relaxed potential-energy profiles in S, for proton transfer in [2,2-
bipyridyl1-3,3"-diol. a) Reaction coordinates used for each profile. b) Profile
for the concerted mechanism. c) Profile for the first proton transfer in the
stepwise mechanism. d) Profile for the second proton transfer in the step-
wise mechanism. All profiles have been referred to the monoketo (MK) mini-
mum.

second proton-transfer processes, the 02—H2 and O1-H1 dis-
tances, respectively, have been considered (see Scheme 1 for
atom numbering). For the concerted mechanism, both distan-
ces have been modified synchronously so that their values
were the same at every point. In all three cases, the energy
has been represented in terms of the difference between the
hydrogen atom-donor atom and the hydrogen atom-acceptor
atom distances. The estimated transition-state structures for
the DE—MK and MK—DK processes have energies of
11.13 kcalmol™" and 5.65 kcalmol™' respectively, relative to the
MK minimum. The maximum found in the direct transforma-
tion DE—DK (12.90 kcalmol™" with respect to the MK mini-
mum) was demonstrated to be a maximum with respect to
the motion of any proton in the previous exploration of S,/
which supports the idea that topologically, the process is best
described as stepwise in S;, exactly as in BP(NH,),.

It is remarkable that the TDDFT fully optimized results
within planarity on BP(OH), in S, differ only slightly from our
previous results.® The values of the energy barriers and the
relative stability of the stationary points (except for the MK
tautomer) are quite similar. Taking into account these small
changes in the S, state, the quantum dynamical simulations for
the double-proton-transfer process carried out in the previous
study are now validated.

To conclude this electronic-structure study, we emphasize
that the results obtained for BP(OH), and BP(NH,), reveal sever-
al notable differences. The energy profile of the double proton
transfer in S, for BP(OH), is clearly exoergic, with low energy
barriers for both concerted and stepwise mechanisms. These

ChemPhysChem 2007, 8, 1199 - 1206
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results suggest, as demonstrated by experimental” and theo-
retical studies,” that the overall process in BP(OH), can occur
through both mechanisms, while from a purely topological
point of view, the process would be described solely as step-
wise.

In contrast, the ESIDPT energy profile for BP(NH,), presents
an endoergic profile with higher energy barriers, which repre-
sent a great obstacle for the proton-transfer process. However,
Glasbeek and co-workers have reported that a very small por-
tion of photoexcited DA molecules evolve to products with
QY=10 °" According to our theoretical results, the Franck—
Condon excitation energy from the DA S, minimum to the
S, state leads the system only 0.22 kcalmol™' below the barrier
for the transfer of the first proton. This indicates that upon
photoexcitation, the DA molecules can easily reach the inter-
mediate region but not the final product region.

2.2. Nonradiative Processes in BP(NH,), and BP(OH),

As stated in the Introduction, the differences detected experi-
mentally for the ESIDPT process in BP(OH), and BP(NH,), are
notable. Special attention should be placed on the comparison
of the residual lifetimes of the tautomeric product state, which
is very short in the case of BP(NH,), (ca. 1-10 ps)."¥ According
to Glasbeek and co-workers, this short lifetime is indicative of
efficient nonradiative deactivation paths of the fluorescence
state. On the basis of these results, the existence of a conical
intersection between the S, and S, potential-energy surfaces
has been proposed for a twisted conformation of the BP(NH,),
tautomeric product."? Such deactivation processes have been
proposed for twisted conformations of similar compounds,
such as [2,2-bipyridyl]-3-ol?" and derivatives of biphenyl-type
systems.??

To further explore the existence of a conical intersection, the
possibility that such an approach between the S, and S, states
could be located either in the reactant, intermediate, or prod-
uct region should be taken into account. Considering that the
TDDFT level fails to describe the charge-transfer state corre-
sponding to the twisted conformation of the Ml tautomer, we
have employed the CASSCF level to explore the region where
the conical intersection is expected.

As a first qualitative insight as to where the conical intersec-
tion might lie, energy profiles around the twisting C2-C1-C6-
N2 dihedral angle have been obtained through CASSCF (10,10)
state-average single-point calculations of the DA, MI, and DI
tautomers, taking a range from 0° to 180°. All the other coordi-
nates have been kept fixed. It is inferred from our results that
the S, and S, states corresponding to the DA tautomer do not
approach each other, as they are separated by an energy gap
of 100 kcalmol™'. At high values of the torsion coordinate
(>140°), the energy rapidly increases owing to steric effects
between the two amino groups. In comparison, S, and S, in
the DI tautomer are closer, but the smallest energy gap be-
tween these states never drops below 40 kcalmol™' (again dis-
regarding the region over 140°). Even when considering that
these CASSCF qualitative profiles have not been obtained
through full optimizations, 40 kcalmol™" is too large an energy

1203

www.chemphyschem.org



170

PAPER IV

CHEMPHYSCHEM

a 180
160 [
140 [
120 |
100 R
80 - )
60 [ e e I /,
40 -
20 §
0 /1//| L L L I L L |

0 20 40 60 80 100 120 140 160 180
C,-C,-C¢-N, angle/degrees —

E/keal molm ——

b 180
160
140 | )
120 |
100 - e
80 - e

60 | -
40
2 b /\ T

0 20 40 60 80 100 120 140 160 180
C,-C,-C¢-N, angle/degrees ——

E/keal mol! ——

Figure 6. Ground state (—) and first singlet excited state (----- ) CASSCF
(10,10) energy profiles along the C2-C1-C6-N2 torsion angle for the inter-
mediate tautomers of a) [2,2-bipyridyll-3,3"-diamine and b) [2,2-bipyridyl]-
3,3-diol. See Schemes 1 and 2 for atom numbering.

gap between two electronic states to suggest the possibility of
a conical intersection. However, the energy profile correspond-
ing to the MI tautomer (Figure 6a) depicts a continuous ap-
proach between the two electronic states from 0° to reach a
minimal difference of less than 10 kcalmol™' at approximately
85°. This narrow energy gap between the electronic states is
small enough, even at this qualitative level, to seriously consid-
er the existence of a conical intersection between S, and S, in
the region corresponding to a twisted conformation of the MI
tautomer.

The question remains as to whether anything similar occurs
in BP(OH),. Our prior study on BP(OH),® was focused on the
dynamics of the double proton transfer and not on the possi-
bility of the existence of a conical intersection. Because of this
fact, the theoretical model of the molecule was restricted to
planarity. No available experimental study suggested the possi-
bility or relevance of a nonradiative relaxation pathway. How-
ever, in recent years the existence of conical intersections for
biphenyl-type systems at twisted conformations has been pro-
posed.?? In order to check the possibility of the existence of a
conical intersection in BP(OH),, the same procedure described
above was used. Our results show that the S, and S, states cor-
responding to the DE tautomer do not approach each other
and show a separation of approximately 110 kcalmol™". The S,
and S, states in the DK tautomer are closer, but the minimal
energy gap is still 60 kcalmol™'. The energy profile correspond-
ing to the MK tautomer (Figure 6b) is similar to the MI tauto-
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mer. However, the energy of the S, state does not approach
that of the S, state. Rather, the energy of the S, state increases
to reach a maximum near 85°, where the difference between
the two electronic states is approximately 20 kcalmol™". At this
qualitative level, it is reasonable to reject the existence of a
conical intersection in the region of the DE and DK tautomers
because of the wide energy gap between S, and S,
(>60 kcalmol ). In contrast, the energy gap found in the MK
tautomer, which is 10 kcalmol™ larger than that found in the
MI tautomer, casts some doubts about the existence of a coni-
cal intersection in this case. A more accurate electronic study
will be necessary to get a better description of the S, and
S, states at the twisted conformation of the MK tautomer.

There is no definite answer as to where exactly these conical
intersections lie and to what role they play in the global pho-
tochemical process. More accurate electronic calculations at
the CASSCF level and a dynamical treatment of these nonadia-
batic processes will be necessary to understand the actual
photochemistry of BP(NH,), and BP(OH),. Work devoted to this
aim is currently in progress in our laboratory.

3. Conclusions

In this section we discuss our model for the photochemistry of
BP(NH,), and BP(OH), (Figure 7) as inferred from our prior re-
sults for the ground and first singlet excited electronic states.
A plausible explanation of the experimental results observed
by Glasbeek and co-workers," placing a special stress on the
very low quantum yield in BP(NH,),, will be also presented. We
highlight that dynamical effects can be [and, in fact, for
BP(OH), have been shown to be] critical to explain the com-
plete photophysics of the system. Herein, we are making an
“educated guess” on the photochemistry solely on the basis of
the topological data. This is by no means complete. For in-
stance, without the dynamics, the concerted reaction channel
in BP(OH), could not be understood.

After vertical excitation of the neutral form DA (point a in
Figure 7a) following the Franck-Condon principle, the excited
DA lies less than 1 kcalmol™ below the energy barrier corre-
sponding to the first proton-transfer process. Thus, it is highly
likely that the first proton transfer, perhaps assisted by proton
tunneling, will occur in competition with vibrational relaxation
to the excited DA minimum in S;. Once the excited MI region
has been accessed, the step leading to the DI product is en-
doergic (3.66 kcalmol™' above the Franck-Condon excitation)
and has a high energy barrier (5.23 kcalmol™ above the
Franck-Condon excitation). Hence, it is predicted that only a
very small fraction of molecules will make their way to the ex-
cited DI region. At any rate, whatever small fraction of systems
does make its way to the DI region, it will do so in a much
longer time than 100 fs. There are several reasons for this con-
clusion: first, the concerted reaction pathway presents a pro-
hibitively large energy barrier; second, even though the step-
wise mechanism is energetically more favorable, in the second
step (MI—DI) competition with IVR would occur. It has been
shown previously that IVR can greatly delay these transfers.”
Besides, the absence of a minimum in the DI region of S,

ChemPhysChem 2007, 8, 1199 - 1206
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S.
F-C 0.00

DA -2.74

hy=322eV

al>~_  __==Ts,-381
p— \

\
DE -3.91 \

hv=3.80eV

Figure 7. Model for the photochemistry of a) [2,2"-bipyridyl]-3,3-diamine and
b) [2,2"-bipyridyl]-3,3"-diol, both in C; symmetry, as inferred from our quan-
tum chemical calculations. All relative energies (in kcalmol™") in S, are refer-
red to the Frank-Condon excitation energy of the reactant tautomer in S,
Marked point a represents the energy arrival of the Franck-Condon excita-
tion, and point b represents the tentative location of the possible conical in-
tersection between S, and S,.

would make radiative relaxation by fluorescent decay of the
excited DI a very unlikely process.

Our quantum chemical calculations suggest that the elec-
tronically excited M|, after vibrational relaxation, can undergo a
twisting of the two pyridyl rings. When this coordinate nearly
reaches perpendicularity, a conical intersection between S, and
Sp occurs (point b in Figure 7a). The Ml molecules can then
decay nonradiatively to S, along a path which mainly includes
two coordinates: 1) the twisting back of the two pyridyl rings
to planarity, and 2) the back-proton-transfer coordinate. This
path leads from the excited MI minimum in S, to the DA mini-
mum in S,. Hence, the fast decay of the emission bands | and II
in BP(NH,), should correspond to a species structurally analo-
gous to the MI tautomer, and not to the DI tautomer, as sug-
gested by Glasbeek and co-workers."¥

In the discussion below, we try to justify the experimentally
measured decay times for bands | and Il. When the excited DA
systems are created after photonic excitation, they evolve very
rapidly through the stepwise reaction channel (first step) to

ChemPhysChem 2007, 8, 1199 - 1206

© 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ARTICLES

the excited MI because of the minuscule energy barrier that
separates DA and MI. In these conditions, this process can
occur within a few tens of femtoseconds.® Once in the MI
region, the system can evolve further by undergoing a twist of
the two rings and transfer to S, through the conical intersec-
tion. This process could be responsible of the measured decay
time of approximately 250 fs in band Il. These systems can
relax by fluorescence to S, only very slowly, given the lack of a
minimum for MI in S,. Globally, this would be in agreement
with the very low QY of band I1."¥

What can be said for band1? The systems arriving at MI
from DA in S, come with excess energy, and some of them will
not relax to the bottom of the MI minimum (and cross to S,
through the conical intersection). Rather, being prevented
from reaching the final product DI owing to their lack of
energy, they will bounce back, reverting to the DA region,
where they can start the whole process again. Given that the
usual fluorescence from S, to S, has a rate constant in the
order of 10°s7',*¥ one concludes that excited DA depopulates
mainly through the conical intersection in the MI region, a
much faster process than DA (S;)—DA (S,) fluorescence. This
situation would also explain the decay time for band I.

According to our previous (and now updated) quantum
chemical calculations on BP(OH), the photochemistry of
BP(OH), is somewhat different than that just presented for
BP(NH,), because of the exoergic nature of the double proton
transfer in S, and the existence of an energy minimum for the
MK and DK tautomers in S,.

After vertical excitation of the neutral form DE (3.80 eV, 1=
326 nm), the excited DE lies 14.94 kcalmol™" and 12.36 kcal
mol™" above the excited MK and DK minima, respectively (Fig-
ure 7b). As we showed in our previous theoretical report,® it is
highly likely that a part of the excited DE will evolve directly to
the excited DK region through a concerted double-proton-
transfer mechanism that occurs simultaneously with a stepwise
mechanism. Once in the excited DK region, in contrast to the
BP(NH,), system, the presence of a minimum in the DK region
of S, makes radiative relaxation by fluorescent decay of the ex-
cited DK a quite feasible process. Another fraction of the ini-
tially excited DE will make its way to the DK region through a
stepwise mechanism. In that trip, it passes the MK region,
where a conical intersection could be present. Additionally,
fluorescence from the MK intermediate is not so difficult in this
case (there is a corresponding MK minimum in Sg), so that re-
laxation through a conical intersection, if present, will compete
with this additional relaxation process and with the second
proton transfer that is now also feasible.

Computational Methods

Electronic density functional based methods have been used to ex-
plore the topology of the ground (S,) and first tt* singlet excited
(S,) electronic states. Density functional theory (DFT) and time-de-
pendent DFT (TDDFT)*? optimizations have been performed for
the S, and S, states, respectively. TDDFT has been succesfully used
to study other ESIPT systems.®*2" The three-parameter hybrid
functional of Becke with the correlation functional of Lee, Yang
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and Parr (B3LYP)*?) has been chosen. The TURBOMOLE program
(Version 5.4),%%%" which implements analytical gradients at the
TDDFT level, has been used to perform the TDDFT calculations.

Multireference complete active space self-consistent field method
(CASSCF)®? calculations have been carried out with the MOLCAS
program (Version 6.4).°¥ The electronic energy of S, and S, states
has been obtained using a state average with equal weights for
both states with an active space of ten electrons and ten molecular
orbitals, which includes the five highest occupied and the five
lowest unoccupied molecular orbitals. This active space is probably
not large enough to correctly describe the whole potential energy
surface (i.e. the DA, MI, and DI regions), so that it has just been
used to analyze the presence of conical intersections between the
Sp and S, states. A larger active space would be necessary to com-
pare the different regions of the potential-energy surface.

In all cases, to obtain a good description of the proton- and
charge-transfer processes on excited states, the 6-31G(d,p)***'
basis has been used for the hydrogen and carbon atoms, while ad-
ditional diffuse functions [6-31G+(d,p) basis]®**’ have been
added to the oxygen and nitrogen atoms.
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Study of the Photochemical Properties and Conical
Intersections of [2,2'-Bipyridyl]-3-amine-3'-ol

Juan Manuel Ortiz-Sanchez, Ricard Gelabert, Miquel Moreno,* and José M. Lluch®

The two isoelectronic bipyridyl derivatives [2,2'-bipyridyl]-3,3"-dia-
mine and [2,2-bipyridyl]-3,3'-diol are experimentally known to
undergo very different excited-state double-proton-transfer pro-
cesses, which result in fluorescence quantum yields that differ by
four orders of magnitude. In a previous study, these differences
were explained from a theoretical point of view, because of topo-
graphical features in the potential energy surface and the pres-
ence of conical intersections (Cls). Here, we analyze the photo-
chemical properties of a new molecule, [2,2'-bipyridyl]-3-amine-

1. Introduction

Organic molecules with acidic and basic functional groups con-
nected by intramolecular hydrogen bonds are among the
best-suited systems to undergo proton (or hydrogen) transfer
upon photoexcitation. The advent of modern experimental
techniques, such as time-resolved laser spectroscopy (with res-
olutions of a few femtoseconds) or coherent transient data,
has provided a general picture of these excited-state intramo-
lecular proton-transfer (ESIPT) processes as ultrafast and rever-
sible, the whole cycle being completed in less than a few pico-
seconds."™ These properties lead to very interesting potential
applications and some well-known systems, such as derivatives
of salicylic acid (SA) and the 2-(2'-hydroxyphenyl)benzazole
(HBX) family, have for long been studied as photostabilizers, a
very common technique used for the protection of organic
polymers against photodegradation by UV sunlight."'® In pho-
tostabilizers the ultrafast ESIPT process is followed by fluores-
cent or radiationless decay of the excited phototautomer lead-
ing to a very unstable (in the ground state) structure that
quickly reverts to the original species, in this way closing the
photocycle that is again ready to start the process. More re-
cently, interest in these molecules has reemerged because of
their potential use as optoelectronic devices, such as optical
memories or optical switches."" Photoinduced switching of flu-
orescent properties is one of the most attractive concepts for
the realization of a nondestructive readout system.'>' To
have a good candidate for a photomemory it is necessary to
obtain a stable photoproduct (most likely in the ground state)
that will only revert to the original species through a new pho-
toexcitation process, now at a quite different wavelength. The
whole process that would be involved in an ideal optical pho-
toswitch is depicted in Scheme 1.

The use of molecules that undergo a single ESIPT, such as
the HBX and SA derivatives cited above, as optical memories
has been considered in some detail™ but usually the photo-
IntarSeience
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3'-ol [BP(OH)(NH,)], which is, in fact, a hybrid of the former two.
Our density functional theory (DFT), time-dependent DFT
(TDDFT), and complete active space self-consistent field (CASSCF)
calculations indicate that the double-proton-transfer process in
the ground and first singlet m—m* excited state in BP(OH)(NH,)
presents features that are between those of their “parents”. The
presence of two Cls and the role they may play in the actual
photochemistry of BP(OH)(NH,) and other bipyridyl derivatives
are also discussed.

ESIPT
S H—®
rESIPT

Scheme 1. Schematic representation of the processes involved in the photo-
cycle of an ideal optical switch (top) and a photostabilizer (bottom). ESIPT
and rESIPT refer to the direct and reverse excited-state intramolecular
proton-transfer processes, respectively, while A, and 4, refer to the wave-
lengths that trigger ESIPT and rESIPT, respectively. The numbering of events
follows the sequential order of the photocycle steps.

tautomer relaxes to a structure in the ground state that is not
stable, automatically reverting to the original species. Although
there have been some systems specially designed to overcome
this inconvenience (let us cite here a cleverly designed mole-
cule, 7-hydroxy-(8-oxazine-2-one)-quinoline, recently proposed
and theoretically studied by Sobolewski'®), the more success-
ful approaches to reversible single-molecule photoswitching
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have been obtained through mutations of large biochemical
molecules, such as green fluorescent protein (GFP). In contrast
to the single ESIPT process present in HBX, SA, and other relat-
ed systems, GFP-like systems may undergo two or more ESIPT
processes."”'® This opens the door to several reaction paths
so that the possibility of obtaining a stable structure upon
photoexcitation at a given wavelength largely increases. In
fact, a GFP-like fluorescent protein called Dronpa has recently
been proposed as a very promising candidate for a molecular
photomemory."

At a more modest size, there are also some organic mole-
cules that may be subject to more than one ESIPT process.
One of the simplest, and yet very interesting, among these sys-
tems is [2,2"-bipyridyl]-3,3-diol (BP(OH),) which has been ex-
tensively studied from both the experimental®-?*' and theoret-
ical®® sides. From these studies it is now well established that
the double ESIPT in BP(OH), is a branched mechanism that
consists of a concerted reaction channel where both protons
simultaneously transfer, and a stepwise channel where one
proton transfers first and the other follows upon completion of
the first step. The characteristic times of both concerted and
stepwise mechanisms are very different. The concerted channel
and the first step of the stepwise mechanism are completed in
about 100 fs, while the second proton-transfer step of the
stepwise mechanism needs a much longer time of 10 ps to
complete. Later on, a molecule quite similar to BP(OH), with
the two hydroxyl groups substituted by amino groups was
studied by using femtosecond fluorescence upconversion tech-
niques.”” This new molecule, called [2,2'-bipyridyl]-3,3"-diamine
(BP(NH,),), has also been the subject of a recent careful quan-
tum-electronic study.”® Both experimental and theoretical
works reveal quite striking differences between the two iso-
electronic BP(OH), and BP(NH,), species, as the quantum yield
for BP(NH,), is four orders of magnitude lower and in this case
there is no experimental evidence of the stepwise mechanism,
though the whole process is still branched with different time
constants that are now both on the order of femtoseconds.
These differences are theoretically explained by the quite dif-
ferent energy profiles for the two proton-transfer processes in
the ground (S,) and first excited singlet (S,) electronic states.*
While for BP(OH), the two proton-transfer processes are ener-
getically feasible in S, and the two tautomeric species are also
stable structures in S, for BP(NH,), there are no other stable
structures in S, besides the original structure and the product
of the double-proton transfer in S, is higher in energy than the
point originally accessed upon photoexcitation. These topo-
graphical differences, along with the presence of a conical in-
tersection (Cl) between S, and S, in the region of the single-
proton transfer, may explain the observed differences between
both molecules.

Herein, we propose a new molecule, also isoelectronic with
BP(OH), and BP(NH,),, which is, in fact, a hybrid of both and
possesses one hydroxyl and one amino group. The molecular
structure of this molecule, called [2,2'-bipyridyl]-3-amine-3'-ol
[BP(OH)(NH,)], along with those of their “parents” BP(OH), and
BP(NH,),, are shown in Scheme 2. The interest of this molecule,
synthesized some years ago,”” lies in the fact that it could

ChemPhysChem 2008, 9, 2068 - 2076
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BP(OH), BP(OH)(NH,) BP(NH,),

Scheme 2. Molecular structures of [2,2"-bipyridyl]-3,3'-diol (left), [2,2"-bipyrid-
yll-3-amine-3"-ol (center), and [2,2"-bipyridyl]-3,3"-diamine (right).

have properties that are intermediate between the quite dispa-
rate ones of BP(OH), and BP(NH,),. Besides, now there are two
different asymmetric single-proton-transfer processes but just
one double-proton-transfer product. Therefore there are, at
least, three feasible ESIPT channels, a fact that increases the
probability of obtaining an energy profile for the whole pro-
cess compatible with the use of this molecule as a molecular
photoswitch.

2. Results and Discussion

As explained in the Introduction, the asymmetric structure of
the BP(OH)(NH,) molecule leads to two different single-proton-
transfer processes, thus involving two single-proton-transferred
intermediates, as depicted in Scheme 3. To distinguish be-

O-channel

=

1

N-channel

" N /\N-/H
I
g

Scheme 3. Concerted and stepwise mechanisms for double-proton transfer
in BP(OH)(NH,), including the nomenclature and atom numbering used in
this work. The charges shown are formal charges in the context of a Lewis
structure and do not necessarily correspond to the actual charge distribu-
tion. DPT denotes the double-proton-transfer channel.

tween these different chemical species, we adopt here a no-
menclature similar to that used in our previous publication on
bipyridyl derivatives,”® which is based on the nature of the
functional groups presented in each molecule. In that sense,
the reactant and product of the double-proton transfer are re-
named as enol-amine (EA) and keto-imine (KI), respectively,
whereas the intermediates corresponding to single-proton
transfers are respectively renamed as enol-imine (El) and keto-
amine (KA). As a matter of fact, these two intermediates are a
superposition of several canonical valence-bond structures,
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with participation of an enol-imine and a keto-amine structure,
respectively. Let us also use O-channel and N-channel to refer
to the mechanisms that start with O-H--H transfer and N-H--H
transfer, respectively. This nomenclature (along with the atom
numbering used herein) is also used in Scheme 3. As is cus-
tomary, we will use an asterisk to denote structures located in
the first singlet excited electronic state S,.

The topographical features of the proton-transfer process in
both S, and S, states were obtained for the BP(OH)(NH,) mole-
cule and have also been compared to the results previously
obtained for BP(OH), and BP(NH,),”** All the stationary
points in S, were localized by full minimization and character-
ized at the DFT level of calculation, while only the zero-order
stationary points in the S, state were directly located at the
time-dependent DFT (TDDFT) level. At present, the characteri-
zation of stationary points within the TDDFT scheme requires
computation of the numerical second derivatives (due to the
unavailability of analytic second derivatives), which is a fairly
expensive calculation. Thus, we have foregone these calcula-
tions. To approximately localize the transition-state structures
for the proton-transfer processes in S,, relaxed potential
energy profiles for both concerted and stepwise proton trans-
fer were computed using as a reaction coordinate the differ-
ence between distances for the proton and donor and accept-
or atoms, thus encompassing the full range from a minimum
of reactants to that of products.

The exploration of the electronic ground state at the DFT
level led to the localization of two energy minima correspond-
ing to the reactant (EA) and product (KI) tautomers. The whole
double-proton-transfer process happens to be endoergic in S,
with an energy difference between EA and KI of 18.19 kcal
mol™". These optimized structures contain a molecular plane of
symmetry (i.e. they belong to the Cs group of symmetry), but
the frequency analysis reveals that the planar EA minimum
presents an imaginary frequency (133icm™'). Optimization of
this structure brings forth the pyramidalization of the NH,
group and leads to a structure only 0.04 kcalmol™" below the
former. In view of this, in the discussion below we restrict our-
selves to the C; (planar) symmetry group. For the reactant mol-
ecule (EA) our predicted value of the vertical excitation energy
for the Sy—S, (m—x*) transition is 3.59 eV (1=346 nm). We
remark that this result is, as could be somehow expected, in-
termediate between the values previously calculated using the
same methodology for BP(OH), (3.80eV) and BP(NH,),
(3.22 ev).”

All attempts to locate an energy minimum corresponding to
the two intermediates of the stepwise mechanisms in S, (El
and KA) reverted to the original EA minimum. This situation is
intermediate between the ones observed for BP(OH), (where
all the possible energy minima were located) and BP(NH,),
(where only the reactant minimum was present). Thus, the
transition-state structure linking the EA and Kl structures corre-
sponds to a concerted double-proton-transfer process. This
structure (located 18.22 kcalmol™' above the EA energy mini-
mum) presents an imaginary frequency (777icm™") that corre-
sponds to the NjH,~N; proton-transfer process (see atom nu-
meration in Scheme 3). The same structure presents a large
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real frequency of 2762 cm™', which corresponds to the H;-N,

stretching movement. An H,;-N, bond is already formed at the
time the H, proton is being transferred from N; to N;; thus the
transition-state structure linking the EA and Kl structures corre-
sponds to a concerted but very asynchronous double-proton-
transfer process.

Our first approach to the topology of the S, state led to the
direct optimization of the EA* and KI* tautomers, both in Cg
symmetry. In this electronic excited state, the double-proton
transfer becomes a slightly exoergic process with an energy
difference between KI* and EA* of 2.51 kcalmol '. In contrast
to the results obtained for S;, two energy minima were also lo-
cated for the intermediates corresponding to both single-
proton-transfer channels (EI* and KA* tautomers). The inter-
mediate of the N-channel (EI*), also belonging to a C; symme-
try, is located 2.2 kcalmol™" below EA* and 0.31 kcalmol™
above KI*. However, the optimization of the intermediate of
the O-channel (KA¥*) was not so straightforward. Our first at-
tempt to locate an energy minimum in the KA* region by free
optimization in S, led to a twisted conformation of the two
pyridyl rings (/C,-Cs-C-N,=86.5°) with a relative energy
23.19 kcalmol™" below the energy minimum of the reactants.
The situation is similar to that observed in our previous work
on the BP(NH,), system, in which a strongly twisted intermedi-
ate also appeared by free optimization. However, in that case
the intermediate was not located as the energy of the excited
state matched that of the ground state. For BP(NH,), this ulti-
mately led to the localization of a Cl between the ground and
first singlet excited electronic states.

According to several authors,””?*3" the existence of a twist-
ed conformation on bipyridyl- or biphenyl-type systems indi-
cates the presence of Cls which lead to efficient nonradiative
deactivation paths of the fluorescent state. Later on we will
also discuss this point for BP(OH)(NH,). These results come
from the fact that the localized HOMO —LUMO transition im-
plies a charge-transfer state which might be overstabilized by
the TDDFT method, as stated in several theoretical reports.®2-"
Recently, the charge-transfer problem when molecules are
twisted has been discussed.”? As observed in a previous
work,?® forcing absolute planarity (i.e., Cs symmetry) in the ge-
ometry optimization causes the molecular orbitals involved in
the description of the charge-transfer state to become delocal-
ized over the two pyridyl rings, thus leading to a C; restricted
planar stationary point which is no longer of the charge-trans-
fer type. In the present case, forcing absolute planarity on the
KA* intermediate leads to a stationary point 7.43 kcal mol™
below the reactants.

To complete this electronic structure study on S,, relaxed po-
tential energy profiles were computed for the two stepwise
proton-transfer mechanisms to estimate the locations of the
transition-state structures for the different single-H transfers.
Planarity of the molecule was imposed in these calculations.
This is not a problem for the N-channel as the EI* intermediate
is planar, but the planar KA* intermediate (C,) is the end point
for the O-channel and not the more stable C; symmetry, which
is believed to be artificially stabilized by TDDFT as discussed
above. This planar KA* is also used to build up the path for
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Figure 1. Relaxed potential energy profiles in S, for the two stepwise proton-transfer mechanisms in BP(OH)(NH,).
All energies (in kcalmol ') are relative to the EA* minimum. Distance differences are expressed in A.

the second H-atom transfer that finally obtains the KI* minima.
The maxima along these reaction paths can be considered a
good estimation of the transition-state structures of the differ-
ent single-proton-transfer processes in S,, as represented in
Figure 1 (where the four different reaction coordinates consid-
ered are also displayed). An estimation of the transition-state
structure for the concerted double-transfer process was also
performed as follows: a series of geometries were generated
through a linear interpolation between the EA* and KI*
minima structures, in mass-weighted Cartesian units. For each
geometry, a TDDFT single point calculation was performed and
the highest energetic point along the energy profile was opti-
mized fixing the four distances. As the energy difference be-
tween the optimized geometry and the point along the reac-
tion coordinate is less than 2 kcalmol™, it can be considered
as a good candidate of the transition-state structure of the
concerted mechanism. It lies 13.51 kcalmol™" above the EA*
minimum.

We summarize in Figure 2 the general landscape for the
proton-transfer process in the BP(OH)(NH,) molecule in both
the S, and S, states. Energies (in kcalmol™') are given relative
to the minimum-energy structure in S, (EA) and the Frank-
Condon vertical excitation in S,. Lines connecting the different
stationary points correspond to the computed reaction paths
that, in S,, were also used to find the transition states (TS¥)
whose energy is also indicated (Figure 2). As planarity of the
molecule is imposed, the C; KA* minimum does not appear.
Later we will discuss the role of this and other nonplanar struc-
tures in the photochemistry of BP(OH)(NH,). The dashed lines
on the left of the S, profile show the results of the concerted
mechanism (as discussed above). The larger energy barrier of
the concerted path as compared with those of the single-H
transfer processes precludes the involvement of such a mecha-
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nism in the excited state. In fact,

~ the “transition state” of the
double-proton path is most
likely a second-order saddle
point (the second imaginary fre-

-08 -04 0 04 08 quency being one that breaks
oA — the concertedness). We highlight
Z the complexity of the profile in

the excited electronic state as

N H
HOSN N7 compared with the much sim-

[e) - _H pler one (just two minima linked
F‘ by transition-state structures) of
N So-

A careful look at the two step-
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wise mechanisms reveals that

from the initial EA* minimum

— the O-channel is energetically fa-
" S

~ vored. However, the N-channel

-04 0 04 involves an energy barrier just

fi-r/h — 2.33 kcalmol™" higher. If we now

take into consideration the fact
that the Franck-Condon (FC) or
vertical excitation energy (ie.,
the energy of EA* with the ge-
ometry optimized for the ground state) puts the system above
the energy of both TS*(EA*—EI*) and TS*(EA*—KA¥), we con-
clude that both channels are open from an energetic point of
view. If the reaction takes place along the N-channel it may
well end up at the KI* final product as this is the more stable
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Figure 2. Relative energies (in kcal mol™') of the planar structures in S,
(bottom) and S, (top) relevant to the double-proton transfer in BP(OH)(NH,),
referred to the EA minimum in S, and to the FC excitation energy in S,.

structure along the path. Conversely, if the reaction starts
along the O-channel the product of the first singlet proton
transfer is now the most stable species although, again, the
energy of the FC excitation is enough to surpass the second
transition-state structure so that the KI* product is also accessi-
ble.

To obtain more information about the possible photochem-
istry of BP(OH)(NH,) from our topographical study, let us com-
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Table 1. Geometrical distances,” electronic densities,” and Laplacians at the bond critical points of the selected bonds. See Scheme 3 for atomic numer-
ation.
O|7H| N27H1 N17HZ NiiHZ

r P V3o r P V3o r P V3o r P V3o
EA* 1.03 0.29 —1.46 1.55 0.078 0.19 177 0.047 0.12 1.04 0.31 —1.65
EI* 1.02 0.31 —1.63 1.62 0.067 0.12 1.05 030 —-1.61 1.74 0.051 0.1
KA* 1.71 0.050 0.13 1.04 0.31 —-1.70 1.99 0.030 0.083 1.01 0.34 —1.82
Ki* 1.61 0.062 0.16 1.05 030 —-161 1.04 032 -1.67 1.78 0.046 0.1
[a]rin A.[b] p in eA=. [c] V?pin eA™.

pare the evolution of the intramolecular hydrogen bonds
along the different stationary points located for both proton-
transfer channels. Table 1 presents the distances between the
two transferring hydrogen atoms and the corresponding ac-
ceptor/donor atoms for the reactants and products and the
two planar single-proton intermediates. Along with the distan-
ces, Table 1 also presents the value of the charge density and
its Laplacian at the bond critical points located for both the co-
valent X—H bond and the hydrogen bond X--H. As expected
the Laplacian of the covalent bonds is always negative, which
indicates concentration of charge in that region, whereas the
hydrogen bonds have a positive value of the Laplacian that
corresponds to a charge depletion.™!

As expected, there is a direct relationship between the X--H
distances and the electron density at the bond critical point so
that we can discuss both values together. For all the stationary
points analyzed the covalent X-H distances are almost equal
(with differences no larger than 0.04 A) and so are the elec-
tronic densities at the bond critical points. As for the hydrogen
bonds, they present slightly more disperse values. Even so, the
differences are quite small be-
tween the reactant EA*, product

o

and N,-H, distances are now quite large (3.16 and 2.86 A, re-
spectively) so that no bond critical points are found. Even if
the low energy of this structure is somehow unphysical be-
cause of the problems of the TDDFT method in dealing with
charge-transfer excited states, as discussed above, it is interest-
ing to further analyze what electronic factors are coming into
play to make the twisted structure more stable and why a sim-
ilar effect is not at first obtained for the equivalent EI* inter-
mediate.

Figure 3 depicts several energy profiles that were obtained
for the two single-proton intermediates through internal rota-
tion of the two pyridyl rings without reoptimization of the ge-
ometries. Figure 3a shows the energy profile when the KA*
(C,) minimum is rotated. Because of the loss of symmetry of
the original structure, the energy profile is not symmetric on
both sides of the 0° (planar) structure. Also, this planar struc-
ture is @ maximum of energy in this profile, though this result
is somewhat biased as the fixed geometry of the twisted inter-
mediate is used along the whole energy profile. By taking as a
starting structure the KA* (C;) geometry we obtain the energy

KI* and intermediate EI* struc- a) KA*'(C1) '
tures. The more dissimilar results
appear in the planar KA* inter-
mediate as it shows clearly
weaker hydrogen bonds. In fact,

the long distance (1.99 A) be-
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tween N; and H, casts doubts
about the existence of a hydro-
gen bond there. However, the
localization of a bond critical
point and the charge analysis
confirm that this bond still exists
though quite weak. In any case,
the weaker hydrogen bonds for
the KA* intermediate fit well
with the result, discussed above,
that in this case the lowest-
energy KA* structure is not
planar (C;) but one where both
aromatic  rings are twisted
almost 90°. This structure does
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Figure 3. Energy profiles (in kcal mol™") for the internal rotation of the two pyridyl rings without reoptimization of

the geometry. a) KA* intermediate starting from the C; symmetry minimum. b) KA* intermediate starting from the

not possess any intramolecular
hydrogen bonds, as the O,-H,
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Cs symmetry minimum. c) EI* intermediate starting from the C; symmetry minimum. 0 refers to the /C,-C4-C,-N,
angle (see Scheme 3 for atom numbering).
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profile depicted in Figure 3b. This also shows that twisting is a
favored process, though now the planar structure is a relative
minimum with a very shallow depth of about 0.5 kcalmol™
that will likely disappear if the geometry were to be reopti-
mized. Things are different for the EI* intermediate (Figure 3c¢).
The initial geometry in this case is the planar one (as this is the
only stationary point located so far) and so the energy profile
is symmetric around the 0° point. Now the energy sharply in-
creases upon loss of planarity. However, after a maximum of
energy about 6kcalmol™' above the initial structure, the
energy drops sharply until a new minimum is found when the
two pyridyl rings are almost orthogonal. Interestingly, this
twisted structure is actually more stable (by ca. 4 kcalmol™)
than the original planar one. This result clearly indicates the
presence of an additional stationary point corresponding to
the twisted structure of the EI* intermediate. As in the KA*
case this C; structure is more stable than the planar (C;) one al-
though, probably because the intramolecular hydrogen bonds
are stronger in the planar EI* geometry than in the planar KA*
case, there is now a barrier to overcome for the twisting that is
not present in the KA* region.

The loss of the C; symmetry in the twisted intermediates in-
duces pyramidalization around the nitrogen atoms. Starting
from the twisted KA* structure and forcing planarity of all the
nitrogen bonds leads to a structure that is destabilized by
15.48 kcalmol ™. Conversely, a structure that retains the planar-
ity of the two rings (twisting angle =0°) but allows the nitro-
gen ligands to go out of the plane is located 12.37 kcalmol™
above the totally planar one (C). As expected, pyramidalization
clearly enlarges the two hydrogen bonds (the O,-H; and
N,H, distances are now 1.85 and 2.04 A, respectively). Howev-
er, the electronic density analysis still reveals the presence of
bond critical points even though quite weakened. Globally
these additional calculations show that pyramidalization of the
nitrogen centers favors the twisting of the two rings but is not
favorable enough to break up the intramolecular hydrogen
bonds of the planar structure. Analogous results appeared
when studying the EI* region, though in this case the stabiliza-
tion of the twisted structure is not so remarkable. Then there
are additional interactions that come into play in the 90° twist-
ed minima. We can speculate that these are related to the in-
teraction between the 7t electrons of one pyridyl ring and the
lone pairs of the oxygen and nitrogen atoms of the other ring.
It is conceivable that the single oxygen atom (with three lone
pairs) present in the KA* structure interacts better with the
7 system than the nitrogen atom in the EI* structure that still
has a hydrogen bonded and just one lone pair.

To discuss the expected photochemistry of BP(OH)(NH,), a
major point of interest is the likely presence of Cls along the
whole energy profile. Although not properly localized, Cls are
suspected for BP(NH,), and BP(OH), in the region of the single-
proton-transfer intermediate upon twisting of the two pyridyl
rings.?® As the system studied here is a hybrid between these
two molecules, a similar behavior is to be expected. In fact, the
lowering in energy of the single-proton-transfer intermediates
upon twisting and the small energy difference between S, and
S, calculated for these twisted minima (4.06 and 10.60 kcal
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mol™" for the KA* and EI* C; structures, respectively) are clear
indications of the presence of Cls. However, as explained in
the Computational Methods section, the single-configuration
TDDFT method is not suited to deal with such a multiconfi-
gurational region of the potential hypersurface so at this point
we resorted to the complete active space self-consistent field
(CASSCF) method. Within this method we were able to fully lo-
calize Cls in both the KA* and EI* regions; their geometry is
depicted in Figure 4. Note that, as expected, both Cls are quite

e .
L ‘" .2
L
S

M

L}

-
KA* Bt
reldAT A ra 14T A
LR f=

Figure 4. Geometry of the Cls located using the CASSCF method for the
BP(OH)(NH,) molecule in the regions corresponding to single-proton trans-
fer. a) Cl located in the KA* region. b) Cl located in the EI* region. r and 0
refer to the C,—C, distance and the /C,-C4-C,-N, angle, respectively (see
Scheme 3 for atom numbering).

similar to the already analyzed twisted intermediates, but a
direct comparison of geometries and energies is meaningless
as different levels of calculation were used. Finally, we also suc-
ceeded in characterizing the two modes that break the degen-
eracy of the ground and first singlet excited states. The gradi-
ent difference (GD) mode is trivially identified as the twisting
of the two pyridyl rings. Less evident is the characterization of
the interstate or derivative-coupling (DC) mode. In both Cls
the DC mode can be mainly ascribed to the stretching of the
carbon-carbon (C,—Cy) inter-ring distance (Figure 5).

Finally, we are able to discuss the likely photochemistry of
BP(OH)(NH,) and compare it with that of their isoelectronic an-
alogues, BP(OH), and BP(NH,),. To do so we have devised a
“full picture” of the energy variations along the different mo-
lecular motions that will likely play a role. Figure 6 shows such
a picture in a very schematic way. The two different paths that
arise from the fact that there are two protons to be transferred
in a stepwise manner are considered by using opposite direc-
tions of the proton-transfer coordinate. This way, both direc-
tions of the proton-transfer coordinate end up at the same KI*
structure.

Radiation of a suitable energy (3.59 eV according to our best
calculations) puts the system in the first singlet excited elec-
tronic state S,. Within the FC principle, the geometry is frozen
along the electronic excitation so that the molecule is no
longer in a minimum-energy structure but in a very unstable
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4 — . T T T I N . . our calculations KI* is a stable
J N | _[ sl i structure in Sy, but the very shal-
5 5 low depth of the S, minimum
g 0 é 2r 1 makes it unlikely that this sFruc—
< < 4L | ture may support many vibra-
wo-2 w tional levels so that KI* fluores-
» or . ) ) ] cence may be quite a slow pro-
1.4 144 148 152 156 cess. Probably, the systems arriv-
rlA > ing at KI* will revert to EI* or
KA*, finally relaxing to S, by
L4 T T T means of Cls. Within this reason-
‘ [ 4r ] ing we predict that the quantum
5 2 5 o8r /1 yield of the fluorescence in
; 0 ; ol | BP(OH)(NH,) will be quite low,
2 2 similar to that observed for BP-
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Figure 5. Energy profiles along the modes that break the degeneracy of the S, (——) and S, (-----) electronic

states for the Cls located in the KA* region (left) and in the EI* region (right). Gradient difference (top) ascribed to
the twisting angle of the two pyridyl rings. Derivative coupling (bottom) ascribed to the stretching of the carbon-
carbon inter-ring distance. r and 0 refer to the C4-C, distance and the /C,-C-C;-N, angle, respectively (see

Scheme 3 for atom numbering).
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All the reasoning of the previ-
ous paragraph was restricted to
the planar (Cy) structures without
considering the out-of-plane
motion of the molecule. All the
Cs structures are linked by reac-
tion paths depicted in Figure 6
as solid curves. Taking into ac-
KI* (5.97) count the out-of-plane motion

l" (mainly represented by the twist-

ing angle between the two pyr-
idyl rings but including also, as
discussed earlier, the pyramidali-
zation of the NH, groups), there
are lower-energy C, structures
available in the regions corre-
sponding to the single-proton
transfers in S;. These structures
lead to the Cls (indicated in

K1 (18.19)

0,-H; - N,

Figure 6. Model for the photochemistry of BP(OH)(NH,) as inferred from the electronic results obtained in this
work. Energies (in kcalmol ') in the ground state (S,) are referred to the EA minimum, whereas energies in the
first singlet excited electronic state S, are referred to the FC vertical excitation. All energies are DFT/TDDFT, except
those for the Cls, which are given as the CASSCF energy difference between the geometry at the Cl and the FC
structure. Solid lines represent reaction paths that maintain the planar (C;) symmetry whereas out-of-plane reac-
tion paths are indicated by dashed lines. A double-cone symbol is posted on the regions of the Cls between S,
and S,. The arrows at the bottom indicate the proton that is transferred along the path.

conformation that may relax to the EA* minimum-energy
structure from where it can fluoresce back to the S, state.
However, as the transition-state structures for the first proton
transfers are well below the energy of the FC structure, the
system will most likely proceed to either (or both) of the
single-proton-transfer structures KA* or EI*. From these two
structures a radiative decay back to S, is less favorable as there
is no minimum-energy structure corresponding to single-
proton-transfer processes in S,. However, a second proton
transfer may take place to produce the KI* tautomer. Within
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Figure6 by a double-cone
symbol). Because, as discussed
above, TDDFT fails on such
twisted geometries, the energies
ascribed to the Cls in Figure 6
were obtained by assuming that
the energy difference between
the FC structure of the reactant
and the corresponding Cl at the TDDFT level is equal to the
energy difference calculated at the CASSCF level between each
Cl and the FC structure. The Cls are connected to the Cs reac-
tion path through arbitrary reaction paths (Figure 6, dashed
lines). Once the Cl is reached the system may deactivate to the
ground electronic state and in doing so, it will probably end
up at the most stable EA minimum. Again, dashed lines are
used in Figure 6 to depict these hypothetical reaction paths.
At this point the photochemical cycle has been closed and a
new photoactivation is able to start the process again.

ChemPhysChem 2008, 9, 2068 - 2076
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3. Conclusions

The information gathered herein on the energies of the more
relevant points along the whole potential energy surfaces of
the ground (S,) and first singlet excited (S,;) electronic states is
not enough to foresee the photochemical behavior of
BP(OH)(NH,). We can speculate that its behavior will be some-
how intermediate between those observed for BP(OH), and
BP(NH,),.?**! The fluorescence quantum yield will probably be
low but not as low as in the BP(NH,), case. After vertical excita-
tion, a single-proton-transfer event (leading either to EI* or
KA* structures, our data neither discard nor favor any one of
them) is the more likely process. Once there the system may
deactivate to S, by losing the planar symmetry and accessing
the corresponding Cl or proceed to the KI* structure through a
second proton-transfer event. The former path is lower in
energy but again both channels are energetically open. The
concerted double-proton-transfer path (detected experimental-
ly for the BP(OH), system®") is unlikely now as it implies a
large energy barrier (see Figure 2). If the double-proton-trans-
fer final product KI* is reached it may deactivate to S,, but this
process may be inefficient if the very shallow minimum of KI in
the ground state does not support any vibrational state. In ad-
dition to this, the systems arriving at KI* might revert again to
EI* or KA* and thus relax to S, through the Cls. This ESIPT sce-
nario is rather similar to several simply hydrogen-bonded sys-
tems recently discussed.***"! To shed more light on the actual
photochemistry of BP(OH)(NH,), molecular dynamics studies
should be carried out. These simulations could quantify the
actual fraction of systems that react through the O- and N-
channels and, more critically, the efficiency of the nonradiative
processes through the Cls. However, these calculations are ex-
pected to be quite complex as so many channels are open
and so many degrees of freedom are involved for this unsym-
metrical system. Additionally, experimental work on this quite
interesting molecule is needed. First of all, the absorption and
fluorescence spectra ought to be acquired to obtain the fluo-
rescence quantum vyield (and reveal up to what point the
system evolves after photoexcitation), but to really grasp the
photochemical mechanisms of this molecule time-resolved ex-
periments (surely at a femtosecond time resolution) are com-
pulsory.

Computational Methods

Electronic DFT-based methods were used to explore the topology
of the ground (S,) and first mt* singlet excited (S,) electronic
states. DFT and TDDFT#* optimizations were performed for the
So and S, states, respectively. TDDFT was successfully used to study
other related ESIPT systems."* *"! The three-parameter hybrid func-
tional of Becke with the correlation functional of Lee, Yang, and
Parr (B3LYP)®**® was chosen. The Turbomole program (ver-
sion 5.4),%#*1 which implements analytical gradients at the TDDFT
level,*>* was used to perform the TDDFT calculations.

An intrinsic reaction coordinate (IRC) calculation for connecting the
transition-state structure with the reactant minimum in S, was per-
formed at the DFT level with the Gaussian 03 package."” As we
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stated in a previous report,*¥ the B3LYP functionals used in the
Gaussian 03 and Turbomole packages differ very little in the rela-
tive stability of the calculated points, which implies a very minor
effect on our results. This small difference comes from the use of a
different form of the local correlation functional: the Gaussian 03
package uses the VWN(lII) local correlation functional, whereas Tur-
bomole uses VWN(V).5”

Multireference CASSCF calculations were carried out with the
MOLCAS program (Version 6.4)." The electronic energy of the S,
and S, states was obtained by using a state average with equal
weights for both states, with an active space of ten electrons and
ten molecular orbitals, which includes the last five occupied and
the first five unoccupied orbitals. We note that this active space is
probably not large enough to correctly describe the whole poten-
tial energy surface, but it was used just to analyze the presence of
Cls between the S, and S, states. A larger active space would be
necessary to compare the different regions of the potential energy
surface. Cls were localized through minimization of the absolute
value of the energy difference between the states that cross with
the added condition that the energy of the state is the lowest pos-
sible that satisfies the first condition.

In all cases, to obtain a good description of the proton- and
charge-transfer processes on excited states, the 6-31G(d,p)*>*¥
basis was used for the hydrogen and carbon atoms, while addi-
tional diffuse functions (6-31G -+ (d,p) basis)®>®¥ were added to the
oxygen and nitrogen atoms.
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Appendixes

“To divide a cube into two other cubes, a fourth power or in
general any power whatever into two powers of the same de-
nomination above the second is impossible, and I have assuredly

found an admirable proof of this, but the margin is too narrow

to contain it.”

Pierre de Fermat, on the margin of his copy of Diophantus’
Arithmetica
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The Bipyridyl Derivatives as Photomemory Devices. A Comparative Electronic-Structure study.

Juan Manuel Ortiz-Sanchez™, Ricard Gelabert™!, Miquel Moreno™"”, José M. Lluch™!, José M.

Abstract: The two isolectronic

bipyridyl derivatives [2,2’-bipyridyl]-
3,3°-diamine (BP(NH,),) and [2,2’-
bipyridyl]-3,3’-diol ~ (BP(OH),) are
experimentally known to undergo very
different excited-state double-proton
transfer processes, which result in
fluorescence quantum yields that differ
by four orders of magnitude. Such
differences have been theoretically

explained in terms of topographical

Anglada™, José M. Bofill"!

features in the potential energy surface
and the likely presence of conical
intersections. The hypothetical hybrid
compound [2,2’-bipyridyl]-3-amine-3’-
ol (BP(OH)(NH,)) presents
intermediate photochemical features of
its “ancestors”. Here we analyze the
photochemical properties of a whole
family of “dark™ (not fluorescent) states
that can be accessed from each
bipyridyl derivative upon irradiation of

light of a given wavelength, and their

potential application as photomemory

devices. In light of our density
functional  theory  (DFT), time-
dependent DFT (TDDFT), and

complete active space self-consistent
field (CASSCF) calculations, BP(NH,),
is the more likely candidate to become

a photomemory device.

Introduction

Hydrogen bonds are of universal importance in chemistry and
biochemistry. The properties of hydrogen bonds in the electronic
ground state have been investigated since long ago. The use of
powerful experimental methods' and the possibility of very accurate
theoretical methods being applied to rather large molecular systems
that easily reach the size of biological interesting systems has led to
a very clear picture of the structure and chemical properties of these
systems.

Much less is known about the properties and reactivity of
hydrogen bonds in excited electronic states and their crucial role in a
plethora of photochemical processes of chemical and biochemical

relevance. The most interesting phenomenon of these systems is that
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they may proceed through an excited state intramolecular proton
transfer (ESIPT). The time scale of the ESIPT process and the
presence or absence of a barrier for the proton transfer in the excited
state was a matter of dispute for years*® that was settled with the
advent of ultrafast techniques globally known as femtochemistry
and now it is well established that ESIPT are ultrafast processes
usually lasting no more than a few hundreds of femtoseconds.

Probably the more thoroughly studied molecules exhibiting ESIPT
are several families of aromatic systems with intramolecular
hydrogen bonds. The interest in these systems was, at first, mostly
technologically driven because of their potential use as
photostabilizers and sunscreens for the protection of organic
polymers and biological tissues (including our own skin).7~8 The
generic mechanism of photostabilizers involves an ultrafast proton
(or hydrogen) transfer in the excited state followed by fluorescent or
radiationless decay of the excited phototautomer leading to a very
unstable structure in the ground state that quickly reverts to the
original species. Figure l(a) schematically depicts the process
involved in the simplest mechanism: the molecule absorbs radiation
at a short (dangerous) wavelength A;. Once in the excited singlet
state (S;) the ESIPT reaction takes place through a barrierless (or
near barrierless) process. The phototautomer, the more stable
species in S;, fluoresces back to the ground state S, emitting a
longer (harmless) wavelength X,. As said above the obtained
tautomer in S, is very unstable so that it quickly reverts to the initial

species that is able to start again the whole photocycle. This
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correlative sequence of processes is indicated in Figure 1(a) by

numbers within parenthesis that go from (1) to (4).

Figure 1. Schematic representation of the process involved in the photocycle of (a): a
photostabilizer and (b): an ideal optical photoswitch. ESIPT in (a) refer to the excited-
state intramolecular proton-transfer process while the double cone in (b) refers to a
conical intersection (CI) region of low energy. X, refers to the wavelengths that
photoexcite A whereas A, in (a) refers to the emission of B* while in (b) it indicates the
wavelength that excite. The numbering of events follows the sequence of the photocycle
steps.

This simple and easy-to-understand picture is not however the
usual case as most of the photostabilizers do not actually emit any
wavelength (that is, they do no fluoresce). In these cases the
deactivation of the excited state has to take place through a
radiationless path. A likely mechanism for the highly effective
deactivation of fluorescent states, first proposed by Mataga,’
involved the curve-crossing of the initially accessed (brilliant) state
with a non-fluorescent dark state that would be the responsible of
the deactivation process. At the time it was proposed, this model
remained speculative as it could not be supported by accurate
then, the number of

electronic-structure calculations. Since

theoretical studies of excited electronic states has grown

spectacularly and now the presence of such true crossings between
different electronic states (conical intersections) is known to be
ubiquitous and essential in order to explain the actual
photochemistry and photophysics of virtually any molecular

system.'’

A. MANUSCRIPT 1

In its plainest form, the mechanism of a photostabilizer that
fully quenches fluorescence is indicated in Figure 1(b): After
photoexcitation that absorbs A; the ESIPT process leads to a
tautomer that is not stable with respect to a deforming coordinate
(usually torsion of the aromatic rings and/or a pyramidalization of
the proton acceptor group). Following this coordinate a conical
intersection (CI) with the ground state is reached. At this geometry,
the S; — S, nonadiabatic transition occurs within a fraction of the
torsional process so that it is also ultrafast.'’ Once the system is
again in the ground state the most likely process involves the return
to the (more stable) initial species in the ground state thus closing
the photocycle in the usual manner. Alternatively the CI may also
connect with a different tautomer (obtained through rotation of the
interring bond) in the ground state. If this isomeric species is stable
enough, a so called photochromic species is obtained as the final
product of the photoexcitation.

The formation of stable photochromic species is undesired for
molecular photostabilizers so that a very small barrier for the
reformation of the original species is expected. However, there are
very well known examples of organic molecules with quite stable
photochromic species such as the family of aromatic Schiff
bases.'>!* Recently, interest in photochromic systems has suddenly
increased because the intriguing possibility to use them as molecular
optical switches or photomemories. The use of organic molecules
for the future realization of digital processors and storage media at
the miniaturized level is at present a hot topic in the applied science
world.'*'® A molecule showing the simple scheme of Figure 1(b)
could be a good candidate for a molecular photomemory if the
photocromic species is stable enough. To accomplish that, additional
stabilization of this isomer should be possible, for instance through
the formation of a new hydrogen bond. Additionally, the
photocromic form should absorb at a very different wavelength in
comparison with the original absorption (A, in Figure 1(b)) and this
excitation would have to revert the system to the original form also
through an ultrafast process. Again, a correlative number within
parenthesis in Figure 1(b) indicates the whole sequence: (1)
photoexcitation of the A species, (2) barrierless photochromic
process in Sy, (3) transition via conical intersection reaching the B
species in S;, (4) photoexcitation of the B especies, (5) reverse
photochromic process, and (6) closing of the photocycle by
accessing again the conical intersection finally reverting to the A
species in Sy. Finally, in order to be able to “read” the memory,
there should exist a physical property, easy to measure, that could be
used to clearly discriminate between the two isomers. This idea was
recently explored by Sobolewski who theoretically designed a

molecule that would fulfill all these conditions.'”



In the past years we have studied a series of molecules
isoelectronic to the [2,2°-bipyridyl]-3,3’-diol [hereafter referred as
BP(OH),], one of the simplest molecules that is experimentally
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known to suffer a double proton transfer in the excited state.
addition to the parent molecule study,” we have performed
additional works that deal with the isoelectronic derivatives [2,2’-
bipyridyl]-3,3’-diamine [BP(NH,),]** and [2,2’-bipyridyl]-3-amine-
3’0l [BP(OH)(NH,)]. In spite of the great similarity of the three
molecular systems (the only change being the substitution of one or
two hydroxyl groups by amino ones, see Scheme 1), they show quite
different photochemical behaviors. One of the more striking
differences, that arise from time resolved femtochemistry
experiments, are the fluorescence quantum yields that differ by more
than four orders of magnitude between BP(OH), and BP(NHZ)Z.26
Our previous theoretical works, mainly devoted to a systematic
analysis of the stationary points in both the ground (Sy) and first
singlet (S;) excited electronic states, provided a nice theoretical
ground that explained the differences between both systems and the

hybrid BP(OH)(NH,) for which no experimental data is yet

available.
N N H N H
H H N H N
H H
N N H N
BP(OH), BP(OH)(NH,) BP(NH,),

Scheme 1. Molecular structures of the three bipyridyl compounds studied here.

One of the key features that differentiate the three systems so
largely is the likely presence of conical intersections (CIs) between
S; and S,. These CIs appear in the regions of the potential energy
surface corresponding to a single proton transfer upon rotation of the
two pyridyl rings and it appears that they are energetically
accessible from the Franck-Condon initial excitation area for all the
considered systems. In our previous works, > the different
photochemical behaviors of the three systems were discussed in
light of the different energies and geometries of the stationary points
in Spand S, and the CIs. However, in these analyses the fate of the
molecule beyond the CI was not considered. Up to this point we
could conclude that these systems rank well to become good

photostabilizers. In this paper we take a step beyond and look more
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carefully at the molecular motions that may follow in S, after
passing the CI. In this way we disclose the presence of an, up to now,
unknown set of photochromic structures that cannot be directly
accessed by photoexcitation but that may eventually become the
product of the full photochemical process. If these “dark” molecular
species happened to be the main product after passage through the
CI, the bipyridyl systems studied here could be one of the smallest
and simplest photostable molecular memories known so far. Then
our theoretical work may open the door to exciting new possibilities
in the design of sub-nanostructures as building blocks for the next

generation of digital processors and storage devices.

Results and Discussion

As said in the introduction section, we previously performed several
studies of three isoelectronic bipyridyl derivatives.”>> We have
reconsidered the three systems in this paper. We shall begin the
study with BP(NH,),, the molecule with the lowest quantum
fluorescence yield as this points to a more likely access to the
conical intersection and, consequently, to the dark states. Later on
we will consider the BP(OH), molecule, the best studied system
from the experimental and theoretical points of view. Finally we
will analyze the hybrid BP(OH)(NHS,) that is almost experimentally
unknown but also very interesting due to the asymmetry of the
molecule that allows for a larger number of reaction paths. As there
is no way to discuss our new results (the dark states) without also
considering the “bright” states that were previously obtained (using
the same level of calculation) and analyzed by us,”*** Figures 2 to 9
depict the structures in two different formats: black-filled letters,
numbers and characters refer to the dark states (new results) whereas
white-filled letters, numbers and characters are used for the bright
(previously obtained) states of the different studied systems. This
differentiation also allows for a more clear discussion in what

follows.

BP(NH,),

This molecule was theoretically analyzed by us in a previous
work.? In that work the stationary states of the ground (S,) and first
singlet excited electronic state (S;), which results from an allowed
an* excitation, were carefully located. Results are summarized in
Figures 2 and 3. Figure 2 depicts the energies of the different
stationary points (and the conical intersection structure) on both the
Sy and S, electronic states and the reaction paths (as discussed in the
methodological section) that connect them. Figure 3 gives a
schematic view of the more relevant structures found along the
different photochemical paths as well as the numbering used from

now on to refer to the atoms involved in a particular intramolecular
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motion. It is hard to follow Figure 2 without taking a look at Figure
3 so that both Figures will be analyzed together. Even if Figure 2
shows the structures along a unique direction, all the reaction paths
are obviously multidimensional. Solid lines connecting any pair of
stationary points (minima or transition states) indicate a single
Proton transfer. Arrows at the foot of the Figure indicate the
transferring atom. Dashed lines are used in the Figure to indicate

out-of-plane motions (mainly rotation around the C;—C, bond)

A= 357 nm

Figure 2. Relative energies (in kcal mol™) of the planar structures in S, (bottom) and S,
(top) relevant to the double proton transfer and the rotation of the two pyridine rings in
BP(NH,),. Solid lines represent reaction paths that maintain the planar symmetry
whereas out-of-plane reaction paths are indicated by dashed lines. A double-cone
symbol is posted on the region of the conical intersection between S, and S,. Arrows at
the bottom indicate the proton that is transferred along any given path. The vertical
arrows correspond to light absorptions relevant to the whole photochemical process (see
text). White-filled letters, numbers and ch: are used for p in the bright
zone that were already studied in a previous work,” whereas the dark region, first
discussed here, is indicated by black-filled letters, numbers and characters.

e, e e
N’.’ G
Hy Gy N5

N3

",

L1

Ny
e
C Q@ N ®
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Figure 3. Schematic picture and numeration of atoms for the geometries of the
stationary points and the conical intersection region of BP(NH,), in Sy and S;. The name
of the structures and the meaning of the white-filled and black-filled letters is analogous
to that of Figure 2.

In the bright side of Sy, the BP(NH,), possess only one
minimum energy structure. As in our previous work, we name it
diamine (DA) to indicate the positions of the transferring hydrogen
atoms. This is the only existing chemical species prior to any

photochemical reaction. Note that the fully optimized minimum is

A. MANUSCRIPT 1

not perfectly planar as a small amount of pyramidalization takes
place in the amino groups and the two pyridyl rings are also slightly
rotated. However, all the energies considered in Figure 2 refer to
fully planar geometries (with the obvious exception of the conical
intersection as noted below). This does not produce large energy
differences (for instance the difference in energy between the planar
and optimized DA structures in S, is just 0.39 kcal mol™)
Irradiation of light of 357 nm, quite similar to the maximum of
absorption experimentally measured at 370 nm,?® puts the system in
the excited S; state. This electronic transition is clearly allowed as it
has an oscillator strength of 0.322 (also indicated in Figure 2).
Because of the Franck-Condon principle, the initial geometry
accessed (leftmost FC in Figure 2) in S, is not the relaxed one
corresponding to the DA* minimum that lies 3.13 kcal mol” below
FC (note that, as it is customary, we are using an asterisk to refer to
excited state structures). In fact, the energy of the FC structure
allows the system to overcome the small energy barrier for the
transfer of a hydrogen atom so that the so called monoimine
structure (MI¥) can be accessed. Conversely, the second hydrogen
transfer that would lead to the diimine (DI*) product is not
energetically accessible so that only a single hydrogen transfer may
take place in this system upon irradiation.

As in S, there is no minimum on the monoimine region, MI*
can hardly fluoresce. A possible channel of deactivation would go
through a back proton transfer that reverted to DA* that is more able
to fluoresce. However, as hinted in our previous work, there is a
lower energy conical intersection (CI) region between the ground
and first singlet excited electronic states that can be accessed from
the MI* structure upon rotation around the C,-C, bond (that is,
rotation of the two pyridyl rings). Given the multiconfigurational
character of these regions, we have used, in a first step, the CASSCF
approach to properly locate the conical intersection. In a second step,
we have taken this geometry and we have employed the TDDFT
method to find a minimum energy structure in the CI region along
the optimization geometries with very small S,-S; excitation energy
(typically less than 1.5 kcal mol'l). The geometry so obtained does
not differ much from the CASSCF one. We are aware that the
TDDFT method used in this paper is not suited to properly locate
and characterize conical intersections. However, it has been shown?’
that TDDFT may still provide a decent hint for the location of such
structures and for the determination of their energy, provided that
one is lucky or smart enough to know where the CI is to be found.

The more prominent geometrical parameter that defines
the CI region is the rotation angle around the C; C, bond of around

90° so that the two pyridine rings are almost orthogonal in the CL



This structure is also characterized by the pyramidalization of the
NH, group of around 135° (dihedral angle H,-N;—C-C).

Even if the TDDFT energy of the CI is just qualitatively
accurate, its value, well below the energies of all the rest of excited
state geometries, clearly points to a very easy internal conversion
deactivation through this structure. In fact this is the more likely
explanation to the very low quantum yield of fluorescence (107
measured for BP(NH,),.® A question that has not been yet
considered but it is of crucial importance is: what is the fate
awaiting the system beyond the CI? In our previous work it was
implicitly assumed that the system, once again in the ground Sy, state,
would revert to the DA original structure thus closing the
photochemical cycle that would be ready to start again. In this sense
BP(NH,), would be qualified as a good photostabilizer as it would
absorb UV radiation without emitting dangerous radiation (in fact
without emitting any radiation). In order to determine the fate of the
process beyond the CI we have followed the gradient difference
vector direction, which is one of the two independent vectors of the
branching space.”® This fate can be easily ascribed, in the present
case, to the interring C;-C, rotational angle. That breaking of
symmetry between S, and S, leads, on one side, to the DA initial
structure and, in the other side, to a rotated DA isomer. If this
structure is stable (as we have found in our calculations) a
photochromic product can be obtained. In Figures 2 and 3 we have
labeled this new species as DS2.

As seen in Figure 3 the DS2 structure has also two
intramolecular N-H-"N bonds. The fully optimized DS2 geometry is
also non planar though, as said above, the energies shown in Figure
2 correspond to planar geometries. Now the energy difference
between optimized (non planar) and planar geometries is a little bit
larger (1.31 keal mol™) probably because the new intramolecular H-
bond N,-H, implies a more crowded cycle of 7 atoms instead of the
(more usual) 6 atoms involved in the DA structure. In any case, it
did not come as a surprise to find that an intramolecular Proton
transfer may take place in DS2 leading to the more stable DSI
tautomer. The barrier for the hydrogen transfer between both
tautomers is almost non-existent, 0.06 kcal mol™' above DS2. As for
DS it is located at 2.15 kcal mol”' below DS2. Given the excess of
energy that is expected to possess the system coming from S;, DS1
is the more likely final product, that is, the photochromic species,
resulting from the initial photoexcitation of DA. As clearly seen in
Figure 3 DSI is, in fact, a tautomer of the DA original structure as
an equivalent DS1 form could be obtained through direct
transferring of H, between N; and N, (of course such a transfer
cannot take place directly). DS1 lies quite high in energy, 24.24 kcal

mol ™ above the lowest DA minimum, so that its presence would not
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be relevant were if not for the likelihood of the photochemical route
just discussed

Now we can discuss the candidacy of BP(NH,), to become a
photomemory device. If the dark states are the main product after
passage of the CI region (within our pure electronic calculations we
have no possibility to further evaluate this point) then DSI is
expected to be a fairly stable species as the energy barrier for going
back to DA in the ground electronic state is quite large. The only
possible way to revert DS1 into DA would be new irradiation, that
we have calculated to occur with a wavelength of 523 nm. As also
shown in Figure 2, the first allowed transition from DSI1 has an
oscillator strength of 0.196. The accessed excited state is the Sy an*
excited state where DS1* exists as a minimum energy structure and
where a transition state for the back-proton transfer from N, to N;
has been estimated to lie 3.71 kcal mol! above DS1*, However, as
seen in Figure 2, the Franck-Condon vertical excitation (rightmost
FC in Figure 2) puts the system higher in energy than that so that
ESIPT is, again, energetically feasible. We have not been able to
locate a minimum corresponding to the DS2* structure as the
optimization provokes an internal rotation around the C,—C, inter-
ring bond leading again to the conical intersection region. Once
there, the system will proceed most likely to DA. If this is so we will
have a good photomemory molecular device. Then, at a first sight,
the whole scheme shown in Figure 2 corresponds to a system that
could be used as a molecular photomemory. The whole scenario is
somewhat more complicated than the one previously schematized in
Figure 1(b) but it clearly fulfills all the expected conditions for a
photomemory. Let us summarize: a) BP(NH,), is a bistable system.
b) The two stable structures in Sy absorb (with high oscillator
strength) at different wavelengths. c¢) Irradiation of one species
mostly lead to the other species in an ultrafast process (there is no
energetic barrier to be surmounted in any direction). d) The two
forms of BP(NH,), have to be differentiated by some physical
property. Here an obvious choice is the absorption of microwave
radiation as the symmetric DA structure has a null molecular dipole
moment and, hence, it does not absorb in the zone of molecular
rotational transitions, but DS1 is not at all symmetric and it has a
quite prominent molecular dipole moment of 1.826 D. If the
calculations presented here are further confirmed, BP(NH,), may
become one of the simplest isolated molecule known so far that is
able to act as an efficient photomemory device.

Finally, it may be of interest to compare the intramolecular
hydrogen bonds between the original DA structure and the most
stable dark state DSI. Table 1 presents the obtained geometrical
data (distances) as well as the electronic characteristics analyzed

using the Atoms In Molecules (AIM) formulation of Bader.”” The
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value of the electronic density at the bond critical points is a
measure of the strength of the bond. As usual, it can be directly
related to the corresponding bond distances. As for the Laplacian of
the charge density, also shown in Table 1, a negative value is
obtained for all the X—H covalent bonds (charge is concentrated in
this region) whereas a positive value, indicating a charge depletion,
is seen for the hydrogen bonds H:+X. Comparison of the two H-
bonds present in both DA and DSI structures show that the covalent
X-H bonds are stronger for the DA case whereas the intramolecular
H--X bonds are stronger in the DSI1 case. In fact it is quite
surprising to see how the N-H bond of the amino group has
enlarged in going from the DA to the DSI structure (from 1.017 to
1.055 A). As discussed above, this geometrical distortion probably
comes as a consequence of the overcrowded 7-atom ring that is
involved in the intramolecular hydrogen bond between H; and N; in

DS1. The fact that the electronic densities at the bond critical points

are not at all so different between both cases sustains this hypothesis.

Table 1. Geometrical di 1% electronic densities,”” and Lapl ! at the bond

critical points of the X—H--Y bonds. See Figure 3 for atomic numeration.

BP(NH;),
Structure  Bond r P V: o
DA Ni-Hy 1.017 0.332 -1.78
Hy+N;  1.868 0.0387 0.107
No-Hy 1.017 0.332 -1.78
HsN, 1.868 0.0387 0.108
Structure Bond r P V: o
DS1 Na-Hy 1.055 0.296 -1.51
HyNy  1.631 0.0640 0.127
N-Hz 1.033 0.327 -1.77
HsNs  1.837  0.0424  0.121

[a]rinA. [b] pine A [c] \% lpineA”

BP(OH),

This molecule is the more thoroughly studied of the three
isoelectronic systems considered here and was also the subject of the
first electronic calculations performed by us some time ago.>?* In
light of the search for molecular photomemories, it is not as
interesting as the previous one because of the quite high measured
fluorescence yield of 0.32 that, in principle, would hinder the
presence of other photochemical paths such as the one eventually
leading to the dark states. In any case we have carried out a search
identical to the one for BP(NH,), and the obtained results are
graphically displayed in Figures 4 and 5 (entirely equivalents to
Figures 2 and 3 for BP(NH,), ). Globally the whole scenario is not
very different from the one found for BP(NH,), though some subtle

differences lead to quite a different photochemistry.
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BP(OH),

A= 326 nm

Figure 4. Relative energies (in kcal mol™) of the minimum-energy structures in Sy
(bottom) and S, (top) relevant to the double proton transfer and the rotation of the two
pyridine rings in BP(OH),. Solid lines represent reaction paths that maintain the planar
symmetry whereas out-of-plane reaction paths are indicated by dashed lines. A double-
cone symbol is posted on the region of the conical intersection between Sy and S,.
Arrows at the bottom indicate the proton that is transferred along any given path. The
vertical arrows correspond to light absorptions relevant to the whole photochemical
process (see text). White-filled letters, numbers and characters are used for processes in
the bright zone that were already studied in previous works,”** whereas the dark region,
first discussed here, is indicated by black-filled letters, numbers and characters.

Figure 5. Schematic picture and numeration of atoms for the geometries of the
stationary points and the conical intersection region of BP(OH), in S; and S,. The name
of the structures and the meaning of the white-filled and black-filled letters is analogous
to that of Figure 4.

The number of stationary points in the “bright” zone of the
Figure is now larger: The ground electronic state S, displays three
minima corresponding to the three possible protonation states. The
most stable species is the dienol (DE) form. A single Proton transfer
leads to the monoketo (MK) intermediate and an additional Proton
transfer to the (final) diketo (DK) tautomer. The transition states
linking the different minima have also been localized and are also
depicted in Figure 4. Now all the stationary states directly located
are fully planar. The first singlet excited electronic state S; comes
from a mn* excitation. The Sy-S; transition is allowed (oscillator
strength = 0.350) and the excitation wavelength has a maximum of
absorption -Franck-Condon vertical transition- at 326 nm within our
level of calculation (the experimental value is 340 nm). The relative

stabilization of the tautomers dramatically changes in S; and the

6



more stable one is the MK* structure. However all the tautomeric
forms are energetically available in S; as the FC structure lies higher
in energy than any of them and also higher than the estimated
energies of the transition states as seen in Figure 4.

A conical intersection has also been located in this case. The
methodology used was the same outlined in the previous case and
the characteristics of the located CI structure are also quite similar to
the ones discussed for BP(NH,), with the two pyridine rings almost
orthogonal to each other. The energy of this structure is also well
below all the other ones in S; so that again the CI is energetically
accessible from the S; potential energy surface. Again, this opens
the door again to the dark states that can be obtained from relaxation
of the CI in the ground state if the rotation between the two pyridyl
rings does not bounce back (reverting to the original DE structure in
So) but keeps going on leading to a 180° rotated planar structure. In
this case the direct product of the rotation, DS2 using the same
previous nomenclature, is not a stable structure as full optimization
leads also to the spontaneous transfer of H; from O, to O, so that
relaxation of the conical intersection directly leads to the DSI
tautomer.

The DS1 isomeric form of BP(OH), is a photochromic species.
It is a very stable structure and will only revert to the initial DE
structure upon irradiation of a given wavelength, 418 nm according
to our calculations. Within this wavelength the DS1 structure is
excited up to the S; mn* state with a high oscillator strength (0.288).
Contrary to the situation in S, there is no minimum energy structure
DS1* in S; and the only located minimum corresponds to DS2*.
This structure can be accessed directly from the Franck-Condon
excitation and it has enough energy to lead again to the CI region
where the system can evolve back to the bright states. Now the
direct product of the full rotation is MK as it is a stable form of
BP(OH),. However, MK will be reached with plenty of energy so
that it will easily evolve to the more stable DE tautomer, in this way
closing the whole photochemical cycle.

The Bader’s AIM analysis of the DE and DSI1 isomers of
BP(OH), is presented in Table 2. Results are quite similar to the
ones previously discussed for BP(NH,),. It is to be noted that here
the No—H, Ny intramolecular hydrogen bond in DSI is quite weak.
This result could be anticipated as it takes place through a 5-atom
cycle. This fact prevents an additional path connecting DS2 to a
structure mirroring DS1 involving the intramolecular transfer of the
H, atom. Curiously enough, for BP(NH,), this intramolecular
hydrogen bond was as strong as the other ones. As in the previous
case the calculated dipolar moment of the DS1 photochromic
species is large (5.890 D) and this physical property could be easily

used to differentiate the DSI state from the original DE symmetrical
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structure that has a null dipole moment. At the end, we have a very
similar situation to the one discussed for BP(NH,), and, again, the
conditions for a good photomemory device are fully accomplished.
Without a molecular dynamics study of the competing processes
considered here it is hard to tell whether the dark states will play a
relevant role in the whole photochemistry of BP(OH),. As this (very
complex) dynamical study is well beyond the scope of this paper we
can only rely on the experimental data that indicates a high
fluorescence yield, so that passing through the CI is probably not the
preferred deactivation path of the photoexcited species, though
there may still be a non negligible fraction of molecules going this
way. Clearly, additional studies (both experimental and theoretical)
are necessary to acquire a better knowledge of the fascinating

possibilities of this deceivingly simple molecular system.

Table 2. Geometrical di 1l electronic d " and Lapl ! at the bond

critical points of the X H--Y bonds. See Figure 5 for atomic numeration.

BP(OH),
Structure  Bond r P V> 0
DE Orfl 1005 0318 -1.75
BN 673 00581 0.123
Ozf: 1005 0318 -1.75
HoNe 4673 00581 0.123
Structure Bond r P V:> 0
Dst Orft 1052 0271 -1.26
MOt 1410 00088  0.120
NeHz 020 0330  -1.80
PN 041 00341 0123

[alrinA blpineA? ] V2pineA®s

BP(OH)(NH,)

For this asymmetric system there are two different paths for
the intramolecular double hydrogen transfer depending on whether
the first transfer involves the amino group (N-channel) or the
hydroxyl group (O-channel). In order not to make the discussion too
cumbersome, the two cases will be discussed together. Figures 6 and
7 depict the results for the N-channel whereas Figures 8 and 9 refer
to the O-channel. For the bright states we are using the same
nomenclature as in our previous theoretical work:* The initial form
is the enol-amine (EA) whereas the product of the double hydrogen
atom transfer is the keto-imine (KI) structure. A single H transfer
leads from EA to the enol-imine (EI) or the keto-amine (KA) for the
N- and O-channels respectively. As in BP(NH,),, the stationary
points are usually slightly out of plane, though in Figures 6 to 9 a
planar geometry has been imposed with the obvious exception of the
conical intersections that have the two pyridyl rings almost 90°

twisted and an important degree of pyramidalization around the
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nitrogen atoms. In fact, the geometries obtained here are quite
similar to the ones properly located at the CASSCF level presented

in our previous study of this molecule.”

A= 346 nm

Figure 6. Relative energies (in kcal mol™) of the planar structures in Sy (bottom) and S,
(top) relevant to the double proton transfer and the rotation of the two pyridine rings in
BP(OH)(NH,) along the N-channel. Solid lines represent reaction paths that maintain
the planar symmetry whereas out-of-plane reaction paths are indicated by dashed lines.
A double-cone symbol is posted on the region of the conical intersection between S, and
S,. Arrows at the bottom indicate the proton that is transferred along any given path.
The vertical arrows correspond to light absorptions relevant to the whole photochemical
process (see text). White-filled letters, numbers and characters are used for processes in
the bright zone that were already studied in a previous work,” whereas the dark region,
first discussed here, is indicated by black-filled letters, numbers and characters.
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Figure 7. Schematic picture and numeration of atoms for the geometries of the
stationary points and the conical intersection region of BP(OH)(NH,) in S, and S, found
along the N-channel. The name of the structures and the meaning of the white-filled and
black-filled letters is analogous to that of Figure 6.

There are two minimum energy structures in the “bright”
region of Sy, though the KI tautomer is barely stable as it lies only
0.03 keal mol™ below the transition state linking it to the original,
and more stable, EA tautomer. The transition to the S, state from EA
is allowed (oscillator strength: 0.317) and, as usual, it corresponds to
a mn* electronic excitation. From the vertical accessed state (FC
structure in Figures 6 and 8) several hydrogen-atom transfers are
available. In the N-channel, Figure 6, the KI* product is the more
stable one though the EI* structure is almost degenerate in energy.

From this last structure, as in the previous cases, a conical
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intersection region can be accessed upon internal rotation of the two
pyridyne rings. The CI is clearly the lowest energy structure in S;
and, again, passage through it may lead to the dark states. Similarly
to what was found for BP(OH),, only the DSI structure (the one that
has already transferred the hydrogen atom) is stable in Sy. From this
photochromic species the reverse photochemical path can start
through irradiation of light at 454 nm that puts the system in the nn*
S; state with a quite high oscillator strength of 0.263. The initial
accessed geometry (FC structure) has energy enough to proceed to
the hydrogen-atom transfer leading to the now stable DS2* tautomer
that, in turn, is able to access again the conical intersection region
and so, revert back to the bright zone of the Sy potential energy

surface.
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BP(OH)(NH,)
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Figure 8. Relative energies (in kcal mol™) of the planar structures in S, (bottom) and S,
(top) relevant to the double proton transfer and the rotation of the two pyridine rings in
BP(OH)(NH,) along the O-channel. Solid lines represent reaction paths that maintain
the planar symmetry whereas out-of-plane reaction paths are indicated by dashed lines.
A double-cone symbol is posted on the region of the conical intersection between Sy and
S). Arrows at the bottom indicate the proton that is transferred along any given path.
The vertical arrows correspond to light absorptions relevant to the whole photochemical
process (see text). White-filled letters, numbers and characters are used for processes in
the bright zone that were already studied in a previous work,” whereas the dark region,
first discussed here, is indicated by black-filled letters, numbers and characters.

Figure 9. Schematic picture and numeration of atoms for the geometries of the
stationary points and the conical intersection region of BP(OH)(NH,) in S; and S, found
along the O-channel. The name of the structures and the meaning of the white-filled and
black-filled letters is analogous to that of Figure 8.



As for the O-channel path, it presents some peculiarities that
are worth highlighting. In this case the KA* tautomer, obtained
through a single Proton transfer, is the most stable structure in the
bright zone of the S; potential energy surface. KA* is, in fact, the
more stable minimum energy planar structure of BP(OH)(NH,) in S,
so that the O-channel path is energetically favored over the N-
channel path as discussed earlier.’ As it is the norm in all the
systems analyzed so far, a conical intersection region can be
accessed from KA* leading to the dark region of the ground
electronic state. Now the Proton transfer does not spontaneously
occur and DS2 is the only stable form and the final photochromic
species. From this point we can start the back Proton transfer with
irradiation of 475 nm light that puts the system in the nr* S; state
with a high oscillator strength (0.276). Once in the excited state,
ESIPT might take place as DS1* is a stable species, even lower in
energy than the optimized DS2* form. In any case, tautomerization
in S; does not lead to any new photochemical path. Alternatively,
internal rotation of the two pyridine rings in DS2* leads,
energetically downbhill, to the CI region where, as usual, the whole
photochemical cycle can be closed through a full 180° rotation that
leads again to the initial EA structure.

As in the previous cases, the AIM analysis was performed for
the initial EA structure and the stable photochromic species in the
N-channel (DS1) and the O-channel (DS2). Results are shown in
Table 3. A global comparison of the values presented in Table 3
does not reveal any striking difference. In all the cases the two
intramolecular hydrogen bonds are well constituted and so,
intramolecular hydrogen transfer is available and internal rotation of
the two pyridine rings is energetically costly. These two
characteristics are essential in order to have a bistable system, a
required condition for a photomemory molecular device. Here, the
choice of the physical property that could be used to differentiate
(read) the two stable forms of BP(OH)(NH,) is not so obvious as the
original EA structure is no longer symmetric (i.e. it does not possess
an inversion center) and so it has a permanent dipole moment of
3.001 D, smaller than the calculated value of the two dark states:
3.607 D (N-channel) and 5.411 D (O-channel) but not negligible so
that EA will probably absorb microwave radiation. In that case a
more careful look at the molecular properties of EA as compared to
the ones of the dark states would be necessary to find a property to
discriminate the two photochromic forms. For instance, an infrared
(vibrational) absorption band found at clearly different wavelengths

in the two forms would be enough for that purpose.

Table 3. Geometrical distances, electronic densities,™ and Laplacians'® at the bond

critical points of the X—H-Y bonds. See Figures 7 and 9 for atomic numeration.
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BP(OH)(NH;)
Structure Bond r P \v4 2,
EA O4-H4 1.009 0.314 -1.69
HyN;  1.629 0.0651 0.128
Na-Hs 1.018 0.332 -1.78
Ha-N;  1.903  0.0357  0.0988
Structure Bond r P \v4 2,
N-channelDS1 \ h. 1041 0309 162
H;-0O; 1.610 0.0592 0.164
N-Hs 1.031 0.329 -1.78
Hs-N;  1.878  0.0389 0.114
Structure Bond r P V> o
O-channel DS2  N3-Hj 1.041 0.309 -1.62
Hy0: 1.610 0.0592  0.164
N;-H4 1.031 0.329 -1.78
HyN;  1.878 0.0389 0.114

lalrinA [b]pineA®[c] V2pineA®

Globally, the photochemistry of BP(OH)(NH,) is more
complex than the ones of the precedent systems because here the
asymmetry of the molecule increases the number of reaction paths
but no great differences arise in the global plot. In the absence of
dynamical simulations and, in this case, any experimental data, it is
hard to say whether the photochemistry of this molecule will differ
from that of the two precedent isolectronic systems. At first sight,
the fluorescence quantum yield of BP(OH)(NH,) should not be high
as the more stable EI* and KA* species, resulting from single
Proton transfers, have no corresponding minimum energy structure
in Spand KI, the product of the full double Proton transfer, is barely
stable. Low fluorescence is a prior condition to access the conical
intersection region, a fact that opens the door to the formation of the
photochromic species. Attainment of these, up to now, unknown
isomeric species may depend on a subtle balance within the
geometries and energies of the numerous stationary points and
conical intersection regions located in both the ground and first
singlet excited electronic states so that it cannot be easily anticipated
whether a given molecular system will be better suited to become an

ideal photomemory device.

Conclusion

In the previous section the potential energy surfaces of the ground
(Sp) and first singlet excited (S;) electronic states of three bipyridyl
isoelectronic species have been carefully analyzed. In all the
systems the energies of the tautomers corresponding to the single
and double hydrogen-atom transfer and the transition states linking
them have been calculated. Also, the presence of conical

intersections between S, and S, that are reached upon internal

rotation of the two pyridyl rings has been confirmed in the region of
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the single hydrogen-atom transfer and, most interesting, the
existence of a whole family of “dark™ states has been disclosed.
These dark states can only be accessed upon irradiation of light of a
given wavelength and they are predicted to be stable in normal
conditions so that they may act as photochromic species. Radiation
with a light of a quite different wavelength would easily revert the
process transforming the photochromic species into the “original”
one that would be able to start again the process. As a whole, the
photochemistry of the three bipyridyl compounds would conform to
the properties of an ideal photomemory as detailed in the
introduction section. Comparison of the photocycle for an “ideal”
photomemory (Figure 1b) and the actual behavior of the three
studied compounds (Figures 2, 4, 6 and 8) is another clear proof in
favor of this argument.

In light of the results presented in this paper, the more likely
candidate to become a photomemory device is the BP(NH,), system
as in this case, following the initial excitation, the path to the conical
intersection seems the most likely one given that fluorescence is
known to proceed with a quite low quantum yield (~10~), and this
result can be envisaged from our theoretical results as explained in
the previous section. For BP(OH),, the more thoroughly studied
system from the experimental point of view, the quantum yield of
fluorescence is much higher (0.32) so that the internal conversion
path through the conical intersection is a less likely process, again in
accord with our theoretical calculations. In any case, the other
conditions required for a photomemory device are fully
accomplished by the two systems: The photochromic species is
stable enough; there is a physical property (absorption of microwave
radiation) able to easily discriminate the two forms and light of a
different wavelength can reverse the whole process. As for the
“hybrid” BP(OH)(NH,), there is no previous experimental work on
it and we only know from the previous literature that it has been
synthesized.*® The whole photochemistry is expected more complex
as now the asymmetry of the molecule allows for two hydrogen
transfer channels depending on whether the first transferred
hydrogen departs from a hydroxyl or an amino group. A full
comparison of our results allow us to predict a quantum yield for
BP(OH)(NH,) intermediate between the one of BP(OH), and
BP(NH,),. In any case, there is no way to further assess the
possibility to reach the different photochromic species without
performing an ambitious (and expensive) dynamical study that
consider all the subtleties of the potential energy surfaces of Sy and
S; and their crossing regions. Work devoted to this aim is presently
in progress in our laboratory.

The very rich photochemistry of the bipyridyl compounds

allows for discussion on additional applications in the technological
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field. Even if, from now on, the discussion goes on a more
speculative track, it is worth mentioning the possibility to use the
bipyridyl systems as molecular motors and/or rotors.*'*? Given that
the initial and photochromic forms in S, are interchanged through
internal rotation, a continuous irradiation using the two wavelengths
that activate the interconversion would result in a continuous
internal rotation of the molecule. That is, we have a molecule that is
able to absorb radiation and transform the energy into mechanical
(rotational) energy. To really have a molecular motor it would be
necessary to additionally restrict the internal rotation to proceed
always in the same direction.’® This could be accomplished, for
through bulk

enantiomeric character to the bipyridyl compound.

instance, addition of some substituent with

Another, up to now, unexplored field is the possibility to
control the internal rotation of the bipyridyl systems by the
surrounding media. As the initial species and its photochromic
partner can only be interconnected through internal rotation, the full
cycle is to be controlled by the rigidity of the external medium
where the full reaction takes place. That is, the ability to internally
rotate the two (bulk) pyridyl rings may be severely restricted
depending on the viscosity of the medium specially when sizeable
substituents are introduced in the rings. It could be expected that the
more hindered the internal rotation, the lower the difference between
the BP(OH), and BP(NH,), quantum yields. By changing the
electronic properties of the substituents (apolar, polar or even ionic)
it could be possible to tune the system to be more sensitive to a
specific property of the solvent. This fact opens the door to the use
of these systems as molecular or nano viscometers an idea that was
foreseen several years ago.>* The usefulness of bipyridyl derivatives
as molecular rotors and/or viscometers relies on the predominance
of the photochromic species as the final product after irradiation of
the original compound. For this reason, the few experimental data
known up to now and our electronic results point to the BP(NH;),
system as the more suited species to act not only as an ideal
photomemory device but also as a molecular rotor and/or viscometer.
In any case, we hope that the results and discussion presented in this
paper may appeal the scientific curiosity of the chemistry world so
that the bipyridyl systems, mainly the diamino and the hybrid
systems, barely studied up to now, could be the subject of more
ambitious works at the molecular level that may confirm (or deny)

our tentatively proposed new applications.
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Computational Details Section

Electronic density functional based methods have been used to
explore the topology of the ground (Sy) and first © n* singlet excited
(S;) electronic states. Density Functional Theory (DFT) and Time
Dependent-DFT (TDDFT)3 536 optimizations have been performed
for the Sy and S; states respectively. TDDFT has been successfully
used to study other related ESIPT systems. *® The three parameter
hybrid functional of Becke with the correlation functional of Lee,
Yang and Parr (B3LYP)* has been chosen. The Turbomole
program (version 5.4)*'%

the TDDFT level, has been used to perform the TDDFT

, which implements analytical gradients at

calculations.

Also Atoms In Molecules (AIM) analysis have been
performed at the DFT level with the Gaussian03 package.”’ As we
stated in a previous work,* the B3LYP functionals used in the
Gaussian03 and Turbomole packages differ very little in the relative
stability of the calculated points, which implies a very little effect on
our results. This small difference comes from the use of a different
form of the local correlation functional: The Gaussian03 package
uses the VWN(III) local correlation functional, whereas Turbomole
uses VWN(V).#

Multireference Complete Active Space Self-Consistent Field
method (CASSCF)* calculations have been carried out with the
MOLCAS program (Version 6.4).%” The electronic energy of S, and
S, states has been obtained, using a state-average with equal weights
for both states, with an active space of 10 electrons and 10
molecular orbitals which includes the S highest occupied and the 5
lowest unoccupied molecular orbitals. Note that this active space is
probably not large enough to correctly describe the whole potential
energy surface but it has been used just to analyze the presence of
conical intersections between the S, and S, states. A larger active
space would be necessary to compare the different regions of the
potential energy surface.

In all cases, to obtain a good description of the proton and
charge transfer processes on excited states, the 6-31G(d,p)*** basis
has been used for the hydrogen and carbon atoms, while additional
diffuse functions (6-31G+(d,p) basis)*** have been added to the

oxygen and nitrogen atoms.
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Electronic methods

B.1 Ab initio methods

It might be daring to state that the comprehension of the chemical phenom-
ena lies entirely on the understanding of the chemical bond. Nevertheless,
The Nature of the Chemical Bond, by Linus Pauling (1939), is one of the very
first published text books on theoretical chemistry, a book that still keeps
its validity today. Heitler and London introduced in 1927 the first theoret-
ical wave function of the ground state of H,, which included only covalent

contributions to the bond:

Vi (1, 73) = % [a(r)v(r3) + Ya(ra)p(ri)] x ©(51,5)  (B.1)
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where 1x(7) is the atomic orbital centered on the atom X, ¥ = (7, 9) is
the collective spatial-spin coordinate, and (S, Ss) is the normalized singlet
spin wave function. That idea would be later refined by Pauling, Slater and
van Vleck in 1931, who elaborated the Valence Bond (VB) theory, which
allowed the inclusion of ionic contributions to the bond. At the same time,
Hund and Mulliken developed a different approach to the chemical bond,
which would be known as Molecular Orbital (MO) theory. In contrast to the
VB theory, the N-electron wave function in MO theory is built up as an an-

tisymmetrized Slater determinant (or antisymmetrized linear combination):

xi(1)  xe(1) ... xa(1)
xpMo(N)zﬁ XIZ(Z) X2:(2) N X”:(z) (B.2)
X1(N) x2(N) ... xa(N)

where each function y constitutes a molecular spin-orbital, expressed as a
normalized linear combination of the atomic orbitals, according to the linear
combination of atomic orbitals (LCAO-MO) approach. Note that the wave
function can be either constructed with one molecular orbital ¥,,o, or a

linear combination of several other V0.

When Wy0(N) (Eq. B.2) is expanded, the resulting expression for the
wave function contains both the covalent and non-bonding ionic contribu-
tions to the chemical bond. Hence, for some time, it was believed that both
VB and MO approaches could give the same description of the electronic
structure, and the choice of one description or another was left to conve-
nience. However, when Roothaan introduced the concept of basis functions
(as a way to represent the atomic orbitals from which x,(N) is built), it
was found that W,,;o was easier to handle if it was written in terms of anti-
symmetrized products of orthonormal molecular orbitals.! For that reason,
most of the theoretical methods developed in order to solve the electronic
Schrodinger equation are based on the MO theory rather than on the VB
theory.
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The resolution of the electronic Schrodinger equation based on the MO
theory procedure is as follows: given a finite basis set, the coefficients of the
molecular orbital expansion are determined in order to obtain the minimum
electronic energy from W,,o. Besides, according to the variational theorem,
the energy thus obtained is as close as possible, but aboveto respect the
exact solution. Depending on the basis set size and the number of spin-
spatial configurations included in the molecular orbital expansion, a plethora
of hyerarchic quantum chemical methods have been developed since the early

1930s, known as ab initio methods or molecular orbital approach methods.

B.1.1 The Hartree-Fock approach

The Hartree-Fock (HF) approximation constitutes the simplest of the possi-
ble models that we can construct within the MO theory. Within a finite basis
set, the N-electron HF wave function is built up with one single configuration
Vy0(Eq. B.2). After the BO approximation is summoned, the nuclear kinetic
energy operator and nucleus-nucleus potential energy operator are ommitted
from the molecular Hamiltonian, and the resulting Hamiltonian can be fac-
torized into one term contaning only the one-electron operators and a second

term which consists on the bielectronic electron-electron repulsion:

A N N 1
H=> hi)+)_ — (B.3)
i=1 i<j W

where iz(z) contains the kinetic energy of the electron ¢ and the attractive

potential energy created by the nuclei of the molecule:

. R I v S
=1 a=1 1 (67

At this point, we would like to calculate the electronic energy associated
to the trial wave function Wyp. Since the wave function Vyp (Eq. B.2) is
normalized, we can evaluate the expected value for the corresponding energy

as:
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Epp = (Uyp | H| Uyp) (B.5)

This equation implies a dependence between the energy and the trial wave
function W. Since W is not a function of parameters but of spin-orbitals,
according to Eq. B.2, E'is a functional of U, and may be represented as F[V].
Replacing Eq. B.2 into Eq. B.5, and given that the hi operator only operates
over the electron 4, and the second term in Eq. B.3 cannot be separated
into monoelectronic integrals, we arrive at the HF energy associated to the

determinant W p:

N L NN
E= ;hii+ 5221321(J2 — Kij) (B.6)

where:

B = Ou(D) | (1) | () (B.7)
Ty = eu@) | = )
Ky = @ |- o) (B.9)

hii, Ji; and K;; correspond to the mono-electronic, Coulomb and exchange
integrals, respectively. The exchange integral, which does not have any clas-
sical correspondence, arises because of the antisymmetric nature of the de-

terminant wave function.

Eq. B.6 provides the electronic energy derived from a wave function ¥y p,
built up from a starting set of spin-orbitals yy(/N). The question which may
arise now is: is this set of spin-orbitals {x;}~, the one which minimizes
the energy? Most probably not. To this purpose, the HF method employes
the variational principle in order to find the optimal molecular orbitals with
which the energy of such a polielectronic function will be stationary. In other

words, with the HF method we find the best function within a restricted set
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of functions (only one determinant), using the word “best” in a variational
context. Thus, the Slater determinant (Eq. B.2) that minimizes the energy
in Eq. B.5 is the one for which a small change in the wave function implies

a null change in the energy:

EU+60] = (U|H|U)+ (0| H| D)
+ (U | H|6T)+ (00| H o) (B.10)

the second and third terms represent the first-order variation of the energy

0F, which must be zero:

SE = (U | H|6U) + (60U | H|§F) =0 (B.11)

Given that the spin-orbitals {x;}# ; must be orthonormal functions:

(X | Xj> = 0j; (B.12)

the optimal Slater determinant must satisfy Eqs. B.11 and B.12. The prob-
lem of finding the best spin-orbitals is a problem of minimizing a function
submitted to restrictions, and the Lagrange multipliers procedure must be

adopted:

N N
L=E-Y ) eyg; (B.13)

i=1 j=1
where L is the Lagrangian function to be minimized, g;; are the terms cor-
responding to the restrictions, and ¢;; are the Lagrange multipliers to be
determined. Replacing Eq. B.6 into Eq. B.13, the set of spin-orbitals which

minimize the energy are:

F)x:(1) = Zgijxju) i=1,2,...,N (B.14)
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These set of equations are known as the HF equations, where f (1) is the

Fock operator:

F(1) = h(1) + ) (J5(1) = K;(1)) (B.15)

<

This operator contains the monoelectronic operator iz(l) and the bielectronic

operators J and K:

T12

Jx(1) = ( / x;f<2>ixj<2>da) () (B.16)
K(a(l) = ( / x;f<2>ixi<2>dn) (D) (B.17)

712

J and K are known as the Coulomb and exchange operators, respectively.
According to Eq. B.14, the HF equations are written as a linear eigenvalue
equation, however, they might best be described as a pseudo-eigenvalue equa-
tions since the Fock operator has a functional dependence on the solutions
{xi}, through the Coulomb and exchange operators. Thus the HF equations
are really nonlinear equations and have to be solved by iterative procedures.
That is the reason why the Hartree-Fock method is also known as Self Con-
sistent Field method (SCF).

The Fock equations in the form of Eq. B.14 imply an integro-diferential
mathematical problem which is far from being feasible for the majority of
molecular systems, and new approximations need to be introduced. In 1951,
Roothaan and Hall proposed to express the molecular orbitals as a linear
combination of a set of basis functions. Such functions are centered in the
atoms within the molecule, and are usually named as atomic orbitals (AO).
So now, given a molecular orbital ¥; expressed as a lineal combination of the

set of basis functions ,:

K

T (B.18)

v=1
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replacing (B.18) in (B.14) we arrive at:

> catenD) 1 FD] 1) =
2

coi€i{pu(1) | wu(l))  n=1,2,3,....K (B.19)

pn=1

where the integrals on the first member correspond to the matrix elements of
the Fock operator in the basis ¢, (F),,), whereas the integrals in the second
term are the overlap integrals of the basis functions ¢, (S,,). Then, Eq. B.19

can be rewritten as:

> [Fuw—€Suwlei =0 p=1,23,.. K (B.20)

which are known as the Roothann-Hall equations. Note that the integro-
diferential problem presented in Eqs. B.15 has been replaced by a set of
algebraic equations, in which the only procedure is to evaluate the best ex-
pansion coeficients ¢,; given an accepted and unquestionable set of atomic
orbitals. Given that the ground state of a large number of molecules, both in
their equilibrium geometry region and vicinities, are well described with only
one electronic configuration, the HF approximation gained a lot of success

over the years; even though the energy obtained is just qualitatively correct.

The HF method can be applied both to closed and open shell systems.
For open-shell systems, the use of an unrestricted open-shell set of spin or-
bitals leads to unrestricted open-shell wave functions via the Pople-Nesbet
equations. As no open-shell systems have been treated in this thesis, the
derivation of the Pople-Nesbet equations have been skipped, but the inter-
ested reader can find the information elsewhere.?3

The mathematical importance of the HF approximation is undeniable,
as it represents the starting point for more accurate methods. Only a few

computational methods of quantum chemistry bypass the HF approximation.
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However, if such algorithms cannot be automatically implemented in a kind
of routine or blackbox procedure, we would be still calculating by hand the
most simple molecules such as water or methane. For that reason, not only
the developers but also the people who worked to implement such algorithms
deserve our attention. The excellent work of Obara and Saiko? represent a
good example of several efficient algorithms (which can be easily coded)
that can be used to compute mono- and bi-electronic integrals for electronic
methods such as HF.

B.1.2 Post Hartree-Fock methods

As has been presented in the previous section, the HF ansatz of the electronic
wave function corresponds to an antisymetrized product of spin-orbital func-
tions. The physical consequence of this method is that each electron feels
the mean potential field generated by all the other electrons. This is clearly
an unphysical situation, as the motion of a single electron depends on the in-
stantaneous position of every electron and thus, their movement is said to be
correlated. This is the so called electronic correlation. The HF ansatz is the
reason why the SCF methodology is inadequate to quantitatively describe
the majority of the polielectronic systems. In order to correct this inacuracy,
it is necessary to add the electronic correlation to the wave function. To do
so, three major methodologies, known as post Hartree-Fock methods, have
been developed: Configuration Interaction (CI), Many Body Perturbation
Theory (MBPT) and Coupled Cluster (CC) methods. In what follows in the
present section, only the Configuration Interaction method will be presented,
as this method has been employed in some of the calculations of this thesis.
For further information about Many Body Perturbation Theory and Cou-
pled Cluster approach, the reader is directed to some excellent text books on
quantum chemistry. 56

The CI method is the simplest of the aforementioned post HF methods,
conceptually speaking. Basically, the wave function is built as a linear com-

bination of determinants formed with the spin-orbitals obtained from the HF
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method:

Ver=coWo+ Y csVs+ > epUp+ > crlr+... (B.21)
S D T

where Wy is the HF determinant, and Wg, ¥, Wr,... are determinants which
represent single, double, triple,. .. excitations of the fundamental determinant
W, i.e. to replace one, two, three,. .. occupied spin orbitals with virtual spin
orbitals. The exact electronic energy can be obtained, if the atomic orbitals
basis set is complete, and every possible excited determinant is considered.
However, such a calculation is far from being feasible for the majority of the
molecular systems due to the huge number of excited states. Instead of that,
the monoelectronic basis set of atomic orbitals must be truncated. Now, if
we consider all the possible determinants within a finite monoelectronic basis
set, it is possible to obtain the exact eigenvectors and eigenfunctions for that
space. The resulting solutions are known as full configuration interaction
(FCI) solutions, in other words, the exact solutions within a given basis
space. Nevertheless, even the FCI solutions are only accessible for small
molecular systems, which forces to truncate both the monoelectronic and
polielectronic basis sets. These two limitations are the main error sources in

every quantum chemical calculation.

B.1.3 Configuration Interaction with Single Excitations

If we limit the expansion of the wave function to only singly excited determi-
nants formed by replacing, with respect to the reference wave function, one
occupied spin orbital with a virtual spin orbital, the CI method is reduced

to the Configuration Interaction Singles (CIS) approach:

Vs = Y Ui (r) (B.22)

ia
where W¢(r) denotes the singly excited Slater determinant formed replacing

the occupied orbital ¢ with the virtual orbital a, and ¢! are the expansion
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coefficients. Since the singly excited determinants constitute electronic ex-
cited configurations of the molecule, it is possible to derive expression for
the computation of excitation energies and total energies within electronic
excited states. Replacing Eq. B.22 into the electronic Schrodinger equation,

and projecting onto <\If§’ |, yields:

ijs | H | Ui)ei = Eors ZC?(Sij(Sab (B.23)
where:
(W8 | H | U¢) = (Ey + &, — &;)di;0ab + (ia || jb) (B.24)

with Eqs. B.23 and B.24, it is easy to obtain an expression for the CIS

excitation energies, defined as wors = Eors — Eo:

S {(a — £0)0iju + (ia || b))l =

i

wers Y 00 (TY | H | UF) =

(E() + &4 — €i)5ij(5ab + (ZCL H ]b) (B25)

where ¢, and ¢; are the orbital energies of the single-electron orbitals ¢,
and ¢;, respectively, and (ia || jb) corresponds to the antisymmetrized two-

electron integrals. Eq. B.25 can be rewritten as a secular equation:

(H—w)X =0 (B.26)

where H is the matrix representation of the Hamiltonian in the space of the
singly excited determinants, X is the matrix of the CIS expansion coefficients,
and w is the diagonal matrix of the excitation energies. Thus, solving
Eq. B.26 to obtain the excitation enrgies w, is only a matter of diagonal-

izing the matrix H.
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Besides, we can obtain an analytic expression for the total energy of
electronic excited state from Eq. B.25 by adding Fy and multiplying from
the left with the corresponding CIS vectors:

Ecrs = Enr+ Y _(¢})(ea — &) + Y _ ¢ (ia || jb) (B.27)
ia ia,jb

Note that according to Eq. B.27, Egrs is analytically differentiable with
respect to external parameters, for example, nuclear displacements and ex-
ternal fields. This allows for the application of analytic gradient techniques
for the calculation of excited-state properties, such as equilibrium geometries
and vibrational frequencies. That is the reason of why the CIS approach was
widely employed for many years in the treatment of excited electronic states.”
Despite these advantages, the CIS method presents some important flaws.
First, electron correlation is neglected, as according to Brillouni’s theorem,
the solutions of these equations are orthogonal to the ground state.? Thus,
excitation energies are largely overestimated by ~1 eV. Second, CIS does
not obey the Thomas-Reiche-Kuhn dipole sum, which states that the sum of
transition dipole moments must be equal to the number of electrons. Thus,
transition moments cannot be expected to be more than qualitatively accu-
rate.® And third, the computational cost for CIS calculations scales with
n*, being n the number of occupied molecular orbitals. Thus, large basis
set calculations become easily very expensive. In order to overcome these

limitations, it is necessary to go beyond the CI approach.

B.1.4 Complete Active Space Self-Consistent Field meth-

ods

As we have previously said, the CIS method is not able to include the elec-
tronic correlation of a given system, by virtue of Brillouni’s theorem. Nev-
ertheless, this situation can be overcome if not only mono-excited but multi-
excited determinants are included in the wave function’s expansion. Al-

ternatively, the molecular orbitals coefficients of each determinant can also
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be optimized, so that they are not the same as in the ground state, and
hence not longer orthogonal to the solutions of the CI equations. Among
the methodologies adressed to the optimization of both the coefficients of
the determinants and the molecular orbitals coefficients of each determi-
nant, the multiconfigurational self-consistent field (MCSCF') approach should
be mentioned. There exist many molecular systems in which several ex-
cited electronic configurations are in close degeneracy with the ground state.
For these systems, the appropiate wave function should contemplate the
multiconfigurational nature of the electronic structure, and the MCSCF ap-

proach is very suitable.

The main restriction of the MCSCF methods is the size of the refer-
ence wave function. Within a few configurations, the computational cost
grows exponentially. A possible solution for that limitation is the choice of
a reduced configurational space which has chemical relevance for the system
under study. Such a choice must be done based on chemical criteria and (why
not?) chemical intuition, according to the information available on the sys-
tem. This is the main idea of the most popular MCSCF method among the
theoretical chemical community, the complete active space SCF (CASSCF)
method,” ! developed by B. O. Ross and collaborators at the University of
Lund.

Within this method, the configurational space is specified by a number
of active orbitals and electrons, with which all the possible configurations
(consistent with a given spatial and spin symmetry) will be formed. Thus,
the CASSCF wave function is a FCI in the configurational space defined
by the active space. For example, one might define an active space (11,8),
meaning that 11 valence electrons are distributed between all configurations
that can be constructed from 8 molecular orbitals. However, the number
of configurations quickly increases with the number of active orbitals, along

with the computational cost.

In order to perform a consistent CASSCF study of a chemical reaction,

the active space describing reactants, products, transition states, interme-
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diates. ..should be the same. Thus, the choice of the active space must
be flexible enough to consistently describe all the chemical processes under
study. Along a chemical reaction, the energetic order of the orbitals which
are relevant to describe the change in the electronic structure are likely to
change (and they probably will do) from reactants to products. An active
space large enough to foresee and include such changes easily becomes un-
feasible. Mainly for that reason, CASSCF methods are very well suited for
spectroscopy studies, but more limited for reactivity. It is precisely the choice
of the active space the main argument which both detractors and support-
ers use to justify the rejection and the greatness, respectively, of this kind
of methodologies. It is true that the selection of the active space is not a
black-box procedure. It might not be straightforward, but it is far from be-
ing impossible for most cases. It helps a lot to know something about the
electronic structure of the system under study. As a general rule, the active
space should contain those molecular orbitals whose occupation numbers will

significantly vary from 2 and 0 along the chemical process.

The CASSCF method includes the static correlation, also called long
range interaction, which describes the effect of quasidegeneracies between
configurations. The dynamic correlation, which reflects the short range
electron-electron interaction, can be properly described by variational meth-
ods, like the multireference-CI (MRCI) method,'? or by perturbation theory,
like the CAS perturbation theory to second order (CASPT2) method.!3 14

The ansatz of the wave function according the MRCI method is:

Varrer = Yeer + Ysp (B.28)

where U, is a reference function, for example a CASSCF function or part of
it, and Wgp represents single and double replacement configurations. How-
ever, as previously commented, the CI methods grow quickly out of hand,
and are only feasible for small molecules. A second procedure to include the
dynamic correlation is by using the perturbation theory, up to second order.

In second order perturbation theory, we solve a set of linear equations:
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(Hy — Eo)Uy = —(H, — Ey)¥, (B.29)

where U is the first order wave function and Hj is the perturbation, defined

as H — H,. Then, the second order energy is given as:

Ey = (U | Hy | U,) (B.30)

Thus, only terms in ¥y that interact with the reference function W, will
contribute to the second order energy. ¥ is the CASSCF reference function

and | ¥1) can be defined as:

| Uq) = Z Opq,TsquErs | Wo) (B.31)

pq,rs
where the indices ¢, s refer to inactive or active orbitals, and p,r refer to

active or secondary orbital.

Because the CASSCF method is a multiconfigurational approach, it is
very suitable to compute regions of the PES where energy crossing points
occur, like conical intersections. A minimum energy crossing point (MECP)
can be obtained by finding the lowest energy of the excited state at which
two states are degenerate. Hence, in an optimization calculation, the energy

difference berween the two states can be used as a constraint:

r = El - EO (B32)

However, this constraint condition will only lead to a single MECP. If we
are interested in exploring the seam of a conical intersection, for example,
we should also explore the spatial extension of the intersection subspace by
combining the constraint of the intersection in Eq. B.32 with those employed

for a minimum energy path search.
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B.2 Electronic density-based methods

The theoretical methods presented so far, are enclosed within the MO theory,
in which the energy of the system is a functional of the well known wave
function (E[¥]). That functional relationship could be read as “by placing
an appropiate wave function U inside the [ |, we can obtain the energy E”.
The functional E[V] is perfectly known, as seen in Eq .B.5. However, the ¥
is a function which depends on the 3N spatial coordinates of the N particles
describing the system. The dependence of so many variables makes ¥ a very
complex mathematical function to deal with in order to obtain the energy.
The density functional theory (DFT) provides a very similar framework
(conceptually speaking) to the one of the ab initio methods, in the way we
can express the energy of the system as a functional of a different magni-
tude: the electronic density p(7). Density provides information about how
something is distributed in space, and for a chemical system, electron den-
sity tells us where the electrons are likely to be. Because of the electronic
density is a function which depends only on 3 spatial coordinates, it becomes
an attractive function to work with, in contrast to the 3N-dimensional wave
function W. Hence, in the DFT scheme, the number of variables is consid-
erably reduced. However, with regard to the ab initio methods, the main
disadvantage of DFT is that the functional E[p()] is not known, and only

approximations to it can be made.

B.2.1 Density Functional Theory

The electronic density of a system of N-electrons can be defined as:

() = N/ U Ty ) [2 i, iy (B.33)
and its corresponding quantum operator is:
N

ZGEVADSRIGEE IR (B.34)

=1
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The main difference between the wave function ¥ and the electronic density
p(7) is that the latter is an observable magnitude, whereas the former not.
Through X-ray crystallography experiments, the electronic density, defined

in the real space 7, can be determined using the expression:

mm::/k;g3pwy@* (B.35)

where F'(q) is the Fourier transform of the electronic density defined in the
reciprocal space ¢. Since its development by Sir William Henry Bragg and
Sir William Lawrence Bragg,'® X-ray crystallography has become one of the
most piercing experimental techniques to unveil the structure of molecules,
from inorganic compounds to large biomolecules.!® But it also provides
the starting point for the development of the DFT methods.

A single molecule can be fully characterized if the atomic number of
the nuclei, their positions, and the total number of electrons are known
i.e. {Za, éa, N}. The question that now arises is: if we knew the electronic
density of a molecule, by X-ray crystalography for example, could we obtain
from it the information {Z,, Ro, N}? The answer is yes.

The total number of electrons can be straightforward obtained integrating

the electronic density over all the electronic space:

/mmﬁ:N (B.36)

The position of the nuclei can be obtained by taking into account that the
electronic density is a maximum over the nuclei. Thus, the maxima of the p(7)
function directly give {ﬁa} Finally, according to Kato’s nucleus-electron
cusp condition,!®?° the derivative of the logarithm of the electronic density
gives the atomic numbers of the nuclei:

1 (8log p(r)

7Y B.37
2 a,'? )Fﬂﬁa “ ( )

However, it has to be noted that Kato’s theorem is only valid in the electronic

ground state.! To sum up, with the electronic density it is possible to have
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a complete knowledge of a molecule ({Z4, R, N }), which in turn allows us
to derive its corresponding Hamiltonian operator (plus the electron-electron
repulsion operator). From its solution, we can obtain its associated wave

function, and therefore all the observable properties of the system:

p(7) = {Za, Ra, N} = H = U = Observable molecular properties

From this explanation, it cannot be inferred that the relationship between
p(7) and the corresponding wave function of the system is unique. Otherwise,
all the formulation of the DFT theory would fall into a problem of ambigu-
ity. This can be clarified by means of the Hohenberg-Kohn theorem (HK).
Hohenberg and Kohn proved, by reductio ad absurdum, that two different
external potential could not generate the same electron density. The justifi-
cation of the HK theorem is widely known in theoretical chemistry, and can
be found in many reference works.! 2!

Accepting the univocal correspondence between external potentials, wave
functions and electronic densities, any molecular property A can be then

determined by the density p(7) of the ground state:

W = Wo[p(7)] = (Ao) = Alp(7)] = (Lo[p(M] | A | Wo[p(M)])  (B.38)

Concretely for the electronic energy of a molecule:

Elp] = Te[p] + Eenlp] + Eeelp] (B.39)

where T,[p| is the electronic kinetic energy, E.,[p] is the electron-nucleus
energy interaction and E,.[p] is the electron-electron energy interaction. Even
though the HK theorem is mathematically exact and states the univocal
correspondence p(7) < H, it cannot unveil the explicit analytic form of such
functionals, except for local one-particle operators, like the external (nuclear)

potential. Therefore, approximate solutions have to be adopted in order to
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generate accurate expressions of the unknown functional. Some important
contributions are the statistical mechanical approach by Thomas and Fermi,*
or the constrained search procedure of M. Levy.?? Here only the Kohn-Sham
(KS) implementation of DFT will be presented, as it has gained ground
within the quantum chemical community, mainly due to its similarity with

the SCF method.

According to the KS model, for each real system of interacting electrons
with ground state density p(7), there exists a suitable chosen model system

of non-interacting electrons which exhibits the same ground state density

ps(7r):

N/2

psﬁﬁ=:§:2!9%00!%=pﬁﬁ (B.40)

In that way, Equation B.39 can be rewritten as:

Elp] = Tslp] + Eenlp] + J(p] + Erclp] (B.41)

where J[p] is the classical electron-electron Coulomb interaction energy, T's[p]
is the kinetic energy of a non-interacting N-electron system (which is an
approximation to the the real T,[p]) and E,.[p] is the so-called exchange-

correlation energy term:

Tl = (| 5V W) (B.42)
Euclpl = Telpl = Tslpl + Eeelp] = Jlp] (B.43)

where V%l) is the one-particle kinetic term. The KS procedure for minimizing
the energy in Eq. B.40 reminds us of the HF procedure. One has to find a set
of orthogonal molecular orbitals ¥; which minimize the energy. With these

restrictions, the KS equations become:
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A 1 R
th(l)\I/Z = [— iv%l) + Uef(l)] \I/Z = 62"112' (B44)
where 0.¢(1):
A N A A
bep(1) = Ven(1) +2> Ji(1) + Vae(1) (B.45)
i=1

is an effective potential which includes the electron-nucleus attractive poten-

tial V,,,, the classical electron-electron repulsive potential Zf\il J;(1), and the

I
p(7) "
tial depends on the total electronic density via Eq. B.45, the KS equations

exchange-correlation potential Vie = Given that the effective poten-
represent a self-consistent field (SCF) problem that has to be solved in itera-
tive fashion. However, the KS equations are formally simpler than the Fock
equations because the effective potential is local, in contrast to the non-local
nature of the exchange of the Fock operator (see Eq. B.17). Besides, the KS
procedure takes electron correlation into account, while HF does not. Even
though the mathematical development of Kohn and Sham is exact, there is
a very important weak point of the whole theory: The analytic form of the

exchange-correlation functional E,.[p] is not known.

The reliability of a DF'T calculation then lies in the capacity of generating
approximate F,.[p] functionals. In that direction, three major approaches
have been developed. Slater proposed in the early 1950s the local-density
approximation (LDA), where the functional is considered to depend only on
the electronic density at the coordinate where the functional is evaluated.
Under such approximation, an analytic expression for the F,.[p] functional
can only be obtained for a homogeneous electron gas. For that system, Dirac
developed the expression for the exchange energy:

3/ 3\
B =5 (1) [ o (B.46)

The expression for the correlation energy was obtained from Monte Carlo
calculations by Vosko, Wilk and Nusair in 1980,2% called the VWN func-
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tional. Even though the homogeneous electron gas approximation worked
surprisingly well for small molecules, it soon became clear that such an ap-
proximation was too simple in order to treat larger molecular systems.

One way to correct the limitations of the LDA functionals is to consider
that the functional also depends on the gradient of the density at the same
coordinate where it is evaluated, which is the basis of the generalized gradient
approximations (GGA). Usually, GGA functionals start off from known LDA
functionals, adding correcting terms to the gradient. Some of the most well-
knonw GGA functionals are the Becke’s functional of 1988 (B88), the Perdew
and Wang functions of 1991 (PW91), or the Lee, Yang and Parr functional
(LYP). These functionals can be combined among them to give the new
functionals like BPW91 or BLYP. In spite of the improvements that the
GGA functionals supposed, difficulties in expressing the exchange part of
the energy still arise. They could be relieved by including a component of
the exact exchange energy calculated from HF theory. Functionals of this
type are known as hybrid functionals, like the B3-LYP, probably the most
widely used functional among the quantum chemical community.

In many cases, with GGA and hybrid functionals it is possible to achieve
results with a similar precision compared to post-HF methods (like MP2),
but with a substantially lower computational cost. For that reason, DFT
methods have become an important alternative in the study of many-electron

systems.

B.2.2 Time-Dependent DFT

The traditional KS formulation of the DFT is limited to time-independent
systems, that is, ground states (lowest energy states of a given symmetry
and multiplicity). However, many molecular properties in quantum mechan-
ical electronic structure theory can be considered to be the result of the
response of a time-dependent perturbation, like excitation energies or oscil-
lator strengths. If one wants to apply the DFT formalism to these situ-

ations one could, for instance, first establish an analogous time-dependent
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version of the HK theorem, and then reformulate the KS procedure in a
time-dependent scheme. These steps lead to the theoretical foundation of
the Time-Dependent Density Functional Theory (TDDFT), which is mainly
concerned with the change in molecular properties induced by an external
and perturbing time-dependent field (often an electric field).

An aspect on TDDFT that might confuse people, is that the time de-
pendence referred to in TDDF'T is usually not time dependence of the nuclei
(that is dynamics!). Instead, it is the time dependence of the electrons when
the fixed nuclear framework is subject to a periodic radiation field.

The TDDFT method is based on the Runge-Gross (RG) theorem,?* which
is the time-dependent analogue of the HK theorem in the ground state DFT.
The basic principle is very similar to the HK theorem: an univocal corre-
spondence between an external time-dependent potential, the initial state on
which the potential acts, and the resulting time-dependent electronic density
is proved. The interested reader can find an elegant proof of that theorem in
Ref. 7.

The time-dependent KS equations can be derived in a similar fashion that
the KS DFT equations. The existence of a model time-dependent system
of non-interacting electrons with the same one-electron density as the true
time-depedent system of interacting electrons, can be assured by virtue of
the generalization of the RG theorem by van Leeuwen.® The resulting time-

dependent Kohn-Sham equations are:

iggo(ﬁ t) = (—%VQ + vk s(T, t)) (7, 1) (B.47)

where the time-dependent effective potential vy g(7,t) is:

,0(7‘/,15) 3 5149:0[:0]
IR )

vis(Tt) = ve(r, t) + (B.48)

Here, 0 denotes functional differentation (not function differentiation 0).
ve(r,t) is the time-dependent external potential, and the integral term ap-

proximates the electron-electron repulsion.
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In order to approximate the effective potential (the last term in Eq. B.48)

Runge and Gross adopted a Dirac’s action formulation:?*

AW = [quie) | f -z | w() (5.49)

Given the unique mapping between densities and wave functions, Runge
and Gross treated the Dirac’s action as a density functional and, derived a for-
mal expression for the exchange-correlation component of the action, which
determines the exchange-correlation potential by functional differentiation.
However, approximate expression for the action functional are even less
known than for the functional E,.[p] in DFT.! A practical solution for this
problem is to assume the external potential to be time-independent, which

constitutes the so-called adiabatic local density approximation (ALDA):

0Aselp] _ 0Buc[pd]
dp(r,t) dpe(r)

Since this replacement is only exact when the external potential is time-

(B.50)

independent, one can argue that it should be a reasonable approximation
when the external potential is only weakly time-dependent, and then the

ground state exchange-correlation functional E,. can be used.

In order to obtain excitation energies and oscillator strengths from the
time-dependent KS equations, the KS wave function can be propagated in
time, which is referred as known as real-time TDDFT.® However, the most
widely used approach, and also the only one implemented in standard quan-
tum chemistry packages, is the linear-response TDDFT. Basically, if a exter-
nal perturbation is small enough so that it does not completely destruct the
ground state structure of the system, one can analyze the linear response of
the system. The variation of the system will depend (to first order) only on
the ground state wave function, so that we can simply use all the properties
of DFT. Within this context, excitation energies can be obtained in several
ways. The most direct is through the introduction of a basis set in the KS

orbitals and rewrite the time-dependent KS equations as secular equations,®
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a procedure that recalls the one seen for the CIS level. In fact, CIS can be
obtained as a limit of TDDFT when using a hybrid functional with 100% of
HF exchange.

As electronic correlation is introduced in DFT via the electronic density
p(7) (and so it is in TDDFT), the values of vertical excitation energies are
more accurate when compared with CIS. Moreover, TDDFT satisfies the
Thomas-Reiche-Kuhn dipole sum. However, there exist some notorious dis-
advantages. It is well-known that TDDFT has severe problems with the
correct description of Rydberg states, valence states of molecules exhibiting
extended 7 systems, and doubly excited states; but most important, TDDF'T
systematically overstabilizes charge-transfer states.?>?¢ To our knowledge,
some semiquantitative procedures have been proposed to correct this short-
coming of TDDFT,?" 3% but the correct TDDFT description of such states is

still an unsolved problem.
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Mathematical derivation of the SMA’s

kinetic energy operator

According to our discussion on the dynamics of SMA in Section 5.1, our re-
duced SMA’s dynamical model contains three significant fragments as for the
ESIPT is concerned: the proton, the oxygen atom (attached to the aromatic
ring) and the nitrogen-methyl segment. These fragments are related through

the set of dynamical coordinates (R, , p), as depicted in Figure 5.4 (c).

Assuming that the motion of the proton is restricted to a plane, a pair
of Cartesian coordinates (z,y) can be assigned to each dynamical fragment.

Hence, the kinetic energy operator can be initially written as:

C-1
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2my (3x§{ + 3y?{> (C.1)

In order to derive a mathematical expression of T in terms of the dy-
namical set {R, r, p}, it is necessary to stablish the formal relationships
between the six Cartesian coordinates in Eq. C.1 and the set (R, 7, p). Given
that both sets of coordinates must define the same space, we included three
additional dynamical coordinates: the Cartesian coordinates of the center
of mass (zoa, you) and the in-plane global rotation angle (6). From the
representation of both sets of coordinates into a Cartesian coordinate sys-
tem, as depicted in Figure 5.4 (d), it is possible to obtain the transformation

relationships between the dynamical and Cartesian sets of coordinates:

R = \/(.TN — xo)2 + (yN — yo)2 (C.Q)

3 (x?\/”CHg - $20) +TH ($20 - x?VCHg)

-
\/(xo — anen,)” + (Yo — ynen,)
1,2 2 2 2
= — + —
42 (yNCHg Z/o) YH (3/0 yNCHg) (C.3)
\/(iﬂo - IBNCH3)2 + (yo — yNCH3)2
) = rg (Yo — yncus) + yu (Tncm, — o)
\/(iﬂo - CENCH3)2 + (yo — yNCH3)2
I TOYNCHs — TNCH3YO (C.4)
\/(xo — znen,)’ + (Yo — ynen,)?
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moTo + MNCH;TNCH; + METH (C.5)
mo + MNCH; -+ my

Tem =

moYo + MNCH;YNCH; + MHEYH
Yom = (C.6)
mo + mMycH; + My

0 = arctan (M) (C.7)
INcH; — TO

From Eqs. C.2-C.7, it is possible to express Eq. C.1 in terms of the
dynamical set of coordinates, applying the chain rule. On the resulting ex-
pression of the kinetic energy operator, every second derivative term with
respect to the center of mass can be separated, given the traslational motion
of the center of mass has to be uncoupled from the internal motion. Taking
0 (for convenience) as the initial value for the angle #, and assuming that the
global in-plane rotation of the fragments are not significantly coupled to the
proton transfer process (thus cancelling the derivative terms with respect to

0), we arrive to the final expression of T((R, r, p)) introduced in Section 5.1:

A1 1 o
N 2 my-— CH3 mO ring OR?
1[( )G ) el
2 [ \my_ CH3 mo,ring 4  R? my | Or?
1{( 1 )<1+r2)+r< 1 1 )+1]82
2 mN CHs mO—Ting 4 R? R \mn_cH, MO—ring mpy | Op?
N 1 1 o 0
2 \mpy— CH3 mo_ —ring) OROr
1 1 1 0 9
T e )
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SMA’s Fortran77 routine

The construction of the PES corresponding to the dynamical simulations on
SMA (see Paper II), was performed through the generation of 720 molecular
geometries as a function of the set of dynamical coordinates (R, r, p). Here

we present the Fortran77 rutine coded to that end.

program SMAgeometry

implicit none

integer 1i,j

integer labell(12)

double precision x1(12,3)

integer label2(4)

double precision x2(4,3)

integer labelO,labelN,labelH
double precision x0(3),xN(3),xH(3)
double precision Rbig,Rsmall
double precision Nghost(3),0ghost(3)

D-1
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double precision Ulength,U(3),W(3)

double precision deltaR,deltaRox,deltaRnit
double precision UM,M(3),Vlength,V(3)

double precision Mlength,Wlength,Hpos,dotprod
double precision N(3),rho

open (file=’fragment_1.xyz’,status=’0ld’,unit=10)
do i=1,12
read(10,*) labell(i),x1(i,1),x1(i,2),x1(i,3)
end do
close (unit=10)
open (file=’fragment_3.xyz’,status=’0ld’,unit=10)
do i=1,4
read(10,*) label2(i),x2(i,1),x2(i,2),x2(i,3)
end do
open (file=’fragment_oxigen.xyz’,status=’0ld’,unit=10)
read(10,*) label0,x0(1),x0(2),x0(3)
open (file=’fragment_nitrogen.xyz’,status=’0ld’,unit=10)
read(10,*) labelN,xN(1),xN(2),xN(3)
open (file=’fragment_proto.xyz’,status=’o0ld’,unit=10)
read(10,*) labelH,xH(1) ,xH(2),xH(3)
read(5,*) Rbig,Rsmall,Rho

do i=1,12
write(6,*) labell(i),x1(i,1),x1(i,2),x1(i,3)
end do

do i=1,3
Nghost (1)=xN(i)
Oghost (i)=x0(1i)
end do

Ulength=0.0d0

do i=1,3
U(i)=x0(i)-xN(1)
M(i)=xH(i)-0.5d0* (x0(i)+xN(i))
Ulength=Ulength+U (i) **2



Mlength=Mlength+M(i)**2
end do
Ulength=sqrt (Ulength)
Mlength=sqrt (Mlength)
do i=1,3
U(i)=U(i)/Ulength
M(i)=M(i)/Mlength
end do

deltaR=Rbig-Ulength

deltaRox=deltaR/(1.0d0+sqrt(16.0d0/29.0d40))
deltaRnit=deltaR/(1.0d0+sqrt(29.0d0/16.0d0))

do i=1,3
x0(1)=0ghost (i)+U(i)*deltaRox
xN(i)=Nghost(i)-U(i)*deltaRnit
end do
write(6,*) labelO, (x0(i),i=1,3)
write(6,*) labelN, (xN(i),i=1,3)

do i=1,4
do j=1,3
x2(i,3)=x2(i,j)-U(j)*deltaRnit
end do
end do
do i=1,4
write(6,*) label2(i), (x2(i,j),j=1,3)
end do

UM=0.0d0

do i=1,3
UM=UM+U (1) *M (i)

end do

UM=UM*Ulength*Mlength

Wlength=0.0d40
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do i=1,3
W(i)=(U(i)*Ulength)-(Ulength**2/UM)*M(i)*Mlength
Wlength=Wlength+W(i)**2

end do

Wlength=sqrt(Wlength)

do i=1,3
W(i)=W(i)/Wlength

end do

Hpos=0.0d0

do i=1,3
Hpos=Hpos+M(i)*W(i)*Wlength*Mlength

end do

Vlength=0.0d0

do i=1,3
V(i)=x0(i)-xN(i)
Vlength=Vlength+V (i) **2

end do

Vlength=sqrt(Vlength)

do i=1,3
V(i)=V(i)/Vlength

end do

do i=1,3
N(1)=xH(i)-0.5d0*(x0(i)+xN(i))-Rsmall*V (i)

end do

dotprod=0.0d0

do i=1,3
dotprod=dotprod+N(i)*W(i)

end do

do i=1,3

xH(1)=0.5d0*(x0(i)+xN(i))-Rsmall*V(i)+W(i)*(dotprod-rho)

end do
write(6,*) labelH, (xH(i),i=1,3)

end
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For the correct running of this routine, the SMA molecule is divided in five
portions, and each portion is provided to the code via five external files: frag-
ment_1.xyz, fragment_2.xyz, fragment_nitrogen.xyz, fragment_oxigen.ryz and
fragment_proto.zyz.

Each file contains the atomic number and the Cartesian coordinates (in
A) of each atom. Concretely, files fragment_1.zyz and fragment_2.zyz dis-
play the aromatic ring and the C—H portion, and the the methyl group, re-
spectively; whereas files fragment_nitrogen.xyz, fragment_oxigen.xyz and frag-
ment_proto.ryz contain the position of the nitrogen, oxygen and the proton,
respectively.

In what follows, we include an example of a starting SMA geometry
divided on each file:

fragment_1.xyz

6 -2.125116 1.667348 0.000000
6 -0.738163 1.675638 0.000000
6 0.000000 0.477899 0.000000
6 -0.695501 -0.762654 0.000000
6 -2.099322 -0.763131 0.000000
6 -2.798877 0.436791 0.000000
1 -2.681418 2.598766 0.000000
1 -0.196868 2.619098 0.000000
1 -2.611444  -1.719450 0.000000
1 -3.885147 0.417720 0.000000
6 1.454251 0.516427 0.000000
1 1.919660 1.513936 0.000000

fragment_2.xyz

3.616611  -0.431977 0.000000
4.026540 -0.938431 0.881195
4.026540 -0.938431 -0.881195
3.964593 0.611673 0.000000

= = e O
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fragment_nitrogen.xyz

7 2.172386  -0.548950
fragment_oxigen.xyz

8 -0.047815 -1.936263
fragment_proto.xyz

1 0.930067 -1.730178
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0.000000

0.000000

0.000000





